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Abstract 

Indoor thermal environment is quite important for both indoor occupants and indoor 

building materials, especially in hot and humid regions. Temperature and humidity 

control of indoor air is the core part of indoor thermal environment. In the conventional 

HVAC system that removes moisture by condensation, air is cooled and dehumidified 

simultaneously. However, the overcooling and reheating process is energy-intensive, 

which leads to low evaporating temperature, a poor COP value for the chiller and 

higher energy consumption of the system. In the conventional HVAC system, energy 

consumption on treating fresh air is extensive. About 20-40% of the overall energy 

consumption of air conditioning system is consumed in fresh air handling process. 

Moreover, the ratio of sensible load to latent load varies largely due to the changes of 

outdoor climate, number of indoor occupants, indoor equipment utilization situation 

and so on. Therefore, the indoor temperature and humidity can hardly be satisfied with 

condensation by the cooling coil only. 

Falling film is widely used in heat engineering fields, such as falling film heat 

exchangers, evaporators and cooling towers, for its simple structure, low temperature 

difference and considerable heat and mass transfer efficiency. Falling film liquid 

desiccant air dehumidification is a promising alternative to traditional vapor 

compression air-conditioning system due to its lower energy consumption and less 
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pollution. It is reported that the liquid desiccant air conditioning system based on this 

kind of dehumidifier can save about 10-30% of energy compared with the low 

temperature dehumidification using conventional gas compression system. Many 

researchers have studied the effect of various design operating parameters and 

conditions on the performance of the falling film. The factors are evaluated specifically, 

including the desiccant fluid properties (like density, viscosity, and specific heat 

capacity and so on), the flow configuration, the desiccant distribution, the inlet flow 

rate and condition of the desiccant solution, moist air and cooling media, energy store 

capacity and so on. However, further studies are also needed on some aspects. Firstly, 

most researches focus on the macroscopic parameter change rather than the 

microscopic heat and mass transfer process in falling film. Secondly, many researches 

take the falling film as a single phase problem, which means the surface tension and 

phase change are neglected. Thirdly, in conventional numerical models, the turbulence 

flow is usually simulated with semi-experimental turbulence models, which may not 

have solid physical backgrounds. 

The lattice Boltzmann method (LBM), which is a numerical method rooted in kinetic 

theory, is becoming popular in the fields of computational fluid dynamics in last 

decades. Due to the particle-based mesoscopic nature which connects the micro and 

macro worlds, the LBM has an advantage in simulation fidelity and computational 

efficiency especially for multiphase flows. Generally, there are four popular LBM models 
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so far to solve the multiphase flow problems, including the color-gradient model, the free 

energy model, the Shan-Chen model and the phase-field model. The phase-field model is more 

appropriate to solve the falling film problems due to its advantage in handing high density 

ratio problem. To solve the heat and mass transfer problem in falling film process, thermal 

phase-field LB models are proposed by many researches. However, in these previous 

models, there are still some fundamental problems that have not been solved. First, 

most of the existing works are focused on the lattice Boltzmann (LB) models for Cahn-

Hilliard (C-H) equation, but these models suffer from the poor stability, difficulty in 

simulating the large density ratio problems, and the mass non-conservation. Second, 

most of the existing LB models are only suitable for steady state flow instead of 

dynamic problems. Thirdly, most existing LB models still have problems in dealing 

with the phase change problem. For above problems, we have carried out the following 

works: 

(1) A mass conservative lattice Boltzmann model (LBM) is proposed to simulate the 

two-phase flows with moving contact lines at high density ratio. The proposed model 

consists of a phase field lattice Boltzmann equation (LBE) for solving the conservative 

Allen-Cahn (A-C) equation, and a pressure evolution LBE for solving the 

incompressible Navier-Stokes equations. In addition, a modified wall boundary 

treatment scheme is developed to ensure the mass conservation. The wetting dynamics 

are treated by incorporating the cubic wall energy in the expression of the total free 
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energy. The current model is characterized by mass conservation, proper treatment of 

wetting boundary and high density ratio. We applied the model on a series of numerical 

tests including equilibrium droplets on wetting surface, co-current flow and a droplet 

moving by gravity along inclined wetting surfaces. Theoretical analysis and 

experiments are conducted for model validation. The numerical results show good 

performances on mass conservation even with a density contrast up to 1000.  

Furthermore, the results show that the moving contact line can be successfully 

recovered, which proves that this model is applicable on the study of moving contact 

line issue and further related applications.  

(3) Based on the above thermal LB model, we simulated the complete development 

processes of the falling film from beginning to steady state at different Reynolds 

numbers. The results are compared with the experiments of previous researches. 

In conclusion, a thermal multi-phase lattice Boltzmann model is established for 

simulating the heat and mass transfer process in falling film based liquid desiccant air 

conditioning. The model can well predict the temperature and concentration 

distribution of the falling film process and has a better computational efficiency than 

traditional simulation methods. The model has made contributions in the aspects of 

two-phase flow interaction, high density ratio flow and phase-change problems. The 

model can provide suggestions in the future design and optimization of the falling film 
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based liquid desiccant air conditioning.  
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CHAPTER 1  

INTRODUCTION 

1.1 Background of building energy consumption 

Energy is playing key role in modern society, in which the building energy is closely 

related to daily life. A great amount of energy is consumed by buildings to create a 

comfortable indoor environment. During the past decades, the energy consumed by 

building has increased rapidly with the development of society [P. Tuominen et al., 

2014]. In developed countries, 20% and 40% of the total energy are consumed by 

buildings, including both residential and commercial, which exceeds the industry and 

transportation sectors [L. Perez-Lombard et al., 2011]. In China, the building energy 

consumption accounts for about 33% of total energy (China Energy Statistical 

Yearbook 2014). In Hong Kong, buildings contribute up to 90% of total electricity 

consumption (http://www.beeo.emsd.gov.hk/en.mibec_beeo.html) and 64% of total 

energy consumption (Fig 1.1, Hong Kong Energy End-use Data 2018 ). 

http://www.beeo.emsd.gov.hk/en.mibec_beeo.html
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Fig 1.1 Breakdown of total energy consumption in Hong Kong in 2018 

Air conditioning systems are the most energy consuming devices among all the 

building service equipment. According to the Hong Kong Energy End-use Data 2018, 

the electricity energy usage of air conditioning accounts for 55% (commercial building) 

and 25% (residential building) of the total electricity energy consumption as shown in 

Fig 1.2. In addition, considering the global warming and increasing living standard, it is 

expected that more energy will be consumed by air conditioning system to create a 

comfortable indoor environment. Therefore, energy saving in air conditioning system is 

of great importance, especially in Hong Kong. 
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(a) Breakdown of electric energy usage in commercial buildings in Hong Kong 

 

(b) Breakdown of electric energy usage in residential buildings in Hong Kong 

Fig 1.2 Hong Kong Energy End-use Data 2018     
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1.2 Introduction of falling film based liquid desiccant 

dehumidification 

Air conditioning system is to create a comfortable indoor thermal environment, which 

includes two key parameters: temperature and humidity of indoor air. Fig 1.3 shows 

the traditional dehumidification process. In the conventional HVAC system that 

removes moisture by condensation, air is cooled and dehumidified simultaneously. 

However, as the required cooling source temperature of dehumidification is much 

lower than that of cooling, the chilled water temperature has to be reduced to meet the 

demand for condensation dehumidification. The cooled air often needs to be reheated. 

The overcooling and reheating process is energy-intensive, which leads to low 

evaporating temperature, a poor COP value for the chiller and higher energy 

consumption of the system. 

 

Fig 1.3 Schematic of traditional dehumidification process 
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In the conventional HVAC system, energy consumption on treating fresh air is 

extensive. About 20-40% of the overall energy consumption of air conditioning system 

is consumed in fresh air handling process. The ratio can be even higher in hot and 

humid regions where latent load from fresh air is as heavy as 50% of the cooling load 

[Zhang and Xiao, 2008]. 

Moreover, the ratio of sensible load to latent load varies largely due to the changes of 

outdoor climate, number of indoor occupants, indoor equipment utilization situation 

and so on. Therefore, the indoor temperature and humidity can hardly be satisfied with 

condensation by the cooling coil only [Zhao et al., 2011].  

In order to improve system energy performance and solve the above-mentioned 

problems, more effective humidity control method should be developed.  

Basically, there are two methods for air humidity control: mechanical 

dehumidification method and chemical dehumidification method. 

The mechanical dehumidification method is the air cooling below dew point which 

was mentioned above. The chemical dehumidification method is to reduce the water 

vapor content of moist air by solid or liquid desiccants. Solid desiccants widely used 

in air conditioning systems include silica gel and molecular sieves, while liquid 
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desiccants include lithium chloride (LiCl), lithium bromide(LiBr), calcium chloride 

(CaCl2), and triethylene glycol. Liquid desiccants have many advantages over solid 

desiccants, including a lower pressure drop in air-flow across the desiccant material, 

energy storage capacity, and the capability to remove pollutants. Moreover, a liquid 

desiccant system can be driven by low-grade heat sources such as solar energy or waste 

heat [Factor et al., 1980]. Analyses of air conditioning and industrial drying processes 

showed the potential application of liquid desiccant dehumidification [Lazzarin et al., 

1999]. Liquid desiccant dehumidification is a promising dehumidification method, 

which has prominent superiority in humidity control [Ma et al., 2006], energy saving 

[Niu et al., 2012], indoor air quality improvement [Mei and Dai, 2008] over 

conventional dehumidification by mechanical cooling.  

Fig 1.4 presents a schematic of a liquid desiccant dehumidification system. The liquid 

desiccant air conditioning system removes latent load (and, possibly, sensible heat) 

from process air via a liquid desiccant material, such as lithium chloride(LiCl), lithium 

bromide (LiBr). It consists of two primary units, a dehumidifier where concentrated 

liquid desiccant solution absorbs moisture from the process air, and a regenerator 

where the moisture taken on by the liquid desiccant in the absorber is removed from 

the liquid desiccant, thus regenerating the liquid desiccant to the higher concentration 

air. 



 

  7 
 

 

Figure 1.4 Schematic of a liquid desiccant dehumidification system 

Falling film flow is a special type of multi-phase flow, characterized by a thin liquid 

layer at a wall and some gas in the remainder of domain (for a graphical representation 

see Fig. 1.5). The layer thickness is typically below a few millimeters. Contrary to 

pure-gas flows, liquid film flows provide superior heat and mass transfer conditions 

due to the thin liquid layer, which improves the performance even better when being 

wavy or turbulent and phase–change takes place. Falling film is widely used in 

industries like thermal engineering, energy engineering [Roques and Thome 2007] and 

air conditioning engineering, especially the liquid desiccant air conditioning [Ahn et 

al. 2016] due to its simple structure, low temperature difference and considerable heat 

and mass transfer efficiency. Fig. 1.6 is the two-dimensional schematic side view of 

the falling film. Complicated heat and mass transfer process including phase change 

can occur between the liquid layer and the gas, which makes falling film appropriate 
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for heat and mass exchange. When the desiccant solution (such as the LiCl2 solution) 

is chosen as the working liquid and the moist air takes the role of gas, the falling 

desiccant solution film becomes a dehumidifier [Lowenstein 2008]. It is reported that 

the liquid desiccant air conditioning system based on this kind of dehumidifier can 

save about 10-30% of energy compared with the low temperature dehumidification 

using conventional gas compression system [Yin et al. 2014]. Thus, it is important and 

valuable to better understand the characteristics of falling film flow to enhance the 

mass/moisture transfer, so as to improve the performance of the falling film based 

liquid desiccant technology. 

 

Figure 1.5 Typical falling film 
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Figure 1.6 Three-dimensional sketch of a wavy liquid film flowing down a vertical 

wall with the film thickness δ, and the interfacial unit normal n and unit tangents tx 

and tz 

1.3 Introduction of lattice Boltzmann method (LBM) 

The previous researches on falling film are reviewed in Chapter 2. Generally, there are 

some improvement can be made in some aspects: 

Many researchers take the falling film as a single-phase problem, which means the 

surface tension and phase change are neglected. 

The numerical researches on falling film are most based the traditional CFD tools, 

which rely on the continuity hypothesis. However, considering the thin liquid layer 

(less than 1 micrometer in our experiment) and cutoff phenomenon, the traditional 
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numerical methods may have great difficulties in falling film research. 

Lattice Boltzmann method (LBM) is a promising solution to the falling film problem. 

Over the past few decades, tremendous progress has been made in the development of 

particle-based discrete simulation methods versus the conventional continuum-based 

methods. In particular, the lattice Boltzmann (LB) method has evolved from a 

theoretical novelty to a ubiquitous, versatile and powerful computational methodology 

for both fundamental research and engineering applications. It is a kinetic-based 

mesoscopic approach that bridges the microscales and macroscales, which offers 

distinctive advantages n simulation fidelity and computational efficiency. Applications 

of the LB method are now found in a wide range of disciplines including physics, 

chemistry, materials, biomedicine and various branches of engineering. Chapter 2 

provides a comprehensive review of the LB method for thermo-fluids and energy 

applications, focusing on multiphase flows, thermal flows and thermal multiphase 

flows with phase change. 

1.4 Research objectives of the thesis 

The falling film liquid desiccant dehumidifier is a promising alternative to traditional 

air dehumidification technologies for lower energy consumption, environment-

friendly and more flexible humidity control. Besides, the liquid desiccant dehumidifier 
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possesses some other advantages, such as lower possibility of droplet carryover and 

lower pressure drop. The study on the falling film phenomenon can be traced back to 

early last century. Since then many theoretical models have been proposed to study 

the effect of various design operating parameters and conditions on the performance 

of the falling film. With the development of computational fluid dynamics (CFD), 

numerical methods become popular in falling film research in recent decades. 

However, traditional methods are mostly based on the continuity hypothesis, which 

may not be appropriate in some falling film cases. In addition, most traditional 

methods including the theoretical and numerical models study the performance of the 

stable falling film flow, while the dynamic characters are less focused. Furthermore, 

the high computational cost of traditional CFD tools in handling falling film cases is 

a challenge in real applications.  

Over the past few decades, the lattice Boltzmann method (LBM) is becoming popular 

in the fields of computational fluid dynamics. It is a kinetic-based mesoscopic 

approach that bridges the microscales and macroscales, which offers distinctive 

advantages on simulation fidelity and computational efficiency especially for 

multiphase flows. Compared with traditional CFD tools, the LB model on falling film 

has a solid physical background (continuity hypothesis not needed) and shows better 

computational efficiency. To solve the heat and mass transfer problem in falling film 
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process, thermal LB models are proposed by many researches. However, in these 

previous models, there are still some fundamental problems that have not been solved. 

First, most of the existing works are focused on the (LB) models for Cahn-Hilliard 

equation, but these models suffer from the poor stability, difficulty in simulating the 

large density ratio problems, and the mass non-conservation. Second, most of the 

existing LB models are only suitable for steady state flow instead of dynamic problems. 

Thirdly, most existing LB models still have problems in dealing with the phase change 

problem.  

This thesis aims to propose a lattice Boltzmann model to study the falling film based 

liquid desiccant dehumidifier. The main objectives of the project are summarized as 

follows: 

(1) To develop a lattice Boltzmann model to trace the density distribution of two-phase 

flow with high density ratio. In falling film the density ratio of liquid/gas can be up to 

1000. The developed model is the basic of falling film simulation. 

(2) To propose a wetting boundary scheme which can handle the three-phase contact 

problem. Wetting boundary is the typical characteristic in falling film. In present work 

the contact angle is taken to feature the wetting ability.   
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(3) To develop a mass conservative lattice Boltzmann model (LBM) to simulate the 

two-phase flows with moving contact lines at high density ratio. The developed model 

is characterized by mass conservation, proper treatment of wetting boundary and high 

density ratio, which are the typical characteristics in falling film simulation. Based on 

this model the isothermal falling film can be complete simulated. 

(4) To develop a thermal lattice Boltzmann model for simulating the heat and mass 

transfer process in falling film dehumidifier. The model is based on the model in 

previous step. Instead of the traditional continuity hypothesis based numerical 

methods, the proposed model treats the heat and mass transfer in multi-phase flow 

from the point of kinetic theory, which has a solid physical background. . 

(4) To find the parameters which influence the performance of falling film, and give 

suggestions on the improvement of falling film based liquid desiccant air conditioning. 

1.5 Organization of the thesis 

The overall structure of this thesis takes the form of seven chapters. Chapter 1 gives a 

brief introduction of consumption of building energy, falling film based liquid 

desiccant air-conditioning system and lattice Boltzmann method. As a possible 

alternative of the traditional vapor compression air conditioner, the advantages of the 

liquid desiccant air conditioning system are summarized. The falling film liquid 
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desiccant air dehumidification technology, handling the latent and sensible load 

separately, is a promising alternative to traditional air dehumidification technologies. 

Meanwhile, lattice Boltzmann method is a promising method to numerically study the 

falling film problem, especially the heat and mass process inside. Falling film 

dehumidifier is the research focus of the thesis, and lattice Boltzmann methods is the 

research method. The general objective is to develop a lattice Boltzmann model to 

simulate the complete falling film process, especially the heat and mass transfer 

process. The research objectives of this project are also summarized in Chapter 1. 

Chapter 2 provides a comprehensive literature review of falling film and lattice 

Boltzmann method. Firstly, the researches on laminar flow and wavy film flow are 

discussed respectively, and the relationship between film Reynolds number and flow 

type is summarized. Then, the researches on heat and mass transfer process in falling 

film are detailed reviewed. The theoretical, numerical and experimental model are 

introduced respectively. Thirdly, the limitations of the previous researches on falling 

film are summarized, and the reason of taking lattice Boltzmann method as the 

research methodology is explained. Fourthly, the development of the lattice 

Boltzmann method is reviewed and the characteristics are highlighted. The basic ideas 

and equations of lattice Boltzmann method are introduced. Finally, the limitations of 

previous lattice Boltzmann models on multi-phase flows are summarized.  
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Chapter 3 developed a new two-dimensional LBM simulation model to capture the 

density distribution of two phase flows with high density ratio. In this chapter the 

interaction force scheme was first discussed in this chapter. Two kinds of difference 

formats, the isotropic difference format and mixed difference format, were introduced 

and adopted in the developed model. The developed model has taken the problems 

such as the high density ratio, surface tension, gravity, inlet and outlet open boundary 

conditions into consideration. Three test cases were studied to validate the two-phase 

model. The first case was to simulate the droplets on flat plates with different contact 

angles to test the approach to handling the liquid-solid interface. The second case was 

to simulate the typical two phase co-current flow in a channel, which has been 

analytically solved [Huang et al. 2013]. This case is to examine the external forces 

(such as gravity) added in the model. The third case aimed to test the performance of 

the fully developed outlet boundary by simulating a droplet flowing in an infinitely 

long channel. The numerical results show that the developed model can trace the 

density distribution properly even at the density ratio 1000. And the developed model 

in this chapter lays the foundation for the study of falling film based liquid desiccant 

dehumidifier. 

Chapter 4 proposed the wetting boundary treatment method. In falling film research, 

the wetting area of liquid desiccant is an important parameter in the dehumidifier. In 
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early stage of the simulation model for liquid desiccant dehumidifier, the working 

plate was usually assumed to be fully wetted by liquid desiccant, which did not comply 

with the experimental observation. In actual situations, the working surfaces were 

usually observed to be incompletely wetted by the liquid desiccant. Therefore, it is 

very important to properly simulate the wetting boundary in falling film. In this chapter, 

the cubic form of surface free energy density is taken. The proposed wetting boundary 

treatment method is used in the lattice Boltzmann model developed in Chapter 3, and 

numerical test is performed by this model. The result shows that the proposed wetting 

boundary treatment method can properly handles the contact angle issue. 

Chapter 5 proposed a mass conservative lattice Boltzmann model (LBM) to simulate 

the two-phase flows with moving contact lines at high density ratio. The proposed 

model consists of a phase field lattice Boltzmann equation (LBE) for solving the 

conservative Allen-Cahn (A-C) equation, and a pressure evolution LBE for solving 

the incompressible Navier-Stokes equations. In addition, a modified wall boundary 

treatment scheme is developed to ensure the mass conservation. The wetting dynamics 

are treated by incorporating the cubic wall energy in the expression of the total free 

energy. The current model is characterized by mass conservation, proper treatment of 

wetting boundary and high density ratio. We applied the model on a series of numerical 

tests including equilibrium droplets on wetting surfaces, co-current flow and a droplet 
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moving by gravity along inclined wetting surfaces. Theoretical analysis and 

experiments were conducted for model validation. The numerical results show good 

performances on mass conservation even with a density contrast up to 1000. 

Furthermore, the results show that the moving contact line can be successfully 

recovered, which proves that this model is applicable on the study of moving contact 

line issue and further related applications. 

Chapter 6 proposed a thermal lattice Boltzmann model based on the model developed 

in chapter 5. This thermal lattice Boltzmann model is proposed to simulate the heat 

and mass transfer process in fall film. Instead of the traditional continuity hypothesis 

based numerical methods, the proposed model treats the heat and mass transfer in 

multi-phase flow from the point of kinetic theory, which has a solid physical 

background. The proposed model consists of a phase-field lattice Boltzmann equation 

(LBE) for solving the conservative Allen-Cahn (A-C) equation, a pressure evolution 

LBE for solving the incompressible Navier-Stokes equations, a temperature evolution 

LBE for solving the internal energy equation and a concentration evolution LBE for 

solving the mass diffusivity equation. The proposed model was adopted to simulate 

the heat and mass transfer process in the falling LiCl solution film at different 

Reynolds number and the results were compared with the numerical and experimental 

tests. The comparison results show that the proposed can well predict the temperature 
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and concentration distribution of the falling film absorption process and has a better 

computational efficiency than traditional simulation methods. 

Chapter 7 summarizes the contributions of this work and concludes the thesis. 
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CHAPTER 2  

LITERATURE REVIEW AND METHODOLOGY 

2.1 Introduction 

Complicated heat and mass transfer occur in a falling film dehumidifier. The process 

can be described in detail: water vapor spreads from the air to the air side surface of 

the gas-liquid two phase interface, then water vapor condensates on the interface and 

enters into the liquid phase, and finally the condensed water diffuses from the liquid 

side of the interface to the desiccant solution. The driving force for heat transfer is the 

temperature difference between the air and desiccant solution, and for mass transfer is 

the water vapor pressure difference between the air and the surface of the desiccant 

solution. 

In this chapter, the origins and research methods of this thesis are presented in detail. 

Section 2.2 reviews the researches on laminar flow and wavy film flow respectively, 

and the relationship between film Reynolds number and flow type is summarized. Also 

the researches on heat and mass transfer process in falling film are detailed reviewed. 

The theoretical, numerical and experimental model are introduced respectively. 

Section 2.3 summarizes the limitations of the previous researches on falling film, and 

explains the reason of taking lattice Boltzmann method as the research methodology. 
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the development of the lattice Boltzmann method is reviewed and the characteristics 

are highlighted in Section 2.4. Through literature review it can be concluded that the 

lattice Boltzmann method is appropriate for falling film simulation.  

2.2 Literature review of falling film technology 

As a special type of multi-phase flow, falling film is widely used in industries like 

thermal engineering, energy engineering and air conditioning engineering, especially 

the liquid desiccant air conditioning due to its simple structure, low temperature 

difference and considerable heat and mass transfer efficiency. Fig. 2.1 is the two-

dimensional schematic side view of the falling film. The falling film is usually 

characterized by a thin liquid layer on an inclined or vertical plate and some gas in the 

remaining space. Complicated heat and mass transfer process including phase change 

can occur between the liquid layer and the gas, which makes falling film appropriate 

for heat and mass exchange. When the desiccant solution (such as the LiCl2 solution) 

is chosen as the working liquid and the moist air takes the role of gas, the falling 

desiccant solution film becomes a dehumidifier. It is reported that the liquid desiccant 

air conditioning system based on this kind of dehumidifier can save about 10-30% of 

energy compared with the low temperature dehumidification using conventional gas 

compression system [Yin et al. 2014].  
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Figure 2.1 Schematic of the two-dimensional falling film 

Given the advantages, liquid film flows are widely in use in energy and process 

engineering. One can find them in the condenser of power stations, in chemical 

industries for rectification and distillation, in food industries for densification of milk 

and juice, in cooling devices utilizing heat pipes (also known as thermo-siphons), and 

geothermal heat exchangers based on phase–change processes. The typical geometry 

of heat exchanger utilization liquid film flow is a tube, a flat-plate, or a packed bed. 

2.2.1 Laminar film slow assumptions 
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The study on falling film can date back to early 1900s. Nusselt (Nusselt 1916) 

theoretically studied the falling film phenomenon, he assumed that the film is smooth 

laminar and gave an analytical solution of film thickness 

𝑅𝑅𝑅𝑅𝐿𝐿=4
𝜌𝜌. 𝑢𝑢𝑎𝑎𝑎𝑎 .𝛿𝛿

𝜇𝜇 = 4
𝛤𝛤
𝜇𝜇

�1.� 

Where 𝜌𝜌 is liquid density, 𝑢𝑢𝑎𝑎𝑎𝑎 is the average film velocity, 𝛿𝛿 is the mean film thickness, 

𝜇𝜇 is liquid viscosity and is mass flow rate per unit flow width. 

Kholpanov et al. [Kholpanov et al. 1982] present an analysis similar to that developed 

by Nakoryakov and Grigor’ equations but allow for the effect of tangential shear stress 

or a surface tension gradient at the solution-vapor interface. The solution is only valid 

for regions near the beginning of the absorption process where the thermal and 

concentration boundary layers developing from the interface do not reach the wall 

since the transfer of heat and mass from the interface into the film is assumed to be 

confined to a thin boundary layer. They also assume that the velocity profile within 

this thin boundary is uniform, even in the presence of shear and surface tension 

gradients. The authors develop expressions for concentration and temperature within 

the film that they state reduce to the inlet region approximations developed by 

Nakoryakov and Grigor’ equations for the case of no interface shear or surface tension 

gradients. Additionally, local and mean heat and mass fluxes are also developed from 
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these expressions.  

Le Goff et al. [Le Goff et al. 1986] give a brief summary of several methods for 

modeling absorption heat and mass transfer. In other works not translated into English 

they developed analytical, numerical, and approximate models of laminar falling film 

absorption over an adiabatic wall, however these are not reviewed here. Le Goff et al. 

discuss some of the features, limitations, and usefulness of the different solution 

methods including analytical and approximate methods, numerical methods with 

Laplace transforms and finite difference approximations. They also briefly discuss 

methods for wavy and turbulent films. The authors also refer to other publications (in 

French) in which they have utilized each of the solution methods, compared them with 

each other and with experimental data. One interesting concept presented by the 

authors is the idea of “tie lines” and “trajectories”. A “trajectory” is a line on a 

temperature-concentration plot representing the progression of temperature and 

concentration of a particular location within the film, such as the interface, bulk or 

wall, as the film proceeds along the wall. “Tie lines” connect the trajectories at any 

given cross-section of the film. This is a unique plotting method not found elsewhere 

in the literature. 

Conlisk [Conlisk, 1992, Conlisk 1995] presents the development of a solution to the 
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vertical， laminar film absorption problem employing the Laplace transform technique. 

His assumptions are essentially the same as Grossman except that the film thickness 

is not required to be constant， the transverse velocity component，v，is not neglected 

in the species conservation equation although it is neglected in the energy equation， 

the wall temperature can either be constant or an empirically derived function of 

downstream position， and infinite dilution of water in the film is not assumed. It is 

assumed that mass transfer is confined to a boundary layer (i.e. doesn’t reach the wall) 

but this assumption is justified for moderate lengths; for a typical operating condition， 

Conlisk suggests that this length is about 3m， increasing or decreasing with Reynolds 

number. Conlisk notes that the use of the Laplace transform eliminates the difficulty 

often encountered in finding solutions at the inlet discontinuity. Considering an 

expansion series formulation for the film thickness along the absorber ，  he 

mathematically demonstrates that “to a leading order’’，the film thickness is constant 

because the mass transfer rate is limited by the physical parameters of the problem. 

However， his solution for the concentration profile depends on the leading order term 

for variation in film thickness (absorption rate) which is determined approximately 

from the inlet and equilibrium conditions for the isothermal case. For the non-

isothermal case， a more complex relationship is needed for determining this leading 

order term of the film thickness variation. Determining the temperature profile 

requires numerically evaluating a Laplace inversion integral. Conlisk shows that in the 
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region near the inlet where heat transfer is confined to a boundary layer near the inter- 

face, a solution for the concentration distribution can be determined which does not 

require numerical evaluation. 

Conlisk presents the results of the model in several ways. For both an isothermal and 

non-isothermal wall, plots of temperature profiles are given at various downstream 

locations for two solution flow rates. Also the leading order term for absorption rate 

(film thickness variation) is plotted for the case of constant and variable wall 

temperature and curve fits are given which can be used to simplify subsequent analyses. 

Comparisons with experimental data are also presented for two operating conditions. 

The total absorption rate predicted is within 20% of the experimental values, 

overpredicting the experimental data in both cases. The author concludes that the 

potential of waves to affect the results is small. 

Noting that the temperature profiles predicted by the above model become 

substantially conduction dominated at a small downstream length, Conlisk presents 

fully analytical solutions for the problem by assuming that the temperature profile 

within the film must be linear. The total absorption rate at the two operating conditions 

used for comparison with experimental data in Conlisk is within 1% of the original 

model. It is shown that at positions very near the film inlet, the prediction of local 
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absorption rate differs greatly between the two models. But because this region is 

small compared to the length of the tube (1.5 m in this case) the effect on overall model 

performance is small. Based on the analytical expressions developed, Conlisk shows 

that as the initial thickness of the film is reduced, the heat transfer coefficient increases 

but the mass transfer coefficient decreases, although no further physical interpretation 

of why this happens is given. Also, Conlisk notes that the total absorbed mass flux is 

almost completely independent of the difference between the film inlet and wall 

temperatures. Presumably this is because the sensible heat load associated with inlet 

temperature differences is small compared to the heat load of absorption for long 

absorbers. This conclusion is in sharp contrast to the findings of Andberg and Vliet for 

the horizontal tube case where the film flow length is small. 

Condisk extends his earlier model to include heat transfer to the coolant by assuming 

specific heat mass flow rate and average heat transfer coefficient of the coolant, as 

well as wall thickness and conductivity. Obtaining the solution requires numerical 

evaluation of two integrals, and two methods for predicting absorbed mass are given. 

It is demonstrated that the model results are not overly sensitive to the choice of 

correlation for heat transfer coefficient. Additionally, comparison with four sets of 

experimental data reveals that total mass absorption rate is generally predicted within 

10%. Conlisk also notes that only a 10% increase in absorbed mass is achieved from 
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a four-fold increase in coolant flow rate, and suggests that ''attempting to increase the 

mass absorbed by modifying the coolant-side flow has limited return.” This is 

presumably due to the relatively significant thermal resistance of the falling film, 

compared to the coolant-side resistance. 

2.2.2 Wavy film flow 

As was stated earlier， it is well known that falling films are inherently unstable， 

even at low Reynolds numbers. This instability leads to the growth of waves visible 

on the film surface even in the absence of any disturbances due to the motion of the 

vapor. A recent review of the literature on the hydrodynamics of wavy falling films is 

presented by Miller. Commenting on several key investigations， Miller states “their 

results imply that all vertical falling films are naturally wavy’’. 

The waves that may develop on a falling film are not all alike. Many investigators 

have suggested categorization methods based on the non-dimensional Reynolds and 

Kapitza numbers. A simple classification is proposed by Brauner who suggests the 

existence of two primary types of waves:  

(1) capillary waves which are characterized by their low amplitude， sinusoidal shape， 

regular frequency， and tendency of the wave-front to be aligned perpendicular to the 
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flow direction  

(2) Inertial wave, often called roll waves, which can obtain high amplitudes (several 

times the underlying film thickness) have a steep wave-front and long wave- back， 

may travel as solitary waves with long spans of smooth film in between successive 

waves, or may interact with each other to form complex threedimensional wave 

patterns with wave-fronts that are not necessarily aligned across the flow direction. 

Inertial waves may also contain regions of recirculation that play a role in the transport 

processes between the film interface and bulk. It is also important to note that wave 

shape generally travels several times faster than the fluid in the film (this speed ratio 

is called wave celerity) and consequently wavy films have a higher mass flow rate 

than a smooth film with an equivalent mean film thickness. The majority of the mass 

flow may be carried within the wave shape itself leaving only a fraction of the flow in 

the thin film substrate between and underneath the waves. 

To model the absorption process in the presence of wavy falling films, investigators 

must make assumptions regarding the film hydrodynamics which involve a number of 

simplifications. In each case presented in this section, the hydrodynamics are assumed 

a priori, neglecting the potential influences of the heat and mass transfer processes on 

the hydrodynamics. However, several investigators, for example Cosenza and Vliet 
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[Cosenza & Vliet 1991] and Miller and Keyhani [Miller and Keyhani 1999], have 

noted significant differences in the observed hydrodynamics and surface wetting when 

absorption is occurring; this is generally attributed to surface tension gradients 

resulting from uneven absorption over the film surface. It is also typical to neglect the 

actual development of the waves from an initially smooth film in favor of using an 

asymptotic steady-state solution. Also, often only a small number of wavelengths are 

modeled representing a short length of the absorber. Models have been developed for 

absorption in the presence of both capillary and inertial wavy-laminar films, but in 

either case most investigators assume that the waves are periodic. Experimental 

investigations of wavy films reveal that the waves themselves, especially at Reynolds 

numbers greater than 100, are unstable and often develop into seemingly chaotic three-

dimensional patterns perhaps requiring a statistical description. The general 

conclusion of all of these investigations is that the presence of waves significantly 

enhances the transport processes compared with a laminar film. The exact mechanism 

attributed to the enhancement and its quantitative value depend on the investigator. 

One of the simplest methods for modeling the effect of waves is to assume that a 

passing wave completely mixes the film, resulting in uniform concentration and 

temperature profiles at regular intervals corresponding to the characteristic 

wavelength. This assumption allows results such as those of Nakoryakov and Grigor’ 
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equations for the absorption near the inlet region of a fall-ing film absorber to be 

applied to the regions in between each wave. This technique is used in Burdukov et al. 

and Nakoryakov et al.  

Burdukov et al. [Bergero & Chiari 2010] and Nakoryakov et al. [Nakoryakov et al. 

1982] presented the data from experimental measurements of absorption rate on a 

vertical tube absorber. It is noted that beyond a position of 350 millimeters down the 

tube, the absorption rate and film temperature become nearly constant. This does not 

agree with the theoretical solutions of Nakoryakov and Grigor’ equtions for laminar 

films which predict that the transfer rates should vary as the inverse of the square root 

of the downstream position. The authors also note the presence of “irregular three-

dimensional waves’’ in this region beyond 350 millimeters. To account for the waves, 

the authors adopt the postulate of Kholpanov et al. [Kholpanov et al. 1982] that the 

effect of the waves is to completely mix the film. They use photography to determine 

the characteristic wavelength and then assume that the laminar theory for the inlet 

region holds within each wavelength. Comparison with experimental data shows that 

this wavy model at least qualitatively predicts the trends in the data. 

Nakoryakov et al. [Nakoryakov et al. 1982] presented a new set of experimental results 

for vertical falling film absorption and a slightly modified model to account for film 
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waviness. The difference from the previous model is that instead of using photography 

to characterize the average wavelength, the authors use existing experimental 

correlations for wave velocity and for wave frequency to calculate the wavelength. 

This wavy film model predicts the observed trends in the experimental data better than 

a laminar film model, but as in the previous models, quantitative agreement is only 

fair. 

Kholpanov [Kholpanov et al. 1982] first presented the results of solving a simplified 

version of the Navier-Stokes equations for the wave motion. The predicted wave 

amplitude is shown to agree reasonably well with some experimental data from the 

literature. A plot of non-dimensional flow rate against wave number shows local 

minima and maxima, the maxima corresponding to the “optimal” regime which will 

be established. By assuming a parabolic stream-wise velocity profile throughout the 

film, the author develops a boundary layer solution for mass transfer only, and another 

solution for combined heat and mass transfer. Neither the temperature boundary layer 

nor the concentration boundary layer developing from the interface is allowed to reach 

the wall; thus the solution is insensitive to wall conditions. For the pure mass transfer 

problem, the model results are compared with data from “long pipes” and show good 

agreement. No validation or discussion of limitations is given for the combined heat 

and mass transfer problem. However, since the transport processes are even more rapid 
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due to presence of waves, the entry region where absorption is insensitive to wall 

conditions will presumably be shorter than for the smooth film case. Kholpanov also 

considers wavy flow over a rough surface with gas shear using a linear stream-wise 

velocity profile and flow along the inside of a rotating cylinder. A very similar problem 

is also considered by Tsvelodub. He assumes a constant stream-wise velocity within 

the boundary layers and develops analytical relationships for heat and mass transfer 

coefficients in terms of non-dimensional parameters. 

Kholpanov [Kholpanov 1985] analytically developed expressions for coupled heat and 

mass transfer coefficients for absorption on a wavy film with a purely sinusoidal 

surface. A constant stream-wise velocity is assumed within the film, and wall 

conditions are not specified. Wavy film transfer coefficients are expressed as a 

correction to the laminar film transfer coefficients. The expressions for these 

corrections are functions of wave amplitude and frequency (or phase velocity), which 

the author suggests may be determined from experimental data or from approximate 

expressions presented. 

Uddholm and Setterwall [Uddholm and Setterwall 1988] modelled the absorption 

process on a vertical isothermal wall where the film exhibits inertial wavy-laminar 

flow (roll waves). Their assumption for the hydrodynamics within the wave is based 
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on early work by Brauner et al. who divide a typical roll wave into four sections: wave 

front, wave back, wave trail, and substrate. They use a finite difference scheme to 

solve the problem. Other assumptions include constant thermophysical properties, 

infinite dilution of water within the film, and no heat transfer to the vapor. The front 

of the wave is apparently modeled assuming a parabolic velocity profile although 

within the wave back, the laminar substrate is assumed to be developing; a solution 

for boundary layer thickness and velocity profile for a wall suddenly set in motion is 

used for the wave back. The wave trail is assumed to have a velocity profile derived 

from a fifth-order polynomial for the stream function proposed by Brauner et al. 

[Brauner et al. 1989]. Finally, in the substrate region between waves, a parabolic 

velocity profile is assumed. 

Results of photography of falling films allowed Uddholm and Setterwall to develop a 

correlation for wave frequency based on downstream position [[Uddholm and 

Setterwall 1988]]. Their experimental results show that near the inlet, the wave 

frequency may be 20 Hz, but it reduces to about 10 Hz further along the tube as the 

roll waves develop. The authors consider four different models for the wave frequency: 

constant 20 Hz waves, constant 9 Hz waves, linearly varying 20-9 Hz waves, and no 

waves. The predictions of average overall heat transfer coefficients are compared with 

experimental data from a water lithium bromide heat transformer. When assuming 
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only low frequency (9 Hz) roll waves, the model over-predicts the experimental data. 

The other three assumptions under-predict the data by varying degrees. The predicted 

heat transfer coefficient is between 35 and 120% greater with waves than with a 

laminar film model. 

Morioka and Kiyota [Morioka & Kiyota 1993] modelled the absorption in the presence 

of capillary waves. The key assumptions of Morioka and Kiyota are that the film 

surface is sinusoidal, the stream-wise velocity profile is parabolic, the wave speed and 

length are determined from a linear stability analysis by Pierson and Whitaker, but the 

wave amplitude is arbitrarily assumed to be 30% of the average film thickness to 

ensure what the authors felt are reasonable velocity profiles within the film. Other 

assumptions include constant thermophysical properties, isothermal wall linear 

interface equilibrium model and no heat transfer to the vapor phase. The authors note 

that for a concentration range of 54-60%, the error from the linear equilibrium 

assumption is +_0.12C. 

A numerical solution is generated using a grid structure fit to the shape of the wavy 

film over three wave lengths and governing equations transformed in such a way as to 

eliminate cross-derivatives. Local absorption rates for film Reynolds numbers of 20, 

50 and 100 are presented along with the predictions from a smooth film model. 
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Temperature and concentration profiles shown at the wave crests and troughs for a 

Reynolds number of 20 and 50 demonstrate the development of a “depression” in the 

concentration profile due to the motion of the waves and the enhanced absorption rates. 

The authors point out “the absorption mass flux shows a maximum at the troughs of 

the wave where the film thickness is minimum. At these points the mass flux is 

approximately 3 times larger than the smooth flow case.” The authors propose that the 

enhanced absorption rates are due to both the increase in the transverse velocity and 

the action of the waves effectively exposing and covering sections of an underlying 

film. They note that their predicted absorption rate is nearly independent of Reynolds 

number for the range considered. On average they report that the absorption rate in 

wavy films is 70 to 140% higher than for the smooth laminar film case. In a later 

experimental study which includes photographs of wavy falling films on vertical tubes. 

Morioka et al. measure absorption rates that are generally higher than their predicted 

values and sensitive to Reynolds number. 

Yang and Jou [Yang & Jou 1998] also considered the problem of absorption on a film 

with capillary waves. The hydrodynamic solution is presented in an earlier work but 

is based on the following assumptions: the stream-wise velocity profile is parabolic, 

the wave velocity and wave number correspond to the “most unstable wave” 

determined by the linear stability analysis of Pierson and Whitaker, and the solution is 
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the asymptotic periodic steady-state wave pattern. The profile of the film interface is 

described by a Fourier expansion series，the coefficients of which are determined 

numerically. The resulting profiles vary with Reynolds number (up to 500), and it is 

noted that the solution for the wave profile always corresponds to the maximum wave 

amplitude and minimum average film thickness at any given flow rate. The resulting 

profiles are not purely sinusoidal as in Morioka and Kiyota but exhibit shortened wave 

fronts and elongated wave backs suggesting characteristics of roll waves; however, the 

amplitude is much lower than what is normally labeled a roll wave perhaps due to the 

linear model used in the stability analysis. A comparison of predicted wave lengths 

and amplitudes with several sets of experimental measurements from the literature 

shows fair agreement. The authors develop a numerical solution for absorption using 

several other assumptions including: constant thermophysical properties no heat 

transfer to the vapor infinite dilution in Fick’s law and an isothermal wall. To speed 

up the calculation procedure the results of a smooth film model are used as initial 

conditions for the wavy film model. For a baseline operating condition bulk 

concentration plotted against time at three downstream positions shows that the 

solution becomes periodic after about the second wave period. Total absorption rate 

plotted against downstream position reveals that the absorption rates predicted with 

the wavy model are about double the results with a smooth film. It is also shown that 

absorption rate increases with Reynolds number the effect diminishing somewhat for 
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higher Reynolds numbers. This trend does not agree with the conclusions of Morioka 

and Kiyota; the discrepancy may be due to the fact that the hydrodynamic solution of 

Yang and Wood varies with Reynolds number and is not purely sinusoidal. 

Jernqvist and Kockum [Jernqvist & Kockum 1996] suggested that their model for 

smooth laminar film absorption may be extended to wavy (or turbulent) flow regimes 

by assuming complete mixing within the film at regular intervals (similar to Burdukov 

et al. and Nakoryakov et al. They introduce a mixing density parameter and suggest 

that it could be related to Reynolds number to account for changing film 

hydrodynamics although no quantitative relationships are presented. As was 

mentioned before the laminar film predictions of absorption rate decrease with 

increasing film flow rate under-predicting the experimental data which show the 

opposite trend. The authors show that by increasing the mixing density parameter at 

higher Reynolds numbers the model can be made to predict absorption rates closer to 

the experimental results. Interestingly though the error in heat transfer rate at the wall 

which is over-predicted for even the purely laminar case is increased when the mixing 

density is increased. The fact that wall heat transfer rates are overpredicted even when 

absorption rates are underpredicted may suggest that the assumption of no heat transfer 

to the vapor is leading to appreciable errors. 
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With the development of CFD technology, numerical method is becoming popular in 

the falling film research, especially the wavy film. 

Sabir et al. [Sabir et al. 1999] generated numerical solutions for the problem of 

absorption on films with capillary waves. They assume the hydrodynamics proposed 

by Penev et al. [Penev et al. 1972] including a streamwise velocity profile which the 

authors point out does not allow for any circulation of liquid within a wave (described 

as surface renewal). This profile is based on a parabolic function with coefficients that 

are calculated from a truncated expansion series of sinusoidal functions. The film 

thickness profile is a similar truncated expansion series of sinusoidal functions. Other 

assumptions used include: constant thermophysical properties isothermal wall at 

solution inlet temperature linearized interface equilibrium model and no heat transfer 

to the vapor. Plots of bulk concentration and temperature against downstream position 

reveal that initially the wavy film shows great enhancement over the smooth film 

assumption. However further downstream the results of the two models converge as 

the limit of absorption is approached. The authors also note that the enhancement of 

mass transfer appears to be greater than that of heat transfer. They attribute this to the 

fact that the mass transfer is governed by conditions at the interface where wave effects 

are strongest while heat transfer occurs across the entire film and the enhancement 

near the wall due to the waves is less. The authors conclude that the enhancement 



 

  39 
 

effect is due to the additional transverse velocity components occurring in the wavy 

flow not mixing within the waves although they eliminate the latter possibility purely 

by assumption. 

Kapitz et al [Kapitz, 1964] found that the assumption by Nusselt is not appropriate. 

They found the interfacial waves and solitary wave (Fig 2.2) by experiments for the 

first time. 

 

Figure 2.2 Solitary wave found by Kapitz et al [Kapitz, 1964] 



 

  40 
 

 

Figure 2.3 Capillary wave and roll wave found by Brauner and Maron [Brauner & 

Maron 1983] 

Brauner and Maron [Brauner & Maron 1983] built a physical model for the 

hydrodynamic mechanisms of thin liquid film and compared it with experimental 

results. They pointed out that the well-develop smooth film and wavy flow can be 

regarded as two equilibrium states and the interfacial waves can be classified as 

capillary wave and roll wave (Fig 2.3).  

After a period of experiments, Killion JD and Garimella [Killion JD & Garimella 2001] 

found that the falling film flow pattern is highly associated with Reynolds number of 

solution 𝑅𝑅𝑅𝑅𝐿𝐿.  
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For 𝑅𝑅𝑅𝑅𝐿𝐿 < 20, the falling film flow is laminar and the interface is smooth; 

For 20 < 𝑅𝑅𝑅𝑅𝐿𝐿 < 4000, the flow become partially turbulent and the interfacial waves 

appear; 

For 𝑅𝑅𝑅𝑅𝐿𝐿 > 4000, the film flow is fully turbulent and the interface returns to smooth; 

Thus, the falling film flow becomes partially turbulent and unsteady even when the 

solution Reynolds number 𝑅𝑅𝑅𝑅𝐿𝐿 > 20. 

Miyara [Miyara 2000] numerically simulated the wavy liquid film with the finite 

difference method and compared the results with experimental observations (Fig 2.4 

Nosoko et al. [Nosoko et al. 1996]). Film thickness can be simulated well by the 

numerical method and the formation of solitary wave was discussed. 
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Figure 2.4 Instantaneous and time averaged film thickness behavior by simulation 

and experiments 

 

Figure 2.5 The simulated solitary wave 

Lu H and Lu L (2016) numerically simulated the formation of falling film flow. The 

studied the dynamic characteristics of unsteady interface and with the CFD models 

and compared with the experimental results (Fig 2.6). 

 

Figure 2.6 Falling film formation process 
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2.2.3 Heat and mass transfer in falling film 

The system heat transfer coefficient is mainly decided by the heat conduction through 

the wall and heat convection.  

Brauner et al. [Brauner et al 1989] present solutions valid near the inlet region using 

the similarity technique as in Nakor- yakov and Grigor’ equations. The key difference 

is that the application of Fick’s law of diffusion at the interface is formulated without 

assuming infinite dilution in the liquid film. Regarding the term which was neglected 

in Fick’s law, Brauner et al. state, ''the convective term …can be omitted for either 

XA^0 or NAy = —NBy, neither of which holds for the case of hygroscopic 

condensation. For instance, the minimum molar fraction of water which corresponds 

to a saturated salt solution of MgCl2, CaCl2, LiBr, NaOH, is about XA = 0.8.’’ All other 

assumptions are identical to Nakoryakov and Grigor’ equations. 

The solutions presented are valid near the inlet of the film; the effect of heat transfer 

to the wall is not included and the velocity in the boundary layers developing from the 

liquid-vapor interface is assumed to be uniform. For determining the range of validity 

of the solution, Brau- ner et al. suggest that the uniform velocity assumption deviates 

only 10% from a parabolic profile for the third of the film closest to the interface. Thus, 

to quantify the length over which their assumptions hold, they present a relationship 
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for calculating the distance along the film at which the developing concentration 

boundary layer reaches any arbitrary penetration depth. However, the development of 

the thermal boundary layer, which is much faster in water-lithium bromide films, is 

not discussed. 

The equations presented for the temperature and concentrations within the film require 

an iterative solution. Once the solutions are obtained, relationships are presented for 

calculating heat and mass transfer coefficients. A comparison with the expressions 

developed by Nakoryakov and Grigor’ equations shows significant deviations in 

temperature and concentration when the finite concentration of the film is considered. 

Brauner et al. show that including this effect leads to predictions of enhanced transfer 

rates and penetration depth of the concentration boundary layer. An expression for the 

enhancement factor is also presented. 

Brauner develops new solutions to the vertical laminar film absorption problem for 

any downstream location for both adiabatic and isothermal wall cases. Her 

assumptions are the same as those of Grossman [Grossman, 1988] with two significant 

extensions. First, as in her previous work, the application of Fick’s law of diffusion at 

the interface is formulated without assuming infinite dilution of the water in the film. 

Second, the film thickness is allowed to vary with absorbed mass; the resulting 
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transverse velocity component, v is not neglected. This leads to the following forms 

of the governing equations: 

𝑢𝑢
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝑣𝑣

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 = 𝑎𝑎

𝜕𝜕2𝑇𝑇
𝜕𝜕𝑦𝑦2

�2.� 

𝑢𝑢
𝜕𝜕𝐶𝐶𝐴𝐴
𝜕𝜕𝜕𝜕 + 𝑣𝑣

𝜕𝜕𝐶𝐶𝐴𝐴
𝜕𝜕𝜕𝜕 = 𝐷𝐷𝐴𝐴𝐴𝐴

𝜕𝜕2𝐶𝐶𝐴𝐴
𝜕𝜕𝑦𝑦2

�3.� 

She divides the solution domain into three regions: (a is thermal diffusivity) 

(1) the region where both thermal and concentration boundary layers are developing 

from the liquid-vapor interface,  

(2) the region where the thermal boundary layer has reached the wall but the 

concentration profile is still developing, and  

(3) the region where both boundary layers are fully developed.  

Within each region, she assumes parabolic profiles of temperature and concentration 

which satisfy the required boundary conditions. The temperature profile may reduce 

to a linear profile in the isothermal wall case. These assumed profile shapes are then 

substituted into the contimuity, energy, and species conservation equations. The 

equations are translated into integral form and require numerical integration. By 
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varying the parameter corresponding to solution concentration, she demonstrates that 

the solutions for the film temperature, concentration, heat and mass fluxes all change 

significantly when the concentration of the film is taken into account. Additionally by 

examining the non-dimensional coefficients of heat and mass transfer, she shows that 

the heat transfer coefficient is unaffected by the solution concentration and that the 

modification to the predicted heat transfer is due to the coupling of the heat and mass 

transfer problems. 

Jayaniti and Hewitt [Jayaniti & Hewitt 1997] experimentally studied the sine wave (a 

special capillary wave) and solitary wave, they proposed that the heat transfer is 

mainly decided by the heat conduction through the wall even with the existence of 

waves. The reason why waves can strengthen the heat transfer is that the film thickness 

is reduced when there are waves. 

When there is air flow, shear force on the film will make some changes. 

Guo et al [Guo et al. 2009] analytically solve the energy equation of the laminar falling 

film with co-current/counter air flow.  They found that the co-current air can 

strengthen the heat transfer and the Nusselt number increases with the air velocity, 

since the concurrent shear force can reduce the film thickness, while the counter air is 

exactly opposite. 
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The Marangoni effect is the appearance of flow or the modification of an existing flow 

due to surface tension nonuniformity caused by temperature or pressure gradients.  

Zhang et al (2006) studied the Marangoni effect and found the formula of temperature 

distribution, film thickness and other factors. They concluded the ways Marangoni 

effect strengthen the heat and mass transfer: 

(1) Heat capillary effect drives the centric liquid to the sides so the film thickness is 

reduced 

(2) The effect causes the deformation of the film surface and reduces the average film 

thickness 

(3) The convection caused by the effect increases the heat and mass transfer 

Luo and Yang (2014) built a numerical model for simultaneous heat and mass transfer 

with the volume of fluid(VOF) method. In their model, the penetration mass transfer 

theory has been employed to make it possible to observe the dynamic heat and mass 

transfer process of falling film (Fig 2.7 and 2.8).  
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Figure 2.7 Temperature distribution under different inlet air velocities 

 

Figure 2.8 Mass fraction of water vapor under different inlet air velocities 
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2.3 Research methodology: lattice Boltzmann method 

Over the past few decades, tremendous progress has been made in the development of 

particle-based discrete simulation methods versus the conventional continuum-based 

methods. In particular, the lattice Boltzmann (LB) method has evolved from a 

theoretical novelty to a ubiquitous, versatile and powerful computational methodology 

for both fundamental research and engineering applications. It is a kinetic-based 

mesoscopic approach that bridges the microscales and macroscales, which offers 

distinctive advantages n simulation fidelity and computational efficiency. Applications 

of the LB method are now found in a wide range of disciplines including physics, 

chemistry, materials, biomedicine and various branches of engineering. The present 

work provides a comprehensive review of the LB method for thermofluids and energy 

applications, focusing on multiphase flows, thermal flows and thermal multiphase 

flows with phase change. 

2.3.1 Numerical methods for fluid flows 

Energy and combustion systems typically involve fluid dynamics, chemical reactions, 

heat transfer, multiphase flows and phase change that occur over scales ranging from 

macroscale via mesoscale to microscale. Extensive examples are found in batteries, 

fuel cells, gas turbines, fluidized beds, coal-fired power plants, solar thermal power 

plants and nuclear power plants. The performance, reliability and safety of these 
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technologies depend crucially on how to organize the fundamental thermal-fluids 

processes, which in turn requires accurate and reliable predictive and diagnostic 

methods. Since the 1970s, general-purpose computational fluid dynamics (CFD) 

based on solving the Reynolds-averaged Navier–Stokes (RANS) equations, pioneered 

by D. B. Spalding and others, has been developed to compute fluid flow, heat transfer 

and combustion with considerable success. With the emergence of supercomputers in 

the 1990s, more accurate but computationally demanding methods such as large eddy 

simulation (LES) and direct numerical simulation (DNS) have been in increasing use. 

These macroscopic methods, however, are all based on the assumption of continuum, 

which makes it difficult or even impossible to treat certain physical phenomena, 

especially at micro- and meso-scales.  

More fundamental approaches are particle-based (i.e. molecu- larcluster-based) 

discrete methods, such as molecular dynamics(MD), direct simulation Monte Carlo 

(DSMC), and dissipative particle dy- namics(DPD). These methods are capable of 

simulating phenomena where the continuum assumption breaks down. On the other 

hand, the high computational cost renders these methods impractical for the majority 

of problems of practical concern in energy and combustion. The lattice Boltzmann 

(LB) method, sitting in the middle of the hierarchy of modeling and simulation 

methods (see Fig 2.9), is a mesoscopic approach based on the kinetic theory expressed 
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by the original Boltzmann equation. The LB equation can be either viewed as a special 

discrete solver for the Boltzmann equation or a minimal form of the Boltzmann 

equation in which the microscopic kinetic principles are preserved to recover the 

hydrodynamic behavior at the macroscopic scale. Therefore, the LB method is based 

on a particle picture, but principally aims to predict macroscopic properties. This 

scale-bridging nature of the LB method is a fundamental advantage, which allows it 

to incorporate the essential microscopic or mesoscopic physics while recovering the 

macroscopic laws and properties at affordable computational cost. 

 

Figure 2.9 A hierarchy of modelling and simulation approaches 
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2.3.2 Development of lattice Boltzmann method 

In the last 25 years, the LB method has been developed into an efficient and powerful 

simulation method for a wide range of phenomena and processes, such as single-phase 

flows, multiphase flows, turbulence, heat transfer, and phase change, as well as a 

numerical tool for nonlinear partial differential equations. It exhibits many distinctive 

advantages over conventional numerical methods. First, in the LB equation the 

convective operator (the streaming process) is completely linear, whereas the 

convective terms of the Navier-–Stokes equations are nonlinear. Second, in 

conventional numerical methods it is usually necessary and costly to solve a Poisson 

equation for the pressure field of incompressible flows, while in the LB method the 

fluid pressure can be simply calculated with an equation of state (such an advantage 

can also be found in the artificial compressibility method, but only for steady-state 

flows). Third, complex boundary conditions in the LB method can be formulated with 

elementary mechanical rules such as bounce-back and reflection according to the 

interactions of the LB “molecules” with solid walls. Moreover, the LB method is 

ideal for parallel computing because of its explicit scheme, local interactions, and 

consequently very low communication/computation ratio. It is ideally situated to 

exploit the massively parallel super computers based on either CPUs or GPUs or 

heterogeneous architectures. Meanwhile, it should be noted that, as a natural born 

dynamic scheme, the LB method is not a method of choice for steady-state 
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computations. In addition, the standard LB method is not well suited to body-fitted 

coordinates and adaptive time stepping. 

2.3.3 Multiphase lattice Boltzmann models 

Since the emergence of the LB method, its application in multiphase flows has always 

been a very important theme of the method. With the development in the past two 

decades, many multiphase LB models have been proposed. These models mostly fall 

into one of the following categories: the color-gradient LB method [Gunstensen et al. 

1991], the pseudopotential LB method [Shan & Chen 1993], the free-energy LB 

method [Swift et al. 1995], and the phase-field LB method [He et al. 1999]. The 

comparison of these four models is summarized in Table 1. In addition, several 

multiphase LB models were recently developed based on the entropic LB method and 

the discrete Boltzmann equation. The color-gradient LB method was introduced by 

Gunstensen et al., who employed red and blue particle distribution functions to 

represent two different fluids. Besides the standard collision operator, an additional 

collision operator was also utilized in this method, which can be regarded as a source 

term for generating the surface tension. Furthermore, to separate different phases and 

maintain interfaces, a recoloring process is required in the color gradient LB models. 

The free-energy LB method was proposed by Swift et al. based on thermodynamics 
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considerations. The second-order moment of the equilibrium density distribution 

function was modified to include a non-ideal thermodynamic pressure tensor. The 

phase separation was therefore described by a non-ideal equation of state in the 

thermodynamic theory such as the van der Waals equation of state. However, the 

original free-energy LB model suffered from the lack of Galilean invariance owing to 

some non-Navier–Stokes terms, which resulted from the incorporation of pressure 

tensor using the equilibrium distribution function. To restore the Galilean invariance, 

some correction terms should be added to the equilibrium distribution function. A 

similar problem also exists in the color-gradient LB method, in which the pressure is 

changed by modifying the equilibrium distribution function. Therefore, the color-

gradient multiphase LB models also need some correction terms to eliminate the non-

Navier–Stokes terms in the recovered macroscopic equations.  

The pseudopotential LB method, which is the simplest multiphase LB method, was 

devised by Shan and Chen. In this method, the fluid interactions are mimicked by an 

interparticle potential, through which the separation of fluid phases or components can 

be achieved automatically, without resorting to any techniques to track or capture 

interfaces. In fact, the interparticle potential will lead to a non-ideal pressure tensor, 

although it is different from that in the free-energy LB method. The pseudopotential 

LB method has become very popular in the multiphase LB community due to its 
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conceptual simplicity and computational efficiency and has been applied with great 

success to many problems. 

The fourth category, the phase-field LB method, represents the multiphase LB models 

that are based on the phase-field theory, in which the interface dynamics is described 

by an order parameter that obeys the Cahn–Hilliard equation or a Cahn–Hilliard-like 

equation. In 1999, an incompressible multiphase LB model was proposed by He et al. 

In this model, the liquid-gas interface was captured with the evolution of an index 

function (order parameter). Meanwhile, the recovered interface-capturing equation 

was found to be a Cahn–Hilliard-like equation. In this regard, He et al.’s model is a 

phase-field LB model, even though the model was not directly built on the phase-field 

theory. Similarly, the multiphase LB model devised by Lee and Lin also belongs to 

this category.  

Table 2.1 Comparison of lattice Boltzmann multiphase models 

Model Maximum 

density 

ratio  

Efficiency Accuracy Pros and cons 

Color- O(10) Less efficient Accurate Only useful for 
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gradient density-matched 

cases 

Shan-

Chen 

O(102) Very efficient Less accurate Easy to implement 

Free 

energy 

O(10) Less efficient Accurate Not convenient to 

specify wetting 

condition 

Phase-

field 

O(103) Efficient Accurate Not convenient to 

specify wetting 

condition 

 

Much progress has been made in the above four categories of multiphase LB methods 

since the aforementioned early studies. However, these multiphase LB methods 

exhibit different performances in simulating dynamic multiphase flows at large liquid-

gas density ratios in real world, which may be related to the following issues. First, it 

can be found that in these multiphase LB methods, the physical quantities that need to 

be evaluated across the liquid-gas interface are different. For instance, in the free 
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energy and the pseudopotential LB methods, the density and the pseudopotential are 

used, respectively. Second, as just mentioned, the free-energy and the color-gradient 

LB methods need some correction terms to remove the non-Navier-Stokes terms in 

the macroscopic equations. These correction terms will introduce additional sources 

of numerical instability as they involve many density-gradient terms such as v∇ρ and 

v·∇ρ, where v is the velocity. This is one of the reasons why the free energy and the 

color-gradient multiphase LB methods usually suffer from severe numerical instability 

in simulating dynamic multiphase flows at large density ratios and high Reynolds 

numbers, although they are successful in static or quasi-static cases with large density 

ratios. 

In comparison with the free-energy and the color-gradient LB methods, the 

pseudopotential LB method and the phase-field LB method have been successfully 

applied to dynamic multiphase flows at large density ratios and relatively high 

Reynolds numbers (e.g., droplet splashing and droplet collision). Moreover, the 

pseudopotential and the phase field multiphase LB methods have been widely 

employed to simulate multiphase flows in fuel cells (water-gas two-phase transport) 

and batteries (the electrolyte transport dynamics) as well as phase-change heat transfer 

(boiling, evaporation, etc.). It is noticed that these two multiphase LB methods play 

an increasingly important role in modeling multiphase flow and phase change heat 
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transfer that are involved in energy science and technologies from the viewpoint of a 

mesoscopic numerical approach. 

With the increase of practical applications of the LB method, it is very necessary to 

review the related theories and clarify some theoretical issues that are crucial to 

applications. The purpose of this article is therefore to present a comprehensive review 

of the advances in the pseudopotential and the phase-field multiphase LB methods. 

Various theoretical aspects will be addressed, such as the fundamental theory and basic 

models, the elimination of thermodynamic/hydrodynamic inconsistency, the surface 

tension treatment, the adjustment of interface thickness, and the implementation of 

contact angles. Meanwhile, the thermal LB models based on these two multiphase LB 

methods for simulating liquid vapor phase change will also be critically reviewed. 

Furthermore, we will summarize several forcing schemes that are widely used in the 

LB method, which also play a crucial role in the multiphase LB methods. In addition, 

the thermal LB approaches on standard lattices, which are extensively involved in the 

LB simulations of phase change heat transfer, will be discussed in detail. 

2.3.4 The basic lattice Boltzmann formulations 

Historically, the LB method originated from the lattice gas automata method, which 

can be considered as a simplified fictitious molecular dynamics model in which the 

space, time, and particle velocities are all discrete. Later it was demonstrated that the 
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LB equation can be rigorously derived from the Boltzmann equation in the kinetic 

theory, which not only establishes a direct connection between the LB method and the 

kinetic theory but also greatly solidifies the physics base of the LB method. 

Nevertheless, it should be noted that the LB method is not limited to dilute gases (a 

limitation of the Boltzmann equation) because it can be extended to incorporate non-

ideal interactions through the effective interactions in the spirit of density functional 

theory. In this paper we start with the Boltzmann equation, which can be written as 

(without external forces)  

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝝃𝝃 ∙ 𝛁𝛁𝑓𝑓 = 𝜴𝜴𝒇𝒇 �4.� 

where 𝑓𝑓 = 𝑓𝑓(𝒓𝒓, 𝝃𝝃, 𝑡𝑡) is the single particle distribution function, 𝝃𝝃 is the microscopic 

velocity, and 𝜴𝜴𝒇𝒇  is the collision term. Using the Bhatnagar–Gross–Krook (BGK) 

collision operator, the collision term is given by  

𝜴𝜴𝒇𝒇 = −
[𝑓𝑓(𝒓𝒓, 𝝃𝝃, 𝑡𝑡) − 𝑓𝑓𝑒𝑒𝑒𝑒(𝒓𝒓, 𝝃𝝃, 𝑡𝑡)]

𝜏𝜏𝑓𝑓
�5.� 

 in which 𝜏𝜏𝑓𝑓 is the relaxation time and 𝑓𝑓𝑒𝑒𝑒𝑒  is the continuous Maxwell–Boltzmann 

distribution function 

𝑓𝑓𝑒𝑒𝑒𝑒 =
𝜌𝜌

(2𝜋𝜋𝜋𝜋𝜋𝜋)
𝐷𝐷
2

exp �−
(𝝃𝝃 − 𝒗𝒗)2

2𝑅𝑅𝑅𝑅
� �6.� 
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where R is the gas constant, D is the spatial dimension, 𝜌𝜌  is the density, T is the 

temperature, and 𝒗𝒗 is the macroscopic velocity. By discretizing the velocity 𝝃𝝃 into a 

set of lattice velocities:  

𝝃𝝃 − −{𝒆𝒆𝟎𝟎, 𝒆𝒆𝟏𝟏 … , 𝒆𝒆𝑵𝑵} �7.� 

the following discrete Boltzmann–BGK equation can be obtained 

𝑓𝑓𝛼𝛼(𝒓𝒓+ 𝒆𝒆𝛼𝛼𝛿𝛿𝑡𝑡, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) − 𝑓𝑓𝛼𝛼(𝒓𝒓, 𝑡𝑡) = −
1
𝜏𝜏

[𝑓𝑓𝛼𝛼(𝒓𝒓, 𝑡𝑡) − 𝑓𝑓𝛼𝛼
𝑒𝑒𝑞𝑞(𝒓𝒓, 𝑡𝑡)] �8.� 

where 𝑓𝑓𝛼𝛼  is the discrete density distribution function and 𝑓𝑓𝑒𝑒𝑒𝑒   is its equilibrium 

distribution. 

The space 𝒙𝒙 is usually discretized in such a way that 𝒆𝒆𝛼𝛼𝛿𝛿𝑡𝑡 is the distance between 

two neighboring grid points. Then after one time step 𝛿𝛿𝑡𝑡, 𝑓𝑓𝛼𝛼(𝒓𝒓, 𝑡𝑡) will arrive at its 

neighboring grid site along the lattice velocity direction e α . Hence the LB equation 

can be split into two processes: 

the “collision” process 

𝑓𝑓𝛼𝛼(𝒓𝒓, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) − 𝑓𝑓𝛼𝛼(𝒓𝒓, 𝑡𝑡) = −
1
𝜏𝜏

[𝑓𝑓𝛼𝛼(𝒓𝒓, 𝑡𝑡) − 𝑓𝑓𝛼𝛼
𝑒𝑒𝑒𝑒(𝒓𝒓, 𝑡𝑡)] �9.� 

and the “streaming” process 

𝑓𝑓𝛼𝛼(𝒓𝒓 + 𝒆𝒆𝛼𝛼𝛿𝛿𝑡𝑡, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) = 𝑓𝑓𝛼𝛼(𝒓𝒓, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) �10.� 
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From above equations we can see that the collision process is completely local and the 

streaming process is completely linear. Actually, many advantages of the LB method 

arise from such a feature. For instance, it can be seen that most of the computations 

take place locally at the collision process, which makes the LB method highly 

amenable to parallel computing. 

2.4 Limitations in previous researches 

2.4.1 Limitations in previous researches on falling film 

In summary, the effect of various design operating parameters and conditions on the 

performance of the falling film has been theoretically analyzed, numerically simulated 

and experimentally studied in previous studies. The factors are evaluated specifically, 

including the desiccant fluid properties (like density, viscosity, and specific heat 

capacity and so on), the flow configuration, the desiccant distribution, the inlet flow 

rate and condition of the desiccant solution, moist air and cooling media, energy store 

capacity and so on. However, through the literature review there are also several 

limitations to be listed out. Generally, there are some improvement can be made in 

some aspects: 

(1) Many researchers take the falling film as a single-phase problem, which means the 

surface tension and phase change are neglected, while the falling film is a typical two-
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phase flow. This kind of simplification may cause unexpected errors in falling film 

research.  

(2) The numerical researches on falling film are mostly based the traditional CFD tools, 

which rely on the continuity hypothesis. However, considering the thin liquid layer 

(less than 1 micrometer in our experiment) and cutoff phenomenon, the continuity 

hypothesis may be not appropriate in falling film research. 

(3) In conventional numerical models, the turbulence flow is usually simulated with 

semi-experimental turbulence models, which may not have solid physical 

backgrounds. 

(4) In conventional numerical models, the computational cost is too high. It is reported 

that even one week is required to calculate a typical two-dimensional case of a 

computation area size of 150mm×100mm [Luo et al. 2014]. 

Considering the limitations listed above, the lattice Boltzmann method, which is 

reported to have advantage over the aspects such as multi-phase flows, non-continuity 

hypothesis and computational efficiency, was chosen as the method to simulate the 

falling film in this work. 
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2.4.2 Limitations in previous researches on lattice Boltzmann method 

The lattice Boltzmann method (LBM), which is a numerical method rooted in kinetic 

theory, is becoming popular in the fields of computational fluid dynamics in last 

decades. Due to the particle-based mesoscopic nature which connects the micro and 

macro worlds, the LBM has an advantage in simulation fidelity and computational 

efficiency especially for multiphase flows. Many lattice Boltzmann models were 

proposed for multiphase flows which are similar to falling film. Through the literature 

review, however, there are also several limitations to be listed out. Generally, there are 

some improvement can be made in some aspects: 

(1) Although great progress has been made on using LBM to simulate multiphase flow, 

it is still great challenge to simulate high density ratio, especially up to 1000. 

(2) The boundary treatment, especially the wetting boundary problem, which is of 

great importance in falling film, has not been focused in previous researches.  

(3) Most lattice Boltzmann models are proposed for the equilibrium problems, whether 

the method can be applied on the dynamic problem is rarely mentioned. 

2.5 Summary 

This chapters provides a comprehensive literature review of falling film and lattice 
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Boltzmann method. Firstly, the researches on laminar flow and wavy film flow are 

discussed respectively, and the relationship between film Reynolds number and flow 

type is summarized. Then, the researches on heat and mass transfer process in falling 

film are detailed reviewed. The theoretical, numerical and experimental model are 

introduced respectively. Thirdly, the limitations of the previous researches on falling 

film are summarized, and the reason of taking lattice Boltzmann method as the 

research methodology is explained. Fourthly, the development of the lattice 

Boltzmann method is reviewed and the characteristics are highlighted. The basic ideas 

and equations of lattice Boltzmann method are introduced. Finally, the limitations of 

previous lattice Boltzmann models on multi-phase flows are summarized. Through 

literature review it can be concluded that the lattice Boltzmann method is appropriate 

for falling film simulation. 
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CHAPTER 3  

DEVELOPMENT OF A LATTICE BOLTZMANN 

MODEL CAPTURING DENSITY DISTRIBUTION OF 

TWO PHASE FLOWS WITH HIGH DENSITY RATIO 

3.1 Introduction 

The dynamic characteristics of the lattice Boltzmann equation make it possible to 

directly handle the interaction between molecules, and the macroscopic interface 

dynamic behavior is obtained, which gives the lattice Boltzmann equation great 

advantage on the two phase flow problem. However, the lattice Boltzmann method 

also has some limitations when dealing with two-phase flow, for example, in many 

cases the density distribution obtained by the lattice Boltzmann model deviates from 

the theoretical solution [Cristea & Sofonea 2003, Shan 2006]. And, as the density ratio 

increases, The deviation between the simulation and the theoretical solution also 

becomes worse. 

Many scholars have noticed this limitation of the lattice Boltzmann method. For 

example, through theoretical analysis Shan and Chen [Shan & Chen 1994] pointed out 

that their model is inconsistent with thermodynamic equilibrium. Yuan [Yuan & 

Schaefer 2006] pointed out that in Shan and Chen’s model, whether the density of the 
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equilibrium state obtained by the simulation matches the theoretical solution depends 

on the state formula adopted. On the other hand, Cristea and Sofonea [Cristea & 

Sofonea 2003] also observed the density errors when studied the spurious velocity 

using finite difference lattice Boltzmann model.  

A model that cannot capture the density distribution correctly may cause some non-

physical phenomena when studying some complex flows and complex geometry. For 

example, when study the contact line problem, if the numerical density distribution is 

inconsistent with the theory, it will lead that the original hydrophobic structure in the 

numerical model becomes hydrophilic, which is a total mistake. However, the lattice 

Boltzmann model has been widely used to study complex flow dynamics and flow in 

complex geometric structures, such as the critical point phenomenon [Gross & Varnik 

2012], flows in complex porous media [Wiklund et al. 2011], and the breakup and 

merging of droplets [Xing et al. 2007], and for the above problems, the small density 

errors may cause the calculation results to deviate seriously from actual physical 

phenomena. Also, the high density ratio in two phase flows makes it harder to capture 

the density properly. Thus, it is necessary to propose a two-phase flow model which 

can properly capture the density distribution in two phase flow. 
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3.2 The interaction force scheme in lattice Boltzmann model for two 

phase flows 

As mentioned in the Chapter 2, the complex interface dynamics of multiphase flow 

involves large time and space scales, and the traditional numerical method of fluid 

mechanics faces great difficulties in studying two-phase flow, especially at high 

density ratio. Due to the micro-nature and mesoscopic characteristics, lattice 

Boltzmann method can describe the interaction between different phases by adding 

the interaction force of the ideal gas. As long as these interaction forces are described 

accurately, complex interface dynamics will occur naturally. Therefore, in the lattice 

Boltzmann method, the interaction force handling is particularly important. 

The force terms of different forms are mathematically consistent, and different discrete 

gradient operators can converge to the same gradient operator under continuous 

conditions. However, when it comes to the non-continuous situation, previous 

researchers pointed out that different force schemes have a great influence on the 

interface dynamics [Sbragaglia et al. 2007, Seta & Okui 2007, Pooley & Furtadov 

2008]. Thus, it is necessary to study the influence of different force schemes in lattice 

Boltzmann method on the interface dynamics. 

Generally, all the lattice Boltzmann models consist of a standard evolution equation 
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and a force term [He et al. 1998] 

𝑓𝑓𝑎𝑎(𝒆𝒆𝛼𝛼 + 𝛿𝛿𝑡𝑡, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) − 𝑓𝑓𝑎𝑎(𝒓𝒓, 𝑡𝑡) = −
1
𝜏𝜏

[𝑓𝑓𝑎𝑎(𝒙𝒙, 𝑡𝑡) − 𝑓𝑓𝑎𝑎
𝑒𝑒𝑒𝑒(𝒙𝒙, 𝑡𝑡)] + 𝛿𝛿𝑡𝑡𝐹𝐹𝑎𝑎 �11.� 

where 𝑓𝑓𝛼𝛼 represents the particle distribution function, 𝒆𝒆𝛼𝛼 is the velocity of particle in 

direction 𝛼𝛼 , 𝒖𝒖  is the macro velocity, 𝑐𝑐𝑠𝑠  is the lattice sound speed and 𝜆𝜆  is the 

relaxation time, 𝛤𝛤𝑎𝑎 =  𝛤𝛤𝑎𝑎(𝒖𝒖) = 𝑓𝑓𝛼𝛼
𝑒𝑒𝑒𝑒/𝜌𝜌, and 𝑓𝑓𝛼𝛼

𝑒𝑒𝑒𝑒is the equilibrium distribution function 

which is defined as: 

𝑓𝑓𝛼𝛼
𝑒𝑒𝑒𝑒 = 𝜔𝜔𝛼𝛼𝜌𝜌 �1 +

𝒆𝒆𝛼𝛼 ∙ 𝒖𝒖
𝑐𝑐𝑠𝑠2

+
(𝒆𝒆𝛼𝛼 ∙ 𝒖𝒖)2

2𝑐𝑐𝑠𝑠4
−

(𝒖𝒖 ∙ 𝒖𝒖)
2𝑐𝑐𝑠𝑠2

� �12.� 

where 𝜔𝜔𝛼𝛼 donating the weight factor [He et al. 1998]. 

𝐹𝐹𝑎𝑎 in Eq. 11 is the force term, which means the influence of the interaction force F on 

distribution function. There are different schemes of 𝐹𝐹𝑎𝑎 in previous researches. Here 

we take the scheme proposed by He et al [He et al. 1999] 

𝐹𝐹𝑎𝑎 = �1−
1

2𝜏𝜏�
(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ∙ 𝑭𝑭

𝜌𝜌𝑐𝑐𝑠𝑠2
𝑓𝑓𝛼𝛼
𝑒𝑒𝑒𝑒 �13.� 

For an isothermal system, the density and velocity of the fluid are define as 

𝜌𝜌 = �𝑓𝑓𝑎𝑎
𝛼𝛼

�14.� 
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𝜌𝜌𝒖𝒖 =
1
𝑐𝑐𝑠𝑠2
�𝒆𝒆𝛼𝛼𝑓𝑓𝑎𝑎
𝛼𝛼

−
𝛿𝛿𝛿𝛿
2 𝑭𝑭 �15.� 

For Van der Waals fluids, the interaction force can be written as follows 

𝑭𝑭 = 𝛻𝛻𝛻𝛻𝑐𝑐𝑠𝑠2 − 𝜌𝜌𝜌𝜌𝜌𝜌 = 𝛻𝛻(𝜌𝜌𝑐𝑐𝑠𝑠2 − 𝑝𝑝0) + 𝜌𝜌𝜅𝜅𝛻𝛻𝛻𝛻2𝜌𝜌 �16.� 

where 𝜇𝜇  is the chemical potential is defined as 𝜇𝜇 = 𝜇𝜇0 − 𝜅𝜅𝛻𝛻2𝜙𝜙 , 𝜇𝜇0  is the bulk 

chemical potential, 𝜅𝜅 is a constant related to the surface energy. By the Chapman-

Enskog expansion, the model can be recovered to Navier – Stokes equation, 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝛻𝛻 ∙ (𝜌𝜌𝒖𝒖) = 0 �17.� 

𝜕𝜕(𝜌𝜌𝒖𝒖)
𝜕𝜕𝑡𝑡 + 𝛻𝛻 ∙ (𝜌𝜌𝒖𝒖𝒖𝒖) = −𝛻𝛻𝑝𝑝0 + 𝛻𝛻(𝜌𝜌𝜌𝜌𝜌𝜌) + 𝜌𝜌𝜅𝜅𝛻𝛻𝛻𝛻2𝜌𝜌 �18.� 

Where 𝑣𝑣 = 𝑐𝑐𝑠𝑠2(𝜏𝜏 − 0.5)𝜕𝜕𝜕𝜕 is the kinematic viscosity. 

He et al. [He et al. 1999] proposed the potential form (Eq. 19) and pressure form (Eq. 

20), these two expressions are mathematically equal. However, the results they 

obtained are not consistent due to numerical errors on discrete degree. 
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𝑭𝑭 = 𝛻𝛻𝛻𝛻𝑐𝑐𝑠𝑠2 − 𝜌𝜌𝜌𝜌(𝜇𝜇0 − 𝜅𝜅𝛻𝛻2𝜙𝜙𝜙𝜙) �19.� 

𝑭𝑭 = 𝛻𝛻(𝜌𝜌𝑐𝑐𝑠𝑠2 − 𝑝𝑝0) + 𝜌𝜌𝜅𝜅𝛻𝛻𝛻𝛻2𝜌𝜌 (20.) 

In this chapter, we consider two different finite difference schemes for the gradient 

operator in Equation F. The first format is the isotropic difference format (CD), 

∇𝜙𝜙 = �
𝑤𝑤𝑖𝑖𝒆𝒆𝛼𝛼𝜙𝜙(𝒙𝒙 + 𝒆𝒆𝛼𝛼𝛿𝛿𝛿𝛿)

𝑐𝑐𝑠𝑠2𝛿𝛿𝛿𝛿𝛼𝛼

�21.� 

The second scheme for the gradient operator is the mix difference format (MD) 

proposed by Lee & Fisher [Lee & Fisher 2006]. In the scheme, the force term consists 

of two parts, 

𝐹𝐹𝑎𝑎𝑀𝑀𝑀𝑀 =
1
2 [�1−

1
𝜏𝜏�𝐹𝐹𝑎𝑎

𝑐𝑐 + 𝐹𝐹𝑎𝑎𝑏𝑏] 

The superscript “c” and “b” means the central difference and biased difference. 

In this work these two difference formats are both adopted to guarantee the stability 

and accuracy on the lattice Boltzmann model.  
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3.3 Lattice Boltzmann model for capturing density distribution of 

two phase flows with high density ratio 

The model developed in this paper is based on the multi-phase lattice Boltzmann 

model proposed by Lee and Liu [Lee & Liu 2010], and the gravity and open boundary 

conditions are proposed and incorporated in the original model. In this model, 𝜌𝜌𝑚𝑚�  and 

𝒖𝒖𝒎𝒎, which donate the local density and velocity of the two kinds of fluids respectively, 

satisfy the continuity equation 

𝜕𝜕𝜌𝜌𝑚𝑚�
𝜕𝜕𝜕𝜕 + 𝛻𝛻 ∙ 𝜌𝜌𝑚𝑚�𝒖𝒖𝒎𝒎 = 0,   𝑚𝑚 = 1,2 �22.� 

The heavier fluid is referred as Fluid 1 (𝑚𝑚 = 1) and the other as Fluid 2 (𝑚𝑚 = 2). The 

mixture density, 𝜌𝜌 = ∑ 𝜌𝜌𝑚𝑚�2
𝑚𝑚=1 , should also be conserved. The composition function𝐶𝐶, 

which is defined as 𝐶𝐶 = 𝜌𝜌1�/𝜌𝜌1 , is then taken to describe the binary fluid, and the 

density can be expressed as a linear function of 𝐶𝐶 

𝜌𝜌 = 𝐶𝐶𝜌𝜌1 + (1− 𝐶𝐶)𝜌𝜌2 �23.� 

According to the phase-field theory, the fluid system can be represented by a 

continuous variable which is known as the order parameter. In this study, the 

composition function 𝐶𝐶 plays the role of the order parameter, and the free energy of 

the whole fluid system can be expressed as follows: 
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𝛷𝛷𝑏𝑏 + 𝛷𝛷𝑠𝑠 = � �𝐸𝐸0(𝐶𝐶) +
𝜅𝜅
2

|𝛻𝛻𝛻𝛻|2� 𝑑𝑑𝑑𝑑
𝑉𝑉

+� �𝜑𝜑0 − 𝜑𝜑1𝐶𝐶𝑠𝑠 + 𝜑𝜑2𝐶𝐶𝑠𝑠2 − 𝜑𝜑3𝐶𝐶𝑠𝑠3 + ⋯�𝑑𝑑𝑑𝑑
𝑆𝑆

�24.�
 

where 𝐸𝐸0  is the bulk energy density and usually it takes the form as 𝐸𝐸0 =

𝛽𝛽𝐶𝐶2(𝐶𝐶 − 1)2, 𝜅𝜅 is a constant related with surface energy, 𝛽𝛽 is a constant related with 

bulk energy, 𝐶𝐶𝑠𝑠  is the composition at the solid surface. The chemical potential is 

defined as 𝜇𝜇 = ∂𝐸𝐸0
∂C

− 𝜅𝜅∇2𝐶𝐶. The free energy is minimized when the system reaches 

an equilibrium state, with the result that the equilibrium interfacial profile is 

𝐶𝐶(𝑧𝑧) = 0.5 + 0.5𝑡𝑡𝑡𝑡𝑡𝑡ℎ (
2𝑧𝑧
𝜉𝜉 ) �25.� 

where ξ is the thickness of the interface and z is the coordinate normal to the interface. 

With Eq. 25, the density distribution around two phase interface is shown in Fig 3.1. 
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Fig 3.1 Interface density profile 

3.3.1 Discrete Boltzmann equations 

The discrete Boltzmann equation (DBE) for the transportation of density and 

momentum of the mixed fluid [He et al. 1999] is : 

𝐷𝐷𝑓𝑓𝛼𝛼
𝜕𝜕𝜕𝜕 = (

𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝒆𝒆𝛼𝛼 ∙ 𝛻𝛻)𝑓𝑓𝛼𝛼 = −

1
𝜆𝜆
�𝑓𝑓𝛼𝛼 − 𝑓𝑓𝛼𝛼

𝑒𝑒𝑒𝑒� +
1
𝑐𝑐𝑠𝑠2

(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ∙ 𝑭𝑭𝛤𝛤𝑎𝑎 �26.� 

where 𝑓𝑓𝛼𝛼 represents the particle distribution function, 𝒆𝒆𝛼𝛼 is the velocity of particle in 

direction 𝛼𝛼 , 𝒖𝒖  is the macro velocity, 𝑐𝑐𝑠𝑠  is the lattice sound speed and 𝜆𝜆  is the 

relaxation time, 𝛤𝛤𝑎𝑎 =  𝛤𝛤𝑎𝑎(𝒖𝒖) = 𝑓𝑓𝛼𝛼
𝑒𝑒𝑒𝑒/𝜌𝜌, and 𝑓𝑓𝛼𝛼

𝑒𝑒𝑒𝑒is the equilibrium distribution function 
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which is defined as: 

𝑓𝑓𝛼𝛼
𝑒𝑒𝑒𝑒 = 𝜔𝜔𝛼𝛼𝜌𝜌 �1 +

𝒆𝒆𝛼𝛼 ∙ 𝒖𝒖
𝑐𝑐𝑠𝑠2

+
(𝒆𝒆𝛼𝛼 ∙ 𝒖𝒖)2

2𝑐𝑐𝑠𝑠4
−

(𝒖𝒖 ∙ 𝒖𝒖)
2𝑐𝑐𝑠𝑠2

� �27.� 

where 𝜔𝜔𝛼𝛼 donating the weight factor [He et al. 1998]. 

The 𝑭𝑭 in DBE is the intermolecular force and it comprises: 

𝑭𝑭 = 𝛻𝛻𝛻𝛻𝑐𝑐𝑠𝑠2 − (𝛻𝛻𝛻𝛻 − 𝐶𝐶𝐶𝐶𝐶𝐶) + 𝜌𝜌𝒈𝒈 �28.� 

where 𝑝𝑝 is the dynamic pressure which ensures the incompressibility, and 𝜌𝜌𝒈𝒈 is the 

gravity. 

Two new particle distributions are defined to describe the evolution of pressure 𝑝𝑝 and 

composition 𝐶𝐶. For pressure 𝑝𝑝 we define  

𝑔𝑔𝛼𝛼 = 𝑓𝑓𝛼𝛼𝑐𝑐𝑠𝑠2 + (𝑝𝑝 − 𝜌𝜌𝑐𝑐𝑠𝑠2)𝛤𝛤𝑎𝑎(0) �29.� 

and the corresponding equilibrium distribution function 

𝑔𝑔𝛼𝛼
𝑒𝑒𝑒𝑒 = 𝑓𝑓𝛼𝛼

𝑒𝑒𝑒𝑒𝑐𝑐𝑠𝑠2 + (𝑝𝑝 − 𝜌𝜌𝑐𝑐𝑠𝑠2)𝛤𝛤𝑎𝑎(0) = 𝜔𝜔𝛼𝛼 �𝑝𝑝 + 𝜌𝜌𝑐𝑐𝑠𝑠2 �
𝒆𝒆𝛼𝛼 ∙ 𝒖𝒖
𝑐𝑐𝑠𝑠2

+
(𝒆𝒆𝛼𝛼 ∙ 𝒖𝒖)2

2𝑐𝑐𝑠𝑠4
−

(𝒖𝒖 ∙ 𝒖𝒖)
2𝑐𝑐𝑠𝑠2

�� �30.� 

The DBE for the new variable 𝑔𝑔𝛼𝛼 is taken as 
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𝐷𝐷𝑔𝑔𝛼𝛼
𝐷𝐷𝐷𝐷 = �

𝜕𝜕
𝜕𝜕𝒕𝒕 + 𝒆𝒆𝛼𝛼 ∙ 𝛻𝛻�𝑔𝑔𝛼𝛼 = 

−
1
𝜆𝜆
�𝑔𝑔𝛼𝛼 − 𝑔𝑔𝛼𝛼

𝑒𝑒𝑒𝑒� + (𝒆𝒆𝛼𝛼 − 𝒖𝒖) ∙ �𝛻𝛻𝛻𝛻𝑐𝑐𝑠𝑠2�𝛤𝛤𝑎𝑎 − 𝛤𝛤𝑎𝑎(0)� − 𝐶𝐶𝛻𝛻𝛻𝛻𝛻𝛻𝑎𝑎� �31.� 

For composition 𝐶𝐶 we define 

ℎ𝛼𝛼 =
𝐶𝐶
𝜌𝜌 𝑓𝑓𝛼𝛼

�32.� 

and the corresponding equilibrium distribution function 

ℎ𝛼𝛼
𝑒𝑒𝑒𝑒 =

𝐶𝐶
𝜌𝜌 𝑓𝑓𝛼𝛼

𝑒𝑒𝑒𝑒 �33.� 

The DBE for the new variable ℎ𝛼𝛼 is taken as 

𝐷𝐷ℎ𝛼𝛼
𝐷𝐷𝐷𝐷 = −

1
𝜆𝜆
�ℎ𝛼𝛼 − ℎ𝛼𝛼

𝑒𝑒𝑒𝑒� + 𝑀𝑀𝛻𝛻2𝜇𝜇𝛤𝛤𝑎𝑎 + (𝒆𝒆𝛼𝛼 − 𝒖𝒖) ∙ �𝛻𝛻𝛻𝛻 −
𝐶𝐶
𝜌𝜌𝑐𝑐𝑠𝑠2

(𝛻𝛻𝛻𝛻 − 𝐶𝐶𝐶𝐶𝐶𝐶)� 𝛤𝛤𝑎𝑎 �34.� 

3.3.2 Lattice Boltzmann equations 

In this study, we choose the D2Q9 scheme so the weight factor 𝜔𝜔𝛼𝛼 is taken as 

𝜔𝜔𝛼𝛼 =

⎩
⎪
⎨

⎪
⎧

4
9         𝛼𝛼 = 0

1
9       𝛼𝛼 = 1~4

1
36      𝛼𝛼 = 5~8

�35.� 
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and the discrete velocity 𝒆𝒆𝛼𝛼 is 

𝒆𝒆𝛼𝛼 = �
(0,0)𝑐𝑐                 𝛼𝛼 = 0

(±1,0)𝑐𝑐, (0, ±1)𝑐𝑐  𝛼𝛼 = 1~4
(±1, ±1)𝑐𝑐                𝛼𝛼 = 5~8

�36.� 

in which 𝑐𝑐 = δ𝑥𝑥/δ𝑡𝑡  is the lattice speed, with δ𝑥𝑥  and δ𝑡𝑡  representing the lattice 

spacing and time spacing, respectively.  

The discrete Boltzmann equations (20) and (23) for 𝑔𝑔𝛼𝛼 and ℎ𝛼𝛼 can be integrated over 

time step δ𝑡𝑡 under the D2Q9 scheme and then the lattice Boltzmann equations (LBEs) 

for these two distribution functions are obtained. To simplify the calculation, two 

modified distribution functions 𝑔̅𝑔𝛼𝛼 ,ℎ�𝛼𝛼  as well as their equilibrium functions 𝑔̅𝑔𝛼𝛼
𝑒𝑒𝑒𝑒,

ℎ�𝛼𝛼
𝑒𝑒𝑒𝑒are introduced as follows: 

 

𝑔̅𝑔𝛼𝛼 = 𝑔𝑔𝛼𝛼 +
1

2𝜏𝜏
�𝑔𝑔𝛼𝛼 − 𝑔𝑔𝛼𝛼

𝑒𝑒𝑒𝑒� −
𝛿𝛿𝑡𝑡
2

(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ∙ �𝛻𝛻𝐶𝐶𝐶𝐶𝜌𝜌𝑐𝑐𝑠𝑠2�𝛤𝛤𝑎𝑎 − 𝛤𝛤𝑎𝑎(0)� − 𝐶𝐶𝛻𝛻𝐶𝐶𝐶𝐶𝜇𝜇𝜇𝜇𝑎𝑎� �37.� 

𝑔̅𝑔𝛼𝛼
𝑒𝑒𝑒𝑒 = 𝑔𝑔𝛼𝛼

𝑒𝑒𝑒𝑒 −
𝛿𝛿𝑡𝑡
2

(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ∙ [𝛻𝛻𝐶𝐶𝐶𝐶𝜌𝜌𝑐𝑐𝑠𝑠2�𝛤𝛤𝑎𝑎 − 𝛤𝛤𝑎𝑎(0)� − 𝐶𝐶𝛻𝛻𝐶𝐶𝐶𝐶𝜇𝜇𝜇𝜇𝑎𝑎𝑔̅𝑔𝛼𝛼
𝑒𝑒𝑒𝑒

= 𝑔𝑔𝛼𝛼
𝑒𝑒𝑒𝑒 −

𝛿𝛿𝑡𝑡
2

(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ∙ [𝛻𝛻𝐶𝐶𝐶𝐶𝜌𝜌𝑐𝑐𝑠𝑠2�𝛤𝛤𝑎𝑎 − 𝛤𝛤𝑎𝑎(0)� − 𝐶𝐶𝛻𝛻𝐶𝐶𝐶𝐶𝜇𝜇𝜇𝜇𝑎𝑎#(38.) 

ℎ�𝛼𝛼 = 𝑔𝑔𝛼𝛼 +
1

2𝜏𝜏
�ℎ𝛼𝛼 − ℎ𝛼𝛼

𝑒𝑒𝑒𝑒� −
𝛿𝛿𝑡𝑡
2

(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ∙ �𝛻𝛻𝐶𝐶𝐶𝐶𝐶𝐶 −
𝐶𝐶
𝜌𝜌𝑐𝑐𝑠𝑠2

(𝛻𝛻𝐶𝐶𝐶𝐶𝑝𝑝 + 𝐶𝐶𝛻𝛻𝐶𝐶𝐶𝐶𝜇𝜇)� 𝛤𝛤𝑎𝑎 �39.� 



 

  77 
 

ℎ�𝛼𝛼
𝑒𝑒𝑒𝑒 = ℎ𝛼𝛼

𝑒𝑒𝑒𝑒 −
𝛿𝛿𝑡𝑡
2

(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ∙ �𝛻𝛻𝐶𝐶𝐶𝐶𝐶𝐶 −
𝐶𝐶
𝜌𝜌𝑐𝑐𝑠𝑠2

(𝛻𝛻𝐶𝐶𝐶𝐶𝑝𝑝 + 𝐶𝐶𝛻𝛻𝐶𝐶𝐶𝐶𝜇𝜇)� 𝛤𝛤𝑎𝑎 �40.� 

and the LBEs for functions 𝑔̅𝑔𝛼𝛼, ℎ�𝛼𝛼 are as followed. 

𝑔̅𝑔𝛼𝛼(𝒙𝒙 + 𝒆𝒆𝛼𝛼𝛿𝛿𝑡𝑡, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) = 𝑔̅𝑔𝛼𝛼(𝒙𝒙, 𝑡𝑡) −
1

𝜏𝜏 + 0.5
�𝑔̅𝑔𝛼𝛼 − 𝑔̅𝑔𝛼𝛼

𝑒𝑒𝑒𝑒�|(𝒙𝒙,𝑡𝑡) 

+𝛿𝛿𝑡𝑡(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ∙ �𝛻𝛻𝑀𝑀𝑀𝑀𝜌𝜌𝑐𝑐𝑠𝑠2�𝛤𝛤𝑎𝑎 − 𝛤𝛤𝑎𝑎(0)� − 𝐶𝐶𝛻𝛻𝑀𝑀𝑀𝑀𝜇𝜇𝜇𝜇𝑎𝑎�(𝒙𝒙,𝑡𝑡) �41.� 

ℎ�𝛼𝛼(𝒙𝒙+ 𝒆𝒆𝛼𝛼𝛿𝛿𝑡𝑡, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) = ℎ�𝛼𝛼(𝒙𝒙, 𝑡𝑡) −
1

𝜏𝜏 + 0.5
�𝑔̅𝑔𝛼𝛼 − 𝑔̅𝑔𝛼𝛼

𝑒𝑒𝑒𝑒�|(𝒙𝒙,𝑡𝑡) +
𝛿𝛿𝑡𝑡
2 𝑀𝑀𝛻𝛻2𝜇𝜇𝛤𝛤𝑎𝑎|(𝒙𝒙,𝑡𝑡) 

+
𝛿𝛿𝑡𝑡
2 𝑀𝑀𝛻𝛻2𝜇𝜇𝛤𝛤𝑎𝑎|(𝒙𝒙+𝒆𝒆𝛼𝛼𝛿𝛿𝑡𝑡,𝑡𝑡) +

𝛿𝛿𝑡𝑡
2

(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ∙ [𝛻𝛻𝑀𝑀𝑀𝑀𝐶𝐶 −
𝐶𝐶
𝜌𝜌𝑐𝑐𝑠𝑠2

(𝛻𝛻𝑀𝑀𝑀𝑀𝑝𝑝 +  𝐶𝐶𝛻𝛻𝑀𝑀𝐷𝐷𝜇𝜇)]𝛤𝛤𝑎𝑎|(𝒙𝒙,𝑡𝑡)�42.� 

The superscript “CD” and “MD” mean the central difference and the mixed difference 

approximation of the derivative, respectively. 

After the collision process, the hydrodynamic parameters such as the composition, 

average velocity and dynamic pressure can be calculated by taking the zeroth and first 

moments of the particle distribution  

𝐶𝐶 = �ℎ�𝛼𝛼
𝛼𝛼

�43.� 

𝜌𝜌𝒖𝒖 =
1
𝑐𝑐𝑠𝑠2
�𝒆𝒆𝛼𝛼𝑔̅𝑔𝛼𝛼
𝛼𝛼

−
𝛿𝛿𝛿𝛿
2 𝐶𝐶𝛻𝛻𝐶𝐶𝐶𝐶𝜇𝜇 �44.� 
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𝑝𝑝 = �𝑔̅𝑔𝛼𝛼
𝛼𝛼

+
𝛿𝛿𝛿𝛿
2 𝒖𝒖 ∙ 𝛻𝛻𝐶𝐶𝐶𝐶𝜌𝜌𝑐𝑐𝑠𝑠2 �45.� 

3.3.3 Boundary conditions 

In this falling film case, the computational domain is shown in Fig. 3. Both the solid-

liquid and the liquid-gas boundaries are considered as no-slip walls, which was 

realized by the bounce-back scheme at the boundary nodes (𝒙𝒙𝑠𝑠), 𝑓𝑓α�(𝒙𝒙𝑠𝑠) = 𝑓𝑓α(𝒙𝒙𝑠𝑠) (α� 

is the opposite direction of α). With this scheme the unknown variable outside the 

wall boundary can be approximated by   

In this falling film case, the computational domain is shown in Fig. 3. Both the solid-

liquid and the liquid-gas boundaries are considered as no-slip walls, which was 

realized by the bounce-back scheme at the boundary nodes (𝒙𝒙𝑠𝑠), 𝑓𝑓α�(𝒙𝒙𝑠𝑠) = 𝑓𝑓α(𝒙𝒙𝑠𝑠) (α� 

is the opposite direction of α). With this scheme the unknown variable outside the 

wall boundary can be calculated by   

𝜙𝜙(𝒙𝒙𝑠𝑠 + 𝒆𝒆𝛼𝛼𝛿𝛿𝛿𝛿) = 𝜙𝜙(𝒙𝒙𝑠𝑠 − 𝒆𝒆𝛼𝛼𝛿𝛿𝛿𝛿) �46.� 

𝜙𝜙(𝒙𝒙𝑠𝑠 + 2𝒆𝒆𝛼𝛼𝛿𝛿𝛿𝛿) = 𝜙𝜙(𝒙𝒙𝑠𝑠 − 2𝒆𝒆𝛼𝛼𝛿𝛿𝛿𝛿) �47.� 

The upper (inlet) and lower (outlet) boundaries are considered as open boundaries. 
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Velocity inlet boundary and fully developed outlet boundary were developed in this 

study. The validation tests were conducted to ensure the boundary conditions are 

appropriate. The boundary conditions are different from those adopted in Lee and 

Liu’s [Lee & Liu 2010] original work in which periodic boundary conditions were 

taken. Open boundary is more appropriate for the falling film simulation and so it is 

adopted in this work. 

3.4 Benchmark cases 

First of all, three test cases were studied to validate the two-phase model. The first 

case was to simulate the droplets on flat plates with different contact angles to test the 

approach to handling the liquid-solid interface. The second case was to simulate the 

typical two phase co-current flow in a channel, which has been analytically solved 

[Huang et al. 2013]. This case is to examine the external forces (such as gravity) added 

in the model. The third case aimed to test the performance of the fully developed outlet 

boundary by simulating a droplet flowing in an infinitely long channel.  

3.4.1 Equilibrium droplet on flat plate 

In this case, a rectangle computational domain with a grid size of 160 × 60 (𝑁𝑁𝑁𝑁 ×

𝑁𝑁𝑁𝑁) was chosen. A two-dimensional liquid droplet with a radius of 25 was initially 

generated at the center of a plate. The periodic boundaries were implemented at the 



 

  80 
 

left and right sides and bounce back scheme was taken for the upper and lower 

boundary. In this case, the density ratio (the heavier over the lighter fluid, 𝜌𝜌∗) is taken 

as 100. The different contact angles 𝜃𝜃𝑒𝑒𝑒𝑒 = 30°, 60°, 90°, 120° 𝑎𝑎𝑎𝑎𝑎𝑎 150°  were 

simulated by choosing different wetting potential ω. The equilibrium contact angles 

were measured by the geometric formula of droplet height and the length of contact 

line. Fig 3.2 shows the comparison between the measured contact angles and analytical 

ones. It can be observed that the angles obtained by the model agree well with the 

analytical ones. Furthermore, the droplet recovering process on the plate with contact 

angle 𝜃𝜃𝑒𝑒𝑒𝑒 = 30° is shown in Fig. 3.3, in which the color represents the density while 

the red part and blue part are corresponding to the liquid droplet and the gas, 

respectively. The droplet automatically achieved equilibrium state from initial state 

after a short period, which indicates that the proposed model is appropriate to treat the 

contact angle issue.  
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Figure 3.2 The comparison between the equilibrium contact angles between 

simulation results and analytical data 
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Figure 3.3 Droplet recovering process on the plate with contact angle 30° 

3.4.2 Two-phase co-current flow in a channel 

In this case, the two-phase co-current flow driven by external forces in a channel was 

simulated. The computational domain consisted of a 200 × 100 (𝑁𝑁𝑁𝑁 × 𝑁𝑁𝑁𝑁) 

rectangle girds system, while the liquid phase occupied the areas in which 𝑁𝑁𝑁𝑁 =

0~25 and 𝑁𝑁𝑁𝑁 = 75~100, and the remaining area was occupied by the gas phase. In 

this case, the density ratio is taken as 100, i.e. 𝜌𝜌∗ = 100 The periodic boundaries were 
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implemented at the left and right sides and no-slip walls were applied for the top and 

bottom boundaries, where the 𝜃𝜃𝑒𝑒𝑒𝑒  for these two boundaries were both set as 90°. An 

external force 𝐹𝐹𝑥𝑥 was applied on the gas phase to simulate the gravity. The analytical 

solution for this case can be found in Huang et al. [Huang et al. 2013]. The velocity 

profiles of 𝑢𝑢𝑥𝑥 in the channel flow obtained from the model developed in this study 

and the analytical solution are compared in Fig 3.4. It can be observed that the velocity 

profiles agree well, which means the incorporation of the gravity in the proposed 

model is appropriate. 

 

Figure 3.4 The comparison between the velocity profiles of 𝒖𝒖𝒙𝒙 of co-current flow 

between simulation results and analytical data 

3.4.3 Droplet flowing in infinite long channel 
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This case aimed to test the fully developed outlet boundary condition of the proposed 

model. Similar to the two-phase co-current flow in a channel, a rectangle 

computational domain with a grid size of 200 × 100 (𝑁𝑁𝑁𝑁 × 𝑁𝑁𝑁𝑁) was chosen. A two-

dimensional liquid droplet with a radius of 25 was initially generated at the left side 

of the domain, with an initial velocity 

𝑢𝑢𝑥𝑥,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑈𝑈, 𝑢𝑢𝑦𝑦,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 0      

𝑢𝑢𝑥𝑥,𝑔𝑔𝑔𝑔𝑔𝑔 =  𝑢𝑢𝑦𝑦,𝑔𝑔𝑔𝑔𝑔𝑔 = 0 

The channel was assumed to be infinitely long so deformation should not take place 

when the droplet flowed across the right boundary if the boundary was appropriate 

chosen. The no-slip wall boundary conditions were applied on the upper and lower 

sides, and the velocity boundary was implemented on the left side. The outlet boundary, 

which referred the right side of the simulation domain, was set as fully developed 

outlet boundary. In this case, 𝜌𝜌∗ = 100, Re =  2𝑈𝑈𝑈𝑈
𝑣𝑣

 . Snapshots of the droplet at 

different times are shown in Fig. 3.5. Slight deformation can be observed at the outlet 

while the droplet keeps the shape in the main process. Considering that falling film 

interface is much smoother than the droplet surface under low Reynolds number, this 

fully developed outlet boundary is acceptable. 
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Figure 3.5 Snapshots of the droplet at different times 

3.5 Summary  

In this chapter, a new two-dimensional LBM simulation model was developed to 

capture the density distribution of two phase flows with high density ratio. The 

dynamic characteristics of the lattice Boltzmann equation make it possible to directly 

handle the interaction between molecules, and the macroscopic interface dynamic 

behavior is obtained, which gives the lattice Boltzmann equation great advantage on 

the two phase flow problem. However, the lattice Boltzmann method also has some 

limitations when dealing with two-phase flow, for example, in many cases the density 

distribution obtained by the lattice Boltzmann model deviates from the theoretical 

solution. And, as the density ratio increases, The deviation between the simulation and 

the theoretical solution also becomes worse. Thus, it is necessary to propose a two-
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phase flow model which can properly capture the density distribution in two phase 

flow. 

The interaction force scheme was first discussed in this chapter. Two kinds of 

difference formats, the isotropic difference format and mixed difference format, were 

introduced and adopted in the developed model. The developed model has taken the 

problems such as the high density ratio, surface tension, gravity, inlet and outlet open 

boundary conditions into consideration. Three test cases were studied to validate the 

two-phase model. The first case was to simulate the droplets on flat plates with 

different contact angles to test the approach to handling the liquid-solid interface. The 

second case was to simulate the typical two phase co-current flow in a channel, which 

has been analytically solved [Huang et al. 2013]. This case is to examine the external 

forces (such as gravity) added in the model. The third case aimed to test the 

performance of the fully developed outlet boundary by simulating a droplet flowing 

in an infinitely long channel. The numerical results show that the developed model 

can trace the density distribution properly even at the density ratio 1000. And the 

developed model in this chapter lays the foundation for the study of falling film based 

liquid desiccant dehumidifier. 
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CHAPTER 4  

WETTING BOUNDARY TREATMENT 

4.1 Introduction  

In falling film research, the wetting area of liquid desiccant is an important parameter 

in the dehumidifier. In early stage of the simulation model for liquid desiccant 

dehumidifier, the working plate was usually assumed to be fully wetted by liquid 

desiccant, which did not comply with the experimental observation. In actual 

situations, the working surfaces were usually observed to be incompletely wetted by 

the liquid desiccant, as shown in Fig. 4.1. Therefore, it is very important to properly 

simulate the wetting boundary in falling film. 
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Fig 4.1 Pictures of working surfaces incompletely wetted by the  

liquid desiccant 

4.1.1 Surface wettability  

Surface wettability represents the ability of the liquid wetting on the solid surface. The 

wettability of the solid surface is mainly determined by surface forces, including the 

adhesive and cohesive forces. The adhesive forces between the solid force and liquid 

cause the liquid to spread over the solid surface, while the cohesive forces within the 

liquid droplet cause the liquid to avoid contact with the solid surface.  

The wettability can be categorized according to the contact angles of the liquid 

droplets on the surface. The contact angle is the angle at which the liquid-vapor 

interface meets the solid-liquid interface. Fig 4.2 shows the water droplets on different 

wetting surfaces. Surface A is hydrophobic surface and Surface B is hydrophilic 

surface. Surface A has a large contact angle, and the surface B has a small contact 

angle. The contact angle is determined by the resultant between adhesive and cohesive 

forces. As the tendency of a drop to spread out over a flat, solid surface increases, the 

contact angle decreases. As shown in Table 4.1, the wettability can be dived into four 

stages, i.e., super-hydrophilic, hydrophilic, hydrophobic and super-hydrophobic, 

according to the contact angles. 
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Fig 4.2 Water droplets on different wetting surfaces 

Table 4.1 Wettability and contact angels 

Surface types Contact angles (°) 

Super-hydrophilic surface θ<10° 

Hydrophilic surface 10°< θ <1° 

Hydrophobic surface 90°< θ <150° 

Super-hydrophobic surface 150°< θ <180° 

 

4.1.2 Wetting models 

There are several models for interface force equilibrium. Young [Young 1805] 

developed a simple equation to describe the relationship between the interface force 

among the three phases, as shown in Fig 4.3. 
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𝛾𝛾𝑆𝑆𝑆𝑆 = 𝛾𝛾𝑆𝑆𝑆𝑆 + 𝛾𝛾𝐿𝐿𝐿𝐿 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃𝑒𝑒𝑒𝑒 �48.� 

where 𝛾𝛾𝑆𝑆𝐺𝐺 , 𝛾𝛾𝑆𝑆𝑆𝑆 , 𝛾𝛾𝐿𝐿𝐿𝐿 represent solid-gas surface tension, solid-liquid surface tension 

and liquid-gas surface tension, respectively. Subsequently, this predicts the contact 

angle of a liquid droplet on a solid surface from knowledge of the three surface 

energies involved. 

 

Fig 4.3 Contact angle of the liquid droplet on the solid surface 

As Young Equation can only be applied in ideal smooth solid surface, many 

investigators developed improved models based on Young Equation to describe the 

force equilibrium on rough solid surface. Amongst the existing models, Wenzel model 

[Wenzel 1936] and Cassie-Baxter model [Cassie-Baxter 1944] are the two main 

models that attempt to describe the wettability on rough solid surface.  

https://www.google.com.hk/url?sa=i&source=images&cd=&cad=rja&uact=8&ved=2ahUKEwjklor-1vfaAhUFj5QKHQ3eCGkQjRx6BAgBEAU&url=https://en.wikipedia.org/wiki/Contact_angle&psig=AOvVaw3bie9Vt1J87JbBFcZLNy_d&ust=1525922604646892
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Wenzel [Wenzel 1936] developed an equation to describe the relationship between the 

apparent contact angle on rough solid surface and the ideal contact angel on smooth 

surface calculated by Young Equation. Fig. 4.4(a) shows the schematic of Wenzel 

model.  

𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝑟𝑟 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �49.� 

where 𝜃𝜃𝑟𝑟  is the apparent contact angle on rough solid surface and 𝜃𝜃  is the ideal 

contact angle on ideal smooth solid surface. r is the roughness ratio, which is defined 

as the ratio of the actual area of the solid surface to the apparent area. In Wenzel’s 

model, the roughness grooves of the solid surface was assumed to be fully filled with 

liquid, as shown in Fig. 4.4 (a), therefore, the roughness ratio r was usually bigger than 

one.  

 

Fig 4.4 Models for rough surface 
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As the small grooves of the solid surface cannot be filled by the liquid due to the 

surface tension effect in some cases, Cassie and Baxter [Cassie & Baxter 1944] 

developed a compound model based on Wenzel model. In Cassie-Baxter model, the 

roughness grooves was filled by gas instead of liquid, as shown in Fig 4.4(b). Two 

wetting area factors, f1 and f2, were introduced in the model. f1 represents the ratio of 

the contact area between the liquid and the solid surface to the total area, while f2 

represents the ratio of the contact area between the liquid and gas in the roughness 

grooves to the total area.  

𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝑐𝑐 = 𝑓𝑓1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑓𝑓2𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝑔𝑔 �50.� 

where 𝜃𝜃𝑔𝑔 is the contact angle of the liquid in the air, which is usually assumed to be 

180°. Therefore, Eq. 50 can be simplified as follows: 

𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝑐𝑐 = 𝑓𝑓1(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 1)− 1 �51.� 

4.2 Lattice Boltzmann models on wetting boundary 

The wetting boundary treatment is a big challenge in lattice Boltzmann simulation. 

Yan and Zu [Yan & Zu 2007] developed a LB model for simulate the liquid droplet 

behavior on partial wetting surfaces with density ratio with a simple bounce back 

boundary scheme applied. While the results of their simulations agreed well with the 

theoretical prediction in equilibrium situations, the comparison of transient profiles 
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between simulation and theory or experiments was not reported. Mazloomi et al 

[Mazloomi et al. 2015] applied the entropic lattice Boltzmann stabilization mechanism 

to control the dynamics at the liquid-vapor interface and developed a novel entropic 

lattice Boltzmann model (ELBM) for multiphase flows. The model is used to investigate 

the dynamics of the contact line in a wide range of applications, from capillary filling 

to liquid drop impact onto a flat surfaces with different wettability [Mazloomi et al. 

2015]. They further extended the model to simulate large Weber and Reynolds number 

collisions of two droplets with a novel polynomial equation of state. Accurate three-

dimensional simulations involving realistic macro-textured surfaces were performed 

based on the ELBM. Liu and Lee [Liu & Lee 2009] assumed that the intermolecular 

forces between solid and fluid can be represented by the inclusion of the surface free 

energy in the expression of the total free energy. Based on the Cahn theory they 

proposed three kinds of polynomial boundary conditions: linear, quadratic, and cubic 

to predict the contact angle and density distribution around the wall and made 

comparisons. The results shown that these three types of boundary conditions have 

own particular advantages on specific cases. The cubic boundary scheme was applied 

in Lee and Liu’s work on contact angle simulation and showed good accuracy [Lee & 

Liu 2010]. Connington and Lee [Connington & Lee 2013] then extended the model 

[Lee & Liu 2010] to simulate the behavior of droplets on super hydrophobic surfaces 

with a new implementation of boundary conditions for the complex geometry and an 
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addition of extra force in 2013. The simulations reproduced the experimental contact 

angles well both in the Cassie and Wenzel states (on surfaces with different roughness), 

however, the transition between these states, which is a dynamic process, was not 

successfully modelled. Therefore, it can be concluded that the moving contact line 

phenomenon is not easy to reproduce by LB method. 

4.2.1 Treatment of wetting wall boundary 

When the gas-liquid interface contacts the solid wall, a contact angle is formed. The 

contact angle at steady state can be obtained by the surface tension between gas-liquid, 

liquid-solid, and gas-solid (Eq. 48). This equation is the starting point of the wetting 

boundary treatment in lattice Boltzmann method. The Young equation indicates that 

the contact angle and is related to the surface tension between the three phases of gas-

liquid-solid, and the surface tension can be obtained from the free energy function of 

the system. 

For a two-phase flow system without considering the effect of the wall, the equilibrium 

state of the fluid can be expressed as follows 

𝛷𝛷𝑏𝑏 = ��𝛷𝛷(𝑇𝑇,𝜌𝜌)�
𝑉𝑉

𝑑𝑑𝑑𝑑 +
𝜅𝜅
2

(𝜕𝜕𝛼𝛼𝜌𝜌)2 �52.� 

Where 𝛷𝛷 is the free energy density and 𝜌𝜌 is the fluid density, the gradient term in the 
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equation represents the influence on the bulk free energy by flow interface. 𝜅𝜅 is a 

constant related to the surface tension and 𝛼𝛼 represents Cartesian coordinate. In the 

two phase lattice Boltzmann model based on Enskog theory, 𝛷𝛷  can be written as 

follows 

𝛷𝛷 = 𝛽𝛽(𝜌𝜌 − 𝜌𝜌𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠)2�𝜌𝜌 − 𝜌𝜌𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠�
2 �53.� 

In which 𝜌𝜌𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠 and 𝜌𝜌𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠 represents the equilibrium density of liquid phase and gas 

phase, 𝛽𝛽 is related to the surface tension constant 𝜅𝜅, interface thickness D and the 

equilibrium density 𝜌𝜌𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠 and 𝜌𝜌𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠. Through variational calculations we can obtain 

the interface distribution at equilibrium state, which satisfies the following equation 

𝜕𝜕𝛷𝛷
𝜕𝜕𝜕𝜕 − 𝜅𝜅∇2𝜌𝜌 = 𝜇𝜇 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 �54.� 

By Eq. 53 and 54, the surface tension between gas and liquid is obtained as 

𝜎𝜎𝑙𝑙𝑙𝑙 =
(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)3

6 �2𝜅𝜅𝜅𝜅 �55.� 

When the gas-liquid system encounters a wettable solid wall, Cahn pointed out that 

the wettability of the solid wall can be expressed by miscibility gap, and the system 

has a critical point. Cahn suggested that an interface equation to determine the 
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boundary conditions can be imposed on the system, and the behavior of the critical 

point behavior can be studied by this interface equation. According to Cahn's theory, 

the free energy of the system includes solid-fluid coupled freedom in addition to the 

bulk free energy, 

𝛷𝛷𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛷𝛷𝑏𝑏 + 𝛷𝛷𝑠𝑠 = ��𝛷𝛷(𝑇𝑇, 𝜌𝜌)�
𝑉𝑉

𝑑𝑑𝑑𝑑 +
𝜅𝜅
2

(𝜕𝜕𝛼𝛼𝜌𝜌)2 + �𝛷𝛷𝑠𝑠(𝜌𝜌𝑠𝑠)𝑑𝑑𝑑𝑑
𝑆𝑆

�56.� 

In which 𝜌𝜌𝑠𝑠 is the density on the solid wall. It can be obtained by minimizing the free 

energy of solid surface and the bulk phase area at equilibrium state, which is expressed 

as  

𝜅𝜅
2 �
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑�

2

= 𝛷𝛷(𝑇𝑇, 𝜌𝜌)   𝑥𝑥 > 0 �57.� 

𝜅𝜅
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 =

𝑑𝑑𝛷𝛷𝑠𝑠
𝑑𝑑𝜌𝜌𝑠𝑠

             𝑥𝑥 = 0 �58.� 

If the solid wall free energy takes the form of a power series, for example,  

𝛷𝛷𝑠𝑠(𝜌𝜌𝑠𝑠) = −𝛷𝛷1𝜌𝜌𝑠𝑠 �59.� 

The Eq. 58 comes to 

𝜅𝜅
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = −𝛷𝛷1 �60.� 
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Substitute Eq.57 into Eq. 58, we obtain 

−𝛷𝛷1 = ±�2𝜅𝜅𝛷𝛷𝑠𝑠(𝜌𝜌𝑠𝑠) �61.� 

By solving this equation we can obtain the equilibrium density at the solid-gas and 

solid-liquid surface as 

𝜌𝜌𝑠𝑠,𝑔𝑔 =
𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜌𝜌𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠 − (𝜌𝜌𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠 − 𝜌𝜌𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠)√1 −𝜔𝜔

2
�62.� 

𝜌𝜌𝑠𝑠,𝑙𝑙 =
𝜌𝜌𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜌𝜌𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠 + (𝜌𝜌𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠 − 𝜌𝜌𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠)√1 −𝜔𝜔

2
�63.� 

Where 𝜔𝜔 is the wetting potential, 

𝜔𝜔 =
4𝛷𝛷1

�𝜌𝜌𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠 − 𝜌𝜌𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠�
2 �2𝜅𝜅𝜅𝜅 �64.� 

The surface tension between solid and fluid can be obtained by  

𝜎𝜎𝑠𝑠,𝑓𝑓 = −𝛷𝛷1𝜌𝜌𝑠𝑠 + �√2𝜅𝜅𝜅𝜅𝑑𝑑
𝑆𝑆

𝜌𝜌 �65.� 

The contact angle at equilibrium can be obtained according to the Young equation 

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =
(1 + 𝑤𝑤)3/2 − (1 −𝑤𝑤)3/2

2
�66.� 
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Many researches indicate that a power series of free energy density would cause some 

errors. The cubic form of surface free energy density is more recommended (Liu & 

Lee 2009) 

𝛷𝛷𝑠𝑠 = −
1
3𝛷𝛷3𝜌𝜌𝑠𝑠3 +

𝛷𝛷3�𝜌𝜌𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜌𝜌𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠�𝜌𝜌𝑠𝑠2

2 − 𝛷𝛷3𝜌𝜌𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠𝜌𝜌𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠𝜌𝜌𝑠𝑠 �67.� 

When the cubic form is used, the surface tension of solid-liquid, solid-gas and liquid-

gas are as  

𝜎𝜎𝑙𝑙,𝑔𝑔 =
(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)3

6 �2𝜅𝜅𝜅𝜅 �68.� 

𝜎𝜎𝑠𝑠,𝑔𝑔 =
6(𝜌𝜌𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠)2𝜌𝜌𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠 − (𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)3

6 𝑤𝑤�2𝜅𝜅𝜅𝜅 �69.� 

𝜎𝜎𝑠𝑠,𝑙𝑙 =
6(𝜌𝜌𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠)2𝜌𝜌𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠 − (𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)3

6 𝑤𝑤�2𝜅𝜅𝜅𝜅 �70.� 

In which  

𝑤𝑤 = −
𝛷𝛷3

�2𝜅𝜅𝜅𝜅
�71.� 

According the Young equation, the following boundary condition can be obtained. 
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𝒏𝒏 ∙ 𝜌𝜌𝑠𝑠 = −
6𝜎𝜎

�𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔�
3 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝜌𝜌 − 𝜌𝜌𝑙𝑙)(𝜌𝜌 − 𝜌𝜌𝑔𝑔) �72.� 

4.3 Numerical tests 

In this section, the case of equilibrium droplet on wetting surfaces is chosen to validate the 

proposed wetting boundary treatment method. The cubic form of surface free energy 

density is taken. The lattice Boltzmann model proposed in Chapter 3 is used to perform 

the benchmark case. 

In this benchmark case, a rectangle computational domain with a grid size of 

𝑁𝑁𝑁𝑁 × 𝑁𝑁𝑁𝑁 is chosen. A two-dimensional liquid droplet with a radius of 𝑅𝑅 is initially 

generated at the center of the wetting surface (as shown in Fig 4.5a). The periodic 

boundaries are implemented at the left and right sides and the developed new wall 

boundary conditions are applied to the top and bottom boundaries. While the top 

surface has a fixed contact angle of 𝜃𝜃𝑒𝑒𝑒𝑒 = 90°, different contact angles ranging from 

30° to 150° are assumed on the bottom surface.  

The density ratio (the heavier over the lighter fluid, 𝜌𝜌∗) is taken as 1000 and 𝐶𝐶𝐶𝐶 = 20. 

The other parameters are set as: 𝑁𝑁𝑁𝑁 = 600,𝑁𝑁𝑁𝑁 = 200,𝑅𝑅 = 80 . Fig 1 shows the 

equilibrium states of the droplet on wetting surfaces with contact angles of 𝜃𝜃𝑒𝑒𝑒𝑒 =

30°, 60°, 90°, 120° and 150°, in which the color represents the density while the red 
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part and blue part are corresponding to the liquid droplet and the gas, respectively. Eq. 

72 gives the theoretical relationship between 𝜃𝜃𝑒𝑒𝑒𝑒   and wetting potential w. The 

comparison between the simulated results and analytical solutions is presented in Fig. 

3.2. The simulated equilibrium contact angles are measured by the geometric formula 

of droplet height and the length of contact line based on Fig 4.5 (b) to (f). The figure 

shows that angles obtained by the present model agree well with the analytical ones. 

Furthermore, the droplet automatically achieved equilibrium state from initial state 

after a short period, which indicates that the current model is appropriate to handle the 

contact angle issue.  
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Figure 4.5 Equilibrium state of droplets on surfaces with different contact angles. a: 

initial state, b: 30⁰, c: 60⁰, d: 90⁰, e: 120⁰, f: 150⁰. 

4.4 Summary 

In falling film research, the wetting area of liquid desiccant is an important parameter 

in the dehumidifier. In early stage of the simulation model for liquid desiccant 

dehumidifier, the working plate was usually assumed to be fully wetted by liquid 

desiccant, which did not comply with the experimental observation. In actual 

situations, the working surfaces were usually observed to be incompletely wetted by 

the liquid desiccant. Therefore, it is very important to properly simulate the wetting 

boundary in falling film. 

Surface wettability represents the ability of the liquid wetting on the solid surface. The 

wettability of the solid surface is mainly determined by surface forces, including the 

adhesive and cohesive forces. The adhesive forces between the solid force and liquid 

cause the liquid to spread over the solid surface, while the cohesive forces within the 

liquid droplet cause the liquid to avoid contact with the solid surface.  

In this Chapter, the wetting boundary treatment method is proposed. The cubic form 

of surface free energy density is taken. The proposed wetting boundary treatment 

method is used in the lattice Boltzmann model developed in Chapter 3, and numerical 
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test is performed by this model. The result shows that the proposed wetting boundary 

treatment method can properly handles the contact angle issue. 

 

 

  



 

  103 
 

CHAPTER 5  

DEVELOPMENT OF A MASS CONSERVATIVE 

LATTICE BOLTZMANN MODEL FOR TWO-PHASE 

FLOWS WITH MOVING CONTACT LINES AT HIGH 

DENSITY RATIO 

In this chapter, a mass conservative lattice Boltzmann model (LBM) is proposed to 

simulate the two-phase flows with moving contact lines at high density ratio. The 

proposed model consists of a phase field lattice Boltzmann equation (LBE) for solving 

the conservative Allen-Cahn (A-C) equation, and a pressure evolution LBE for solving 

the incompressible Navier-Stokes equations. In addition, a modified wall boundary 

treatment scheme is developed to ensure the mass conservation. The wetting dynamics 

are treated by incorporating the cubic wall energy in the expression of the total free 

energy. The current model is characterized by mass conservation, proper treatment of 

wetting boundary and high density ratio. We applied the model on a series of numerical 

tests including equilibrium droplets on wetting surfaces, co-current flow and a droplet 

moving by gravity along inclined wetting surfaces. Theoretical analysis and 

experiments were conducted for model validation. The numerical results show good 

performances on mass conservation even with a density contrast up to 1000. 
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Furthermore, the results show that the moving contact line can be successfully 

recovered, which proves that this model is applicable on the study of moving contact 

line issue and further related applications. 

5.1 Introduction 

The behavior of droplets on wetting surfaces is always a popular research topic 

because it is the multiphase flow fundamental of many engineering applications. The 

contact angle, which is defined as the angle between the contact line and the solid 

surface, is an important parameter characterizing the wettability, which significantly 

influence the behavior of droplets on wetting surfaces. If the solid surface is not 

horizontal and the gravity exists, the droplet may move on the surface and so as the 

triple contact line. In this situation, the moving contact line is observed and dynamic 

contact angles should be defined to feature this phenomenon. The study of the moving 

contact line is of great significance in engineering applications such like chip cooling, 

painting, coating and falling film based liquid desiccant technology [Lu & Xiao 2018]. 

The mechanism of formation of contact line has been studied theoretically by many 

researchers and it is possible to predict the final equilibrium state of contact lines. 

However, the transition process, which is important for understanding the mechanism 

of moving contact line phenomenon, has not been sufficiently understood in previous 

theoretical studies. Considering the difficulties in conducting experimental study, 
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numerical methods are more competent for studying the moving contact line.  

The lattice Boltzmann method (LBM), which is a numerical method rooted in kinetic 

theory, is becoming popular in the fields of computational fluid dynamics in last 

decades. Due to the particle-based mesoscopic nature which connects the micro and 

macro worlds, the LBM has an advantage in simulation fidelity and computational 

efficiency especially for multiphase flows. A number of LB models for multiphase 

flows have been developed in previous researches, such as color-gradient model 

[Rothman & Keller 1988], Shan-Chen model [Shan & Chen 1993], free energy model 

[Swift & Osborn 1995] and phase-field model [He et al. 1999]. An extended Shan-

Chen method, in which the equation of state (EOS) and surface tension can be tuned 

independently, was developed by Sbragaglia et al to analyze the physical behavior of 

a class of mesoscopic models for multiphase flows [Sbragaglia 2007]. Colosqui 

presented a dynamic optimization strategy to generate customized equations of state for 

the numerical simulation of non-ideal fluids at high density ratio [Colosqui et al. 2012]. 

The phase-field LB model, which is originally developed by He et al. [He et al. 1998] 

in 1998, has been proved applicable to high density ratio issue, which is a key 

challenge in modelling moving contact angle. Two distribution functions are taken in 

this model, one is for describing the fluid dynamics and the other is used to track the 

phase interface, and two macroscopic equations can be recovered from the distribution 
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functions. The combination of Navier–Stokes (N-S) and Cahn-Hilliard (C-H) equation 

is applied in many phase field LBMs. Lee and Liu [Lee & Liu 2010] successfully 

simulate the contact angle at high density ratio with a proposed C-H based LBM. Liang 

et al [Liang et al 2014] reported their C-H based LBM can properly describe the 

axisymmetric multiphase flows.  However, due to the simplification made in the 

recovering process, the C-H based phase field LBMs cannot ensure mass conservation. 

Around 1% of mass change ratio was observed in Connington and Lee’s work 

[Connington & Lee 2013]. Although the error is not large, it may be unacceptable in 

some special applications. For example, Zheng et al [Zheng et al. 2014] reported that 

in their modelling, the small droplets disappeared if their radius was below a critical 

value. A conservative LBM for interface tracking was proposed by Fakhari et al 

[Fakhari et al. 2016] in 2016. The model was also based on the phase field theory, but 

it recovered the Allen-Cahn (A-C) equation instead of the Cahn-Hilliard equation, 

while the former is conservative. Due to its advantages in mass conservation, the A-C 

based LBM is becoming more popular. The newly developed model by Fakhari et al 

[Fakhari et al. 2016] has shown great advantage in terms of mass conservation, speed-

up and efficiency compared to the Lee and Liu’s C-H based model [Lee & Liu 2010] 

on the contact angle simulation. Liang et al [Liang et al. 2018] investigated the droplet 

impact on a thin liquid film with a large density ratio of 1000 and successfully 

reproduced the droplet splashing phenomenon with a A-C based LB model. However, 
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many A-C based LBMs are proposed for the equilibrium problems, whether the 

method can be applied on the moving contact line is still unknown. 

Another big challenge in moving contact line simulation by LBM is the treatment of 

wetting boundary. Yan and Zu [Yan & Zu 2007] developed a LB model for simulate 

the liquid droplet behavior on partial wetting surfaces with density ratio with a simple 

bounce back boundary scheme applied. While the results of their simulations agreed 

well with the theoretical prediction in equilibrium situations, the comparison of 

transient profiles between simulation and theory or experiments was not reported. 

Mazloomi et al applied the entropic lattice Boltzmann stabilization mechanism to 

control the dynamics at the liquid-vapor interface and developed a novel entropic 

lattice Boltzmann model (ELBM) for multiphase flows [Mazloomi et al. 2015]. The 

model is used to investigate the dynamics of the contact line in a wide range of 

applications, from capillary filling to liquid drop impact onto a flat surfaces with 

different wettability [Mazloomi et al. 2015]. They further extended the model to 

simulate large Weber and Reynolds number collisions of two droplets with a novel 

polynomial equation of state. Accurate three-dimensional simulations involving 

realistic macro-textured surfaces were performed based on the ELBM. Liu and Lee 

[Liu & Lee 2009] assumed that the intermolecular forces between solid and fluid can 

be represented by the inclusion of the surface free energy in the expression of the total 

free energy. Based on the Cahn theory they proposed three kinds of polynomial 
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boundary conditions: linear, quadratic, and cubic to predict the contact angle and 

density distribution around the wall and made comparisons. The results shown that 

these three types of boundary conditions have own particular advantages on specific 

cases. The cubic boundary scheme was applied in Lee and Liu’s work on contact angle 

simulation and showed good accuracy [Lee & Liu 2010]. Connington and Lee 

[Connington & Lee 2013] then extended the model [Lee & Liu 2010] to simulate the 

behavior of droplets on super hydrophobic surfaces with a new implementation of 

boundary conditions for the complex geometry and an addition of extra force in 2013. 

The simulations reproduced the experimental contact angles well both in the Cassie 

and Wenzel states (on surfaces with different roughness), however, the transition 

between these states, which is a dynamic process, was not successfully modelled. 

Therefore, it is still a challenge to reproduce the moving contact line phenomenon by 

LB method. 

5.2 Description of the developed lattice Boltzmann model 

5.2.1 Discrete Boltzmann Equations for Incompressible Two-phase Fluids 

The Navier-Stokes equation is usually adopted to describe the fluid dynamics, and it 

can be recovered by the particle distribution function 𝒇𝒇 in lattice Boltzmann methods. 

The governing equation of 𝒇𝒇 , which is the discrete Boltzmann equations (DBE) 



 

  109 
 

describing the transportation of density and momentum of the incompressible two-

phase fluids, is taken as  

�
𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝒆𝒆𝛼𝛼 ⋅ 𝛻𝛻�𝑓𝑓𝛼𝛼 = −

1
𝜆𝜆
�𝑓𝑓𝛼𝛼 − 𝑓𝑓𝛼𝛼

𝑒𝑒𝑒𝑒� +
1
𝑐𝑐𝑠𝑠2

(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ⋅ 𝑭𝑭𝛤𝛤𝑎𝑎 �73.� 

where 𝑓𝑓𝛼𝛼 , 𝑒𝑒𝛼𝛼  are the particle distribution function and the velocity of particle in 

direction 𝛼𝛼 , 𝑢𝑢  is the macro velocity, 𝑐𝑐𝑠𝑠  is the lattice sound speed and 𝜆𝜆  is the 

relaxation time, 𝛤𝛤𝑎𝑎 =  𝛤𝛤𝑎𝑎(𝒖𝒖) = 𝑓𝑓𝛼𝛼
𝑒𝑒𝑒𝑒/𝜌𝜌 , and  𝑓𝑓𝛼𝛼

𝑒𝑒𝑒𝑒   is the equilibrium distribution 

function which is defined by Eq. 74  

𝑓𝑓𝛼𝛼
𝑒𝑒𝑒𝑒 = 𝜔𝜔𝛼𝛼𝜌𝜌 �1 +

𝒆𝒆𝛼𝛼 ⋅ 𝒖𝒖
𝑐𝑐𝑠𝑠2

+
(𝒆𝒆𝛼𝛼 ⋅ 𝒖𝒖)2

2𝑐𝑐𝑠𝑠4
−

(𝒖𝒖 ⋅ 𝒖𝒖)
2𝑐𝑐𝑠𝑠2

� �74.� 

where 𝜔𝜔𝛼𝛼 donates the weight factor. 

The force terms 𝐹𝐹 in Eq. 73 can have different forms. In this study we take the force 

scheme proposed by Lee and Liu [Lee & Liu 2010]  

𝑭𝑭 = 𝛻𝛻𝜌𝜌𝑐𝑐𝑠𝑠2 − 𝛻𝛻𝑝𝑝 + 𝜇𝜇𝛻𝛻𝜙𝜙 + 𝑭𝑭𝑏𝑏 �75.� 

in which 𝜙𝜙 is order parameter referring different phases, 𝐹𝐹𝑏𝑏 is the body force and 𝜇𝜇 

represents the chemical potential, which is a function of the order parameter 𝜙𝜙 



 

  110 
 

𝜇𝜇 = 4𝛽𝛽(𝜙𝜙 − 𝜙𝜙ℎ)(𝜙𝜙 − 𝜙𝜙𝑙𝑙) �𝜙𝜙 −
𝜙𝜙ℎ + 𝜙𝜙𝑙𝑙

2 � − 𝜅𝜅𝛻𝛻2𝐶𝐶 �76.� 

where 𝜙𝜙ℎ and 𝜙𝜙𝑙𝑙 indicate the different phases and are referred as 1 (liquid phase) and 

0 (gas phase).  𝜅𝜅  and 𝛽𝛽  are the parameters related to the surface tension 𝜎𝜎  and 

interface width 𝑊𝑊 . This scheme can ensure that the computation of 𝐹𝐹  in collision 

process is local. 

Similar to using the ℎ𝛼𝛼 to recover Allen-Cahn equation, a new distribution function, 

𝑔𝑔, is introduced here to describe the evolution of pressure 𝑝𝑝, which is defined as 

𝑔𝑔𝛼𝛼 = 𝑓𝑓𝛼𝛼𝑐𝑐𝑠𝑠2 + 𝜔𝜔𝛼𝛼(𝑝𝑝 − 𝜌𝜌𝑐𝑐𝑠𝑠2) �77.� 

and the corresponding equilibrium distribution function of 𝑔𝑔 is defined as 

𝑔𝑔𝛼𝛼
𝑒𝑒𝑒𝑒 = 𝜔𝜔𝛼𝛼 �𝑝𝑝 + 𝜌𝜌𝑐𝑐𝑠𝑠2 �

𝒆𝒆𝛼𝛼 ⋅ 𝒖𝒖
𝑐𝑐𝑠𝑠2

+
(𝒆𝒆𝛼𝛼 ⋅ 𝒖𝒖)2

2𝑐𝑐𝑠𝑠4
−

(𝒖𝒖 ⋅ 𝒖𝒖)
2𝑐𝑐𝑠𝑠2

�� �78.� 

According to Eq. 73 the DBE for the new variable 𝑔𝑔𝛼𝛼 is taken as 

�
𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝒆𝒆𝛼𝛼 ⋅ 𝛻𝛻�𝑔𝑔𝛼𝛼 = −

𝑔𝑔𝛼𝛼 − 𝑔𝑔𝛼𝛼
𝑒𝑒𝑒𝑒

𝜆𝜆 + (𝒆𝒆𝛼𝛼 − 𝒖𝒖) ⋅ [𝛻𝛻𝜌𝜌𝑐𝑐𝑠𝑠2(𝛤𝛤𝑎𝑎 − 𝜔𝜔𝛼𝛼) + 𝑭𝑭𝑏𝑏 + 𝜇𝜇𝛻𝛻𝜙𝜙)𝛤𝛤𝑎𝑎�79.� 

Noticing that 𝜌𝜌 = 𝜌𝜌𝑙𝑙 + 𝜙𝜙(𝜌𝜌ℎ − 𝜌𝜌𝑙𝑙) , in which 𝜌𝜌ℎ  and 𝜌𝜌𝑙𝑙  represent the densities of 

liquid and gas phases. Accordingly we have 
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𝛻𝛻𝜌𝜌 = (𝜌𝜌ℎ − 𝜌𝜌𝑙𝑙)𝛻𝛻𝜙𝜙 �80.� 

which can bring a great reduction of computation loads for 𝛻𝛻𝜌𝜌.  

The DBE for 𝑔𝑔𝛼𝛼 can also be split into collision and streaming processes. To simplify 

the calculation, the modified distribution functions 𝑔̄𝑔𝛼𝛼 as well as their equilibrium 

functions 𝑔̄𝑔𝛼𝛼
𝑒𝑒𝑒𝑒are introduced as follows 

𝑔̄𝑔𝛼𝛼 = 𝑔𝑔𝛼𝛼 +
1

2𝜏𝜏
�𝑔𝑔𝛼𝛼 − 𝑔𝑔𝛼𝛼

𝑒𝑒𝑒𝑒� −
𝛿𝛿𝑡𝑡
2

(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ⋅ [𝛻𝛻𝜌𝜌𝑐𝑐𝑠𝑠2(𝛤𝛤𝑎𝑎 − 𝜔𝜔𝛼𝛼) + (𝜇𝜇𝛻𝛻𝜙𝜙 + 𝑭𝑭𝑏𝑏)𝛤𝛤𝑎𝑎] �81.� 

𝑔̄𝑔𝛼𝛼
𝑒𝑒𝑒𝑒 = 𝑔𝑔𝛼𝛼

𝑒𝑒𝑒𝑒 −
𝛿𝛿𝑡𝑡
2

(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ⋅ [𝛻𝛻𝜌𝜌𝑐𝑐𝑠𝑠2(𝛤𝛤𝑎𝑎 − 𝜔𝜔𝛼𝛼) + (𝜇𝜇𝛻𝛻𝜙𝜙 + 𝑭𝑭𝑏𝑏)𝛤𝛤𝑎𝑎] �82.� 

where 𝜏𝜏 is the dimensionless relaxation time which is defined as 𝜏𝜏 = 𝜆𝜆/𝛿𝛿𝑡𝑡, and 𝛿𝛿𝑡𝑡 is 

the time step. 

Finally the collision process can be expressed as followed 

𝑔𝑔�𝑎𝑎(𝒙𝒙, 𝑡𝑡) = 𝑔̄𝑔𝛼𝛼(𝒙𝒙, 𝑡𝑡) −
�𝑔̄𝑔𝛼𝛼 − 𝑔̄𝑔𝛼𝛼

𝑒𝑒𝑒𝑒�|(𝒙𝒙,𝑡𝑡)

𝜏𝜏 +

𝛿𝛿𝑡𝑡(𝒆𝒆𝛼𝛼 − 𝒖𝒖) ⋅ [𝛻𝛻𝜌𝜌𝑐𝑐𝑠𝑠2(𝛤𝛤𝑎𝑎 − 𝜔𝜔𝛼𝛼) + (𝜇𝜇𝛻𝛻𝜙𝜙 + 𝑭𝑭𝑏𝑏)𝛤𝛤𝑎𝑎](𝒙𝒙,𝑡𝑡) �83.�
 

where 𝑔𝑔�𝑎𝑎(𝑥𝑥, 𝑡𝑡) is the updated 𝑔̄𝑔𝛼𝛼 after the collision.  
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The streaming is then carried out under the perfect shift scheme 

𝑔̄𝑔𝛼𝛼(𝒙𝒙+ 𝒆𝒆𝛼𝛼𝛿𝛿𝑡𝑡, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) = 𝑔𝑔�𝑎𝑎(𝒙𝒙, 𝑡𝑡) �84.� 

5.2.2 Discrete Boltzmann Equations (DBE) for the Allen-Cahn Equation 

The Allen–Cahn equation is a phase field equation which describes the process of 

phase separation in multi-phase systems. The order parameter 𝜙𝜙(𝒙𝒙, 𝑡𝑡) is used in the 

phase field model to track the two-phase interface, which satisfies the following 

conservative Allen-Cahn equation 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝛻𝛻 ⋅ 𝜙𝜙𝒖𝒖 = 𝛻𝛻 ⋅

⎣
⎢
⎢
⎡
𝑀𝑀

⎝

⎛𝛻𝛻𝜙𝜙 −
1 − 4 �𝜙𝜙 − (𝜙𝜙ℎ + 𝜙𝜙𝑙𝑙)

2 �
2

𝑊𝑊
⎠

⎞𝒏𝒏

⎦
⎥
⎥
⎤

�85.� 

where 𝜙𝜙ℎ and 𝜙𝜙𝑙𝑙 indicate the different phases and (𝜙𝜙ℎ + 𝜙𝜙𝑙𝑙)/2 locates the interface 

in the impressible two-phase flows (𝜙𝜙ℎ , 𝜙𝜙𝑙𝑙 are referred as 1 and 0 in this study to 

represent the two phases). The parameters 𝑀𝑀 , 𝑢𝑢 , 𝑊𝑊  represent the mobility, 

macroscopic velocity and interface width respectively, and 𝒏𝒏 is the normal vector to 

the interface, which is defined by 

𝒏𝒏 =  
𝛻𝛻𝜙𝜙

|𝛻𝛻𝜙𝜙| �86.� 
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When the system reaches an equilibrium state, the equilibrium distribution of 𝜙𝜙 along 

the direction 𝑧𝑧 normal to the interface is assumed as a hyperbolic tangent profile  

𝜙𝜙(𝑧𝑧) =
(𝜙𝜙ℎ + 𝜙𝜙𝑙𝑙)

2 +
(𝜙𝜙ℎ −𝜙𝜙𝑙𝑙)

2 tanh �
2𝑧𝑧
𝑊𝑊� �87.� 

A new function ℎ𝛼𝛼, which is the distribution function of 𝜙𝜙, is introduced for solving 

Eq. 85, and the LB equation of ℎ𝛼𝛼 is 

�
𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝒆𝒆𝛼𝛼 ⋅ 𝛻𝛻�ℎ𝛼𝛼 = −

ℎ𝛼𝛼 − ℎ𝛼𝛼
𝑒𝑒𝑒𝑒

𝜆𝜆
�88.� 

where 𝜆𝜆 is the relaxation time related to the phase-field parameters. 

The equilibrium distribution function of  ℎ𝛼𝛼 is  

ℎ𝛼𝛼
𝑒𝑒𝑒𝑒 = 𝜙𝜙𝛤𝛤𝑎𝑎 + 𝐵𝐵𝜔𝜔𝛼𝛼𝒆𝒆𝛼𝛼 ⋅ 𝒏𝒏 �89.� 

where the term 𝐵𝐵𝜔𝜔𝛼𝛼𝑒𝑒𝛼𝛼 ⋅ 𝑛𝑛 accounts for anti-diffusion and in which 

𝐵𝐵 =
𝑀𝑀
𝑐𝑐𝑠𝑠2

⎣
⎢
⎢
⎡1− 4 �𝜙𝜙 − (𝜙𝜙ℎ + 𝜙𝜙𝑙𝑙)

2 �
2

𝑊𝑊
⎦
⎥
⎥
⎤

�90.� 

Following the original lattice Boltzmann scheme, the distribution function ℎ𝛼𝛼  is 
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going through the collision and streaming processes. In the collision process, ℎ𝛼𝛼 

satisfies 

ℎ�𝑎𝑎 = ℎ𝛼𝛼 −
ℎ𝛼𝛼 − ℎ𝛼𝛼

𝑒𝑒𝑒𝑒

𝜏𝜏ℎ
�91.� 

where 𝜏𝜏ℎ is the dimensionless relaxation time and is related to the mobility by 

𝜏𝜏ℎ = 0.5 +
𝑀𝑀

𝑐𝑐𝑠𝑠2𝛿𝛿𝛿𝛿
�92.� 

After the collision process, the streaming occurs under the perfect shift scheme as 

followed 

ℎ𝛼𝛼(𝑥𝑥 + 𝑒𝑒𝛼𝛼𝛿𝛿𝑡𝑡, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) = ℎ�𝑎𝑎(𝑥𝑥, 𝑡𝑡) �93.� 

Then, the hydrodynamic parameters such as the average velocity and dynamic 

pressure can be calculated by taking the zeroth of the distribution function ℎ𝛼𝛼as shown 

in Eq. 94 

𝜙𝜙 = � ℎ𝛼𝛼
𝛼𝛼

�94.� 

After the streaming step, the hydrodynamic parameters such as the average velocity 

and the dynamic pressure can be calculated by taking the zeroth and first moments of 



 

  115 
 

the particle distribution. 

𝒖𝒖 =
1
𝜌𝜌
�

1
𝑐𝑐𝑠𝑠2
�𝒆𝒆𝛼𝛼𝑔̄𝑔𝛼𝛼
𝛼𝛼

+
𝛿𝛿𝛿𝛿
2

(𝜇𝜇𝛻𝛻𝜙𝜙 + 𝑭𝑭𝑏𝑏)� �95.� 

𝑝𝑝 = �𝑔̄𝑔𝛼𝛼
𝛼𝛼

+
𝛿𝛿𝛿𝛿
2 𝒖𝒖 ⋅ 𝛻𝛻𝜌𝜌𝑐𝑐𝑠𝑠2 �96.� 

5.2.3 Treatment of wetting wall boundary 

The wetting wall boundary is treated from two respects: the “ordinary” boundary 

treatment and the wetting boundary treatment. The former is to obtain the distribution 

functions at the wall points and the latter is to properly reflect the wetting condition in 

the wall parameters.   

Fig 5.1 shows the lattice node configuration on a flat wall (D2Q9 scheme applied), 

where layer N is the boundary layer and 𝑥𝑥𝑏𝑏 is the boundary point of layer N,  f is the 

distribution function and i refers to the direction towards the fluid domain while𝚤𝚤̄ 

points to the opposite direction (towards wall). The traditional bounce back scheme 

was widely adopted to the “ordinary” boundary treatment, in which the boundary 

points on layer N are not involved into collision process. However, according to our 

numerical experiments conducted in this study, the traditional bounce back scheme 

results to the mass unbalance problem, which may be attributed to the absence of 
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boundary points in the collision process. Therefore, we proposed a modified bounce 

back scheme in which the boundary points (layer N) are involved the standard 

collision-streaming process as the points inside fluid field (layer N-1). The distribution 

functions towards the fluid domain of boundary points can be obtained as followed 

𝑓𝑓𝑖𝑖(𝒙𝒙𝑏𝑏, 𝑡𝑡) = 𝑓𝑓𝚤̄𝚤(𝒙𝒙𝑏𝑏, 𝑡𝑡 + 𝑑𝑑𝑑𝑑) �97.� 

 

Fig 5.1 Lattice nodes on the flat wall (D2Q9 scheme) 

According to the phase-field theory, the free energy of the entire fluid system can be 

expressed as a function of 𝜙𝜙 

𝛷𝛷𝑏𝑏 + 𝛷𝛷𝑠𝑠 = � �𝐸𝐸0(𝐶𝐶) +
𝜅𝜅
2

|𝛻𝛻𝜙𝜙|2�𝑑𝑑𝑑𝑑 + ��𝜑𝜑0 − 𝜑𝜑1𝜙𝜙𝑠𝑠 + 𝜑𝜑2𝜙𝜙𝑠𝑠2 − 𝜑𝜑3𝜙𝜙𝑠𝑠3 + ⋯�𝑑𝑑𝑑𝑑
𝑆𝑆𝑉𝑉

�98.� 

where 𝐸𝐸0  is the bulk energy density and it usually takes the form as 𝐸𝐸0 =
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𝛽𝛽𝐶𝐶2(𝐶𝐶 − 1)2, 𝜅𝜅 is a constant related to the surface energy and 𝛽𝛽 is a constant related 

to bulk energy. The chemical potential is defined as 𝜇𝜇 = 𝜕𝜕𝐸𝐸0
𝜕𝜕𝜕𝜕

− 𝜅𝜅𝛻𝛻2𝜙𝜙.  

Liu and Lee [Liu & Lee 2009] made an assumption that the fluid behavior along the 

solid boundary is dominated by the interactions between the solid and liquid-gas 

interface, so the interactions between the solid and bulk fluids are not taken into 

consideration. The cubic boundary condition can be constructed based on this 

assumption and then the parameters in Eq. 98 can be chosen as: 𝜑𝜑0 = 𝜑𝜑1 , 𝜑𝜑2 =

1/2𝜑𝜑𝑤𝑤, 𝜑𝜑3 = 1/3𝜑𝜑𝑤𝑤, where 𝜑𝜑𝑤𝑤 is a constant related to the dimensionless wetting 

potential wp as shown in Eq. 99 

𝑤𝑤𝑤𝑤 = 𝜑𝜑𝑤𝑤/�2𝜅𝜅𝜅𝜅 �99.� 

The cubic boundary condition for the order parameter 𝜙𝜙𝑠𝑠  at the wall is finally 

acquired by neglecting the terms higher than the third order in 𝛷𝛷𝑠𝑠 and minimizing the 

total free energy 𝛷𝛷𝑏𝑏 + 𝛷𝛷𝑠𝑠, which can be expressed as 

𝒏𝒏 ⋅ 𝛻𝛻𝜙𝜙|𝑠𝑠 = �𝜙𝜙𝑠𝑠 − 𝜙𝜙𝑠𝑠2�𝜑𝜑𝑤𝑤/𝜅𝜅 �100.� 

According to the Young’s law, the wetting potential 𝜔𝜔  can be determined by the 

equilibrium contact angle 𝜃𝜃𝑒𝑒𝑒𝑒  



 

  118 
 

𝜔𝜔 = −𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃𝑒𝑒𝑒𝑒 �101.� 

Eq. 99, 100 and 101 associate the gradient of order parameter 𝛻𝛻𝛻𝛻and the contact angle 

𝜃𝜃𝑒𝑒𝑒𝑒 . The 𝛻𝛻𝛻𝛻can be calculated with a given 𝜃𝜃𝑒𝑒𝑒𝑒 , and then the chemical potential can 

be obtained by Eq. 100, and finally the macro parameters at the wall can be obtained 

by Eq. 95, 96. 

5.2.4 Calculation of Gradients 

Different from the work done by Lee and Liu [20] in which a mixture of central 

difference and biased difference was taken for the calculation of the gradients, we 

adopted the central difference to obtain the gradients of the order parameter and the 

pressure, as defined by Eq. (102) 

𝛻𝛻𝜙𝜙|𝑥𝑥 =
1

𝑐𝑐𝑠𝑠2𝛿𝛿𝑡𝑡
�𝜔𝜔𝛼𝛼𝒆𝒆𝛼𝛼(𝛿𝛿𝑡𝑡𝒆𝒆𝛼𝛼 ⋅ 𝛻𝛻)𝜙𝜙|𝑥𝑥
𝑎𝑎≠0

�102.� 

𝛿𝛿𝑡𝑡𝒆𝒆𝛼𝛼 ⋅ 𝛻𝛻𝐶𝐶𝐶𝐶𝜙𝜙|𝑥𝑥 =
1
2

[𝜙𝜙(𝒙𝒙 + 𝒆𝒆𝛼𝛼𝛿𝛿𝑡𝑡) − 𝜙𝜙(𝒙𝒙 − 𝒆𝒆𝛼𝛼𝛿𝛿𝑡𝑡)] �103.� 

The above DBEs can be discretized by using this finite difference (FD) scheme. For 

researcher who want to perform a parallel computation algorithm, Fakhari et al 

[Fakhari et al. 2014] provided a local method using central moments to discretize the 
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Eq. (86). In this study we choose the finite difference scheme considering it was 

reported more accurate and stable. 

5.3 Numerical tests and discussions 

In this section we apply the model on two benchmark cases including equilibrium 

droplets on wetting surfaces and co-current flow. The results are compared with 

analytical solutions and experimental results. The behaviors of the water droplets 

moving by gravity along inclined surfaces such as glass pane and steel plate are then 

simulated with this model, and the dynamics of moving contact line motion are 

captured and compared with experimental results.  

We adopted the following two dimensionless parameters in analyzing simulation 

results, the density ratio as defined by Eq. (104) and the Cahn number as defined by 

Eq. (105) 

𝜌𝜌∗ = 𝜌𝜌𝐻𝐻/𝜌𝜌𝐿𝐿 �104.� 

𝐶𝐶𝐶𝐶 = 𝐿𝐿𝑐𝑐/𝑊𝑊 �105.� 

where 𝐿𝐿𝒄𝒄 refers the characteristic length and 𝑊𝑊 is the interface width. Cn is often 

recommended to be greater than 10 to ensure the accuracy of simulations. 
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5.3.1 Equilibrium droplet on wetting surfaces 

In this case, a rectangle computational domain with a grid size of 𝑁𝑁𝑁𝑁 ×𝑁𝑁𝑁𝑁 is chosen. 

A two-dimensional liquid droplet with a radius of 𝑅𝑅 is initially generated at the center 

of the wetting surface (as shown in Fig 5.2a). The periodic boundaries are 

implemented at the left and right sides and the developed new wall boundary 

conditions are applied to the top and bottom boundaries. While the top surface has a 

fixed contact angle of 𝜃𝜃𝑒𝑒𝑒𝑒 = 90°, different contact angles ranging from 30° to 150° 

are assumed on the bottom surface.  

 

Figure 5.2 Equilibrium state of droplets on surfaces with different contact angles. a: 

initial state, b: 30⁰, c: 60⁰, d: 90⁰, e: 120⁰, f: 150⁰. 
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The density ratio (the heavier over the lighter fluid, 𝜌𝜌∗) is taken as 1000 and 𝐶𝐶𝐶𝐶 = 20. 

The other parameters are set as: 𝑁𝑁𝑋𝑋 = 600,𝑁𝑁𝑁𝑁 = 200,𝑅𝑅 = 80 . Fig 1 shows the 

equilibrium states of the droplet on wetting surfaces with contact angles of 𝜃𝜃𝑒𝑒𝑒𝑒 =

30°, 60°, 90°, 120° and 150°, in which the color represents the density while the red 

part and blue part are corresponding to the liquid droplet and the gas, respectively. Eq. 

(101) gives the theoretical relationship between 𝜃𝜃𝑒𝑒𝑒𝑒  and wetting potential wp. The 

comparison between the simulated results and analytical solutions is presented in Fig. 

5.3. The simulated equilibrium contact angles are measured by the geometric formula 

of droplet height and the length of contact line based on Fig 5.2 (b) to (f). The figure 

shows that the angles obtained by the present model agree well with the analytical 

ones. Furthermore, the droplet automatically achieved equilibrium state from initial 

state after a short period, which indicates that the current model is appropriate to 

handle the contact angle issue. 
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Figure 5.3 The comparison between the equilibrium contact angles between 

simulation results and analytical data. 

Due to the existence of gravity, the actual contact angle may differ from the theoretical 

ones.  The testing-table shown in Fig. 5.4 is used to observe the actual contact angles 

between water and two surfaces with different materials. Fig. 5.5 compares the 

experimental and simulation results of different static contact angles while gravity 

exists, and the difference are 0.2° and 0.5°, respectively. Considering the measuring 

error, the results by present model agree well with the experiment. It is shown that the 

actual contact angle can be recovered accurately by our model, which indicates that 

the incorporation of the gravity works well. 
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Figure 5.4 Test-table for testing the static and dynamic contact angles. 



 

  124 
 

 

Figure 5.5 Comparison of the experimental and simulation results on actual contact 

angles. a,c: experiment,  b,d: simulation. 

5.3.2 Mass conservation 

One of the most important features of our LB model is that it is mass conservative. 

The total mass of the system for droplet recovering process shown in Fig. 5.2(b) is 

checked to verify the mass conservation, and the results obtained from our model are 

compared with those of the model developed by Lee and Liu [Lee & Liu 2010]. The 

total mass of the system 𝑀𝑀 is normalized by the initial mass 𝑀𝑀0, and its evolution 

process with dimensionless time is plotted in Fig. 5.6. It can be found that the system 

mass 𝑀𝑀 gradually decreases with time in the method proposed in Ref. [Lee & Liu 
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2010].  while the total mass conserves ideally using our model.  

 

Figure 5.6 Variation of the mass of the system versus time for the droplet recovering 

process in present model and Lee and Liu’s model. 

The spurious currents is a considerable issue in the multi-phase LB models. When the 

magnitude of spurious currents become as large as the characteristic velocities it would 

severely affected the reliability of the LB simulation results. Fig. 5.7 shows the 

velocity field around a drop on a surface with contact angle 60 degree (the case of Fig 

2 (c)). Vectors are magnified by 3 × 1011 at equilibrium state. It is indicated that the 

spurious currents have little influence on the results considering the magnitude 

compared to the characteristic velocity in our model. 
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Figure 5.7 Velocity fields around a droplet on a surface with 𝜃𝜃𝑒𝑒𝑒𝑒 = 60. Velocity 

vectors are magnified by 3 × 1011.The contour level represents ϕ=0.5. 

5.3.3 Two-phase co-current flow in the infinite channel 

In addition to the static case presented above, the performance of the model in 

simulating dynamic process is also tested. The two-phase co-current flow driven by 

an external force F in a channel is simulated. To examine the accuracy and stability of 

the present model, the symmetric co-current flow in the infinite channel is introduced 

here and the flow configuration is displayed in Fig. 5.8. The computational domain 

consists of a rectangle grids system (𝑁𝑁𝑁𝑁 × 𝑁𝑁𝑁𝑁), while the liquid phase occupies the 

areas in which 𝑌𝑌 = −𝐻𝐻1~− 𝐻𝐻2  and 𝑌𝑌 = 𝐻𝐻1~𝐻𝐻2 , and the remaining area is 

occupied by the gas phase. Periodic boundaries are implemented at the left and right 

sides and the developed wall boundary conditions are applied to the top and bottom 

surfaces. The contact angles 𝜃𝜃𝑒𝑒𝑒𝑒  of the top and bottom surfaces are set as 90°. An 

external force in x direction, 𝐹𝐹𝑥𝑥 , is exerted on the gas phase or liquid phase, 



 

  127 
 

respectively, which may result in different velocity distributions according to Ref. 

[Huang et al. 2013]. 

 

Figure 5.8 The configuration of two-phase co-current flow in the infinite channel. 

The density ratio is taken as 1000, i.e. 𝜌𝜌∗ = 1000  in this case and 𝐶𝐶𝐶𝐶 = 10 . The 

other parameters are set as: 𝑁𝑁𝑁𝑁 = 200,𝑁𝑁𝑁𝑁 = 100,𝐻𝐻1 = 25,𝐻𝐻2 = 50 . Analytical 

solution for this type of flow can be found in [Huang et al. 2009]. Fig. 5.9 and Fig. 

5.10 show the velocity profiles of 𝑢𝑢𝑥𝑥 for cases where 𝐹𝐹𝑥𝑥 is applied on gas and liquid 

respectively, and the theoretical results are also presented. It can be observed that the 

velocity profiles obtained from the developed model agree well with analytical 

solutions. 
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Figure 5.9 Velocity profiles of the co-current flows with 𝐹𝐹𝑥𝑥 applied on the gas. 

 

Figure 5.10 Velocity profiles of the co-current flows with 𝐹𝐹𝑥𝑥 applied on the liquid. 

5.3.4 Two-phase flow with moving contact line 
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To investigate the dynamics of two-phase flow with moving contact line, the 

behaviours of the water droplet moving by gravity along inclined wetting surfaces 

such as glass pane and steel plate are simulated using the model developed in this study. 

The computational domain consists of an inclined wall shown in Fig 5.11, where 𝛼𝛼 is 

the angle of inclination. Similar to the case in 5.3.1, the boundaries in X directions are 

set as periodic boundaries, and the developed wall boundary conditions are applied to 

the surfaces in Y directions. The contact angle 𝜃𝜃𝑒𝑒𝑒𝑒  is assigned to the inclined wall, 

which can be adjusted according to the real situations. 
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Figure 5.11 Initial state of the moving water droplet. 

In this case 𝜌𝜌∗ = 775 is taken, which represents the density ratio set of water and air, 

and the Cahn number 𝐶𝐶𝐶𝐶 = 30 is taken to ensure the stability and accuracy. The grid 

system size is 600 × 2000. The initial condition is shown in Fig 5.11: a droplet starts 
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to move due to the gravity. The acceleration is set as 𝑔𝑔. The velocity profiles are set 

as follows 

𝑢𝑢𝑥𝑥,𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑢𝑢𝑥𝑥,𝑔𝑔𝑔𝑔𝑔𝑔 = 0 �106.� 

𝑢𝑢𝑦𝑦,𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑢𝑢𝑦𝑦,𝑔𝑔𝑔𝑔𝑔𝑔 = 0 �107.� 

Experiments were also conducted on the test-table shown in Fig 5.4. A glass pane and 

a steel plate were used as the wall surface, while the working fluid is water in the test.  

5.3.5 Advancing and receding contact angles 

The contact angle hysteresis phenomenon is observed and discussed by many 

researchers [Soolaman et al. 2005] which focus on the wetting issue, and rather than 

static contact angles, they usually defined the contact angle hysteresis as the difference 

between  𝜃𝜃𝐴𝐴  and 𝜃𝜃𝑅𝑅   [Kabov & Zaitsev 2013], where 𝜃𝜃𝐴𝐴  and 𝜃𝜃𝑅𝑅   represented the 

advancing (towards the heading) and receding (towards the backward) contact angles 

shown in Fig 5.12. The contact angle hysteresis may attribute to various factors such 

as surface roughness and the moving velocity. A water droplet of volume 20μL was 

put on the steel plate with an inclined angle of 60° to observe the phenomenon. Fig 

5.12a shows the moving droplet and the contact angles captured at certain moment in 

the experiment. The measured 𝜃𝜃𝐴𝐴  and 𝜃𝜃𝑅𝑅   are around 75°  and 40°  respectively. 
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This phenomenon was also recovered by using the current model as shown in Fig 10b. 

There is a little difference between the simulation and experimental results, which the 

𝜃𝜃𝐴𝐴  and 𝜃𝜃𝑅𝑅   are about 77°  and 45°  in former situation. This may result from the 

neglect of the surface roughness in our model. The comparison shown in Fig 5.12 

indicates that the present model is capable to capture the advancing and receding 

contact angles in the droplet moving process. 

 

Figure 5.12 The experimental and simulation results of advancing and receding 

contact angles on inclined steel plate. a: experiment; b: simulation. 

5.3.6 Evolution of moving contact line 

The glass pane is a hydrophilic surface with a static contact angle as low as 22.1°. A 

water droplet of volume 20𝜇𝜇𝜇𝜇 was put on the glass pane with an inclined angle of 

40° in the experiment test. Evolution of the moving droplet along the glass pane is 
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captured and shown from Fig 5.13a to Fig 5.13d, in which the left pictures are 

experiment results and right ones are outputs by our proposed model. It can be 

observed that the droplet moves at a nearly constant velocity after an acceleration at 

the beginning. The contact angles in Fig 5.13d, both advancing and receding contact 

angles, are near to 22.1° while the former is a little larger and the latter smaller, which 

indicates the contact angle hysteresis exists. The phenomenon can also be observed in 

the simulation outputs, which agrees well with the experimental results. By comparing 

the experiment and simulation results in Fig 5.13 we can conclude that the moving 

contact line can be recovered accurately by the model developed in this study. 
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Figure 5.13 Evolution of moving droplet on inclined glass pane (Left: experiment 

results, Right: simulation results). 
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5.3.7 Computational efficiency 

The falling droplet simulations are carried out on a computer with CPU i7-3930K and 

16 GB RAM. The C++ compiler is the MSVC on windows platform. The computing 

time for the case in which droplet falls half length of the wall is 403 mins. 

5.4 Summary 

This chapter presents a conservative lattice Boltzmann model to simulate the two-

phase flows with moving contact line at high density ratio. The proposed model 

consists of a phase field lattice Boltzmann equation for solving the conservative Allen-

Cahn equation, and a pressure evolution LBE for solving the incompressible Navier-

Stokes equations. A modified wall boundary treatment scheme is developed to ensure 

the mass conservation. In addition, the wetting dynamics are treated by incorporating 

the cubic wall energy in the expression of the total free energy. The proposed model 

is featured with mass conservation property, proper treatment of wetting boundary and 

high density ratio. Numerical tests including equilibrium droplets on wetting surface, 

co-current flow and a droplet moving by gravity along inclined wetting surfaces are 

conducted with our proposed model. The simulation results agree well with analytical 

solutions and experimental results. The mass conservation is checked and confirmed, 

the wetting surface is accurately modelled and the density ratio is up to 1000 in the 

tests. Results show that the proposed model can successfully recover the moving 
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contact line process, making it applicable to the study of moving contact line problem 

and lays a solid foundation for the falling film simulation.  
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CHAPTER 6  

DEVELOPMENT OF A THERMAL LATTICE 

BOLTZMANN MODEL FOR HEAT AND MASS 

TRANSFER SIMULATION IN FALLING FILM WITH 

PHASE CHANGE 

In this chapter, a thermal lattice Boltzmann model is proposed based on the model 

developed in chapter 5. This thermal lattice Boltzmann model is proposed to simulate 

the heat and mass transfer process in fall film. Instead of the traditional continuity 

hypothesis based numerical methods, the proposed model treats the heat and mass 

transfer in multi-phase flow from the point of kinetic theory, which has a solid physical 

background. The proposed model consists of a phase-field lattice Boltzmann equation 

(LBE) for solving the conservative Allen-Cahn (A-C) equation, a pressure evolution 

LBE for solving the incompressible Navier-Stokes equations, a temperature evolution 

LBE for solving the internal energy equation and a concentration evolution LBE for 

solving the mass diffusivity equation. The proposed model was adopted to simulate 

the heat and mass transfer process in the falling LiCl solution film at different 

Reynolds number and the results were compared with the numerical and experimental 

tests. The comparison results show that the proposed can well predict the temperature 
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and concentration distribution of the falling film absorption process and has a better 

computational efficiency than traditional simulation methods. 

6.1 Model description 

6.1.1 Lattice Boltzmann equations for temperature field 

Based on the model proposed in chapter 5, the lattice Boltzmann equations for 

temperature field are proposed. The passive scalar approach is employed for the 

evolution of the temperature field in the computational domain. In this model the 

temperature is passively advected by a fluid velocity and the coupling between energy 

and momentum equations is done at the macroscopic level. The convection-diffusion 

equation of the temperature can be solved with a separate distribution function called 

𝑠𝑠𝛼𝛼 in the LB framework. The DBE for the new distribution function is written as 

𝛻𝛻𝑠𝑠𝛼𝛼
𝛻𝛻𝑡𝑡 + 𝒆𝒆𝛼𝛼 ⋅ 𝛻𝛻𝑠𝑠𝛼𝛼 = −

𝑠𝑠𝛼𝛼 − 𝑠𝑠𝛼𝛼
𝑒𝑒𝑒𝑒

𝜆𝜆𝑇𝑇
�108.� 

The equilibrium distribution of 𝑠𝑠𝛼𝛼 reads 

𝑠𝑠𝛼𝛼
𝑒𝑒𝑒𝑒 = 𝜔𝜔𝛼𝛼𝑇𝑇(1 +

𝒆𝒆𝛼𝛼 ⋅ 𝒖𝒖
𝑐𝑐𝑠𝑠2

) �109.� 

It has been shown that the linear equilibrium distribution function, which contains the 
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terms up to first order in 𝒖𝒖 , would be sufficient for solving a typical convection-

diffusion equation. The DBE of Eq. (108) is integrated along characteristics to achieve 

LBE for the temperature. Applying the trapezoidal integration leads to 

𝑠𝑠𝛼𝛼(𝒙𝒙 + 𝒆𝒆𝛼𝛼𝜕𝜕𝜕𝜕, 𝑡𝑡 + 𝜕𝜕𝜕𝜕) − 𝑠𝑠𝛼𝛼(𝒙𝒙, 𝑡𝑡) =

−
𝑠𝑠𝛼𝛼 − 𝑠𝑠𝛼𝛼

𝑒𝑒𝑒𝑒

2𝜏𝜏𝑇𝑇
[𝒙𝒙 + 𝒆𝒆𝛼𝛼𝜕𝜕𝜕𝜕, 𝑡𝑡 + 𝜕𝜕𝜕𝜕] −

𝑠𝑠𝛼𝛼 − 𝑠𝑠𝛼𝛼
𝑒𝑒𝑒𝑒

2𝜏𝜏𝑇𝑇
[𝒙𝒙, 𝑡𝑡] �110.�

 

where 𝜏𝜏𝑇𝑇 =  𝜆𝜆𝑇𝑇/𝜕𝜕𝜕𝜕 is the nondimensional relaxation time. Since Eq. (110) is implicit 

in time, the modified distribution function is introduced as follows to make the scheme 

explicit with second-order accuracy: 

𝑠̅𝑠𝛼𝛼(𝒙𝒙, 𝑡𝑡) = 𝑠𝑠𝛼𝛼(𝒙𝒙, 𝑡𝑡) +
𝑠𝑠𝛼𝛼 − 𝑠𝑠𝛼𝛼

𝑒𝑒𝑒𝑒

2𝜏𝜏𝑇𝑇
�111.� 

The LBE for the modified distribution function of temperature can be easily derived 

as 

𝑠̅𝑠𝛼𝛼(𝒙𝒙 + 𝒆𝒆𝛼𝛼𝜕𝜕𝜕𝜕, 𝑡𝑡 + 𝜕𝜕𝜕𝜕) − 𝑠̅𝑠𝛼𝛼(𝒙𝒙, 𝑡𝑡) = −
1

𝜏𝜏𝑇𝑇 + 0.5
[𝒙𝒙, 𝑡𝑡] �112.� 

The temperature is calculated by taking the zero-order moment of the above 

distribution function  

𝑇𝑇 = �𝑠̅𝑠𝛼𝛼
𝛼𝛼

�113.� 
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and the thermal diffusion is related to the relaxation time by 

𝑎𝑎 = 𝑐𝑐𝑠𝑠2𝜏𝜏𝑇𝑇𝜕𝜕𝜕𝜕 �114.� 

The multiscale Chapman-Enskog expansion of Eq. (112) for recovering the 

convection-diffusion equation is found extensively in the literature [Guo et al 2002, 

Mohamad 2011], but some of the authors have ignored to indicate the errors and 

unwanted terms recovered by multiscale expansion. Chopard et al. [Chopard et al. 

2009] discussed the effects of linear and quadratic equilibrium distribution function 

on the unwanted terms. They showed that with linear equilibrium distribution function, 

the Chapman-Enskog expansion of Eq. (112) results in 

𝜕𝜕𝑇𝑇
𝜕𝜕𝜕𝜕 + 𝛻𝛻 ⋅ (𝒖𝒖𝑇𝑇) = 𝛼𝛼𝛻𝛻2𝑇𝑇 +

𝛼𝛼
𝑐𝑐𝑠𝑠2

𝜕𝜕
𝜕𝜕𝜕𝜕 𝛻𝛻 ⋅

(𝒖𝒖𝑇𝑇) �115.� 

where the last term in the right-hand side is the error term. It is worth noting that the 

above equation is second-order accurate in time and space as mentioned by Chopard 

et al. [Chopard et al. 2009]. However, neglecting the error term of 𝛼𝛼
𝑐𝑐𝑠𝑠2

𝜕𝜕
𝜕𝜕𝜕𝜕
𝛻𝛻 ⋅ (𝒖𝒖𝑇𝑇) needs 

more justification. 

As assumed previously, bulk phases are considered to be incompressible and the 

compressibility due to the phase change at the interface is mimicked by a proper source 
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term. In the next section we declare another important assumption about the 

temperature. As we will assume, in this study the liquid phase temperature is fixed at 

saturation temperature and the energy equation is only solved for the gas phase. Thus, 

due to incompressibility of the gas phase, the error term of Eq. (115) can be reduced 

to 𝛼𝛼
𝑐𝑐𝑠𝑠2

𝜕𝜕
𝜕𝜕𝜕𝜕
𝒖𝒖 ⋅ 𝛻𝛻𝛻𝛻 . Since in incompressible limits the Mach number should be small 

enough to ensure 𝑢𝑢
𝑐𝑐𝑠𝑠
≪ 1 , the terms of order could be neglected. Hence, the 

convection-diffusion equation for temperature can be derived as 

𝜕𝜕𝑇𝑇
𝜕𝜕𝜕𝜕 + 𝛻𝛻 ⋅ (𝒖𝒖𝑇𝑇) = 𝛼𝛼𝛻𝛻2𝑇𝑇 �116.� 

6.1.2 Computation of the volumetric source due to phase changes 

The phase transition from the liquid phase to the gas phase is called vaporization. 

Evaporation is a type of vaporization which occurs on the liquid surface. From the 

macroscopic point of view one can assume that the vapor source is present at the phase 

interface and the gaseous ambience, which is located away from the interface, contains 

a lower vapor concentration. Thus evaporation can be explained as a continuous 

diffusion of vapor from the phase interface to the ambience. In this concept the 

evaporation rate depends on the temperature and the concentration of the different 

species. 



 

  142 
 

In some practical applications such as droplet heating and evaporating in combustion 

engines and gas turbines, the transient heating period does not affect the droplet 

lifetime considerably. Therefore, for studying the evaporating droplets at enginelike 

conditions, the droplet is sometimes assumed to be at boiling temperature or saturation 

temperature. Thus the heat which is transferred from the bulk gaseous phase to the 

liquid interface causes the vaporization at the phase interface. Moreover this 

postulation eliminates the necessity of solving the energy equation in the liquid phase 

and the species concentration transport equation in the gas phase.  

In this work the liquid phase temperature is assumed at saturation temperature and the 

driving force for evaporation is the amount of heat which is transferred to the interface. 

So by applying the energy balance for the interface regions the local vaporizing mass 

flow rate per unit surface (𝑚𝑚′′) may be written as 

𝑚𝑚′′ =
𝐾𝐾𝛻𝛻𝑇𝑇
ℎ𝑓𝑓𝑓𝑓

⋅ 𝒏𝒏� �117.� 

where ℎ𝑓𝑓𝑓𝑓 is the latent heat of vaporization, K is the thermal conductivity, and ˆn is 

the unit vector normal to the phase interface. The above vaporization rate is computed 

per unit surface, so it should be converted to the volumetric form in order to be 

employed in the convective Cahn-Hilliard equation. The interface area at each 

computational cell or node is needed for calculation of the volumetric mass source or 
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sink. As discussed before, the composition C is similar to the volume-fraction function 

used in the VOF method. Since the proposed phase-field LB framework is physically 

a diffuse-interface modeling approach, instead of having an exact interface at which 

the evaporation takes place, we will have a vaporization region in which the liquid 

phase evaporates continuously. In this context referring to Hardt and Wondra [Hardt 

& Wondra 2008], one important feature of the gradient of the volume-fraction field is 

that its integral over a region including a part of the phase interface measures the local 

interface area. This statement is thus valid for the gradient of the composition field. 

So by multiplying 𝑚𝑚′′′ with the local interface content (i.e., |∇C|) and recalling 𝒏𝒏� =

∇𝐶𝐶
∥∇𝐶𝐶∥

, the volumetric mass source of evaporation can be obtained as 

𝑚𝑚′′′ =
𝐾𝐾𝛻𝛻𝑇𝑇
ℎ𝑓𝑓𝑓𝑓

⋅ ∇𝐶𝐶 �118.� 

6.2 Description of experimental test rig 

6.2.1 Experimental setup 

An experimental setup of single-channel liquid desiccant dehumidifier with 

substitutable working plates was fabricated to investigate the effect of surface 

properties on dehumidification performance, as shown in Fig. 6.1. Three commonly-

used plate dehumidifiers, i.e., Stainless plate dehumidifier, Titanium plate 

dehumidifier and Polytetrafluoroethylene (PTFE) plate dehumidifier, were adopted in 
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this study. The experimental setup mainly consisted of three sub-systems, i.e., the air 

supply system (green line), the liquid desiccant supply system (red line) and the 

cooling water system (blue line).   

 

Fig. 6.1 Schematic diagram of the experimental setup 

The air was supplied by fans, and then heated and humidified to the required 

conditions. The processed air interacted with the desiccant solution and the extra 

moisture exchanged from processed air to desiccant solution. Finally, the dry air 

flowed out at the top of the dehumidifier.  

The liquid desiccant solution was supplied by a plastic magnetic pump and well 

distributed on working plates by the newly-designed liquid distributor. After absorbing 
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the extra moisture of processed air, the weak solution was collected and regenerated 

in regeneration system which was driven by solar energy. The inlet and outlet liquid 

desiccant temperatures, density and flow rate were measured simultaneously in the 

experiment.  

Besides, the latent heat released in absorption process could increase the solution 

temperature and deteriorate the dehumidification performance. Therefore, an 

internally cooling unit was designed to take away the released latent heat. In addition, 

⑤  in Fig. 3.1 represents the working plate which is substitutable during the 

experiment. Different plate dehumidifiers, i.e., Stainless plate dehumidifier, Titanium 

plate dehumidifier and PTFE plate dehumidifier, were used  to analyse the influence 

of plate properties on dehumidification performance.  

As contact area between processed air and desiccant solution was critical to 

dehumidification capacity, a thermal image camera was utilized to record the shapes 

of the solution film and then to calculate the wetting area on different working plates. 

Besides, the film thickness was measured by a capacitance micrometer.  

To achieve the even distribution of the liquid desiccant falling film, a new solution 

distributor was designed, as shown in Fig. 6.2. Three entrance holes were set up at the 

top of the distributor to ensure the even inlet of the desiccant solution. It was observed 
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that some eddies occurred as the desiccant solution flowed from the inlet pipe to the 

chamber of the distributor. These eddies could lead to unstable solution levels, which 

seriously affected the distribution of the desiccant solution. To reduce the effect of the 

solution eddies on the solution distribution, a baffle was fixed inside the distributor 

which separated the chamber into two parts. The desiccant solution firstly flowed into 

Chamber I and stored. When the solution level was above the baffle, the solution began 

to flow over the baffle smoothly. The effect of the solution eddies was effectively 

eliminated by the baffle. In addition, an outlet slot was opened in Chamber II and the 

even distribution of the falling film could be achieved once the solution level was 

above the outlet slot. 
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Fig. 6.2 Schematic diagram of the solution distributor 

6.2.2 Measuring and controlling devices 

In the experiment, the inlet parameters of processed air, liquid desiccant solution and 

cooling water were controlled and adjusted. The air flow rate was controlled by the 

voltage regulator of the fan. The air temperature was regulated by the air heater with 

PID controller and the air humidity by the electromagnetic humidifier which was 

controlled by adjusting the input voltage. In addition, the solution flow rate was 

regulated by the valve installed at the outlet of the pump and the temperature was 
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controlled by the heat exchanger fixed inside the solution tank. These main devices in 

the experiment are presented in Fig. 6.3. 
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Fig. 6.3 Main devices in the experimental setup 

The inlet and outlet parameters of processed air, liquid desiccant solution and cooling 

water were measured for each test. The temperature was measured by platinum 

resistance temperature detectors (Pt RTDs). The air flow rate was measured by air 

velocity sensors with the accuracy of 0.3%. The desiccant solution and cooling water 

flow rates were measured by turbine flow rate sensors. Besides, the concentration of 

the liquid desiccant solution was calculated based on temperature and density which 

was measured by a specific gravity hydrometer. As the wetting area was one of the 

key parameters in dehumidification process, a thermal image camera was used to 

record the wetting area in the experiment. Each test lasted for more than ten minutes 

under steady conditions and the data were acquired by a data logger. The main 

measuring devices are shown in Fig. 6.4 and the specifications are listed in Table 6.1. 
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Fig. 6.4 Measuring devices in the experimental setup 
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Table 6.1 Specifications of different measuring devices 

Parameter Device Brand Model Accuracy Operation

al range 

Air dry-/wet-bulb 

temperature 

Pt RTD Heraeus LN222-A 0.1 K 223-573  

K 

Air flow rate Air velocity 

sensor 

Shielur ASF-100 0.3% 9-10000 

Pa 

Solution 

temperature 

Pt RTD Heraeus LN222-A 0.1 K 223-573  

K 

Solution flow rate Turbine 

flow rate 

sensor 

Gems 

Sensors 

173936-C 3% 0.5-5 

L/min 

Solution density Specific 

gravity 

hydrometer 

Daho DH-300x 1 kg/m3 1-99, 999 

kg/m3 

Cooling water 

temperature 

Pt RTD Heraeus LN222-A 0.1 K 223-573 

 K 

Cooling water 

flow rate 

Turbine 

flow rate 

sensor 

Sea  YF-S201 2% 1-30 

L/min 

6.2.3 Measurement of falling film thickness 

As the liquid desiccant spreads as falling film on the working plates and absorbs the 

extra moisture of the processed air, the flow characteristics of the falling film are very 

important to dehumidification performance. Thus, the falling film thickness and its 
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fluctuation are measured. To investigate the flow characteristics of falling film along 

the flow direction, two test points are selected to measure the local falling film 

thickness, as shown in Fig. 6.5. The instantaneous falling film thickness is measured 

by a Capacitance micrometer (JDC-2008). The fluctuation of the falling film can result 

in various capacitance between the capacitance probe and the falling film as well as 

the output voltage of the Capacitance micrometer. As the output voltage is proportional 

to the falling film thickness, the time-varied falling film thickness is measured 

accurately.  

 

Fig. 6.5 Schematic diagram of falling film measuring system 

As the Capacitance micrometer is sensible to the surroundings, calibration is necessary 
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before the experiment. Static calibration is adopted in this experiment. The calibration 

of Capacitance micrometer is conducted using both deionized water and LiCl aqueous 

solution (39 wt.%). The detailed procedure is presented as follows.  

(1) Fill the metal container with deionized water or LiCl aqueous solution (39 wt.%) 

and make sure that the bottom of the metal container is fully covered by liquid. 

(2) Put the container on the calibration platform. 

(3) Adjust the lifting platform to linear region of the Capacitance micrometer and make 

sure that the output voltage of is around 4000 mV. 

(4) Adjust the output voltage of the Capacitance micrometer to zero and lift the metal 

container with certain distance (around 100 μm). Then record the measured film 

thickness by the Capacitance micrometer and the accurate lifting distance as well.  

(5) Repeat Sept (4) to obtain the calibration curve. 

The calibration curves of the Capacitance micrometer using deionized water or LiCl 

aqueous solution (39 wt.%) are shown in Fig. 3.6. The calibration results indicate that 

the measured thickness agrees well with the real thickness for both deionized water or 
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LiCl aqueous solution (39 wt.%).  

6.3 Falling film simulation with proposed thermal lattice Boltzmann 

model  

6.3.1 Physical model 

Fig 6.6 shows the physical falling film model. The main factors which influence the 

simulations are listed: Liquid-gas interaction, solid-liquid interaction, gravity and 

boundary conditions. Fig 6.7 describes the numerical model and the key points in 

simulation. 

 

Figure 6.6 schematic of falling film  
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Figure 6.7 Schematic of falling film Simulation area (density distribution) 

6.3.2 Validity of the model 

A grid sensitivity test was conducted on three different grids of 30 × 300 , 

60 × 600 ,  100 × 1000 (𝑁𝑁𝑁𝑁 ×𝑁𝑁𝑁𝑁)  at Reynolds number 20. Fig. 6.8 shows the 

velocity profiles of 𝑢𝑢𝑦𝑦  at 𝑁𝑁𝑁𝑁 = 150, 𝑡𝑡/𝑡𝑡0 = 1.0,𝑅𝑅𝑅𝑅 = 20 . The velocity profile 

obtained on the finest grid of 60 × 600 agrees well with that obtained on the grid of 

100 × 1000 except for a small fraction near the interface, which indicates that the 

grid of 60 × 600 is fine enough to capture the liquid-gas interface in this case. 
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Figure 6.8 Grid sensitivity test for the falling film simulation at 𝑁𝑁𝑁𝑁 = 150,𝑅𝑅𝑅𝑅 =

20, 𝑡𝑡/𝑡𝑡0 = 0.5 

6.3.3 Results and discussion 

6.3.3.1 Parameter lists 

With the above established model, the dehumidification processes of the moist air were 

simulated in a range of different flow conditions. Table 4.1 presents the summary of 

different calculating conditions. 
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Table 6.1 Summary of calculating conditions 

Desiccant solution  

Parameter 𝑇𝑇𝑖𝑖𝑖𝑖(𝐾𝐾) 𝐶𝐶𝑖𝑖𝑖𝑖(%) 𝑢𝑢𝑖𝑖𝑖𝑖(𝑚𝑚/𝑠𝑠) Reynolds number 

Basic 

point  

293 30 0.07 20 

Range 288-308 30-45 0.05-0.2 10-180 

 

6.3.3.2 Dynamic simulation of development of falling film 

The computational domain is a rectangle area shown in Fig 6.6. As above mentioned, 

the upper boundary was set as velocity inlet, the lower boundary was a fully developed 

outlet, and both the left and right boundaries were no-slip walls. The contact angles of 

the left and right boundary were both set as 90° . In this case, 𝜌𝜌∗ = 1000 , which 

represents the density ratio of desiccant solution and air. The initial condition was set 

as follows: at the very beginning, the whole simulation domain was occupied by the 

gas phase and then the liquid phase flows from the upper boundary with a velocity 𝑈𝑈. 

The velocity profile at the inlet was set as follows: 
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𝑢𝑢𝑦𝑦,𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑈𝑈   𝑥𝑥 < ℎ𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  

𝑢𝑢𝑦𝑦,𝑔𝑔𝑔𝑔𝑔𝑔 = 0     𝑥𝑥 > ℎ𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  

𝑢𝑢𝑥𝑥,𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 =  𝑢𝑢𝑥𝑥,𝑔𝑔𝑔𝑔𝑔𝑔 = 0      

The Reynolds number was defined as  

𝑅𝑅𝑅𝑅 =
 𝑈𝑈ℎ𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

𝜈𝜈  

where 𝑈𝑈 and ℎ𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  are the film velocity and film thickness at the inlet, and 𝜈𝜈 is the 

viscosity of the liquid. For the convenience of discussion, the dimensionless time 𝑡𝑡/𝑡𝑡0 

is taken, where 𝑡𝑡0 = 𝜌𝜌𝜌𝜌ℎ𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓/𝜎𝜎 is the viscous time of the liquid phase.  

Fig. 6.9 shows the dynamic falling film formation process with Reynolds number 20. 

The red part represents the liquid phase while the blue part represents the gas phase. 

It can be observed that the film pattern is slightly unstable and there are many small 

waves on the liquid interface. At the beginning, the flow is quite slow and it is then 

accelerated by gravity. The distance between the film heads is getting larger in the time 

period 𝑡𝑡/𝑡𝑡0 = 1.5 − 2.0  than 𝑡𝑡/𝑡𝑡0 = 0 − 0.5 , which indicates that the average 

velocity of the film is increasing. The film becomes smooth and small waves disappear 

when it reaches the outlet at around 𝑡𝑡/𝑡𝑡0 = 2.0 and it remains unchanged after 2.5, 
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which means the film becomes totally laminar after a short unstable period. 

 

Figure 6.9 Time sequence of falling film with Reynolds number 20 

At 𝑡𝑡/𝑡𝑡0 =  1.0, 1.5, 2.0  in Fig. 9, it can be observed that separation takes place 

between liquid and the wall. This phenomenon is also reported in the CFD simulation 

done by Luo et .al [Luo et al. 2013] and they attributed it to the low wettability. The 

velocity profiles of 𝑢𝑢𝑦𝑦 at 𝑁𝑁𝑁𝑁 = 220 and 𝑁𝑁𝑁𝑁 = 260 when 𝑡𝑡/𝑡𝑡0 = 1.0,𝑅𝑅𝑅𝑅 = 20 are 

shown in Fig. 6.10. It can be found that separation occurs at 𝑁𝑁𝑁𝑁 = 260 since there 
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are three different velocity sections while at 𝑁𝑁𝑁𝑁 = 220 there are only two. In both 

pictures we can find that the outer liquid layer always has larger velocity than the inner 

layer and the liquid behind (𝑁𝑁𝑁𝑁 = 220) flows faster than the liquid ahead (𝑁𝑁𝑁𝑁 = 260), 

which may result in the separation.  

 

Figure 6.10 Velocity profiles of 𝑢𝑢𝑦𝑦 at 𝑁𝑁𝑁𝑁 = 220 and 𝑁𝑁𝑁𝑁 = 260, 𝑡𝑡/𝑡𝑡0 =

1.0,𝑅𝑅𝑅𝑅 = 20 

The film interface at the time 𝑡𝑡/𝑡𝑡0 = 1.5  for falling film with different Reynolds 

numbers ranging from 1 to 20 are shown in Fig. 6.11. It can be observed that the film 

patterns are quite similar, which indicates that the flow type within the Reynolds range 

are similar. It shows that the average velocity under different Reynolds numbers are 

quite close, this may be because the film is dominated by surface tension under low 

Reynolds number so the inlet velocity has little influence on the film flow. All of the 
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four falling films after stabilization are totally laminar, which agree with the 

experimental results by Miyara [Miyara 1999].  

 

Figure 6.11 Film interface at 𝑡𝑡/𝑡𝑡0 = 1.5 under different Reynolds numbers 

6.3.3.3 Temperature distribution 

Fig 6.12(a) shows the PLIF (thermal) image of thin liquid-film taken by Zadrazil et al 

[Zadrazil et al 2014]. It can be observed that the temperature decreases gradually from 

film surface to the plate. The high temperature mainly occurs between the film surface 

and fluid foil interface, while we can obviously see the same phenomenon from Fig 
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6.12(b), which is the simulation results by the proposed model. It indicates that the 

proposed model can reproduce the temperature distribution of falling film accurately.  

 

Figure 6.12 Temperature distribution of liquid-film by experimental (a) and 

proposed model (b) 

 

6.3.3.4 Concentration distribution 

Fig 6.13 shows the water vapor fraction of falling LiCl film, which is so-called the 

concentration distribution. The film Reynolds number is 10 in this case, in which the 

film will finally be laminar smooth flow according to the film theory. Fig6 (a) is the 

simulation by traditional CFD tool [Luo], in which the film and the air are in counter 
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flow while Fig6 (b) is the results by the proposed model in which the air has no initial 

velocity. Fig6 (b) shows the concentration distribution at t = 3.7s, while the film head 

is arriving the lower edge, which means near steady state. In Fig 6.13 (a) the film head 

has already arrived the lower edge at t = 3.7s, which means the average film velocity 

in simulation (a) is larger than (b) even through it is counter flow. The variation trends 

of concentration are similar in both figures. It is obvious to tell the influence of the 

peaking film head in Fig 6.13 (b), in which the slope of concentration is quite different 

around the peaking from other area, however, in Fig 6.13(a) it seems that the peaking 

head causes no difference, which is not reasonable. This may attribute to the incorrect 

use of the continuity hypothesis in small scale. It reveals the proposed lattice 

Boltzmann model performs better than traditional CFD tool especially in small scale. 
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Figure 6.13 Flow and water vapor fraction of falling film with Re = 10 by [Luo] (a) 

and proposed model (b). 

6.3.4 Influence of inlet desiccant concentration 

In the section, the local film thickness profiles of the simulations with various inlet 128  

desiccant concentrations are illustrated in Fig. 6.14. It was observed that with a relatively 

lower desiccant concentration, the liquid films were almost smooth. When the inlet 

desiccant concentration increased, the liquid film thickness increased and the surface 

waves became more and more evident correspondingly. It was concluded that the obvious 

surface waves were generated by the more drastic absorption processes, when significant 

momentums were exchanged at the vapor-liquid interface. 
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Fig 6.14 Liquid film thickness profiles for various inlet desiccant concentrations 

6.3.4.1 Influence of inlet solution flow rate 

Under different inlet solution flow rate, the mass fraction of water vapor and 

temperature of outlet air had the similar variation trend. As shown in Fig. 6.15, it was 

observed that the initial increase of inlet solution flow rate would improve the 

dehumidification performance significantly while the effect would reduce with further 

increase of inlet solution flow rate. By looking into the contours of temperature and 

mass fraction of water vapor under different inlet solution flow rate in Fig. 6.13, a 

common point was found, that is, the thermal diffusion was faster than the mass 

diffusion. It meant Le > 1 for all the cases. In early research, through comparing the 

simulation results with the experimental data of Fumo and Goswami (Fumo and Goswami 

2002), Babakhani (Babakhani 2009) had pointed out that instead of 1.0 was more 

preferable for the prediction of the performance of the dehumidifier. Thus, it could be 

verified that the present model possessed high accuracy. 
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Fig 6.15 Mass fraction of water vapor and temperature of outlet air under different inlet 

solution flow rate 

6.4 Summary 

In this chapter, a thermal lattice Boltzmann model is proposed based on the model 

developed in chapter 5. This thermal lattice Boltzmann model is proposed to simulate 

the heat and mass transfer process in fall film. Instead of the traditional continuity 

hypothesis based numerical methods, the proposed model treats the heat and mass 

transfer in multi-phase flow from the point of kinetic theory, which has a solid physical 

background. The proposed model consists of a phase-field lattice Boltzmann equation 

(LBE) for solving the conservative Allen-Cahn (A-C) equation, a pressure evolution 

LBE for solving the incompressible Navier-Stokes equations, a temperature evolution 
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LBE for solving the internal energy equation and a concentration evolution LBE for 

solving the mass diffusivity equation. The proposed model was adopted to simulate 

the heat and mass transfer process in the falling LiCl solution film at different 

Reynolds number and the results were compared with the numerical and experimental 

tests. The comparison results show that the proposed can well predict the temperature 

and concentration distribution of the falling film absorption process and has a better 

computational efficiency than traditional simulation methods. 
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CHAPTER 7  

CONSLUSIONS AND ORIGINAL CONTRIBUTIONS 

7.1 Summary of contributions 

This thesis aims to propose a lattice Boltzmann model to study the falling film based 

liquid desiccant air conditioning. This work may have origin contribution in following 

aspects: 

(1) developed a lattice Boltzmann model which can properly capture the density 

distribution of two phase flow with high density ratio, which is applicable on the 

realistic two phase flow problem. 

(2) developed a dynamic, mass conservative lattice Boltzmann model which can 

simulate the two phase flows with moving contact lines at high density ratio. This 

proposed model can dynamically reproduce the development of two phase flow with 

moving contact line 

(3) developed a thermal lattice Boltzmann mode which can simulate the heat and mass 

transfer in the falling film dehumidifier. This model can well predict the performance 

of the falling film dehumidifier, which promotes the design and application of falling 
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film based air conditioning system. 

7.2 Conclusions 

This thesis aims to propose a lattice Boltzmann model to study the falling film based 

liquid desiccant air conditioning. First, a mass conservative lattice Boltzmann model 

is proposed to simulate the two-phase flows with moving contact lines at high density 

ratio. The proposed model consists of a phase field lattice Boltzmann equation (LBE) 

for solving the conservative Allen-Cahn equation, and a pressure evolution LBE for 

solving the incompressible Navier-Stokes equations. This model is characterized by 

mass conservation, proper treatment of wetting boundary and high-density ratio. 

Theoretical analysis and experiments are conducted for model validation. Based on 

this, a thermal lattice Boltzmann model for simulating the heat and mass transfer 

process in falling film dehumidifier is further established. A temperature evolution 

LBE for solving the internal energy equation and a concentration evolution LBE for 

solving the mass diffusivity equation are proposed to deal with the heat and mass 

transfer problem. The proposed model is adopted to simulate the heat and mass 

transfer process in the falling LiCl solution film at different Reynolds number and the 

results are compared with the numerical and experimental tests by other researchers. 

The comparison results show that the proposed model can well predict the temperature 

and concentration distribution of the falling film absorption process and has a better 
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computational efficiency than traditional simulation methods. The model has made 

contributions in the aspects of two-phase flow interaction, high density ratio flow and 

phase-change problems and provides suggestions in the future design and optimization 

of the falling film based liquid desiccant air conditioning. 
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