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ABSTRACT 

ABSTRACT 

Dealloying is the selective dissolution of one or more active elemental components of an alloy 

in corrosive solutions. It was initially studied as a key failure mechanism for engineering 

structures. Recently, it was found that dealloying can be used to create porous metals with pore 

sizes ranging from a few nanometers to a few tens of micrometers. This has attracted significant 

attention for applications in catalysis, supercapacitors, sensing and actuation, mass and heat 

transport, and battery electrodes. Therefore, it is essential to understand this process to prevent 

material failure and develop various porous metal structures. This work focuses on developing 

a comprehensive numerical model using a phase-field formulation for evolving nanoporous 

metal structures during corrosive dealloying.  

Firstly, a multi-phase-field model of chemical dealloying kinetics in binary alloys is developed 

to study the topology shape change of porous structures in one-dimension (1-D), two-dimension 

(2-D) and three-dimension (3-D). By introducing three phase-field variables to represent the 

phase constitution at the solid-liquid interfaces, the free energy of the precursor-porous clusters-

electrolyte system is expressed as a function of field variables and their gradients. The 

thermodynamic driving force is treated as a function of the difference between the generalized 

and equilibrium chemical potentials at the interfaces. We propose that the dissolution of the 

less noble (LN) element leads to interface instability and triggers the nucleation and growth of 

porous clusters, which are essential for evolving porous structures. The dealloying velocity and 

porous structure morphology of the model show good overall agreement with experimental 
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results by calibrating the activation energy of dissolution with the dealloying velocity. 

Moreover, the roles of some controllable dealloying parameters, including the chemical acid 

concentration, initial alloy composition, parting limit, and surface diffusion coefficient, are 

elaborated. 

Secondly, a new comprehensive multi-phase-field (MPF) model is proposed to study 

topological porous patterns formed by spontaneously etching a bulk binary alloy that involves 

electrochemical reactions, bulk and surface diffusion, ion transport, applied electrode potential, 

and charge conservation. The governing equations for the alloy-porous cluster-electrolyte 

system account for a generalized Butler-Volmer electrochemical reaction and are in accordance 

with the classical nucleation theory. Based on a quantitative examination of the effects of 

electrode potential and precursor composition, the simulation results reproduce typical 

phenomena including passive surface dealloying, active porosity evolution, critical potential, 

and characteristic length scale in 2-D and 3-D. 

Finally, the multi-phase-field model is extended to simulate the corrosive dealloying process of 

alloys with complex structures. Precursors with various phase constitutions and compositions 

are designed and applied with different activation energies associated with intrinsic 

electrochemical properties. Several examples are presented to simulate the formation of novel 

porous structures with unimodal pores by investigating the effect of defect and reinforcement 

phases in the precursor. The model can also simulate the dealloying of a dual-phase binary alloy 

comprising a solid solution and intermetallics, or two types of intermetallics and the formation 

of a nested porous network.
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Chapter 1  

INTRODUCTION 

1.1  BACKGROUND 

Nanoporous metals (NPMs) are bulk samples with a network structure where bicontinuous solid 

ligaments and complementary pores interpenetrate at the nanoscale. These metals exhibit 

metallic features, such as high strength, heat and electrical conductivity, and optimized and 

functionalized properties entailed by their porous structure, which have attracted attention from 

the scientific community and industry. Evidence has shown an increasingly wide range of 

applications of NPMs. The prospect of NPMs in actuators rests on their superior mechanical 

properties, which are easily tuned and accessible to electrical signals [1]–[3]. Another typical 

application branch is catalysis, where the extraordinary activity of NPMs enables them to 

function as effective catalysts in hydrogen fuel cells and exhaust treatment [4]–[7]. As novel 

functional materials, NPMs are especially attractive for use as high-performance sensors and 

electrodes due to their optimized sensitivity, charge storage, and ion diffusion provided by their 

hierarchical porosity [3], [8]–[10]. 

The desire to use porous metallic materials in versatile applications requires developing 

fabrication methods. Primary techniques include sintering, additive manufacturing, templates, 

and dealloying, which are commonly used to synthesize various porous structures [8]. Among 

these methods, dealloying is the only viable approach to realizing nanometer to micron-sized 
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pores and diverse porous samples, including film, rod, and ribbon, which are sufficient for 

specific industrial applications. Dealloying is a common process in which one or more metal 

elements are selectively removed from a precursor based on the physical or chemical 

differences between metal elements, leaving a porous residue. In the context of corrosion, it has 

been well known as a materials failure mode to be avoided. The most common example is the 

dezincification of brass used in seawater condenser tubes [11], [12]. With the advent of focus 

on porous materials, dealloying has become a platform for materials processing to fabricate 

porous materials with pore sizes ranging from nanometers and micrometers. 

The dealloying technique can be divided into corrosion-controlled dealloying method and 

physical controlled dealloying method. The most common method in industrial applications is 

the chemical dealloying technique that involves the free corrosion of alloy components in 

aqueous acid or alkaline used to fabricate porous Au, Cu, Pt, and other metal structure networks 

[4], [13]–[15]. Electrochemical dealloying utilizes the standard electrode potential difference 

between metal elements to selectively dissolve the LN element from the parent alloy in a 

corrosion environment with applied electrode potential. Physical method includes vapor 

dealloying and liquid metal dealloying, which are new and environmentally friendly approaches 

to fabricate nanoporous materials by utilizing the vapor pressure or melting point difference 

between constituent elements in an alloy [16]–[20]. 
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Well-designed experiments could characterize the microstructure and properties and investigate 

the controllable parameters affecting the dealloying velocity, morphology, and composition of 

the dealloyed samples. During the last two decades, significant experimental findings on the 

key dealloying mechanisms are, in contrast to the mechanical and functional properties, limited 

[4], [8], [21]–[24]. Furthermore, minimal information is available on theoretical modeling and 

computational research, which could explain the underlying physical mechanisms and clarify 

some controversial phenomena. For example, direct observation of the development of random 

and porous patterns is not possible with current experimental technology, especially during the 

early stages of dealloying. Researchers once used the kinetic Monte Carlo model [25] to 

reproduce many characteristics of dealloying, especially the pore formation. However, it has 

some weaknesses (this work will be discussed later). Conventionally, the critical potential 

marks the onset of continuous porosity evolution. However, the experimentally determined 

value has a large range due to different sweep rates in electrochemical experiments and the 

blurry transition zone of the polarization curve. Content threshold defines the ratio of the more 

noble (MN) element in precursor alloy, above which, a passivation layer composed of the MN 

element will form at the alloy-electrolyte interface. However, there has been no microscopic 

evidence in the experiments. Computer simulation can provide a viable method to investigate 

what occurs at the propagating dealloying front and determine the original porous patterns. 
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Additionally, some theoretical studies assume an idealized porous geometry, whereas the 

simulations could create a more realistic asymmetric and stochastic porous structure. 

Two key issues must be addressed. The thermodynamics of the dealloying determines whether 

porous structure evolution occurs in a dealloying system; this specifically involves determining 

the critical potential, parting limit, and other dealloying parameters. The kinetics of the 

dealloying determines how the topological solid-liquid interface and porous structures form and 

how fast the porous structure evolves, which are dependent on extensive system parameters, 

such as the precursor composition, electropotential, and electrolyte composition. This work 

aimed to develop a comprehensive theoretical framework for the microstructure evolution of 

self-organized nanoporous structures during the dealloying process using the phase-field (PF) 

method. Although the PF model has been extended to address multiple components or phases, 

limited progress has been achieved on models addressing the details of the solid-electrolyte 

interface and incorporating the electrochemical effects. The multi-phase-field (MPF) 

formulations, described in detail throughout the rest of this work, are perhaps the best available 

tool for understanding the complexity of solid-electrolyte interfaces. The developed MPF 

models can capture fundamental kinetic processes and examine the effects of extrinsic and 

intrinsic factors. The work creates opportunities for various interesting kinetic studies on phase 

transitions and the morphology evolution of other electrochemical processes. 

1.2  RESEARCH OBJECTIVES 
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The primary goal of this work was to develop a comprehensive theoretical and computational 

framework for the corrosion dealloying process that considers the surface diffusion, interface 

charge transfer, chemical and electrochemical reactions at the interfaces, mass and ion transport 

in the alloy and electrolyte, and precursor and electrolyte compositions. We began with simple 

and well-studied cases such as silver-gold (Ag-Au binary alloys and progressed to more 

complex systems. At each step, we verified our models against experimental data in the 

literature. 

The specific objectives were as follows: 

1. Develop a MPF model for the chemical dealloying of a model binary alloy (such as Ag-

Au) in an acid electrolyte (such as HNO3) in one-, two-, and three-dimensional geometries to 

reproduce the evolution of complex interface patterns. This model was also developed to reveal 

the underlying physical mechanism and investigate the effect of alloy composition, bulk and 

surface diffusion, and electrolyte composition. 

2. Develop a MPF model for porous evolution in Ag-Au during electrochemical dealloying 

to investigate the effect of applied potential and determine the critical potential. The model 

accounts for the Butler-Volmer electrochemical kinetics and the nucleation-growth mechanism. 

3. Apply the proposed MPF models to simulate the formation of various porous 

patterns based on alloys with complex structures and generate new insight into the design of 

porous structures with specific compositions and pore sizes. Understanding morphological 
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evolution during the dealloying of multi-phase and multicomponent systems is important for 

industrial applications and interesting from an academic perspective. 

1.3  THESIS OUTLINE 

The remainder of the thesis is organized as follows: 

1. Chapter 2 encapsulates a comprehensive literature review on dealloying mechanisms, 

multiscale modeling techniques, and PF methods. 

2. Chapter 3 derives a MPF model for a three-phase (alloy-porous clusters-electrolyte) 

system to reproduce the porous evolution during chemical dealloying. This chapter 

details the dealloying kinetics and examines the roles of alloy composition, electrolyte 

content, surface diffusion, and dimensionality. The model is one of the first to simulate 

multidimensional topological porous geometries generated by chemical dealloying. 

3. Chapter 4 presents the development of a MPF model that can explicitly capture the key 

physical process in the presence of an externally applied potential. This model probes 

the current-potential behavior and dealloying critical potential. This chapter is the first 

report of a PF simulation that correctly captures the electrochemical and physical 

processes governing the phase transformation from metallic solid to porous metals and 

electrolyte. 

4. Chapter 5 is dedicated to extending the MPF models to simulate and predict various 

porous patterns formed from the dealloying process of alloys with complex structures.  
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The MPF model is ideally suited to modeling the dealloying of alloys with complex 

structures. Simulations of the dealloying of precursors with different phases and 

components are presented to illustrate how the model could improve understanding and 

predict the formation of porous metals with multimodal pore sizes and hierarchical 

structures. 

5. Chapter 6 contains concluding remarks and future recommendations and is followed 

by appendices, nomenclature, and references. 
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Chapter 2  

LITERATURE REVIEW 

2.1  DEALLOYING MECHANISMS 

Dealloying is a complex phenomenon requiring multidisciplinary knowledge, especially of 

thermodynamics, electrochemistry, surface science, and solid mechanics. It is generally 

recognized that some conditions must be satisfied for selective dissolution of alloy to occur. 

First, a sufficient voltage difference of the metal electrode-electrolyte equilibrium potential is 

required between the alloying elements. For example, the electrochemical potential differences 

for Ag-Au and Mg-Cu alloys are 0.8 and 1.4 V, respectively. Secondly, dealloying occurs only 

when the initial content of the LN element in the precursor exceeds a threshold value, or parting 

limit, ranging from 40% to 60% of the parent alloy. Thirdly, the mass transport occurring at the 

metal-electrolyte surface is several orders of magnitude faster than in the metal-vacuum surface 

[26]–[29]. An important and controversial issue regarding dealloying is the theoretical 

fundamentals of how the alloy etching is maintained and the topological porous microstructure 

evolves during dealloying. The following is a review of possible mechanisms proposed to 

explain the porosity evolution. 

The dissolution-redeposition mechanism was first proposed to explain the dezincification of 

brass. It was assumed that MN and LN elements dissolve simultaneously at the alloy-liquid 

interface. LN atoms convert into ions, flowing into solution. MN then atoms precipitate near 
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the interface and redeposit in the base alloy via a film or the saturation of ions in solution. 

Although the curvature effects allow leaching of the MN element when the applied 

electropotential is lower than the equilibrium electrode potential, this mechanism cannot 

explain the scenario where the MN element cannot be dissolved at an electrode potential far 

below its dissolution potential. 

Pickering et al. [30] determined that the ionization of the LN element and reorganization of the 

MN element are driven by volume diffusion. The dissolution of LN atoms located at the original 

sites creates surface vacancies and divacancies. The injection of these into the bulk precursor 

allows the interior metal atoms to move toward the interface by vacancy diffusion. The new LN 

atoms are dissolved, leading to a continuous increase in surface geometric instability. However, 

this model made some extreme assumptions. The molar fractions of vacancies and divacancies 

are larger than the equilibrium concentrations of those in real metals. Additionally, the volume 

diffusion rate at room temperature is not yet sufficiently fast to achieve the dealloying current 

density observed in the experiments. 

Forty et al. [31] did not consider the effect of volume diffusion. They proposed a surface 

diffusion model, which explained how the interface atoms undergo a transition from a 

disordered state caused by the ionization of LN elements to an ordered state due to the surface 

diffusion of MN elements. The solvation and enhanced diffusion of MN elements at the surface 

account for the aggregation of these atoms into islands via a nucleation process occurring at 

some preferable sites. These islands then grow further via the continuous release and diffusion 
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of MN atoms, creating channels surrounded by islands and allowing further exposure and 

dissolution of LN atoms uncovered by these islands. Although this model successfully 

explained the aggregation of MN atoms, it predicted the gradual shrinkage of channels, which 

is inconsistent with the sustainable increase in current density and pore size during the late stage 

of dealloying shown in experimental results. 

Sieradzki et al. [32]–[34] presented a percolation model to explain the macroscopic critical 

electropotential phenomenon. They found that the curvature-dependent surface process 

dominates surface morphology, and surface geometric instability results from the competition 

between the surface-roughening process driven by the dissolution of the LN atoms and the 

surface-smoothing process driven by the surface diffusion of MN elements. The model 

provided an expression of critical potential to mark the transition from alloy passivity (planar 

stability) to rapid dealloying (porosity formation), suggesting that inherent percolation clusters 

comprising LN elements determine the surface morphology. The alloy content defines the 

threshold potential, above which sustainable porous evolution is maintained; otherwise, the 

surface diffusion of the MN element dominates the interface process, leading to surface 

passivation and extinction of the dealloying process. However, channel diameters in NPMs are 

wider than the average spacing between atoms in the original alloy. Furthermore, this model 

cannot clearly explain the topological porous structure evolution. 

Jonah Erlebacher et al. [13], [25], [35], [36] proposed a phase separation working model in 

which the decisive physical and chemical processes are limited in the solid-liquid interface. The 
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aggregation into clusters of MN atoms is a phase separation or spinodal decomposition process 

based on the released MN atoms and electrolyte as a two-component solution. Fig. 2.1 

illustrates the kinetic working model. LN atoms are first removed from low-coordination sites, 

as shown in Fig. 2.1(a). Released Au atoms tend to transport into high-coordination sites by 

interfacial uphill diffusion (associated with spinodal decomposition) rather than be left as 

thermodynamically unfavorable adatoms. More parent alloys are then attacked by the 

electrolyte, and more Au atoms diffuse into these protruding ligaments. If the diffusion distance 

is too far for MN atoms to passivate the bases of ligaments, these growing ligaments are 

undercut. The growth and undercut process bifurcates the pores, creating the initial porous 

structure comprising surface-passivated Au-rich clusters trapping original alloy, as shown in 

Fig. 2.1(e). Finally, coarsening of these intertwined ligaments leads to the expansion of pores, 

shown in Fig. 2.1(f). 
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Figure 2.1 Phase separation working model for the chemical dealloying of Ag-Au alloy system 

(Ag, gray; Au, orange). (a) Dissolution of Ag; (b) aggregation of Au clusters; (c,d) growth and 

undercutting of ligaments; (e) initial porous structure; (f) coarsening of ligaments [4]. 

It should be noted that all the above-mentioned models aimed to explain the interface evolution 

occurring at the dealloying front. However, dealloying comprises two successive processes, a 

primary dealloying process where the LN elements are selectively dissolved from the bulk 

precursor, and a secondary dealloying process where the LN elements are dissolved from 

dealloyed ligaments. The secondary dealloying process defines the morphology and 

javascript:;
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composition of the NPMs, which are critical to the catalytic, optical, and mechanical properties 

of NPMs. However, the specific mechanism is unclear. Moreover, the interplay of physical, 

electrical, and chemical parameters in the alloy etching and self-organized nucleation and 

growth of nanostructures remain largely unexplained. No comprehensive theoretical and 

computational model is available in the literature that provides satisfactory, quantitative, and 

experimental predictions. 

2.2  MULTISCALE MODELING METHODS 

Theoretical modeling of the structural evolution of metals is classified into three levels in terms 

of the length scale: macroscale theories predicting the behavior of systems over millimeter or 

larger lengths—a scale inapplicable to pore formation and evolution during dealloying; 

mesoscale models predicting the evolution of local microstructures on a length scale from 

submicrometer to millimeter; and atomistic models that track interactions and motion of 

individual atoms or study the energy and mechanisms of bonding and charge transfer at the 

interfaces. 

To the best of our knowledge, most theoretical modeling studies on porous metals to date are 

at the atomistic scale, or at best, at the lower bound of the mesoscale (~100 nm). The kinetic 

Monte Carlo (KMC) method has been employed to simulate random microstructure evolution 

during dealloying. It is an effective tool to reproduce pore formation directly, and the parting 

limit, critical potential, and current-potential behavior are similar to those obtained from 
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experimental observation [25], [36]–[39]. However, KMC simulations have several weaknesses: 

(1) the agreement of KMC with experiments depends heavily on knowledge of specific 

phenomenological parameters in the probability density function, which are often unavailable; 

(2) some essential rate-limiting physical processes, such as ion diffusion in the etching solution 

and the systematic investigation of environmental and material factors, are not considered in 

KMC simulations; and (3) the largest size of metals that KMC can handle is in the order of 100 

nm, which is still small when studying the porous coarsening kinetics at the micron or even 

larger length scales. Due to the limits of spatial and temporal scales, molecular dynamics (MD) 

studies of porous metals often focused on investigations of mechanical properties (surface stress 

and deformation [40], [41]; thermal performance [42]; and magnetic properties [43]). The 

classical simulation technique, finite element modeling (FEM), is also a powerful tool to 

estimate and understand stress-strain behavior, cracking propagation, and other mechanical 

properties [44], [45]. Although MD, FEM, and their combination can accurately predict the 

physical and chemical properties of porous metals, these methods cannot handle the complex 

evolution of the metal-solution interface during the preparation. Additionally, real spatial and 

temporal scales of massive dealloying and coarsening cannot be reflected. The level set method 

assumes a sharp interface [46], [47], requiring the interface dynamics to be understood a priori, 

making it difficult to extend to complex systems with multiple components. 

2.3  PHASE-FIELD METHOD 
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Phase transformations, chemical reactions, and microstructure evolution are 

thermodynamically driven by the free energy minimization of the system. The PF method fully 

uses thermodynamic and kinetic principles, deriving governing equations coupled with the 

relevant transport equations of the system to predict its microstructure evolution. It describes 

the microstructures of a system (including compositional and structural domains) using a set of 

conserved and non-conserved field variables that are continuous across the interfacial regions 

(i.e., a diffusive rather than a sharp interface). The temporal evolutions of the conserved and 

non-conserved field variables are governed by the Cahn-Hilliard diffusion and Allen-Cahn 

relaxation equations, which underlie the basic physics of microstructure evolution. The PF 

method can predict the evolution of arbitrary morphologies and complex microstructures 

without explicitly tracking the positions of interfaces using fundamental thermodynamic and 

kinetic information as the input. The PF method has rapidly advanced as a mesoscale modeling 

method over the last two decades. It has been used to predict many material processes, such as 

solidification, dendrite evolution, solute diffusion and segregation, phase transformation, 

electrochemical deposition, dislocation dynamics, crack propagation, and void evolution in 

materials [48]–[51]. Surprisingly minimal progress has been made on the mesoscale modeling 

of metal porosity kinetics in aqueous solutions during dealloying using the PF method. 

It is generally recognized that dealloying-produced bicontinuous nanoporous structures are 

similar to spinodal decomposed two-phase structures. Therefore, the PF method was commonly 

used to create nanoporous microstructures for simulation studies on the geometric relaxation 
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and mechanical properties of NPMs [52], [53]. Erlebacher [25] applied the Cahn-Hilliard 

equation to describe the diffusion of gold in an Ag-Au alloy during dealloying but provided 

few concrete modeling results for porosity development. Instead, the results of porous 

morphology evolution from KMC simulations are presented. It is unclear whether the numerical 

solution of the Cahn-Hilliard equation in this work was one-dimensional. Geslin et al. [20] used 

a ternary alloy solidification PF model to predict the nanoporous structure evolution during the 

liquid metal dealloying of Ti-Ta alloy from a Cu melt. By comparing with the experimental 

results, they demonstrated that pattern formation is driven by the interplay of interfacial 

spinodal decomposition and diffusion-coupled growth. However, no PF model for the 

corrosion-controlled dealloying process is available due to the difficulty in capturing the 

corrosion reaction kinetics at the metal-electrolyte interface. 

Mai et al. [54] first studied the pitting corrosion of metal using the Kim-Kim-Suzuki (KKS) 

model and reproduced the activation- and diffusion-controlled corrosion kinetics. Based on this 

model, Ansari et al. [55] further considered the chemical reactions, transport of ions, and 

distribution of the electric potential in the electrolyte during the pitting corrosion. Chen et al. 

[56] developed a nonlinear PF model for the dendritic growth during the Li-electrodeposition 

process, which accounts for the Butler-Volmer nonlinear electrochemical kinetics. Later, this 

model was extended and used to study and predict the metal corrosion process. For example, 

Lin et al. [57], [58] simulated the pitting corrosion in a stressed metal by incorporating the effect 

of mechano-electrochemical coupling and insoluble deposition. Ansari et al. [59], [60] 
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proposed a MPF model to describe the effect of insoluble corrosion products and intergranular 

corrosion kinetics. All these models assumed the dissolution of a pure metal (the nature of the 

metal was not specified) from an existing pit without considering the effect of the noble 

component in the metal. However, many experimental studies have demonstrated that the noble 

component in the metal could affect the corrosion morphology and kinetics of metals. 
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Chapter 3  

MPF MODEL OF EVOLUTION KINETICS OF POROUS 

STRUCTURES DURING CHEMICAL DEALLOYING 

3.1  INTRODUCTION 

Porous metals made from the chemical dealloying method account for more than 80% of 

products synthesized by all dealloying methods [17]. It is easy to operate, and no cost and 

complex equipment is required, which is suitable for mass and low-cost production. Thus, 

understanding the underlying pattern formation mechanisms during chemical dealloying and 

developing a comprehensive theoretical framework that can quantitatively predict the 

morphology of porous evolution is very important for better control and design of porous 

structures. 

Mai et al. [54] employed the KKS model to simulate the pitting corrosion of metals and 

calibrated the kinetic mobility with the exchange current density in experiments. This is the 

first model that successfully reproduces the 2-D corrosion phenomena. In this model, an order 

parameter was introduced to describe the physical state of local phase. The local material point 

is evaluated as the weighted sum of the solid and liquid phases with different compositions and 

equal chemical potentials. The deviation of local concentration from the equilibrium 

concentration accounts for the driving force of the movement of the corrosion front. On this 

basis, we first assume the equilibrium state of the dealloying system, and the interface corrosion 



CHPATER 3 

19 

 

of LN element drives the system to evolve towards the equilibrium state. However, the model 

for pitting corrosion can only capture the evolution of a pairwise metal-liquid interface and not 

handle the formation of a new phase and evolutions of other pairwise interfaces. Hence, we 

need to develop a MPF model to deal with the complex multiphase problem of dealloying 

system. Researchers once proposed that the released MN elements aggregate via a spinodal 

decomposition process after the LN atoms are dissolved. It can not explain the dealloying of 

intermetallic compounds, where the nucleation of new crystallites is required. According to the 

classical nucleation theory, we adapt a noise term to generate spontaneous heterogeneous 

nucleation of porous clusters at the alloy-electrolyte interface.  

In this study, we develop a thermodynamically consistent theoretical and computational MPF 

model to investigate the chemical dealloying behavior of Au–Ag alloy. The remainder of this 

paper is organized as follows. In the methods section, the formulation of a MPF model for the 

alloy–Au clusters–electrolyte system is detailed. The system’s Gibbs free energy comprises the 

chemical and interfacial free energy. The generalized Allen–Cahn equations and modified 

Cahn–Hilliard equations are constructed to govern the topological interface and metal 

concentration evolutions. In the results section, the fundamental dealloying behavior and 

evolution mechanism are analyzed based on 1-D, 2-D, and 3-D simulation cases. Next, 

simulations are conducted for a set of samples with different dealloying conditions to shed light 

on the morphological differences dependent on the corrosion agent, initial alloy composition, 

dimensionality, surface diffusion coefficients and also compared with the experimental results.  
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3.2  METHOD 

3.2.1 Investigated system 

The model system we studied here consists of 0 01Ag Auc c−  binary alloy immersed in nitric 

acid solutions shown in Fig. 3.1. The etching of alloy starts from the free corrosion of Ag via 

the following reaction [61]: 

 3 3 2 2Ag + 2HNO AgNO NO H O→ + + ,  (3.1) 

The corrosion rate is governed by the Arrhenius Law: 

 1 0 Agexp GR k c
RT
− =  

 
 (3.2) 

Here, k0 is the reaction constant, cAg is the molar fraction of silver, R is the gas constant, T is 

the absolute temperature, and G is the reaction activation energy dependent on the acid 

concentration in the electrolyte phase and initial composition of the alloy. Then undissolved Au 

atoms do not reside in original sites but aggregate into nanoscale clusters in the solid–liquid 

interface. In addition to bulk diffusion and two interface processes described above, an overall 

chemical dealloying process also involves long–range mass transport processes (inflow of 

corrosive electrolyte into the porous structure and outflow of dissolved ions through the 

electrolyte). Many experimental studies, based on a constant current response measured when 

an electrical potential is applied, have testified that the dealloying velocity is approximately 

constant, indicating that long–range mass transport processes are very fast, and thus, do not 
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control the porous structure evolution during the chemical dealloying of Ag-Au [21], [44], [62]. 

Therefore, in this study, we assume that the formation and evolution of a porous structure are 

dominated by the two interface processes, and that the long-range mass-transport processes can 

be ignored.  

To test the agreement between the experimental observations and simulation results, we choose 

a set of alloys with different initial Au compositions (c0 = 0.2, 0.25, 0.3, and 0.35) for the 

numerical tests. The nitric acid solutions are set with four different concentrations (ca = 9.1, 

10.9, 12.7, and 14.6 mol/L). We assign the value obtained from reference [63] to the reaction 

activation barrier (G) in the dealloying process of Ag0.7Au0.3 alloy immersed in nitric acid 

solution with a concentration of ca = 10.9 mol/L and calibrate the reaction constant k0 by 

approximating the simulated dealloying velocity to the experimental value [44]  
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Figure 3.1 Schematics of the chemical dealloying process of Ag–Au alloy and boundary 

conditions 

The results obtained from the extensive body of experiments show that the solid-liquid interface 

comprises passivated porous clusters linked by pits, where the alloy is attacked by the 

electrolyte. In the Au–Ag system, the aggregation of Au clusters is essential for the topological 

interface morphology. Erlebacher et al. presented an interfacial spinodal decomposition 

mechanism to explain the coalescence of Au clusters [25]. In this mechanism, Ag is dissolved 

from the solid-liquid interface due to the corrosion process, while the undissolved Au atoms are 

released into the interface layer. The Au atoms and electrolyte in this interface layer are 

considered as two conserved variables in a regular solution. As the concentration of Au in this 

interface layer is much above its solubility in the electrolyte, Au clusters are formed within the 
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spinodal decomposition region. There is, however, another possible mechanism, Au cluster 

nucleation, and growth, where the interface layer lies in the metastable region. The aggregation 

of nearly pure Au clusters is a thermally activated process, which means that the nucleation of 

Au clusters in the interface layer requires overcoming an energy barrier.  

3.2.2 Multi-phase-field model 

Based on this Au nucleation and growth mechanism, we use three order parameters ϕi (i = 1, 2, 

3) and two concentration parameters (cAg and cAu) to describe the microstructures in the system 

with three coexisting phases at the interface: Ag–Au alloy phase (ϕ1, cAg, cAu), Au-rich phase 

(ϕ2, cAg, cAu), and electrolyte phase (ϕ3, cAg, cAu). Note that cAg ≈ 0 in the Au-rich phase and cAu 

≈ 0 in the electrolyte phase. ϕi is used to spatially differentiate the three coexisting phases and 

satisfy the normalization condition of 
3

1
1ii

φ
=

=∑ . Within the individual phases, ϕi has a 

constant value of 1 inside phase i and 0 outside phase i, and smoothly varies from 1 to 0 across 

the phase interface. 

PF method describes the microstructure evolution of heterogeneous materials toward the 

reduction in the thermodynamic energy functional of the system, which comprises free energy 

of the bulk phases and interfaces. Here, to avoid an unexpected formation of the third phase 

(the electrolyte) in a pairwise interface, following reference [64], the total free-energy 

functional of the system is expressed as  
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 ( ) ( ) ( )2 22
chem Ag Au1 , ,

2 i i i ii i
F W f c c dVε φ φ φ φ = ∇ + − + 

 
∑ ∑∫ ,  (3.3) 

where the first term corresponds to the gradient energy density at the interfaces, the second term 

indicates the potential barrier between the bulk phases, and the last term describes their 

chemical free-energy density. Furthermore, the gradient energy coefficient, ε, and potential well 

height, W, are defined as 
4 2

l
a

σε =  and 2
4

aW lσ= , where a is a numerical constant, l is 

the interface thickness, and σ is the interface energy [54]. We assume the same interface 

property for different interfaces in the system. Although we aim to match the experimental 

observations as much as possible, we also aim to develop a model for the general behavior of 

interface topology evolution of porous structures using the minimum number of parameters to 

elucidate the essential processes during the dealloying. 

As shown in Eq. (3.4), the chemical free energy is developed using a mixture rule, which 

assumes that the interfacial region is occupied by a mixture of three phases, with the fraction 

of hi for the i phase. The interpolation function hi can be formulated as 22
i jjih φ φ= ∑  to 

fulfill the thermodynamic consistency requirement, which meets 1jj
h =∑   and 

0( 0,1)i ijdh dφ φ= = . We define the free-energy density of phase i, chem
if , as a parabolic form 

in terms of Ag
ic  and Au

ic , which are the compositions of Ag and Au in ϕi using Eq. (3.5). 

Ag
ic  and Au

ic  are not independent of each other, but constrained by the conditions of Eqs. 

(3.6) and (3.7). These conditions enforce that the interfacial region be composed of coexisting 

phases with different compositions but equal chemical potential for all components. Ag,e
ic  and 

Au,e
ic  are the normalized equilibrium concentrations of Ag and Au elements for the three phases 
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shown in Table 3-1, and c0 is the initial alloy composition of the alloy phase (alloy precursor). 

Note that the initial alloy can be considered to be in a quasi-equilibrium state, although the 

values of the equilibrium concentrations in the alloy phase used in the simulations are different 

from the concentrations corresponding to the minimum values of free energy. A and B in Eq. 

(3.5) are the thermodynamic factors, which are assumed to be equal for the three phases, for 

simplicity. Because the parabolic form of chemical free-energy density in Eq. (3.5) is an 

approximation of the real chemical free-energy functional, we suggest to select the 

thermodynamic factors based on the nucleation energy of the porous Au-rich phase. 

 
chem

3
chem Ag Au1

( , )i i i
ii

f h f c c
=

= ∑  (3.4) 

 ( ) ( )
chem

2 2

Ag Ag,e Au Au,e
i i i i if A c c B c c= − + −  (3.5) 

 chem chem chem3
Ag Ag Ag1 2 31

Ag

3

A

1

Ag g

2

,i
ii

f f f
c h c

c c c
µ

=

∂ ∂ ∂
= = = =

∂ ∂ ∂∑  (3.6) 

 chem chem chem3
Au Au Au1 2 31

Au

3

A

1

Au u

2

,i
ii

f f f
c h c

c c c
µ

=

∂ ∂ ∂
= = = =

∂ ∂ ∂∑  (3.7) 

 
2

1
3

i

j i i j

F FL
t φ
φ δ δ ξ

δφ δφ≠

 ∂
= − − +  ∂  

∑  (3.8) 

 ( )( )2 1 1 2
2 i i i i i

i

F Wδ ε φ φ φ φ
δφ

= − ∇ + − − + Ω  (3.9) 

 ( )( )chem Ag Au Ag Ag Au Au,j j j j j j
i

j i

h
f c c c cµ µ

φ
∂

Ω = − −
∂∑  (3.10) 

 ( )
2

22 2 3
0 1 1 0 2316 1 BI k Trφξ ξ φ φ σ= − ∆Ω  (3.11) 
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Table 3-1 Equilibrium compositions of Ag and Au in three phases 

 

 

 

Then, the kinetic equations for the spatial and temporal evolutions of ϕi can be expressed as 

Eqs. (3.8) and (3.9), where L indicates the phase-field kinetic mobility and Ωi indicates the 

grand potential of phase ϕi. In Eq. (3.8), the nucleation of the Au phase at the solid-liquid 

interface is attributable to the thermal fluctuations in the interfacial layer, which is incorporated 

into the model through a noise term, 2φξ , expressed as Eq. (3.11). In this equation, r ∈ (−1,1) 

is a random number assigned to the alloy interface in each time and space step, and ξ0 is the 

strength of the fluctuations. The heterogeneous nucleation is explicitly incorporated into the 

system by assuming a nucleation rate that follows ( )( )* *
0 B 0 BexpI I G k T I k T G= − ≈  . 

According to the classical nucleation theory, I0 is the nucleation prefactor, kB is the Boltzmann 

constant, and G* is the critical nucleation energy, expressed as 3 2
23G σ∗ = ∆Ω . Thus, this term 

introduces the fluctuations in ϕ2 at the ϕ1/ϕ3 interface with an amplitude that is proportional to 

the chemical driving force ∆Ω23 = Ω2 − Ω3 and inversely proportional to the interface energy. 

Then, for conserved concentration fields, the governing equations using the modified Cahn–

Hilliard equation can be expressed as follows:   

 Ag
Ag 1 1 Ag Ag 1 1

Ag

i
i

i

c F R D h R
t

M c
c

δ λ λ
δ

∂
= ∇ ∇ + = ∇ ∇ +

∂ ∑  (3.12) 

Phases 

Components 
Alloy phase (ϕ1) Au phase (ϕ2) 

Electrolyte phase 

(ϕ3) 

Ag 1-c0 0 0 

Au c0 1 0 
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 Au
Au Au Au

Au

i
i

i

c FM D h c
t c

δ
δ

∂
= ∇ ∇ = ∇ ∇

∂ ∑  (3.13) 

 
3 3

s s
Ag Ag 1 Ag Au Au Au

1
2

1

i i
i i

i i
D h D D D h D Dλ λ

= =

= + = +∑ ∑，  (3.14) 

The first terms of Eqs. (3.12) and (3.13) describe the diffusion of Ag and Au in the solid. As 

expressed in Eq. (3.14), the diffusion of all metal atoms involves the bulk diffusion in i phase 

with respective diffusivities of Ag
iD   and Au

iD   and interface diffusion with diffusivities of 

s
AgD  and s

AuD . The last term of Eq. (3.12) represents the corrosion rate of Ag at the metal–

electrolyte interface. λ1 and λ2 in Eqs. (3.12) and (3.14) are expressed as λ1 = 4h1h3 and λ2 = 

4(h1h3 + h2h3), indicating that the interface behavior of the LN elements is appreciable only in 

the vicinity of the alloy–electrolyte interface and that the surface diffusion of MN elements 

occurs at pairwise interfaces (including alloy–electrolyte and Au–electrolyte interfaces). The 

diffusion path of the MN element or the binary interfaces involved in this process is described 

in Fig. 3.1. The values of all parameters used in the simulations are listed in Table 3-2. 

3.3  NUMERICAL IMPLEMENTATION 

In two dimensions, the system has a size of 90 × 100 nm2, and the liquid domain is set with an 

initial depth of 10 nm. The boundary conditions are given in Fig. 3.1. The boundary conditions 

in 1-D and 3-D cases are the same as those in 2-D cases. The zero-flux boundary conditions are 

applied on all sides or surfaces of the system. Uniform square-mesh elements are chosen to 

discretize the space with ∆x = l/10 and ∆x = l/4 for 1-D and 2-D systems (l is the interface 

thickness), respectively. The size of alloy domain in 3-D geometry is 40 × 30 ×20 nm3. 
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Tetrahedral mesh elements are used to discretize 3-D systems by using COMSOL Multiphysics. 

The Galerkin method is used as the finite element discretization method [65]. The backward 

differentiation formula is used for the time integration of the governing equations [66]. 

Table 3-2 Parameters used in chapter 3 

 Parameter Value  

Interfacial energy density σ (J/ m2) 1 

Interface thickness l (nm) 2 

Kinetic interface parameter L (m3/J/s) 1.5 × 10-6 

Bulk diffusion coefficient of Ag in the 

alloy phase 

1
AgD  (m2/s) 10-20 

Bulk diffusion coefficient of Au in the 

alloy phase 

1
AuD  (m2/s) 10-20 

Bulk diffusion coefficient of Ag in the 

Au-rich phase 

2
AgD  (m2/s) 10-20 
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Bulk diffusion coefficient of Au in the 

Au-rich phase 

2
AuD  (m2/s) 10-20 

Surface diffusion coefficient of Ag 
s
AgD  (m2/s) 10-16~ 10-13 

Surface diffusion coefficient of Au s
AuD  (m2/s) 10-16~ 10-13 

Free-energy density curvature A (J/m3) 3 × 109 

Free-energy density curvature B (J/m3) 15 ×109 

Ideal gas constant R (J/mol/K) 8.314 

Absolute temperature T (K) 300 

Numerical constant a 2.94 

Nucleation prefactor I0 105 

Reaction constant k0 1.87 × 1019 

3.4  RESULTS AND DISCUSSION 

3.4.1 One-dimensional PF model results 
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A 1-D model is first implemented to simulate the evolution of the planar dealloying frontier 

shown in Fig. 3.2; in this case, a binary alloy Ag0.7Au0.3 immersed in 10.9 mol/L nitric acid is 

used. After dealloying for 10 s, the dealloying frontier is observed to be occupied by a mixture 

of three phases. At the dealloying frontier, most of the Ag element is dissolved, while the Au 

element, as shown in Fig. 3.2(a), is confined to the surface layer, leading to a buildup of Au and 

the formation of ϕ2. The gradual accumulation of the Au element, driven by surface diffusion, 

blocks the corrosion of Ag, leading to a decrease in the Ag dissolution flux and a noticeable 

retardation of the dealloying front propagation, as shown in Fig. 3.2(b). Therefore, in a 1-D 

system, the corrosion of Ag is reduced by Au accumulation at the solid-liquid interface. In 

addition, extracting the peak concentration of the Au element ( p
Auc ) from the interface layer, 

we find that the dealloying velocity (v) decreases exponentially with p
Auc , which is consistent 

with the 1-D simulation results of the liquid-metal dealloying in reference [20], where the 

unmelted element accumulated at the solid-liquid interface.  

 

(a)                              (b) 
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(c) 

Figure 3.2 One-dimensional simulation result for Ag0.7Au0.3 immersed in 10.9 mol/L nitric acid 

at t = 10 s: (a) evolution of phase-field variables, (b) dealloying front position and dissolution 

flux of Ag as functions of time, and (c) dealloying velocity as a function of the peak 

concentration of Au in the solid-liquid interface layer. 

3.4.2 Two-dimensional PF model results 

Unlike the 1-D case where the Au accumulation hinders the dealloying frontier advancement, 

the Au buildup can cause the lateral formation of Au-rich phases along the alloy–electrolyte 

interface in 2-D. Fig. 3.3 shows the periodic distribution of the Au-rich phase at an early stage 

of dealloying with different noise amplitudes, where ϕ1 is presented in blue, ϕ2 in yellow, and 

ϕ3 in red. The figure shows that the nucleation of ϕ2 perturbs the stability of the planar 

dealloying front. Moreover, it shows that a stronger magnitude of ξ0 can shorten the nucleation 

incubation period and increase the nucleation density, while not affecting the thermodynamic 

characteristics substantially [67]. It is challenging to observe the initial density of the ligaments 
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experimentally, making it difficult to calibrate the amplitude of the noise term according to the 

experimental results. Here, to improve the computation stability, we choose a smaller amplitude 

in the following simulations. 

 

Figure 3.3 Two-dimensional simulation results for the nucleation events in Ag0.7Au0.3 dealloyed 

in nitric acid solution with a concentration of ca = 10.9 mol/L, showing the formation of Au-

rich clusters and initial growth at the solid-liquid interface (left column:ξ0 = 0.2; right column:ξ0 

= 1). 

To clarify the subsequent evolution of the phases and structure during the dealloying process, 

snapshots of the microstructures for alloy Ag0.7Au0.3 at different times, as well as the metal 

concentrations, are shown in Fig. 3.4. The nucleation stage leaves etched pits between the Au-

rich clusters. These pits become vulnerable sites where the Ag atoms are exposed to the 
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electrolyte and more Ag atoms are corroded out of the alloy, releasing more Au atoms into the 

interface layer. Owing to the fast surface diffusion of Au atoms, the Au clusters grow in size, 

and sometimes, smaller clusters are absorbed by the larger clusters. Such coarsening is 

fundamentally driven by the reduction in free energy, which is naturally incorporated in PF 

model. With the continual invasion of the acid solution, some of these Au ligaments finally 

detach from the alloy, as their basements have a composition equal to that of the virgin alloy. 

Moreover, certain self-assembled core/shell ligaments with a pure Au surface and alloy interior 

can be observed. At this point, we can define a characteristic spacing distance λ separating these 

ligaments, which is on the order of 10 nm in length. Note that unlike the connected porous 

structure observed through in-plane scanning electron microscopy [68], [69], here, the 

simulated 2-D structure corresponds to the cross-sectional view of the dealloyed sample.  
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Figure 3.4 Snapshots of 2-D porous morphology evolution for Ag0.7Au0.3 immersed in nitric 

acid solution with a concentration of ca = 10.9 mol/L. 

3.4.3 Effect of chemical content of the electrolyte  

Two interface-relevant processes(corrosion and interface diffusion) are found to be decisive for 

the length scale of porosity, which implies that any dealloying condition that affects the 

interface behaviors can be treated as a controllable parameter for tailoring the porous structure 

with desirable morphology and composition. In this section, we focus on the parameters that 

affect the dissolution rate of LN elements. Experimentally, a marked boundary separating the 

porous structure from the virgin alloy, known as the dealloying front, is observed. By tracking 

the dealloying front as a function of time, we can quantitatively evaluate the dealloying kinetics. 
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We assume that the effect of the nitric acid concentration on the reaction activation energy 

follows the below linear relation:  

 0 1 aG G k c= + , (3.15) 

where the characteristic parameters can be calibrated as G0 = 1.154 eV and k1 = −0.0099 for 

Ag0.7Au0.3 dealloyed at ca = 9.1 and 10.9 mol/L by approximating the simulated dealloying rate 

to the experimental value [44]. Using these calibrated values, we perform simulations with 

different acid concentrations (ca = 9.1, 10.9, 12.7, and 14.6 mol/L). In each case, three 

simulations with the same noise amplitude but different random seed numbers are conducted. 

Fig. 3.5(a) plots a graph of the dealloying depth vs. the dealloying time by tracking the position 

of the contour line of ϕ1 = 0.5 at the ligament roots near the dealloying front. The dealloying 

fronts in all cases travel the same maximum distance. The relation between the dealloying front 

position and time can be approximated by linear functions, where the slopes provide the 

dealloying front propagation rate. Fig. 3.5(b) indicates that the dealloying front velocity 

increases exponentially with the concentration of nitric acid, which agrees well with the 

experimental data. 
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(a)                              (b) 

Figure 3.5 Two-dimensional simulation results for the evolution of dealloying front in 

Ag0.7Au0.3 immersed in electrolytes with different acid concentrations: (a) predicted dealloying 

distance vs. time ; (b) comparison with experimental results [44]. 

The simulated microstructure morphologies of Ag0.7Au0.3 in different acid solutions when the 

dealloying fronts travel to the same depths are shown in Fig. 3.6. The ligaments with thickness 

ranging from 3 to 25 nm penetrate the entire dealloyed area. When the alloy is exposed to an 

electrolyte with a high acid concentration, the dealloying front advances too quickly to enable 

the MN elements to passivate the alloy, resulting in a higher density of pure Au ligaments with 

smaller thickness, and is more likely to detach from the dense alloy. In contrast, in a low-

concentration acid, the Ag dissolution rate is low, and thus, Au atoms have more opportunity 

to passivate the original alloy, resulting in much thicker ligaments with core/shell structures. In 

the following, these alloy trapped inside the core of ligaments will be further exposed into the 

electrolyte by a diffusive restructuring of these formed ligaments, while the dealloying front 
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continually proceeds into the master alloy. Many experiments have shown that the fraction of 

residual Ag in the dealloyed structure decreases concurrently with the coarsening of ligaments 

during chemical dealloying, which indicates that structure coarsening contributes to the further 

etching of alloy [39], [70]. The etching of dealloyed ligaments is similar to the dealloying of 

nanoparticles. However, the latter operates by a vacancy diffusion mechanism by which Ag 

diffuses into the surface layer via a Kirkendall effect, causing a hollow core-shell structure, 

which has not happened [71], [72]. The simulation here also found that the change of bulk 

diffusion coefficient has no effect on the nanoporosity evolution. This verifies that the 

coarsening of ligaments mainly arises from the surface diffusion of Au atoms, leading to the 

collapse of some ligaments onto adjacent ones and further dissolution of the alloy during this 

secondary dealloying step. Besides the ligament size, the ligament spacing also scales with the 

acid concentration, as illustrated in Fig. 3.6; the higher is the acid concentration, the smaller is 

the ligament spacing.  
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Figure 3.6 Effect of acid concentration on microstructure evolution for Ag0.7Au0.3 in 2-D 

geometry. 

3.4.4 Effect of precursor alloy composition 

We also establish a similar function as Eq. (3.15) to incorporate the effect of the precursor alloy 

composition, because a linear correlation between the precursor alloy composition and reaction 

activation energy is found in the experiments reported in reference [63]. For the numerical tests, 

we choose a set of alloys with different initial Au compositions (c0 = 0.2, 0.25, 0.3, and 0.35). 

In each alloy, three simulations with the same noise amplitude but different random seeds are 

also conducted. A series of constant dealloying-front evolution processes dependent on the 

initial alloy composition is observed in Fig. 3.7(a). These results are in good agreement with 

those obtained for the in situ imaging measurements, which implies that the present PF model 

correctly reproduces the dealloying kinetics. Note that due to the lack of experimental 
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measurement, the combined effect of alloy composition and acid concentration is difficult to 

calibrate, and thus, beyond the scope of this paper.  

 

(a)                              (b) 

Figure 3.7 Two-dimensional simulation results for the evolution of dealloying front in 

0 01Ag Auc c− immersed in the electrolyte with ca = 10.9 mol/L: (a) predicted dealloying distance 

vs. time; (b) comparison with experimental results [44]. 

Fig. 3.8 presents the simulated microstructure when the dealloying fronts travel the same depths 

of different initial alloys in the same acid solution. It can be seen that the lower is the Au content, 

the smaller are the ligament thickness and ligament spacing. The content threshold (or parting 

limit) of the initial alloy originally defines the ratio of MN elements, above which the 

electrochemical dealloying is hindered by a passive layer of MN elements irrespective of 

applied potential [12]. The content threshold for fcc binary alloy is usually found to be 40 ~ 50 

at% according to the percolation model, KMC simulation, and experimental observations [44], 

[73]. In situ imaging [44] found that Ag0.6Au0.4 achieved a shallow dealloying depth before the 
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dealloying front stopped. An experiment in Ref [22] reported that the chemical dealloying of 

Ag-Au is weakened when c0 is greater than 0.4, manifested in a slight increase of Au content 

after dealloying. However, there has been no microscopic evidence of passivation, making it 

difficult to determine the content threshold. Fig. 3.8 shows that Ag0.55Au0.45 presents a surface 

shallow dealloying. This is because the dissolution of Ag is slow, and more Au atoms spread 

on the surface, preventing the development of porosity evolution. In contrast, for the leanest 

alloy (c0 = 0.2), the ligaments fall apart into small nanoscaled blobs due to the fast corrosion 

rate and insufficient Au content in the initial alloy. Hence, this model provides a convenient 

tool to determine the parting limits (or content thresholds) for porous formation during chemical 

dealloying.  

 

Figure 3.8 Microstructure evolution for a set of alloys with different initial compositions 

dealloyed in an electrolyte of ca = 10.9 mol/L in 2-D geometry. 

3.4.5 Effect of dimensionality 
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To study the morphology differences dependent on the dimensionality in detail, 3-D 

microstructures of the precursors with different initial composition are shown in Fig. 3.9. The 

first column shows the structure evolution of three phases (ϕ1, grey; ϕ2, red; ϕ3, blue) in a 

transparent mode in each case. The hidden of the liquid phase in the second column can better 

present the dealloyed structure. In order to observe the alloy remained in the ligaments, the iso-

value surface of ϕ1 = 0.5 and iso-concentration surface of cAu = 0.5 are shown in the third column 

of Fig. 3.9. Similar to the 2-D results described above, the dealloying velocity increases with 

the decrease of c0. The size of the ligaments increases with c0, and more alloy relics are wrapped 

in the ligaments when the dealloying fronts pass over the distance. However, the 3-D ligaments 

appear as nanoscale entanglements with a random network arrangement and present better 

connectivity than in 2-D geometries because there is more topological genus associated with 

interface instabilities and bifurcation in a 3-D geometry. Animations of the cases in Fig. 3.9, S1, 

S2, S3, and S4, are also available in Supplementary Material to better visualize the dealloying 

process. 
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Figure 3.9 3-D microstructure evolution for 0 01Ag Auc c− dealloyed in the electrolyte of ca = 10.9 

mol/L: the first column shows all phases during porous formation (alloy phase: gray; Au-rich 

phase: red; electrolyte phase: blue); the second column shows the evolution of the Au-rich phase 

(red) and electrolyte phase (blue); in the third column, the green surface represents an iso-value 

surface of ϕ1 = 0.5, demarcating the dealloying front, and the red surface represents an iso-

concentration surface of cAu = 0.5, demarcating the Au-rich phase. 

Owing to the limitation of the simulated areas, it is difficult to extract reliable quantitative and 

statistically meaningful information on the characteristic length scale of the porous structure 

from the above 2-D simulations. However, the apparent distinction in morphology, associated 
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with a set of samples dealloyed under different conditions, yields a qualitative comparison 

analysis by extracting the characteristic size of ligament spacing. Fig. 3.10 confirms a decrease 

in the ligament spacing with an increase in the acid concentration and Ag content. The average 

ligament spacing in each case can be calculated by sampling the distances between the 

centerline of the ligaments in all simulations with different random seeds. As there is no related 

quantitative research on the evolution of ligament spacing in 2-D cross-section morphology, 

we try to ensure consistency in the magnitude with the previous experiments[68], [69]. Note 

that due to the limited connectivity in 2-D geometry and simulation time, the ligament 

coarsening of the ligaments cannot be adequately observed; thereby, the potential variation in 

ligament spacing along the dealloying depth is ignored. The data presented in Fig. 3.10 indicate 

the ligament spacing at the dealloying front. Such predictions are consistent with the 

experimental observations as well as the KMC simulations, which show that the ligament 

spacing decreases with increasing electropotential[25], [36], [68]. 
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(a)                                (b) 

Figure 3.10 Effects of acid and alloy concentrations on ligament spacing in 2-D geometry. 

3.4.6 Effect of surface diffusion coefficient  

Many studies have shown that the addition of halides to the electrolyte can increase the ligament 

spacing, and estimated that the surface diffusivity of Au is three orders of magnitude higher 

with the addition of KI halide than that without it [74]. In addition, it has been found that a low 

dealloying temperature results in an ultrafine nanoporous structure [75]. Hence, we investigate 

the role of diffusion of MN elements in the dealloying process by varying the value of the 

surface diffusion coefficient. The resultant structures are shown in Fig. 3.11. Many previous 

studies have focused on the measurement of the surface diffusion coefficient of Au element in 

electrolyte solutions, but have obtained considerably different results [12], [32], [74], [76]. The 

measurement results are substantially dependent on the electrochemical surface reaction system, 

absorbates of the electrolyte solutions, and surface geometry. Moreover, compared with the 

coarsening stage, Au atoms can aggregate into clusters more quickly when they are just released 

by Ag corrosion. Here, we assign the same value to the surface diffusivity of Ag and Au as that 

obtained from reference [32], after making a curvature correction. As shown in Fig. 10, when 

the diffusion coefficient is 2 × 10-15 m2/s, the surface diffusion of the MN elements is too slow, 

and thus, the Au atoms can neither form clusters nor provide liquid paths for Ag corrosion to 

proceed, thus leaving a Au passivation layer on the alloy surface. This result is similar to that 
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obtained by Hakamada et al.[77], who reported that during the electrical dealloying of Pd0.2Co0.8, 

the Pd aggregation appeared to be inhibited, resulting in passivity, even after the application of 

sufficient electrode potential. Upon increasing the value of the surface diffusion coefficient, the 

aggregation of MN elements forms Au clusters and the corrosion process continues through the 

creation of a contact area with the electrolyte. Therefore, the rapid surface diffusion of MN 

elements is essential for the formation and evolution of a porous structure. Furthermore, the 

dealloyed structure exhibits an inverse relation with the surface diffusion coefficient: the higher 

is the surface diffusion coefficient, the thicker are the ligaments and the larger is their spacing. 

 

Figure 3.11 Effect of surface diffusivity of Au and Ag on microstructure morphology in 

Ag0.7Au0.3 dealloyed in the electrolyte of ca = 10.9 mol/L at t = 5 s. 

Although the size, spacing, and composition of the ligaments vary with the dealloying 

conditions, in each case of a different characteristic length, the morphology presents a eutectic 

structure evolution process. The changes in the dealloyed structure with respect to the precursor 
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alloy and acid concentration can be quantitatively assessed by the interface diffusion behavior 

of MN elements. Based on the theoretical study in reference [20], the characteristic ligament 

spacing of the nanoporous structure in liquid-metal dealloying is predicted as ( )s
Au 0D vcλ ∝ , 

which is also observed in our simulations. Although liquid-metal dealloying is controlled by 

the diffusion of the miscible element in liquid, the ligament spacing is controlled by diffusion 

and the mass conservation law both in the liquid-metal dealloying and chemical dealloying, as 

shown in Fig. 3.12. As an example of Ag0.7Au0.3 dealloyed at ca = 9.1, 10.9, 12.7, and 14.6 

mol/L, Fig. 3.12(a) indicates that λ is proportional to 1/√v. Fig. 3.12(b) validates the scaling law 

through the linear fit between λ and 1/√(vc0) for 0 01Ag Auc c− (c0 = 0.2, 0.25, 0.3, 0.35) dealloyed 

at ca = 10.9 mol/L. Fig. 3.12(c) provides a linear fit between λ and s
AuD v  in the case of 

Ag0.7Au0.3 dealloyed at ca = 10.9 mol/L with different surface diffusivities for Au ( s
AuD  = 1 × 

10-14 m2/s, 5 × 10-14 m2/s, 25 × 10-14 m2/s).  

 

(a)                             (b) 
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(c) 

Figure 3.12 Validation of ligament spacing law. (a) Effect of acid concentration on ligament 

spacing for Ag0.7Au0.3, 1 vλ ∝  ; (b) effect of alloy composition on ligament spacing, 

01 vcλ ∝ , for 0 01Ag Auc c−  in acid of concentration 10.9 mol/L; and (c) the effect of surface 

diffusion coefficient on ligament spacing, s
AuD vλ ∝  , for Ag0.7Au0.3 in the acid of 

concentration 10.9 mol/L; the red dashed lines indicate linear fits. 
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Chapter 4 MPF MODEL OF THE EVOLUTION KINETICS 

OF POROUS STRUCTURES DURING 

ELECTROCHEMICAL DEALLOYING 

4.1  INTRODUCTION  

Electrochemical dealloying refers to a process that the more active species are 

electrochemically selectively removed from the alloy by virtue of the difference of standard 

electrode potentials of alloy components, resulting in a porous residue. The electrochemical 

tests are carried out in an electrochemical cell that includes a counter electrode, reference 

electrode, and working electrode (precursor) [78], [79]. Experiments have demonstrated that 

applied electropotential could decrease the activation energy of corrosion reaction and increase 

the surface diffusion coefficient of metal elements [80]. Hence, compared to chemical 

dealloying, electrochemical dealloying has the advantage of precise control over the dealloying 

velocity, morphology, and composition of porous metals by adjusting the applied potential or 

current [81]–[83]. In addition, potential control allows that dealloying can be carried out in 

neutral salt solutions such as AgNO3 and NaCl solution, which are easy-handled and relatively 

economical [80], [84]–[86]. Therefore, the well-tuned current or potential, electrolyte solutions, 

and accurate adjustment of pore size offered by electrochemical dealloying trigger extensive 

research about the electrochemical dealloying method. Current efforts in research focus on the 

experimental investigation of the effect of potential on microstructure. However, it is essential 

to capture the electrochemical driving force and understand how different dealloying 
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parameters affect the morphology evolution. Therefore, understanding the underlying physical 

mechanism and subsequently modeling and simulating the microstructural evolution during 

electrochemical dealloying are crucial. This will help inform the development of new dealloyed 

porous structures of common alloy families by explicitly considering their key electrochemical 

reactions and physical processes.  

In this chapter, we aim to formulate a thermodynamically consistent MPF model to describe 

the evolution kinetics of NPMs and to examine the influence of controllable parameters during 

the electrochemical dealloying of a binary alloy. In the MPF model for chemical dealloying, 

any point in the system is a mixture of three coexisting phases with different phase compositions 

but equal chemical potential. The first step is to solve the distribution of phase compositions of 

all components; then, the driving force is calculated. However, when the electrostatic energy is 

incorporated into the system's free energy, the quasi-equilibrium equation at the interface will 

become complicated, making it difficult to extend this model to electrochemical dealloying. In 

another example, a non-linear PF model deduced from the Butler–Volmer reaction rate theory 

was used to investigate the lithium electrodeposition [56]. This model is a unification of 

classical chemical reaction theory and the Allen-Cahn equation, which naturally incorporates 

the electrochemical driving force. More recently, our group has extended these two models by 

considering the effects of mechanical stress, passivation films, chemical reactions, and ion 

transport in corrosion and stress corrosion cracking [55], [57]–[60]. Therefore, based on this 

model, we presented a formulation of the MPF model that can account for the electrochemical 
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corrosion of alloy. We have demonstrated that a nucleation growth mechanism could 

successfully reproduce the aggregation of Au clusters and explain the porosity formation. 

Following the previous work about chemical dealloying, we use classical nucleation theory to 

describe the aggregation of au atoms and incorporate the free energy of Au atoms using 

parabolic functions. 

This chapter is organized as follows. We first describe the formulation of a MPF model based 

on the electrochemical reaction kinetics and the classical nucleation theory. In this MPF model, 

the non-linear evolution of a precursor–electrolyte interface is used to account for Butler–

Volmer-type current–potential behavior, while the classical nucleation–growth theory is used 

to account for the formation and growth of porous clusters. We then discuss in detail the 

dominant mechanism that accounts for dealloying kinetics and how these are influenced by 

electropotential characteristics and by precursor compositions.  

4.2  METHOD 

4.2.1 Investigated system 

Ag–Au alloy is taken as the model system to describe the PF model of electrochemical 

dealloying. First, the Ag–Au alloy is immersed in 0.1 M perchloric acid (HClO4), and the Ag 

atoms ionize under an applied electrochemical potential, as follows (Eq. 4.1):  

+Ag Ag  + e−→   (4.1) 
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The released electrons then flow to the cathode surface and trigger the cathodic reaction, which 

is not considered here. If the cathodic reaction becomes the rate-determining step, it will be 

easy to incorporate it into the current model (as detailed in Appendix C in our published work 

[57]). It has been suggested that the rearrangement of Au atoms at the precursor–electrolyte 

interface during the dealloying of Ag–Au alloy is a phase-separation mechanism and does not 

require the nucleation of new crystallites [25]. However, it is doubtful that this mechanism can 

explain the dealloying of some binary intermetallic compounds, given the disparity between the 

crystal lattice structures of their precursor and porous metal phases. For example, it is obvious 

that the nucleation and growth processes are required for the LN elements in AlAu precursor 

(monoclinic) and Al2Cu precursor (body-centered tetragonal) to reconstruct NPG (f.c.c) and 

nanoporous copper (f.c.c.), respectively [26], [78]. Hence, following previous work on 

chemical dealloying [87], we develop a MPF model based on a nucleation–growth mechanism 

to reveal the physical processes underlying the electrochemical dealloying of binary alloys. 

 

Figure 4.1 Schematic diagram illustrating the electrochemical dealloying of Ag–Au alloy 
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4.2.2 Multi-phase-field model 

Gibbs free energy of the system 

The Gibbs free energy of the system is expressed as 

( )chem grad elec( , )+ + ( )i k iV
G f c f f dVφ φ ϕ= ∇∫  ,  (4.2) 

where ϕi (i = 1, 2, or 3) are the set of order parameters describing local phase fractions of three 

coexisting phases, i.e., the alloy phase (ϕ1 = 1, and ϕ2 = ϕ3 = 0), the Au phase (ϕ2 = 1, and ϕ1 = 

ϕ3 = 0), and the electrolyte phase (ϕ3 = 1, and ϕ1 = ϕ2 = 0); ϕ3 is a dependent variable, and thus 

ϕ3 = 1－ϕ1－ϕ2; ck (where k = Ag, Au, Ag+, and e−) denotes the dimensionless concentration of 

component k, which is defined as ck = Ck/Cref, where Ck is the molar concentration of component 

k, and Cref is the reference concentration defined by the molar concentration of alloy (Cref = 9.7 

× 104 mol/m3); ϕ is the electrostatic potential; and fgrad is the gradient term associated with the 

interfacial energy and is expressed as ( )22 ii
ε φ∇∑ , where ε is the gradient energy coefficient 

and is defined as =
4 2

l
a

σε  (σ is the interfacial energy; l is the interfacial thickness; and a is 

a numerical constant) [54]. For simplicity, all interfaces are assumed to have the same properties. 

The electrostatic energy density felec is given as elec = k kk
f C n Fϕ∑  , where nk is the charge 

number of component k, and F is Faraday’s constant.  

The starting point for this work is a nonlinear PF model introduced by Chen et al. [56] that 

incorporates the interfacial energy and electropotential energy, accounts for Butler–Volmer 

electrochemical reaction kinetics, and is applied to an electrodeposition system. Chen et al. used 

an order parameter to represent the local physical state of a metal in a metal–electrolyte two-
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phase system, and as this parameter equated to the molar fraction of metal (lithium), its 

evolution followed the electrochemical reaction rate theory. Based on this model, we use ϕ1 = 

cAg/cAg,0 (where cAg,0 is the alloy’s initial Ag concentration) to establish a physical 

correspondence of ϕ1 to the dimensionless alloy concentration. Thus, cAg = cAg,0 corresponds to 

the alloy phase (ϕ1 = 1) and cAg = 0 corresponds the Au or electrolyte phase (ϕ1 = 0). To ensure 

that our PF model is applicable to multi-element alloys, we also incorporate the effect of the 

MN element in the alloy during the electrochemical. This effect of the MN element is 

represented by the free energy of the porous cluster phase and a term for the enthalpy of mixing 

in the precursor that impinges significantly on the dissolution of the LN element. Therefore, 

fchem, the chemical free-energy density, is evaluated as 

( ) ( ) ( )22
chem ref Au Ag Ag1 ln 1i

i i i
i i

f W C c RT c h f c cφ φ µ αΘ
∗ ∗ ∗

∗

= − + + + + −∑ ∑ ∑ , (4.3) 

where the first term is the sum of the potential barriers of height W between the bulk phases 

used to distinguish local phases, where 2=
4
aW
l
σ  [54]; the second term is the chemical free 

energy of species ∗(∗ = Ag+ and e−) as an ideal solution, where µΘ
∗  is the standard chemical 

potential, R is the gas constant, and T is the temperature; and the third term represents the 

chemical free energy of the Au component, which is the driving force of Au diffusion. It is 

assumed that a fraction hi of the free energy density of Au for each phase (
Au

if ) contributes to 

the free energy of the interfacial region, where ( 22
i jjih φ φ= ∑ ). 

Au

if is approximated by a 

parabolic function, expressed as ( )
Au

2

Au Au,e
i i if A c c= − , where A is the free energy curvature 

and Au,e
ic  is the dimensionless equilibrium concentration of Au in the three phases listed in 

Table 3.1. In this model, we assume that local Au concentration (cAu) is defined as it is in Eq. 
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(4.4), which corresponds to the assumption in the KKS model [88]. The third term in (4.3) thus 

represents the negative enthalpy of mixing for a binary alloy, where α is the interaction energy 

coefficient between Ag and Au. Thus, in this model, the dissolution of Ag corresponds to the 

consumption of the alloy phase and acts as a non-equilibrium stimulus to promote the evolution 

of the system toward the equilibrium state. That is, where ϕ1 = 1, ϕ2 = ϕ3 = 0, cAg,e = cAg,0, and 

cAu,e = cAu,0 in the alloy phase; ϕ2 = 1, ϕ1 = ϕ3 =0, cAg,e = 0, and cAu,e = 1 in the Au phase, and ϕ3 

= 1, ϕ1 = ϕ2 =0, and cAg,e = cAu,e = 0 in the electrolyte phase (where cAg,e and cAu,e are the 

equilibrium concentrations of Ag and Au).  

1 2 3
3 Au Au Au

Au Au Au1 2 31
Au Au Au

,i
ii

f fc h c
c
f

c c
µ

=

∂ ∂ ∂
= = = =

∂ ∂ ∂∑   (4.4) 

Interfacial movement  

Based on Butler–Volmer reaction kinetics [89], the dissolution rate of Ag in the alloy has the 

variational form of  

( )
+ +

ini
intAg Ag Ag

1
exp expr L c

RT RT
µ ρ ρµ κ

→

 + − Λ  − Λ = × + −    
    

, (4.5a) 

with 

( )ini 1
expL

RT RT
µ ρκ + − Λ 

=  
 

,  (4.5b) 

+M Ag
( )F ϕ ϕ µΘΛ = − − ,  (4.5c) 

( )( ) 2
1 1 1 1

int Ag
ref Ag,0

1 1 2W
C c

φ φ φ ε φ
µ µΘ− − − ∇

= − ,  (4.5d) 
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and 

( )ini Ag,0
ref

= 1 2c
C
αµ −   (4.5e) 

In Eqs. (4.5a)–(4.5e), L is the kinetic parameter of the corrosion interface, κ is the kinetic 

parameter of the electrochemical reaction, Λ is the driving potential of the applied electric field, 

µint is the driving potential of the interfacial energy, µini is the driving potential of the initial 

alloy composition, and ρ is a symmetry factor. In Eq. (4.5c), ϕM is the electropotential applied 

to the alloy, and ϕ is the electrolyte potential. Because µint is much smaller than RT, µini and ϕM 

− ϕ are the main factors driving the dissolution of Ag. A detailed derivation of the dissolution 

rate is given in Appendix B. Based on the abovementioned relationship between cAg and ϕ1, the 

phase interface (ϕ1/ϕ3) migration corresponds to the dissolution of Ag, and the governing 

equation for ϕ1 can be expressed as,  

( ) ( )+

+

12 13
int intAg Ag ini1

13 Ag
ref Ag,0 ref Ag,0 ref Ag,0

+ + 1
exp exp

r L
S c

t C c C c C c RT RT
µ µ µ ρφ κ ρλ→ ×  − Λ ∂ − Λ = − = − − −    ∂     

  (4.6a) 

where  

( )( ) ( )( )( )2 2
1 1 1 1 2 2 2 212 Θ

int Ag
ref Ag,0

1 1 2 1 1 2W W
C c

φ φ φ ε φ φ φ φ ε φ
µ µ

− − − ∇ − − − − ∇
= − ,  (4.6b) 

( )( ) ( )( )( )2 2
1 1 1 1 3 3 3 313 Θ

int Ag
ref Ag,0

1 1 2 1 1 2W W
C c

φ φ φ ε φ φ φ φ ε φ
µ µ

− − − ∇ − − − − ∇
= − , (4.6c) 
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and  

λ13 = 4h1h3.  (4.6d) 

+ +
sat

Ag Ag
1S C C= − .  (4.6e) 

Compared to the sharp interfacial form of the electrochemical rate being obtained in Eq. (4.5), 

 and  are used in Eq. (4.6a) to ensure that all binary interfaces are diffusive in the 

multi-phase system, and λ13 is used to maintain the discontinuity of the interfacial reaction. 

Moreover, based on the treatment method in [90], Eq. (4.6d) is introduced to confine the 

corrosion of Ag to the alloy–electrolyte interface. S in Eq. (4.6e) is a saturation factor used to 

express the hindering effect of saturation concentration of silver ion ( +
sat
Ag

C ) on the corrosion rate 

[90], where +
sat
Ag

C  = 11.67 mol/L [91]. 

Thus, the governing equation for ϕ2 can be derived from the Allen–Cahn equation, that is: 

212 3
1

2
2 3

2

2

1
3

G
t

G G GL L φ
δ δ δ δ ζ
δφ δφ δφ δφ

φ    
− − + − +       ∂ 

∂
= , (4.7a) 

with  

( )
2

22 2 3
0 1 1 0 2316 1 BTr I kφζ ζ φ φ σ= − ∆Ω .  (4.7b) 

In Eq. (4.7a), L12 and L32 are the interfacial mobilities that scale the transition rate from the 

alloy and electrolyte phase to the Au phase, and following our previous work [87], 
2φζ  is a 

noise term that represents the thermal instability caused by the rapid release of Au onto the 

surface of the alloy after the Ag is dissolved into the electrolyte, which allows for a unified 

12
intµ 13

intµ
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treatment of the nucleation of Au clusters. Eq. (4.7b) accounts for the thermal fluctuation at the 

alloy–electrolyte interface, which is proportional to the chemical free-energy difference 

between ϕ2 and ϕ3, which is expressed as ( )23 Au Au,e=2 i iA c cΩ − and is inversely proportional to 

the interfacial energy. In Eq. (4.7b), r is a random number (−1,1), ζ0 is the fluctuation intensity, 

and I0 is the nucleation prefactor. Therefore, Eq. (4.7a) shows that the nucleation and growth of 

the Au phase of a given system evolve toward the equilibrium state. 

Mass diffusion  

The Cahn–Hilliard equation for Au has the following form:  

Au
Au Au Au

Au

i
i

i

c FM D h c
t c

δ
δ

∂
= ∇ ∇ = ∇ ∇

∂ ∑ ,  (4.8a) 

where 

( )2
Au Au Au

2M D G cδ δ= ,  (4.8b) 

and 

3
13 23

13 2Au Au Au Au3
1

i
i

i
D h D D Dλ λ

=

= + +∑ ,  (4.8c) 

where MAu is the diffusion mobility of Au; DAu is the diffusion coefficient of Au and is 

dependent on the phase fields, which include bulk and surface diffusion terms; Au
iD  is the bulk 

diffusion coefficient in ϕi; and λ13 = 4h1h3 and λ23 = 4h2h3 are multiplied by the second and third 
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terms on the right side of the equation to correlate the surface diffusion of Au in the alloy–

electrolyte and Au–electrolyte interfaces with 13
AuD  and 23

AuD , respectively.  

Most measurements of the surface diffusion coefficient of Au are based on the evaluation of 

nanopore size during the coarsening of porous Au ligaments. The surface diffusivity of Au at 

the Au cluster–electrolyte interface is estimated to be 10−20–10−17 m2/s, depending on the 

applied electropotential and the nature of the electrolyte solution. As the relaxation rate of 

roughened Au clusters is related to the grain size and surface curvature of Au, the mobility of 

Au atoms freshly released from the surface is greater than that of Au atoms located at the Au 

cluster–electrolyte interface. Some researchers have used the percolation model and in situ 

scanning tunneling microscopy measurements to determine the surface diffusivity of Au at the 

alloy–electrolyte interface, which is 4–5 times greater than that at the Au cluster–electrolyte 

interface. Therefore, we assign the values calculated in [12], [32] and [74], [75] to 13
AuD  and 

23
AuD , respectively, to describe the different mobilities of Au at the ϕ1/ϕ3 and ϕ2/ϕ3 interfaces.  

We assume that the diffusion of Ag in the solid and interface is much slower than the corrosion 

rate of Ag, and therefore, there is no need to solve another Cahn–Hilliard equation for Ag. The 

transport of Ag+ in the electrolyte follows the Nernst–Planck equation, that is: 

3Ag Ag Ag 1
3 Ag 0Ag Ag

+
c h D c F

RT
h D c c

t t
ϕ φ+ + +

+ +

∂   ∂
= ∇ ∇ ∇ −  ∂ ∂ 

，   (4.9) 
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where h3 is used to ensure that the movement of ions only occurs in the electrolyte, and the final 

term describes the production of Ag+ by electrochemical corrosion. 

Conservation of charge 

As the timescale of the dealloying front movement is much larger than that required to achieve 

steady-state charge accumulation, the conservation of charge can be simplified as 

ref
1

t
FC φψ ϕ ∂

∇ ∇ =
∂

,   (4.10) 

where ψ is the electrolyte conductivity. Based on the assumption of electric neutrality in the 

electrolyte, variation in the charge as a consequence of variation in the ionic concentration in 

the electrolyte is ignored. Moreover, based on [92], Eq. (4.10) is used to determine the 

distribution of electrolyte potential, and a constant electropotential is applied at the metal 

electrode. 

4.3  NUMERICAL IMPLEMENTATION 

For the first case, the system is initialized as a metal electrode domain with dimensions of 80 

nm × 80 nm and an electrolyte domain with dimensions of 80 nm × 2 μm (shown in Fig. 4.2). 

The initial values of the order parameters are set as ϕ1 = 1 and ϕ2 = ϕ3 = 0 in the electrode domain, 

and as ϕ3 = 1 and ϕ1 = ϕ2 = 0 in the electrolyte domain, and zero-flux boundary conditions are 

set on all sides of the domains. The initial concentrations of Au are taken as the equilibrium 

concentrations in each phase, and zero-flux boundary conditions are also applied to all sides. 
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To approximate the system, we assign an impurity value (CAg+ = 1 × 10−6 mol/L) to the initial 

concentration and boundary concentration of Ag+ on the top side of the electrolyte domain, as 

the metal domain is much smaller than the electrolyte domain. Other sides are set with zero-

flux boundary conditions, and ϕ = 0 V is assigned as the initial value of the electropotential in 

all domains and as the Dirichlet boundary condition on the top side of the electrolyte domain. 

All simulations are carried out using COMSOL Multiphysics [93]. To guarantee that the 

numerical calculations are stable, we use a free quadrilateral mesh method and a uniform grid 

spacing ∆x (∆x = l/5 in the metal domain and electrolyte domain near the interface, and ∆x = 5l 

in the electrolyte domain far from the interface). The time step is automatically refined using a 

backward differentiation method. The model parameters used in the simulations are listed in 

Table 4.1. 
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Figure 4.2 Schematic representation of simulation geometry and boundary conditions. 

Table 4-1 Parameters used in chapter 4 

 Parameter Value 

Interfacial energy density σ (J/m2) 1 

Interfacial thickness l (nm) 2 

Thermodynamic constant α (J/m3) −6.56 × 109 
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Free-energy density curvature A (J/m3) 10 × 109 

Numerical constant a 2.94 [54] 

Normalized equilibrium concentration 

of Au in ϕ1 

1
Au,ec  Au,0c  

Normalized equilibrium concentration 

of Au in ϕ2 

2
Au,ec  1 

Normalized equilibrium concentration 

of Au in ϕ3 

3
Au,ec  0 

Saturation concentration of Ag+ in ϕ3 +
sat
Ag

C (mol/L) 11.67 [91] 

Electrochemical reaction kinetic 

parameter 

κ (mol/m3/s) 2 × 10−5 

Fluctuation intensity  ζ0 1 [87] 

Nucleation prefactor I0 1 × 105 

Interfacial mobility  L12 (m3·s/kg) 1 × 10−7 
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Interfacial mobility L32 (m3·s/kg) 1 × 10−7 

Bulk diffusion coefficient of Au in ϕ1 1
AuD  (m2/s) 10−25 

Bulk diffusion coefficient of Au in ϕ2 
2
AuD  (m2/s) 10−25 

Bulk diffusion coefficient of Au in ϕ3 3
AuD  (m2/s) 0 

Surface diffusion coefficient of Au at 

the ϕ1/ϕ3 interface 

13
AuD  (m2/s) 10−14 [12], [32] 

Surface diffusion coefficient of Au at 

the ϕ2/ϕ3 interface 

23
AuD  (m2/s) 10−18 [74], [75] 

Diffusion coefficient of Ag+ in ϕ3  DAg+ (m2/s) 10−9 

Electric conductivities of ϕ3 ψ (S/m) 1 

Charge-transfer coefficient  ρ 0.7 

Ideal gas constant R (J/mol/K) 8.314 

Absolute temperature T (K) 298 
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4.4  RESULTS AND DISCUSSION 

4.4.1 Microstructure evolution  

Our first focus is to investigate the evolution of typical porous structures and the rate-limiting 

step during the electrochemical dealloying of Ag–Au alloy in 0.1 M HClO4 solution at 25°C. 

Fig. 4.3 shows the distributions and evolutions of the phase-field variables for Ag0.7Au0.3 

dealloyed at ϕM = 1.3 V. In Fig. 4.3(a), ϕ1 + 2ϕ2 + 3ϕ3 represents two-dimensional (2-D) 

snapshots of three phases, where the advance of the dealloying front that distinguishes the 

dealloyed structure from the starting alloy phase (ϕ1, red) is discernible, and homogeneous and 

interpenetrating solid ligament–liquid channels (ϕ3, blue) nanoporous structures are generated. 

It is readily seen from Fig. 4.3(a) that Au phase nuclei (ϕ2, green) originate inside the ϕ1/ϕ3 

interface and form the initial surface of rod-like ligaments. Then, the perimeters of these 

ligaments are increased by the continuous release of Au atoms as the Ag atoms of the next layer 

are stripped. Therefore, some ligaments exhibit core-shell structures, in which the unattacked 

alloy phase is encapsulated by an Au phase; this results from synergy between the interfacial 

dissolution of Ag and the interfacial diffusion of Au. The length scale of pores is ~10 nm, which 

is consistent with the experimental observations. Moreover, it has been observed in many 

experiments that due to the advancement of the dealloying front into the bulk alloy, Ag exposure 

and consequent dissolution occurs if the Au surface layer is not dense enough to completely 

cover the alloy, and thus, some ligaments undergo secondary dealloying [70]. The coarsening 
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of ligaments also occurs spontaneously, driven by capillary forces, as these decrease the 

interfacial energy. Ultimately, if insufficient Au atoms remain to passivate the alloy, some 

ligaments are undercut from the alloy.  

Fig. 4.3(b) shows that cAu is a good indicator of phase distributions during the dealloying 

process, as it maintains the initial concentration in ϕ1, approaches 1 in ϕ2, and is equal to 0 in 

ϕ3. Because the ligament walls block the access of ions, the concentration of Ag+ is higher near 

the dealloying front, but much lower than the saturation concentration of Ag+ in the electrolyte. 

It has been experimentally determined that pitting corrosion of stainless steel is controlled by 

the diffusion of dissolved species in the electrolyte at a high applied potential [54]. It has also 

been shown that during the liquid-metal thermal dealloying of Ta-Ti in a Cu melt, the evolution 

of dealloying depth follows t1/2 behavior [20]. However, during electrochemical dealloying, the 

interface process is slower than the diffusion of dissolved metal cations in the electrolyte, and 

no accumulation of ions is observed. This indicates that electrochemical dealloying up to this 

depth is dominated by interfacial processes, such as Ag dissolution and Au diffusion, rather 

than long-range diffusive processes. As we assume that the evolution of topological patterns is 

controlled by interface process, rather than by ionic transport, the evolution of ions in the 

electrolyte is ignored in the following sections. 
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Figure 4.3 Phase-field variable distributions and evolution during the electrochemical 

dealloying of Ag0.7Au0.3 in 0.1 M HClO4 solution with ϕM = 1.3V: (a): ϕ1 + 2ϕ2 + 3ϕ3; (b): cAu; 

(c): cAg+/(mol/L); (d): ϕ/V. 

4.4.2 Effect of electropotential  
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It is widely recognized that applied potential (ϕM) and precursor composition (cAg,0) are the 

main controllable factors that can be used to tune the morphology and microstructure of 

nanoporous gold (NPG). Fig. 4.4(a)–(d) shows simulated microstructures of as-dealloyed 

samples obtained from the electrochemical dealloying of Ag0.7Au0.3 subjected to various ϕM. 

As ϕM increases, there is a considerable decrease in the dealloying duration, as shown in Fig. 

4.4. Moreover, the lower the value of ϕM, the larger are the ligaments, the lower is the porosity, 

and the more the parent alloy is encapsulated in ϕ2, which is attributable to the decrease in the 

dissolution rate of Ag. Fig. 4.5(a) shows the evolution of the dealloying fronts of these as-

dealloyed samples, which indicates that the dealloying velocity is effectively constant with time 

and increases with electropotential. The ability of this model to predict 2-D dealloying kinetics 

can be validated by comparing the simulated dealloying front propagation velocity (v) with the 

experimental current density (i), where Faraday’s law states that  

,  (11) 

where M is the molar mass of Ag, and J is the corrosion flux of Ag into the electrolyte per unit 

time and per unit area, which is expressed as [62]: 

( )Ag Ag-Alloy Ag-NPG = J v V Vρ −   (12) 

where ρAg is the density of Ag, and VAg-Alloy and VAg-NPG are the volume fractions of Ag in the 

alloy and the residual Ag in the dealloyed nanoporous structure, respectively. VAg-NPG can be 

determined by evaluating the integral of ϕ1 over the dealloyed region. It can be seen from Fig. 

i nFJ M=
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5(b) that the simulation yields current densities that are in good agreement with experimental 

measurements [94].  

There is an electropotential threshold (Ec) for electrochemical dealloying that corresponds to 

the corrosion potential of pure metal, and below this threshold, sustained porous structure 

evolution (rapid dealloying) develops into surface dealloying (passive dealloying). Given the 

difference between the potential sweep rate in electrochemical experiments and the blurry 

slope-transition zone of polarization data, it has been determined by extrapolating the 

polarization curve, fixed current, and steady-state current method that Ec ranges from 0.99 to 

1.22 V for Ag0.7Au0.3 [94], [95]. The slow corrosion of Ag at ϕM = 1.05 V means that released 

Au adatoms rapidly aggregate to form initial nuclei, and the perimeter of these passivated 

surfaces gradually expands. Eventually (see Fig. 4.4(a)), the surface diffusion of Au outweighs 

the dissolution of Ag, leading to shallow surface dealloying and the formation of a dense Au 

surface layer. Therefore, PF model could be a convenient tool for defining the threshold Ec, by 

determining the dealloying velocity and observing the morphological change of the surface of 

the starting alloy during the dealloying process [96].  
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Figure 4.4 The microstructures of NPG obtained through the electrochemical dealloying of (a)–

(d) Ag0.7Au0.3, with ϕM = 1.05, 1.1, 1.2, or 1.3 V; (e) Ag0.75Au0.25, with ϕM = 1.2 V; and (f) 

Ag0.65Au0.35, with ϕM = 1.2 V. 

 

(a)                               (b) 
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Figure 4.5 (a) Evolution of the dealloying front of Ag0.7Au0.3, with ϕM = 1.1, 1.2, or 1.3 V; (b) 

relationship between corrosion current density and electropotential during the electrochemical 

dealloying of Ag0.7Au0.3 [94]. 

4.4.3 Effect of alloy composition  

ϕM = 1.2 V is chosen to investigate the effect of the relative content of components in the parent 

alloy on the microstructure of the obtained NPG, as shown in Fig. 4.4. The decrease of cAg,0 in 

the precursor should have a similar effect as the decrease of ϕM. Indeed, it is found that the 

duration required for the same dealloying depth increases with decreasing cAg,0. The size of the 

ligaments and encapsulated parent alloy also increase with decreasing cAg,0.  

To illuminate the internal structure of NPG, the model is used to simulate the most intricate and 

random 3-D porous morphology during dealloying process. Fig. 4.6 shows an example of 3-D 

microstructure evolution through etching Ag0.7Au0.3 in a 0.1 M HClO4 at an applied potential 

of 1.3V. The precursor, porous clusters, and electrolyte are represented in transparent red, gray, 

and blue, respectively. To better visualize the complex porous morphology, the electrolyte 

phase is hidden in the second column, and the iso-surfaces of cAu = 0.5 and ϕ1 = 0.5 are extracted 

in the third column. After t = 0.6 s, the dealloying interface undergoes a shallow retreat, 

resulting in the formation of some pits linked by self-assembled metallic clusters. As the 

continuous interface dissolution of Ag and diffusion of Au contribute to the growth of highly 

bifurcated pores and metallic ligaments, the bicontinuous porous morphology with an irregular 
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shape extends in 3-D. The length scales of nanopore channels/ligaments are in the range of 10 

nm, which is similar to the characteristic length in 2-D morphology. Accordingly, this study 

proves the reliability of our MPF model in revealing complex 3-D geometry. 

 

Figure 4.6 3-D morphology evolution of NPG during the dealloying of Ag0.7Au0.3 in 0.1 M  

HClO4 with ϕM = 1.3 V: alloy, porous ligament, and electrolyte phases are represented in grey, 

red, and blue respectively in the first column; the electrolyte phase is hidden in the second 

column; in the third column, iso-value surfaces of ϕ1 = 0.5 and cAu = 0.5 are shown in green 

and red surface to demarcate the dealloying front and porous ligament, respectively. 
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Chapter 5 MPF MODEL FOR THE DEALLOYING OF 

ALLOYS WITH COMPLEX STRUCTURES  

5.1  INTRODUCTION 

Typically, most dealloying-produced porous metals were fabricated from a homogenous binary 

solid solution with a simple structure, such as Au-Ag, Cu-Au, or Cu-Pt. Numerous attempts 

have been made to tailor the pore sizes of these porous products featuring a single characteristic 

length scale. The coarse pore channels can facilitate rapid transport pathways for mass 

accessibility, while fine pores can offer large specific surface areas for functionalization. 

Motivated by the specific applications of porous metals, researchers have recently focused on 

developing porous architecture with multimodal pore distributions. Hence, a structural 

hierarchy emerged to address this issue, imparting low mass density, multifunctionalization, 

optimized activity, and enhanced mechanical properties to porous metals. For instance, in 

microfluidic sensor applications, a nested porous network material with two characteristic 

length scales is desirable to achieve a fast-response performance and high sensitivity. In 

catalysis, the exceptional catalytic performances of hierarchical porous metals benefit from at 

least two levels of pore sizes, especially small channels for high surface area and large channels 

for reactant accessibility. The hierarchical NPM structures are also promising in actuating, 

motoring, and energy conversion and storage, displaying improved performances compared to 

common single porous structures. 



CHAPTER 5 

73 

 

Various strategies have been reported to synthesize monometallic or multimetallic porous 

structures with multiscale pore distributions. A primary technical route is the precursor design. 

Based on the chemical property differences of different phases, multi-phase alloys comprising 

one solid solution phase and one or two intermetallic phases allow the creation of micro-nano 

hierarchical porous structures. Researchers also developed an elevated temperature dealloying 

method to fabricate hierarchical nanoporous copper structures, which exhibited submicron-

scale pores at the outer layer coupled with nanoscale pores at the inner layer. A multi-step 

strategy including dealloying, annealing, and post-dealloying has been demonstrated to be an 

effective method of transforming monoporous into multiporous structures. 

Dealloying not only allows the creation of mono and multi-element metals with hierarchical 

network structures in flexible product forms but also offers tunability of the characteristic length 

scale of pores and structure compositions. Along with the expansion of new applications of 

porous materials and further scientific research, it is expected that dealloying will potentially 

become a generic method in enabling the design and development of more sophisticated 

hierarchical porous metals. Recent progress using the PF model to simulate the dealloying 

process will help provide a comprehensive roadmap for developing specific hierarchical porous 

metal structures and optimizing the dealloying route and subsequent nanoporous morphology 

and composition for specific applications. 

5.2  METHOD 
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5.2.1 Investigated system 

This section describes the design of a precursor A-B comprising multiple phases with different 

compositions to achieve diverse porous structures with different morphologies and 

compositions. When the precursor is immersed in the electrolyte with or without applied 

electropotential, due to the different chemical nature, the LN metal element A in the corrosive 

phases (AmBn) firstly dissolves into the solution, while the MN metal element B undergoes a 

self-organization process to obtain nanoporous B structures with randomly distributed pores. 

Other phases in the precursor may remain passive and non-reactive with the electrolyte. Thus, 

a different morphology is generated depending on the constituents and distribution of phases in 

the precursor. The electrochemical reaction involved is given by Eq. (5.1): 

+A A  + en n −→   (5.1) 

5.2.2 Multi-phase-field model 

The order parameter field ϕi (i = pre, por, or ele) is introduced to describe the volume fractions 

of the three different local phases in the dealloying process (ϕpre: the precursor phase; ϕpor: the 

porous phase; ϕele: the electrolyte phase). The ϕi varies smoothly from 1 to 0 across the 

interfaces and satisfies the normalization condition =1iφ∑ . CN (N = A, B, or Ck+) is an 

independent conserved field variable representing metal components in the alloy phase or 

dissolved ions in the electrolyte phase. The morphology evolution during dealloying is driven 

by minimizing the total system’s Gibbs free energy, formulated by Eq. (5.2). 



CHAPTER 5 

75 

 

( )chem grad elec( , )+ + ( )i N iV
G f c f f dVφ φ ϕ= ∇∫ ,   (5.2) 

where cN = CN/Cref is the dimensionless concentration field (Cref is the reference concentration), 

ϕ describes the electropotential field, and fchem, fgrad, and felec are the chemical, interfacial, and 

electrostatic potential parts of the free energy, respectively. Here, ( )2
grad = 2 ii

f ε φ∇∑ , where 

ε is the gradient energy coefficient and is expressed as =
4 2

l
a

σε  , where a, l, and σ are the 

numerical constant, interface thickness, and surface energy; elec = k kk
f C n Fϕ∑ , where nk is the 

charge number of ion species in the electrolyte, and F is the Faraday constant. 

Applying the free energy functional derived in Chapter 4, the bulk chemical free energy is 

expressed by Eq. (5.3): 

( ) ( ) ( )22
chem ref B A A1 ln 1i

i i k k k i
i i

f W C c RT c h f c cφ φ µ αΘ= − + + + + −∑ ∑ ∑ , (5.3) 

where the first term is the obstacle potential between phases. Furthermore, W determines the 

potential height, expressed as 2=
4
aW
l
σ  . The second term in Eq. (5.3) describes the free 

energy of the electrolyte phase, where Θ
kµ , R, and T are the standard chemical potential of the 

ion species, gas constant, and absolute temperature. The third term corresponds to the free 

energy of noble element B, which is expressed as the weighted sum of the free energy in the 

individual phases, where hi is an interpolation function (
22

i jjih φ φ= ∑ ) and 
B

if  is the free 

energy of element B in phase i; ( )
B

2'
B B,e

i i if f c c= − , where 'f  is the free energy curvature, 
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and B
ic  and B,e

ic  are the concentration and equilibrium concentration of B in phase i. The 

relationship between B
ic  at the interfaces is determined by assuming equal diffusion potentials, 

as proposed in the KKS model shown in Eq. (5.4). The last term in Eq. (5.3) describes the 

enthalpy of mixing of solid solution phases in the precursor, where α is a thermodynamic 

constant. 

B B
B B B

B B

,
i j

i
i i j

i

f fc h c
c c

µ∂ ∂
= = =

∂ ∂∑   (5.4) 

A nonlinear PF model was first proposed by Chen et al. [56], where the phase transformation 

from the electrolyte phase to the metal phase follows the electrochemical reaction kinetics. In 

this work, the interface evolution between the precursor and electrolyte phase is driven by the 

dissolution of the LN metal element in the precursor. Thus, the corrosion reaction kinetics 

accounts for the morphology evolution of the ϕpre/ϕele interface. The metal corrosion reaction 

follows the Butler-Volmer electrochemical reaction kinetics: 

( )
0 1 2

1
exp ln + exp lnr k a a

RT RT
ρ µ ρ µ − ∆  − ∆ = − +    

    
,  (5.5) 

where k0 is the reaction constant, ρ is the charge transfer coefficient, a1 and a2 are the activities 

of the reactants and products, and ∆μ is the activation overpotential. According to the definition 

in ref [89], chem grad(1e xp
f f c

a
RT C

µΘ
∗ ∗

∗
∗

 ∂ + −
=   ∂ 

, where ∗ describes the reactants and products. 

As the evolution of phase variable ϕpre corresponds to the transformation between the precursor 
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and electrolyte phase, following the derivation process detailed in Appendix A, the governing 

evolution of ϕpre is expressed by Eq. 5.6 (a–e). 

 

( )
n+

pre
int A

+ 1
exp expMM

M M ML c
t RT RT

φ µ ρ ρµ λ κ
 ∂ − Λ  − Λ = − × − −    ∂     

, (5.6a) 

int
,

M

i i M M i

G Gδ δµ
φ φ≠

 
= − ∂ ∂ 

∑ ,  (5.6b) 

λM = 4hMhele,  (5.6c) 

( )A,0= 1 2M M cµ α − ,  (5.6d) 

and 

n+ap A
( )nF ϕ ϕ µΘΛ = − −   (5.6e) 

In Eq. (5.6a), the superscript and subscript M represent phase M in the precursor phase, LM and 

κM are PF mobility parameters for phase M, and int
Mµ  is the driving force from the interface 

energy. Here, λM is multiplied by the second term on the right side in Eq. (5.6a) to indicate that 

the corrosion reaction only occurs at the precursor/electrolyte interface, and Mµ  describes the 

effect of the phase composition of phase M, where cA,0 is the concentration of A in the solid 

solution phase. In Eq. (5.6e), Λ represents the driving force from the applied electropotential, 

where φap is the applied electropotential. 

The evolution of the porous phase is then governed by the Allen-Cahn equation: 
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por
p p

o

o

p

o r

r

r

1
3 i i

G G
t

L φ
δ δ ζ

δφ δ
φ

φ≠

  
− − +    ∂  

∂
= ∑ ,  (5.7a) 

with  

( )
por

2 3
0 1 1 0

2216 1 BI k Trφζ ζ φ φ σ= − ∆Ω   (5.7b) 

In Eq. (5.7a), L is the PF mobility parameter. A noise term 
porφζ is constructed to represent the 

thermal instability of the system and heterogenous nucleation when the LN element is dissolved, 

followed by the release of the MN element from the solid-liquid phase interface. Eq. (5.7b) 

follows the classical nucleation theory, which indicates that the formation rate of clusters varies 

directly with the variation of the chemical free energy (∆Ω) and inversely with surface energy, 

where r is a random number, ζ0 is the fluctuation intensity, and I0 is the nucleation prefactor. 

The porous pattern transformation is governed by mass transport. The evolution of B is given 

by the Cahn-Hilliard equation, which incorporates the bulk and surface diffusion of MN 

element B, the diffusion coefficient of which varies from one phase to another, expressed as 

B
BB B

B

i
i

i

c FM D h c
t c

δ
δ

∂
= ∇ ∇ = ∇ ∇

∂ ∑ ,  (5.8a) 

with 

( )2 2
B B BM D G cδ δ= ,  (5.8b) 

and 
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po
B

r
B BB por

M
M

i
i

i
D h D D Dλ λ= + +∑ ,  (5.8c) 

In Eqs 5.8 (a–c), MB is the diffusion mobility, and B
iD  , B

MD  , and por
BD   are the diffusion 

coefficients in bulk phases, the diffusion coefficient at the ϕM/ϕele and ϕpor/ϕele interface. In Eq. 

(5.8c), hi, λM, and λpor are used to locate the diffusion of B. 

Then, the evolution of ion species in the electrolyte follows the Nernst-Planck diffusion 

equation: 

preele
ele A 0+k k k

k k
c h D ch D c c

t t
F

RT
φ

ϕ
∂∂  = ∇ ∇ ∇ − ∂ ∂ 

， ,  (5.9) 

where Dk is the diffusion coefficient of ion species in the electrolyte, and the final term is the 

source term corresponding to the production from the corrosion reaction. In addition to phase-

fields and concentration field evolution, the distribution of the electropotential is given by Eq. 

(5.10): 

p
re

re
fi i

i
Ch

t
F

φ
ψ ϕ

∂ ∇ ∇ =  ∂ 
∑ ,   (5.10) 

where the electrical conductivity at the interfaces is treated as a mixture of the electrical 

conductivity for each phase ( ii
i

hψ ψ= ∑ ), and the right-hand side of Eq. (5.10) refers to the 

current originating from the electrochemical reaction. 

5.3  NUMERICAL IMPLEMENTATION 
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All calculations in this work were performed on COMSOL Multiphysics 5.4 using a finite 

element approach. The simulations were performed on a two-dimensional domain with constant 

grid spacing, ∆x = ∆y = l/5, and the time step was automatically refined. The geometry and 

initial and boundary conditions are given in Fig. 5.1. As part of the optimization procedure, we 

used ϕele = 1 − ϕpre − ϕpor to identify and calculate the electrolyte phase. 

 

Figure 5.1 The geometry and boundary values of the investigated system for the numerical 

implementation. 

5.4  RESULTS AND DISCUSSION 

5.4.1 NPMs with unimodal pore size 
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5.4.1.1 Effect of inert phase pre-existing in precursor 

Researchers initially focused on fabricating homogenous porous metal structures with unimodal 

pore sizes by dealloying single-phase precursors. By combining mechanical tests and atomic 

simulations, it was reported that dealloying-produced monoporous metals exhibited high 

mechanical performances, and the decrease in pore size could improve the strength of dealloyed 

materials [97]–[99]. In addition to tailoring the pore size, surface modifications of ligaments 

(such as the surface coating on the ligaments) were also effective for improving the strength 

and tensile performance of NPMs while the specific pore size remained unchanged [97]. It was 

also found that the dealloying of a two-phase system resulted in a porous composite structure 

rather than a homogeneous structure, where the inert second phase acted as the strengthening 

phase. Wang et al. [100] fabricated nanoporous Pd composites through the chemical dealloying 

of an Al-Pd alloy comprising two phases (Al3Pd and Al3Pd2). The resultant nanoporous Pd 

composites comprised a nanoporous Pd matrix dealloyed from the Al3Pd phase and undealloyed 

Al3Pd2 embeddings, and they possessed high electrocatalytic activities. 

Here, we modeled the chemical dealloying process of a binary alloy with a second phase. We 

added an inert phase with random shapes into the Ag0.7Au0.3 matrix for simplicity. To ensure 

the stability of the inert phase during dealloying, we applied the Dirichlet boundary condition 

(ϕpre = 1) to the inert phase. Fig. 5.2 shows that the dealloyed structure comprises a porous 

matrix and intact embeddings, which inherit the same distributions in the precursor. During the 

dealloying process, the second phase is stable against the chemical attack of the electrolyte 
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solution and can be conserved completely, while the porous structure results from the 

dealloying of the matrix. Ultimately, these two dealloying and undealloying processes result in 

porous metal composites with unimodal pore sizes. Although the inert phase in the precursor 

leads to a decrease in the surface area and porosity compared to the homogenous porous 

structure, the catalytic performance and other functional performances can be improved by 

adjusting the length scale of the porous matrix. The ligament/pore size of metal composites can 

be further modulated by controlling the dealloying conditions, as described in Chapters 3 and 

4. Moreover, the compact embeddings in the porous composites are a promising reinforcement 

phase if the second phase possesses high strength and the connectivity between the second 

phase and the matrix is strong. Thus, these novel monoporous composites can serve as model 

materials to optimize the physical, mechanical, and other properties of porous materials, which 

will find potential applications in fields that benefit from excellent mechanical properties and 

high surface area. Since our model is a multi-phase model, it is easily extended to study 

composites with more than two phases. 

javascript:;
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Figure 5.2 The microstructure evolution of NPM composites with unimodal pore 

Experiments also showed that pre-existing defects in the precursors, such as voids, grain 

boundaries, and segregations, affect the rate of dealloying. The active element located at those 

defective sites with disordered atom arrangements may corrode faster than that at the matrix 

[44]. To ensure the electrochemical difference between the matrix and defective sites, we 

assigned a higher activation energy that was four times the reaction activation energy of the 

matrix to defective sites. Fig. 5.3 shows that the dealloying front is no longer planar, and the 

etching near defective sites is faster than that in the matrix. Moreover, the size of ligaments 

close to defective sites is smaller due to the increase in dealloying velocity, as illustrated in the 

previous section. 
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Figure 5.3 Effect of defective sites pre-existing in the precursor on the microstructure evolution 

during the chemical dealloying process 

5.4.2 NPMs with bimodal pore sizes 

5.4.2.1 Dealloying of precursor comprising a solid solution and intermetallics 

Previously, much attention has focused on fabricating NPMs with unimodal pore size 

distributions, as ideal nanoporous structures are obtained from single-phase solid solutions or 

intermetallic compound systems, such as Ag-Au, Al-Au, and Ni-Cu. However, most recent 

investigations have focused on fabricating hierarchical nanoscale porous metal structures with 

multiple length scale channel distributions [8]. Particularly, ligament-channel metal structures 

with large pores (hundreds of nanometers) can facilitate the mass transport or diffusion to 
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achieve a fast response, whereas NPMs with small pores (tens of nanometers) offer a high 

specific surface area with numerous active sites to achieve effective adsorption and reactions. 

Hence, a need exists for nanoscale structures with bimodal channel size distributions to meet 

the dual demands for sensing, catalysis, and actuating [8], [101]. 

In addition to allowing precise control of the length scale of porosity, dealloying enables the 

fabrication of hierarchical porous structures with multimodal pore sizes. Additionally, a 

precursor alloy design has been more commonly used to develop bimodal nanoscale porous 

metals. For example, Zhang et al. [102] synthesized nanoporous NPG ribbons with bimodal 

pore sizes via the rapid solidification and chemical dealloying of Al-Au systems. NPG ribbons 

comprise large pores (~100 nm) with porous metal walls (the pores of which are ~10 nm) 

obtained from the dealloying of α-Al and Al2Au phases, respectively, in a precursor. Liu et al. 

[78] presented a facile strategy to synthesize asymmetrically patterned nanoporous Cu ribbons 

by chemical dealloying of Al0.68Cu0.32 alloy comprising α-Al and Al2Cu phases. This section 

extends our proposed PF model to the fabrication of NPMs with bimodal channel distributions 

from a binary alloy system comprising solid solution and intermetallic compound phases. 

Fig. 5.3 shows that the starting alloy comprises α-Al and Al2Au phases. In this case, the 

dealloying of α-Al is simplified as purely Al corrosion, given that the solubility of Au in α-Al 

is low. Therefore, Eq. (5.3) contains no mixing enthalpy term for the Al-Au system, as the Au 

concentration in α-Al is low, and Al2Au is an intermetallic compound. The third term on the 

right side of Eq. (5.3), which describes the free energy of the MN element (Au), is ignored when 
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considering α-Al. We used a MPF model to simulate the chemical dealloying of Al0.8Au0.2 in a 

5 wt% aqueous solution of hydrochloric acid. In the PF model of electrochemical dealloying of 

Ag-Au alloy, the applied electropotential acts as a driving force of alloy corrosion and follows 

electrochemical reaction kinetics. We modified the model to capture the chemical dealloying 

of the dual-phase binary alloy and thereby obtained the following governing kinetic equation 

of the precursor: 

pre a
int expM

M M M
GL

t RT
φ

µ λ κ
∂  −  = − −   ∂   

   (5.11) 

Here, Ga is the activation energy for the dissolution of the precursor, which is analogous to the 

driving force Λ in the electrochemical dealloying shown in Eq. (5.6) and varies with the starting 

phases. Many studies have suggested that the internal stress produced by the quenching process 

of the precursor, the disparity between the crystal structures of the starting alloy and the NPMs, 

and the capillary force of NPMs strongly affect the mechanical properties of porous structures, 

such as their crack formation and strength [44], [84], [103], [104]. We focused on general 

pattern formation in the homogenous porous structure and ignored the strain energy and volume 

change for simplicity. As no relevant experimental studies exist on Ga or the dissolution rate of 

Al2Au, we assumed that the value of Ga for α-Al was 5% lower than that for Al2Au to represent 

the chemical activity difference between the two phases. The evolution of the porous Au phase 

during the dealloying of the Al2Au phase is governed by Eq. (5.7), and the dealloying process 

is shown in Fig. 6. The dissolution of all α-Al leaves large channels that retain their original 
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size; thus, this dissolution process is equivalent to excavating α-Al from the precursor. The 

dealloying of Al2Au lags far behind the etching of α-Al and generates a monolithic ligament-

channel structure with length scales of ~10 nm. The length scale of channel walls in this 

structure is less than that observed in experiments [102] due to the short coarsening time in this 

simulation. Ultimately, the dealloyed structure displays a bimodal pore distribution comprising 

large channels encircling island-shaped porous walls, consistent with the experimental 

observations [102]. For simplicity, we only considered two Al2Au grains in this case, leading 

to the formation of isolated porous walls. However, Al2Au phases are intertwined in the 

precursor. This model could predict various bimodal (or multimodal) NPG structures that could 

be obtained from a different starting alloy or dealloying solution. 
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Figure 5.4 Simulated hierarchical evolution of microstructures during the chemical dealloying 

of Al0.8Au0.2 in a 5 wt% aqueous solution of HCl. 

5.4.2.2 Dealloying of dual-phase Al–Au alloy comprising intermetallics 

Given the high cost of noble metals and the scarcity of alloys comprising solid solution and 

intermetallic phases, the dealloyable alloy stockpile must be expanded. Much effort has been 

devoted to exploring suitable precursors. It has been demonstrated that dealloying some 

multiple-phase binary alloys can yield hierarchical nanoporous composites with different 

porosities and compositions, which have wide applications in functional materials. For example, 

it was shown that the chemical dealloying of rapidly solidified Al0.6Au0.4 alloy comprising Al2Au 
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and AlAu in acid or alkali solution generated NPG composites comprising two types of porous 

structures with different pore sizes [105]. In other work, Liu et al. [106] investigated the 

dealloying behavior of a two-phase Al0.6Cu0.4 alloy in sodium hydroxide (NaOH) solution, which 

led to the formation of a unique nanoporous Cu/Al-Cu composite. 

Here, we simulated the development of hierarchical NPG from the chemical dealloying of 

Al0.6Au0.4 comprising Al2Au and AlAu phases in 20 wt% aqueous NaOH solution. In our 

simulation domain, two Al2Au grains are isolated by the AlAu phase. As no experimental data 

exists on the dealloying velocity of single-phase Al2Au or AlAu, we assumed an activation 

energy difference (∆Ga) of 4 kJ/mol between the two phases to represent their different 

chemical potentials. The relevant parameters can be calibrated for different alloy families. Fig. 

5.5 shows that the dealloying of Al2Au and AlAu proceeds separately and that the dealloying 

of the former is faster than that of the latter. Ultimately, both phases are fully dealloyed, 

generating a bicontinuous ligament-pore structure containing large pores (NPG1) surrounding 

a similar structure containing small pores (NPG2). The proportion of ligament-pore structures 

in the NPG composite and the length scale of channels can be modulated by controlling the 

compositions of the starting alloy and dealloying solutions. Based on simulation results, we are 

confident that this model can reveal the dealloying mechanisms of multi-phase alloys. This is a 

potential design tool for tailoring the morphologies of hierarchical nanoporous structures. 
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Figure 5.5 Simulated evolution of microstructures during the chemical dealloying of dual-phase 

Al–Au alloy in a 20 wt.% aqueous solution of NaOH. 

5.4.3 NPMs with with a structured hierarchy 

Decreasing the solid volume fraction of porous networks has been recognized as beneficial to 

creating lighter structures. However, it could lead to the deterioration of network connectivity 

and degradation of stiffness and strength. Researchers reported a two-step dealloying route 

toward fabricating lightweight and stable porous structures that afford reduced solid fractions 

and enhanced strength. The dealloying-produced architecture features a hierarchical network 

where two similar porosities are nested with different length scales, which was realized by the 
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dealloying of the precursor, deposition of the LN element, annealing to form an alloy, and re-

dealloying steps. For example, Zhen et al. [107] reported a strategy for the electrochemical 

dealloying of Ag-Au involving dealloying, annealing, and re-dealloying steps to generate NPG 

architectures containing two distinct channel sizes. This section describes how we simulate the 

re-dealloying of the coarsened nanoporous structures to demonstrate the capability of the model 

to predict the creation of porous structures with a structural hierarchy. Firstly, we use spinodal 

decomposition to obtain a bulk compositionally modulated model system with a similar 

structure to the nested network at the upper hierarchy level. In the spinodal decomposition 

model, the total free energy was formulated based on a solid ligament-liquid pore binary system: 

( )2sd ( )
2
ukF f u u dV = + ∇ 

 ∫    (5.12) 

where u is the volume fraction of the solid phase, f(u) is the local chemical free energy, and ku 

is the gradient term coefficient. f(u) is approximated by a double obstacle potential, that is f(u) 

= Wuu2(1−u)2, where Wu is the height of the potential barrier. Then the creation of porous model 

structure is governed by the Cahn-Hilliard equation:  

sd

u
u FM
t u

δ
δ

∂
= ∇ ∇

∂
   (5.13) 

The gradient energy coefficient and initial composition can be adjusted to generate the model 

system with different solid ligament fractions and sizes. Take Ag-Au as the model system, we 

considered u0 = 0.5 to obtain a porous structure with a well-defined pore size of L1~100 nm 
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shown in Fig. 5.6(a). The initial composition for the as-dealloyed alloy was set as c0 = 0.3. 

Because the nested structures combine porosity on distinctly different length scales, the 

interface thickness was assumed to be 10 nm to decrease computation cost. Fig. 5.6(b)−(c) 

shows that the initial pore structure remained intact; while a smaller porous structure with a 

pore size of L2 ~10 nm penetrating the porous structure at the upper level after the re-dealloying 

process in a 0.1 M HClO4. Thus, the hierarchical porous structure is reflected in a nested 

network with two geometrically similar ligament/pore structures featuring two separated length 

scales. The length scales of the pores at lower levels can be independently adjusted by 

controlling the dealloying parameters. The model parameters used in the simulations are listed 

in Table 5.1. 
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Figure 5.6 Simulated structure evolution of nested porous microstructures: (a) porous structure 

at the upper level via a spinodal decomposition; (b)−(c) structure evolution during the re-

dealloying in a 0.1 M HClO4 with ϕM = 1.2 V. 

Table 5-1 Parameters used in chapter 5 

 Parameter Value 

Interfacial energy density σ (J/m2) 1 

Interfacial thickness l (nm) 2 

Free-energy density curvature A (J/m3) 10 × 109 

Numerical constant a 2.94 [54] 

Normalized equilibrium concentration 

of Au in ϕpre 

pre
Au,ec  Au,0c  

Normalized equilibrium concentration 

of Au in ϕpor 

por
Au,ec  1 
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Normalized equilibrium concentration 

of Au in ϕelec 

elec
Au,ec  0 

Bulk diffusion coefficient of Au in ϕpre pre
AuD  (m2/s) 10−25 

Bulk diffusion coefficient of Au in ϕpor por
AuD  (m2/s) 10−25 

Bulk diffusion coefficient of Au in 

ϕelec 

elec
AuD  (m2/s) 0 

Surface diffusion coefficient of Au at 

the ϕM/ϕele interface 

Au
MD  (m2/s) 10−14 [12], [32] 

Surface diffusion coefficient of Au at 

the ϕpor/ϕele interface 

por
AuD  (m2/s) 10−18 [74], [75] 

Height of the potential barrier of 

spinodal decomposition system 

Wu (J/m3) 1.04 × 108 

Phase-field mobility  L (m3/J/s) 1× 107 

Gradient term coefficient ku (J/m) 6.01 × 10-10 
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Mobility in spinodal decomposition 

system 

Mu (m·s/kg) 4.1 × 10-24 

Phase-field mobilitiy parameter LM (m·s/kg) 2.2 × 10-9 

Reaction kinetic constant κM (/s) 2.08 × 10-8 

Electric conductivities of ϕelec ψelec (S/m) 1 

Charge-transfer coefficient  ρ 0.7 

Ideal gas constant R (J/mol/K) 8.314 

Absolute temperature T (K) 298 
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Chapter 6 CONCLUSIONS AND SUGGESTIONS FOR 

FUTURE WORK 

6.1  CONCLUSIONS  

Dealloying is well-known as a material failure phenomenon in corrosion protection. It has 

recently attracted growing interest because it has proven highly efficient and controllable in 

producing interesting NPMs. This necessitates further study of the process to achieve a deeper 

understanding of the underlying mechanisms. Although tremendous efforts have been devoted 

to synthesizing various nanostructured materials and characterizing properties, many important 

fundamental problems are associated with the evolution of topological porosity. Accordingly, 

the purpose of this research was to explore the corrosion dealloying process. This work aimed 

to develop and implement computational models based on the PF formulation to approximate 

the surface morphology, study the details of surface chemistry, and determine the important 

underlying factors during the dealloying process. Firstly, we presented a formulation of the 

MPF model for approximating the chemical dealloying process. Secondly, a MPF was 

developed that could explicitly incorporate the effect of the applied electropotential. Thirdly, 

we demonstrated the applications of the PF model for simulating hierarchical porous structures. 

The important contributions of this work are summarized below: 

Firstly, a MPF model was developed to study the evolution mechanisms and kinetics of porous 

structures during the chemical dealloying of binary alloys. This work developed a MPF model 
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to demonstrate that a nucleation-growth mechanism can explain the formation of nanoporous 

structures under chemical attack. The nucleation of the porous phase is controlled by a noise 

term, scaled by the phase transformation driving force to account for the heterogeneous 

nucleation. At the growth stage of the porous structure, the model focuses on two major 

interface-related processes: corrosion of the LN element and surface diffusion of the MN 

element. The simulation results demonstrate that the interplay between the LN dissolution and 

MN diffusion determines the dealloying kinetics and morphology of the porous structure. The 

parameters affecting the interface processes, such as the chemical acid concentration, initial 

alloy composition, and surface diffusion coefficient, are demonstrated as the key factors 

controlling the morphology evolution of the dealloyed structure, which mirrors the 

experimentally observed behaviors. We also demonstrated the capability of this model to 

determine the content thresholds (parting limits) for porous structure formation. 

Secondly, a MPF model was developed to simulate the morphological evolution of porous 

surfaces during the electrochemical dealloying of binary alloys. The governing equations for 

the alloy-porous cluster-electrolyte system account for the Butler-Volmer electrochemical 

reaction and are consistent with the classical nucleation theory. The simulation results imply 

that the electrochemical dealloying of Ag-Au alloy is dominated by the coupling of the 

electrochemical reaction of Ag with the surface diffusion of Au. The governing equations 

naturally reveal the fundamental mechanisms by which the electropotential and precursor 

composition affect the structure of a dealloyed material. 
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Thirdly, a MPF model was proposed for alloys with complex structures during dealloying. The 

simulation results showed that the dealloying of a precursor with an inert phase can generate a 

dealloyed structure comprising a porous matrix and compact embeddings. The model also 

predicted that the etching near defective sites is faster than that in the matrix. The results are in 

good agreement with those obtained in experiments. The formation of the bimodal porous 

structure was also presented via the dealloying of a dual-phase binary alloy composed of a solid 

solution and intermetallics, or two types of intermetallics. This model also enables the 

prediction of porous structures with hierarchical nested networks, featuring several relevant 

length scales and enhanced strength and stiffness. 

6.2  IMPLICATIONS FOR FUTURE WORK 

This research developed a MPF model to probe corrosion-controlled dealloying kinetics in 

metallic materials. Significant progress was made in understanding and predicting porous 

structure evolution during the dealloying process in this work. Quantitative agreements with 

experiments were also obtained using the proposed MPF models, which is extremely 

encouraging. Further refinement of the proposed models to include the effect of the passive film 

and study some complex dealloyable systems and other porous evolution processes is possible. 

As increasing numbers of studies have been conducted on novel porous metals and composites, 

we expect to extend our proposed model to the following issues meriting further studies. 
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1. While the PF models proposed here represent an improvement in understanding 

corrosion-controlled dealloying kinetics and predicting microstructure evolution, they 

are insufficient to include the effects of some complicating factors such as mechanical 

stress. Two important features accompany the dealloying process (chemical or 

electrochemical): the volume shrinkage and crack formation occurring in the dealloyed 

NPMs, affecting the mechanical properties of NPMs and their practical applications. It 

is suggested that the residual stress in the precursor, capillary force, and coherency 

stresses between the precursor and the dealloyed structure may be responsible for the 

crack formation.  

2. Besides conventional aqueous acid or alkali solutions, researchers considered neutral 

solutions as electrolytes to obtain porous structures with small pore sizes and larger 

surface areas to avoid difficulties in handling and disposing of corrosive solutions. The 

dealloying process in a neutral solution is a complex process involving the formation of 

surface oxide (passive film), which may affect the mobility of MN elements. Due to the 

possible presence of surface oxides, the proposed models may require an additional 

order parameter to consider the formation and growth of surface oxides.  

3. Perhaps the most promising application of the multi-phase models is simulating the 

electrochemical anodization of metals in solutions, which can produce anodic metal 

oxides with self-organized nanopores or nanotubes, such as the highly ordered porous 

anodic aluminum oxide (AAO) and titanium oxide nanotubes. The high regularity of 
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these nanostructures and the ability to tune the pore/tube dimensions based on physical, 

electrical, and chemical parameters have stimulated much interest in applying them to 

a wide range of materials technologies, such as photocatalysts and solar cells, and as 

templates for nanostructures. Although experimental and theoretical studies have 

identified many aspects of the chemical reactions and transport processes during 

anodization, the mechanism for pore initiation on AAO remains unclear. None of the 

models can predict realistic and quantitative 3-D morphological evolution of AAO 

nanopore structures from nucleation to steady-state growth against experimental 

observations. 
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APPENDICES 

APPENDIX A: ELECTROCHEMICAL CORROSION KINETICS  

According to the electrochemical reaction rate theory [89], for a general half-cell reaction 

R O + en −


,  (A1) 

where R(O) represents the chemical formula of the reduction state (or oxidation state), n is the 

transferred charge number, and r (the reaction rate) is given by 

( ) ( )ex ex
t 1 t 2

0 = exp( ) exp( )r k
RT RT

µ µ µ µ − − − −
 −
  

, (A2) 

where k0 is the reaction constant, and µ1, µ2, and ex
tµ are the chemical potential of the reduction 

state, the chemical potential of the oxidation state, and the excess chemical potential of the 

transient state, respectively, and are expressed as: 

1 1 1 = lnRT aµ µΘ+ ,  (A3a) 

( )2 2 2 M = lnRT a nFµ µ ϕ ϕΘ+ + − ,  (A3b) 

and 

( )( )ex
t t 1 2 M = ln (1 )RT r nFµ ρµ ρ µ ϕ ϕΘ Θ+ + − + −  (A3c) 

where 1µΘ   and 2µΘ   are the standard chemical potential of the reduction state and the 

oxidation state, respectively; a1 and a2 are the activity of the reduction state and the oxidation 
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state, respectively; ϕ and ϕM are the electrolyte and electrode potential, respectively; rt is the 

activity coefficient of the transient state; and ρ is the symmetry factor. Substituting Eq. (A3) 

into Eq. (A2) gives 

( ) ( )( ) ( )( )1 2 M 1 2 M0
1 2

1
 = exp ln + exp ln

t

F Fkr a a
r RT RT

ρ µ µ ϕ ϕ ρ µ µ ϕ ϕΘ Θ Θ Θ    − − − − − − − −
    − +

        

  (A4) 

Thus, for the dissolution of Ag shown in Eq. (1), a dilute solution is assumed (a* = c*), and the 

reaction rate can be expressed as follows: 

( )
+ +

Ag
Ag Ag Ag

ln + 1
 = exp exp

RT a
r c

RT RT
ρ ρκ

→

 − Λ  − Λ −    
    

 (A5) 

In Eq. (A5), 
0 t = k rκ  is the reaction coefficient, and RTlnaAg and ( ) +M Ag

 = F ϕ ϕ µΘΛ − −  

are the concentration and activation driving force, respectively. Based on the definition of 

activity in [89] and 1 Ag Ag,0 = c cφ , the activity of Ag has the form of 

( )int chem Θ
Ag Ag int ini

Ag

ln  =  = +V
f f dV

RT a
C

δ
µ µ µ

δ

+
−∫ , (A6a) 

with  

( )( ) 2
1 1 1 1 Θ

int Ag
ref Ag,0

1 1 2W
C c

φ φ φ ε φ
µ µ

− − − ∇
= − ,  (A6b) 

and 

( ) ( )ini Ag Ag,0
ref ref

 = 1 2 1 2c c
C C
α αµ − ≈ −   (A6c) 
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By substituting Eq. (2) into Eq. (A6a), the concentration driving force can be divided into two 

parts, µint, and µini, which correspond to the effects of the interfacial energy and the alloy 

composition, respectively. Due to the homogeneity of the precursor, we use the initial average 

alloy composition (cAg,0) to describe the effect of the alloy composition, as shown in Eq. (A6c). 

As int RTµ 
, a first-order approximation of the Taylor expansion can be used to rewrite the 

dissolution rate in Eq. (A5) as  

( ) ( ) ( )

( )

+

+ +
int int

+

Ag Ag int
0 0Ag Ag Ag Ag

int

ini
int Ag

+ 1
exp exp

RT RT

r
r r

RT RT

L c
RT RT

µ µ

µ
µ

µ ρ ρµ κ

→
= =→ →

∂
≈ +

∂

 − Λ  − Λ = × + −    
    

, (A7a) 

with 

( )ini + 1
 = expL

RT RT
µ ρκ  − Λ 

      
  (A7b) 

APPENDIX B: PARAMETERS USED IN CHAPTER 4 

The standard chemical potential 

According to the Nernst equation, the equilibrium potential for reaction (B1) can be expressed 

as follows:  

2 1 2
eq

1

 = ln aRT
nF nF a

µ µϕ
Θ Θ  −

+  
 

  (B1) 

For the dissolution of Ag, the equilibrium potential is 0.8 V, thus   = 77.2 kJ/mol, 

assuming that  =  = 0 kJ/mol and ignoring the effect of concentration. 

+
Θ
Ag

µ

Θ
Agµ Θ

e
µ −
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The charge transfer coefficient 

The charge transfer coefficient (ρ) characterizes the symmetry of electrochemical reactions of 

precursors with the same initial composition, and can be calibrated by rearranging the classical 

Butler–Volmer equation and ignoring the cathode reaction in a half-cell reaction. This is 

expressed as  

( )
1

1 2
2M M

=1 ln iRT
i

ρ
ϕ ϕ

 
−  

−  
,  (B2) 

where i1 and i2 are the current densities corresponding to the applied potential 1
Mϕ  and 2

Mϕ , 

respectively. By using the experimentally measured current density versus potential curve [94], 

ρ is evaluated as 0.7.  

The thermodynamic constant 

For an Ag–Au alloy, it has been experimentally observed that the required potential to reach the 

same dissolution current nearly increases by an average of 0.1 V for each 0.05 increase in cAg,0 

[94]. Thus ( ) ( ) ( )2 1 9 3
ref 2 1 Ag,0 Ag,0 = 0.5 1  = 6.56 10 J mC F E E c cα ρ− − − − × . 

The electrochemical reaction constant 

By assuming that the species concentrations and electropotential are constant, the following 

expression for the migration velocity of the alloy–electrolyte interface or the dealloying front 

in a one-dimensional steady-state situation can be derived: 

( ) ( )
+

Ag,0 ref

Ag
ref Ag,0

1 2 + 1
exp exp

c Clv c
C c RT RT

α ρκ ρ  − − Λ − Λ   = −       
 (B3) 
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Hence, κ = 1.4 × 10−5 mol/(m3 s), where cAg,0 = 0.7, ϕM = 1.2 V, and v = 4 × 10−10 m/s. 
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NOMENCLATURE 

The nomenclature for this thesis is provided in separate tables for each chapter. Some symbols 

represent different parameters in different chapters. 

 

NOMENCLATURE IN CHAPTER 3 

cAg Molar fraction of silver k0 Reaction constant 

R Ideal gas constant energy T Absolute temperature 

F Faraday constant G Reaction activation energy 

c0 Initial Au compositions ca Nitric acid solutions  

ϕi  Order parameters cAu Molar fraction of gold 

ε Gradient energy coefficient W Potential well height 

σ Interfacial energy density l Interface thickness 

chem
if  Chemical free-energy density of 

phase 

Ag
ic  compositions of Ag in ϕi 
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fchem Chemical free-energy density hi Interpolation function  

Au
ic  compositions of Au in ϕi L Kinetic interface parameter 

Au,e
ic  Normalized equilibrium 

concentrations of Au in ϕi 

Ag,e
ic  Normalized equilibrium 

concentrations of Ag in ϕi 

 

Ag
iD  Bulk diffusion coefficient of Ag 

in ϕi 

Au
iD  Bulk diffusion coefficient of Au in 

ϕi 

 Surface diffusion coefficient of 

Ag 

s
AuD  Surface diffusion coefficient of Au 

I0 Numerical constant a Nucleation prefactor 

A Free-energy density curvature B Freedensity curvature 

Ωi Grand potential of phase ϕi 2φξ  Thermal fluctuations in the 

interfacial layer 

ξ0 Strength of the fluctuations. ∆Ω23 Chemical driving force  

s
AgD
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p
Auc  Peak concentration of the Au 

element  

v Dealloying velocity  

G0 Activation energy parameter k1 Activation energy parameter 

λ Ligament spacing   
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NOMENCLATURE IN CHAPTER 4 

R Ideal gas constant energy T Absolute temperature 

F Faraday constant ck Dimensionless concentration 

of component k 

ϕi Order parameters Cref Reference concentration 

Ck Molar concentration of 

component k 

σ Interfacial energy 

ϕ Electrostatic potential; l Interfacial thickness 

ε Gradient energy coefficient  felec Electrostatic energy density 

nk Charge number of component k fchem Chemical free-energy density 

a Numerical constant. µΘ
∗  Standard chemical potential 

cAg,0 Alloy’s initial Ag concentration 
Au

if  Free energy density of Au in ϕi 
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A Free energy curvature Au,e
ic  Dimensionless equilibrium 

concentration of Au in ϕi 

v Simulated dealloying front 

propagation  

i Experimental current density 

M Molar mass of Ag J Corrosion flux of Ag into the 

electrolyte per unit time and 

per unit area 

ρAg Density of Ag  VAg-Alloy Volume fractions of Ag in the 

alloy 

VAg-NPG Residual Ag in the dealloyed 

nanoporous structure 

ϕM Applied potential 

Ec Electropotential threshold  cAg,0 Precursor composition 
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NOMENCLATURE IN CHAPTER 5 

ϕi Order parameters CN Concentration of component k 

CN Molar concentration of 

component N 

Cref Reference concentration 

cN Dimensionless concentration of 

component N 

fgra Gradient free-energy density 

fchem Chemical free-energy density felec Electrostatic energy density 

nk Charge number of component k ε Gradient energy coefficient  

l Interfacial thickness σ Interfacial energy 

ϕ Electrostatic potential a Numerical constant 

R Ideal gas constant energy T Absolute temperature 

kµΘ  Standard chemical potential of 

ion species k 

B

if  Free energy density of B in ϕi 
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'f  Free energy curvature B
ic  Dimensionless concentration 

of B in ϕi 

B,e
ic  Dimensionless equilibrium 

concentration of B in ϕi 

cA,0 Initial A concentration in the 

alloy 

k0 Reaction constant ρ Charge transfer coefficient 

∆μ Activation overpotential F Faraday constant 

Mµ  Effect of phase composition of 

phase M 

a∗ Activities of reactants and 

products 

LM Phase-field mobilitiy parameter κM Reaction kinetic constant 

int
Mµ  Driving force from the interface 

energy 

Λ Driving force from the applied 

electropotential 

ϕap Applied potential r Random number 

I0 Nucleation prefactor. ζ0 Fluctuation intensity 
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MB Diffusion mobility B
iD  Diffusion coefficients of B in 

bulk phases coefficient at the 

ϕM/ϕele and ϕpor/ϕele interface 

B
MD  Diffusion coefficient of B at the 

ϕM/ϕele interface 

por
BD  Diffusion coefficient of B at 

the ϕpor/ϕele interface 

ψi Electric conductivity for each 

phase 

Fsd Total free energy of spinodal 

decomposition system 

u Volume fraction of the solid 

phase 

Wu Height of the potential barrier 

of spinodal decomposition 

system 

ku Gradient term coefficient Mu Mobility in spinodal 

decomposition system 
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