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Abstract 

The aim of this research is to develop efficient techniques for face 

recognition with a large face database. In practice, the number of faces in a 

database may range from hundreds to several tens of thousands. As a result, 

many problems need to be considered when developing a practical human face 

recognition system. One of these problems is the required search time for a 

human face in the large database. To reduce the search time, an efficient 

indexing and retrieval algorithm is required. In this thesis, efficient and 

accurate face recognition techniques based on a 3-D face structure and the 

optimal selection of Gabor features will be investigated for a large human face 

database. 

In this thesis, a new algorithm is proposed to derive the 3-D structure of a 

human face from a group of face images under different poses. Based on the 

corresponding 2-D feature points of the respective images, their respective 

poses and the depths of the feature points can be estimated based on 

measurements using the similarity transform. To accurately estimate the pose of 

and the 3-D information about a human face, the genetic algorithm (GA) is 

applied. Our algorithm does not require any prior knowledge of camera 
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calibration, and has no limitation on the possible poses or the scale of the face 

images. It also provides a means to evaluate the accuracy of the constructed 

3-D face model based on the similarity transform of the 2-D feature point sets. 

We have shown that our approach can be applied to face recognition such that 

the effect of pose variations can be alleviated. Experimental results show that 

our proposed algorithm can construct a 3-D face structure reliably and 

efficiently.  

Another approach to enhance the performance of face recognition in a 

large face database is the use of selective Gabor features. Gabor features have a 

good performance level for face recognition. However, the extraction of Gabor 

features at different centre frequencies and orientations is computationally 

intensive. An algorithm to extract and select the Gabor features for face 

recognition has been proposed. The Gabor features of the images are extracted 

using a simplified version of the Gabor wavelet; this can reduce the extraction 

runtime by 30% compared to using original Gabor wavelets. As the responses 

of the Gabor wavelets are strongly related to those edges that are perpendicular 

to the wave vectors, edge detectors with different orientations are employed. To 

further reduce the recognition runtime, the size of the database can be 

decreased so that the number of comparisons between the query image and 
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each model image can be reduced. Experimental results show that the 

recognition rate can be maintained with a faster processing time.  
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Chapter 1 : Introduction 

The objective of this chapter is to introduce the issues to be considered for 

face recognition with a large human face database. In this research, the 

structures of 3-D face models, the selection of Gabor features and an indexing 

scheme will be investigated. Therefore, a general concept of human face 

modeling, the Gabor features which are used for face recognition will first be 

introduced. We will also address the originality and the organization of this 

thesis. 

1.1  Problem Statement 

Some work was done on facial profile-based biometrics in 1888 [27]. 

However, the earliest work on face recognition can be traced back at least to the 

1950s in psychology [34] and to the 1960s in the engineering literature [109]. 

In the 1970s, research on automatic machine recognition of faces was started 

[88], [64] and [100]. However, research on face recognition technology has 

grown significantly since the early 1990s. There were several reasons for this, 

including an increase in emphasis on civilian/commercial research projects, the 

availability of real-time hardware, and the increasing need for 

surveillance-related applications, etc. Nowadays, an automated face recognition 
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system that performs the functions of face detection, verification and 

recognition has a wide rage of applications, such as identity verification, access 

control, face-based video indexing/browsing, security surveillance, and 

human-computer interaction [88], [97], [2].  

In practice, the size of a face database used may range from hundreds to 

several tens of thousands. Many problems have therefore to be considered 

when developing a practical human face recognition system. This thesis focuses 

on indexing and retrieval from a large human face database. An efficient 

indexing structure can greatly reduce the search time for a human face in the 

large database. The efficient and accurate face recognition techniques in the 

large human face database investigated in this thesis are based on the 3-D face 

structure and the optimal selection of Gabor features. However, the generation 

of a realistic and accuracy 3-D human face model is one of the most 

challenging and difficult problems in computer graphics. On the other hand, the 

Gabor features have a good performance level for face recognition, but 

extracting Gabor features at different centre frequencies and orientations is 

computationally intensive. For face recognition with large face databases, the 

number of Gabor wavelets (GWs) to be used should be as few as possible so as 

to reduce the feature dimensionality while maintains their discriminant power.  
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1.2  Motivation 

1.2.1 3-D Face Model Reconstruction 

Many face recognition methods have been developed over the past few 

decades. Most of those based on frontal-view images without expression and 

under controlled lighting can achieve a reasonably high performance level [88], 

[113], [110], [94]. However, face recognition techniques based on 2-D images 

are strongly affected by the variation in pose, which are the primary source of 

difficulties in face recognition. The performance of face recognition algorithms 

suffers dramatically when a large variation in pose is present in a query image, 

especially when training data have few non-frontal images. A sensible way to 

improve the recognition performance for the face images under arbitrary poses 

is to use multiple training images under different poses. However, face images 

under different poses may not be available in some applications, and the use of 

multiple face images will greatly increase the size of a database and the 

computation required for matching. Various 3-D deformable models [74], [1], 

[22] have therefore been applied for pose-invariant face recognition. 

An accurate way to construct a 3-D face model is by the laser scanners. 

When the 3-D structure of a face is available, the process of reconstructing a 
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3-D scene and the recovery of the depth information given a set of human face 

images has been investigated. Some of these systems, such as the C3Dtm1 or the 

Cyberwaretm scanners, are commercially available. However, these laser 

scanners are expensive, and the data is usually noisy. In addition, the scanning 

time of a face and a body is approximately 5-20s, and the subject must remain 

stationary.  

Since the cost of computers, digital cameras and video cameras is 

relatively low, producing the 3-D human face models directly from a sequence 

of 2-D images are become of great interest. Some research has been conducted 

in this area. For example, structure-from-stereo [80], [107], [32], [41], [124], 

[43], [59] and structure-from-motion [76], [102], [103], [13], [44], [111], [15], 

[90] are two common existing methods to recover 3-D coordinates from 

multiple 2-D images. However, the accuracy of the constructed 3-D face model 

cannot be evaluated because the 3-D human face structure is usually unknown. 

In order to perform human face modeling, efficient algorithms that can 

construct the corresponding 3-D face model are indispensable. The 3-D 

information about a human face can be used for face recognition so that a more 

accurate recognition can be achieved. 
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1.2.2 Gabor Features Extraction and Selection  

A face recognition methodology includes representation and classification 

issues. A good representation method should require minimum manual 

annotations. GWs are similar to the 2-D receptive field profiles of the 

mammalian cortical simple cells, and exhibit desirable characteristics of spatial 

locality and orientation selectivity. The visual neurons optimize the general 

uncertainty for resolution in space, spatial frequency, and orientation. Since the 

Gabor filters have similar characteristics to the visual neurons of the human 

visual system, they allow for a good image feature representation. The 

biological relevance and computational properties of the GWs for image 

analysis have been described in [36], [37], [38]. To extract the Gabor features, 

the GWs are applied to the whole image through a convolution, resulting in 

Gabor filtered images [1], [51]. The effect of filtering an image is to break 

down image content into different scales, locations, and orientations to allow 

discriminative features to be extracted for classification. Okajima [48] derived 

Gabor functions as solutions for a certain mutual-information maximization 

problem. It shows that the Gabor receptive field can extract the maximum 

information from local image regions. In [47], the top two performers in the 

2004 International Face Verification Competition used GWs to extract features 
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from images. This showed that GWs play an important role in face recognition.  

Although the GWs have a good performance record for face recognition, 

the feature extraction of all possible orientations and scales at every pixel in an 

image is computational intensive. For face recognition applications, 40 Gabor 

filters (5 scales and 8 orientations) are usually used to convolve a face image, 

and therefore the dimension of the feature vectors extracted is incredibly large. 

For example, an image of size 64×64 will result in a feature vector of 

dimension 163,840 when 40 Gabor filters are used. As a result, when GWs are 

used for face recognition, the number of wavelets should be as small as 

possible. A GWs can give a maximal response at an image location which has a 

similar orientation and scale. In order to find an efficient and effective 

representation, a subset of image locations will be selected. In each selected 

image location, only some specific GWs will be chosen as the Gabor features 

for classification. 

1.2.3 Indexing and Retrieval from Large Face Databases  

The storage requirement of digital information becomes more and more 

since more applications using the digital information have been developed. 

Human face recognition is one kind of these applications. In practice, the 

number of face images in a database may range from hundreds to several tens 
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of thousands. Many problems have been considered when developing a 

practical human face recognition system. Thus, an efficient indexing and 

retrieval scheme is required to make this application practically.  

In a face recognition system, the features for each human face have 

already been extracted and store them in the face database. When a query 

image inputs, the same type of features are also extracted and then compared 

with the features in the face database. To recognize the human face, the feature 

distances between the query image and the database images are computed. The 

database image corresponding to the minimum distance is the same subject as 

the query image. However, the computation of all the feature distances between 

the query image and the database images is too expensive. If the number of 

face images in the database can be reduced, the runtime required for face 

recognition can also be reduced.  

1.3  Statements of Originality 

The following contributions reported in this thesis are claimed to be original. 

1. An efficient 3-D face reconstruction method is proposed. In our approach, 

a multiple of face images under different poses of the same subject are 

used to construct a 3-D face model. The structure of the 3-D face model is 

derived by minimizing the feature-point distance between the projected 
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3-D face model and a 2-D training face image which is measured by the 

similarity transform. 

2. The measurement of the accuracy of the constructed 3-D face model based 

on the similarity transform is also suggested. After constructing a 3-D face 

model, it can be compared to their corresponding training face images by 

using the Levenberg-Marquardt method to optimize the similarity distance 

between the face model and the respective face images.  

3. Having constructed a group of face models, the 3-D face database based 

on the 3-D face structure can be developed. Hence, in addition to the 

conventional 2-D face recognition techniques, the 3-D information can 

also be considered. The face recognition system can extend the 2-D-to-2-D 

point set matching technique to the 2-D-to-3-D point set matching. This 

provides additional discriminant information that does not exist in the 2-D 

images.  

4. A novel Gabor features selection and extraction method is proposed. Since 

the responses of the Gabor wavelets are strongly related to these edges 

which are perpendicular to the wave vectors, the oriented edges images are 

used to select the Gabor features. In the meantime, the Gabor features of 

the images are extracted using a simplified version of the Gabor wavelet; 
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this can save about 30% extraction time compared to using the original 

Gabor wavelet. 

5. The method to construct a condensed database based on the vantage object 

and the Gabor features is also proposed. Therefore, the runtime required 

for face recognition can be further reduced because the number of the face 

images considered in the database is decreased.  

1.4  Organization of the Thesis 

The thesis is organized as follows: 

There are two sections in Chapter 2. The first section gives a brief review 

of the current 3-D reconstruction and 3-D face modeling techniques for face 

recognition. In this part, multiple view geometry and some well-known 3-D 

construction techniques - structure-from-stereo and structure-from-motion - are 

described. After that, some 3-D face reconstruction and 3-D face recognition 

techniques are reviewed. The second section is a review of the face recognition 

techniques based on Gabor features. In this section, some methods for Gabor 

features selection and extraction are presented. 

Our proposed 3-D face reconstruction approach will be described in 

Chapter 3. In our proposed algorithm, three or more face images of the same 

subject under different poses are used to construct a 3-D face model using the 
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similarity transform. In the measurement, the 3-D face model is adjusted to the 

poses of the 2-D face image to be compared by the genetic algorithm (GA). In 

the meantime, the depths of some facial feature points are computed. The 

similarity transform can also be used to measure the accuracy of the 

constructed 3-D face model and 3-D face recognition.  

Chapter 4 describes our proposed Gabor features selection method for 

face recognition in large face databases. The Gabor features are selected based 

on the oriented edges images. In the meantime, the Gabor features of the 

images are extracted by using the simplified Gabor wavelet; this can reduce the 

extraction runtime by 30% compared to using the original Gabor wavelets. The 

runtime required for face recognition can be further reduced by constructing a 

condensed database based the vantage object structure and the Gabor features. 

Finally, the conclusion of our work is given in Chapter 5, and some 

suggestions have been provided for further development.  
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Chapter 2 : Literature Review 

In this chapter, we will first give a brief survey of the current literature in 

3-D reconstruction and 3-D face modeling for face recognition. Multiple-view 

geometry and some well-known 3-D construction techniques will be introduced. 

In addition, some 3-D face recognition techniques will be described. Then, a 

review of face recognition techniques based on Gabor features will be 

presented. Methods for the selection and extraction of Gabor features for face 

recognition are also reviewed. 

2.1  3-D Reconstruction 

3-D reconstruction refers to the 3-D structure inferred from 2-D images. 

Because of the image formation process of a camera, the 3-D structure of the 

objects in an image is lost. Structure-from-stereo [80], [107], [32], [41], [43], 

[124] and structure-from-motion [76], [102], [103], [13], [44], [15], [90], [121], 

[71] are two popular approaches for recovering 3-D structure from digital 

images since they do not need any special hardware for 3-D reconstruction. 

Before reviewing these two common approaches and 3-D face recognition, 

some basic concepts such as camera models, coordinate systems and camera 

calibration are illustrated first. 
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2.1.1 Camera Models 

A camera is a device which maps the 3-D world to a 2-D image. The 

camera models can be categorized into two major classes: models with a centre 

“at infinity” and cameras with a finite centre. These two camera models 

correspond to two projection models: the orthographic model and the 

perspective model. The perspective projection model is a realistic model of the 

imaging process, whereas orthographic projection is far easy-to-solve models 

that are applicable in some simple cases. The orthographic projection model is 

employed primarily because it uses mathematically tractable equations. It is a 

reasonable approximation of objects that have a small field of view and whose 

distance does not change dramatically.  

Figure 2.1 shows the orthographic projection model, in which the 

projection lines are parallel to each other and the principal ray. In order to 

determine how 3-D objects in the world appear in 2-D camera images 

geometrically, three different coordinate systems - the world coordinate system, 

the camera coordinate system and the image coordinate system - are defined to 

represent these objects. The world coordinate system is a fixed, 3-D frame of 

reference for representing 3-D objects and scenes in the world. The camera 

coordinate system is another 3-D coordinate system but it corresponds to the 
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camera’s location and orientation. The third coordinate system is the image 

coordinate system, which is a frame of reference for the pixel coordinates of a 

2-D camera image. Orthographic projection considers the mapping between a 

point in space with coordinates Xc=(Xc, Yc, Zc)
T and the point xp=(xp, yp)

T on the 

image plane. The projection equation can be rewritten as:  

  Cp Xx ⎥
⎦

⎤
⎢
⎣

⎡
=

010

001
.      (2.1)  

 

Figure 2.1: Orthographic projection. 

Figure 2.2 shows the pinhole camera model [26] which corresponds to the 

perspective projective. The intensity of an object is formed on the camera’s 

image plane through perspective projection. The camera is represented as a 

small hole through which light travels. In other words, all projection rays from 

the camera intersect at the camera centre.  
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Figure 2.2: The pinhole camera model. 

Let the centre of projection C be the origin of the Euclidean coordinate 

system, and the image plane Z=f, where f is the focal length of the camera. The 

pinhole camera model considers the mapping between a point in space with 

coordinates Xc=(Xc, Yc, Zc)
T and the point on the image plane. The line joins the 

point O to the centre of projection, which meets the image plane. By using 

similar triangles, the mapping between the point (Xc, Yc, Zc)
T and the 2-D point 

(fXc/Zc, fYc/Zc, f) T on the image plane can be computed. The line from the 

camera centre perpendicular to the image plane is called the principal ray, 

which intersects the image plane at the principal point p. 

In general, points in space are expressed in world coordinate system. Let 

XW be a point of an inhomogeneous 3-D vector in the world coordinate system, 

and the corresponding point in the camera coordinate system is denoted as XC, 

then the mapping can be written as )
~

( CXX WC −= R , where C
~

 is the camera 

centre location in the world coordinate system, and R is a 3×3 orthogonal 

rotation matrix representing the orientation of the camera coordinate system. 
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The inhomogeneous coordinates can be written as: 

CXX WC
~

RR −= .       (2.2) 

The parameters of R and C
~

 which are related to the camera orientation and 

position in a world coordinate system are called the extrinsic camera 

parameters.  

c

c

c

Camera Coordinate SystemWorld Coordinate System
 

Figure 2.3: The Euclidean transformation between the world and camera coordinate frames. 

If vectors are used to represent the points in the camera coordinate system 

and the image coordinate system, then central projection between linear 

mapping and their inhomogeneous coordinates can be expressed in matrix form 

as: 

CX
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

=
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

100

00

00

1

f

f

fY

fX

C

C

.      (2.3) 

Generally, the principal point is located at (px, py), as shown in Figure 2.4.  
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Figure 2.4: Image and camera coordinate system. 

The mapping between a 3-D location (XC, YC, ZC)T and the 2-D image plane is 

Tp
Z

Y
fp

Z

X
fTZYX y

C

C
x

C

C
CCC ),(),,( ++= .        (2.4) 

This equation can then be further expressed as  

CX
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

=
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

+
+

100

0

0

y

x

C

CC

CC

pf

pf

Z
ypZfY
xpZfX

.       (2.5) 

Let K be the matrix 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

=
100

0

0

y

x

pf

pf

K .       (2.6) 

The projection equation can be rewritten as  

Cp Xx K= .       (2.7) 

The parameters in K are called the intrinsic camera parameters, which contain 

the internal orientation information. Combining (2.2) and (2.7), the following is 

obtained: 

Wp XCx
⎥⎦
⎤

⎢⎣
⎡=

~
|IKR .        (2.8) 

The term 
⎥⎦
⎤

⎢⎣
⎡ C

~
|IKR  is the camera projection matrix. However, it is more 
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common to transform the coordinate system as a rotation followed by a 

translation rather than the camera centre. (2.8) can be rewritten as 

[ ] Wp Xx tRK |= ,      (2.9) 

where t is the translation matrix.  

2.1.2 Camera Calibration 

The computation of the camera projection matrix is a pre-processing step 

for the 3-D reconstruction under perspective projection. Many methods have 

been proposed for camera calibration [16], [84], [122]. However, these methods 

generally depend on a priori information such as the focal length and the skew. 

An alternative method [23] is to compute calibrations based on the imaged 

objects (planar object). The camera projection matrix was recovered from a set 

of images obtained either from multi-view, i.e. using a number of cameras, or 

from a video sequence where the object is in motion. 

2.1.3 Structure-from-stereo 

Structure-from-stereo [80], [107], [32], [41], [43], [124] infers depth 

information from images captured from different viewpoints. Therefore, a 

single pair of images of the same object is taken by two cameras at different 

locations and orientations. Depth information of this object is inferred by some 
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computational techniques using the location offset between two images. The 

separation between the optical centres of the left and right cameras is called the 

baseline, and is usually created by a translation between the cameras’ optical 

centres horizontally.  

2.1.3.1 Stereo Geometry 

The geometrical relationship between two images is already known due to 

the fixed configuration of the stereo system. If both the intrinsic and extrinsic 

parameters of the cameras are pre-determined by camera calibration, the 

problem of the structure estimation can be solved using a simple procedure 

known as triangulation.  

In general, an object in the scene is represented with respect to a fixed 

world coordinate system or a fixed camera coordinate system, in which case the 

representation would differ from one camera to another if they have different 

positions or orientations. Therefore, the relationship between two camera 

coordinate systems in different cameras must be defined.  

Let XCL and XCR be the left and right camera coordinates of the same 

point XW in space, and RL, RR, tR and tL be the extrinsic parameters of the left 

and right cameras, respectively, such that 

LL tR += WCL XX  and RR tR += WCR XX .    (2.10) 
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XCR can be expressed as 

tR += CLCR XX              (2.11) 

where 1−= LRRRR  and RLLR ttRRt +−= −1 . 

2.1.3.2 Triangulation and Recovery of 3-D Coordinates 

As shown in Figure 2.5, let XCL’ and XCR’ be the unit vectors passing 

through xpL and xpR from the optical centers of two cameras, respectively. The 

objective of triangulation is to find the intersection between two vectors 

extrapolated from XCL’ and XCR’. Let KL and KR be the projective matrices for 

the left and right cameras. By applying the reverse of the projection on the 

homogeneous coordinates of xpL and xpR, then two vectors are: 

⎥
⎦

⎤
⎢
⎣

⎡
= −

1
1 pL

CL'
x

X LK  and ⎥
⎦

⎤
⎢
⎣

⎡
= −

1
1 pR

CR'
x

X LK .    (2.12) 

The extrapolated vectors may not intersect exactly because there may be some 

errors in feature extraction and camera calibration. As a result, Xw is estimated 

as the mid-point of the two lines orthogonal to both XCL’ and XCR’.  

 

Figure 2.5: 3D reconstruction by triangulation. 
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Figure 2.5 can be expressed in the left camera coordinate system as 

follows: 

)]XXXX CR'
T

CL'CR'
T

CL' tRctbRa −×=−− ([)( .   (2.13) 

(2.13) can be written as 

[ ] tR

c

b

a

tRR T
CR'

T
CL'CR'

T
CL' )XXXX =

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−×− ( .    (2.14) 

a, b and c are determined by solving (2.14).  

Let XCL’’ be the estimation of XCL which is the mid-point of aXCL’ and 

RT(bXCR’-t). Therefore,  

2

)( tbRa −+
= CR'

T
CL'

'CL'
XX

X .     (2.15) 

2.1.3.3 Epipolar Geometry 

Calibrating two views involves computing the epipolar geometry [59], 

[123]. As shown in Figure 2.6, suppose a point X in 3-D was imaged in two 

views, with point x in the first view and point x' in the second view. A typical 

stereo matching problem is to find the correspondence between x in one image 

and x' in another image. Both camera centres C and C', the points x, x', and X 

are coplanar, and this plane is called an epipolar plane. The line that connects 

the camera centres is called a baseline. The points e and e' where the baseline 

intersect the two views are called the epipoles. The lines connecting x, e and x', 

e' are the epipolar lines. Theoretically, every feature in the right image is a 

potential match candidate for every feature in the left image; this makes feature 
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matching be a large 2-D search problem. In order to solve the problem 

efficiently, the epipolar constraint can reduce the search problem to one 

dimension. From the definition of perspective projection, points C, x, and X are 

collinear and any point on this line between x and X projects as x in the first 

image. Therefore, the correspondence of x must lie on the projection of the line 

from x to X in the second image. Consequently, given the location of any 

feature point i on the left image, the search for the point’s correspondence can 

be narrowed along the epipolar line.  

 

Figure 2.6: Epipolar geometry. 

Epipolar geometry is the intrinsic projective geometry between two views. 

It is independent of scene structure. The only dependence is the internal camera 

parameters and the relative poses. Intrinsic geometry is encapsulated in the 

fundamental matrix, F, which is a 3×3 matrix of rank 2. A mapping is 

performed and the point X is imaged as x in the first image, and a 
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correspondence x' in the second image. Then, the image points satisfy the 

epipolar constraint, x'TFx = 0. Armangué and Salvi [111], Zhang [123] have 

given an overview up to 19 of the most widely used techniques for computing 

the fundamental matrix. Shapiro et al. [59] considered the affine epipolar line 

properties and solved the affine epipolar line equation, and then determined all 

the unknown camera motion parameters if the feature correspondences between 

two images were available. 

2.1.3.4 Advantages and Disadvantages 

In the approach of structure-from-stereo, if the geometry of the camera 

system is known and the error of the feature correspondences is small, the 

calculation will be quite simple. However, the calibration is usually fastidious 

and not very reliable. The results of triangulation are reasonably insensitive to 

errors when the baseline in a stereo system is large. However, a large baseline 

causes geometric distortion and occlusion.  

2.1.4 Structure-from-motion 

Structure-from-motion [76], [102], [103], [13], [44], [121], [15], [90], [71] 

infers the depth information from images captured at different time. Typically, 

the camera motion and the movement of the scene are two types of motion in 
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an image sequence. In this approach, the 3-D information about a collection of 

discrete structures, such as lines, curves and points, is recovered from a 2-D 

collection of such lines, curves and points. 2-D images are formed by 

projections from the 3-D world. Structure-from-motion recovers the original 

3-D information by inverting the effect of the projection process. Two 

well-known projection models are the perspective projection model and the 

orthographic projection model, which have been described in 2.1.1.  

2.1.4.1 Structure-from-motion under Orthographic Projection 

Lots of research has been conducted on determining the motion and 

structure of rigid moving objects under orthographic projection. Ullman [98] 

has proved that four point correspondences over three views yielded a unique 

solution to motion and structure. The 3-D shape and motion of an object can be 

recovered by linear methods of factorization methods. Classic linear methods 

are mainly based on least-squares minimization and eigen-values minimization.  

2.1.4.1.1 Linear method 

Let X1i=(X1i, Y1i, Z1i) and X2i= (X2i, Y2i, Z2i) be the 3-D coordinates of the 

ith point in an object at time T1 and T2, respectively. Also, let x1i=(x1i, y1i) and 

x2i=(x2i, y2i) be the image coordinates of the ith point in an object at time T1 and 
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T2, respectively. Then,  

tR += 1i2i XX ,       (2.16) 

where 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

=

333231

232221

131211

rrr

rrr

rrr

R  is a 3×3 rotation matrix and t is a 3-D translation 

vector. Note that, with orthographic projection,  

x1i = X1i, y1i = Y1i, x2i= X2i and y2i= Y2i, 

Rewriting (2.16), we have 
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⎦

⎤
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⎡
.     (2.17) 

Then, eliminating Zi by multiplying [r23 –r13] to both sides, (2.17) becomes 

0131132213223 =−+− iiii yrxryrxr .     (2.18) 

(2.18) shows that it is impossible to determine the motion and structure 

uniquely from two orthographic views no matter how many point 

correspondences are available. In fact, the number of solutions is uncountable. 

Huang and Lee [103] presented a linear algorithm to obtain the 3-D motion and 

structure parameters by using three images under different views. However, Hu 

and Ahuja [116] argued that when the object rotates around the optical axis, the 

motion can be uniquely determined in a two-view problem. However, this 

method does not consider structure estimation. In a three-view problem, Hu and 

Ahuja [116] refined the results that were followed by Huang and Lee [103]. 

Xirouhakis and Delopoulos [121] have proposed to extract the motion and 
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shape parameters of a rigid 3-D object by computing the rotation matrices via 

the eigenvalues and eigenvectors of appropriate defined 2×2 matrices, where 

the eigenvalues are the expressions of four motion vectors in two successive 

transitions. If more than four motion vectors per transition are available, a least 

squares estimation of the rotation matrices involved can be performed. 

2.1.4.1.2 Factorization method 

[52], [15], [63], [101] can calculate the structure and motion of an object 

from a sequence of tracked feature points using the factorization method. The 

input of this method is the 2-D coordinates of the tracked feature points, while 

the output is the 3-D coordinates of the points and the base vectors of the 

camera planes in all frames. Tomasi and Kanade [15] used the singular value 

decomposition (SVD) technique to factorize the measurement matrix into two 

matrices, which represent the object shape and the camera motion, respectively. 

Let N be the number of feature points in an object across F frames, xif=[xif, yif]
T 

be the 2-D image coordinates of the ith feature point at frame f, and Xi=[Xi, Yi, 

Zi]
T be the 3-D coordinates of the ith feature point of an object. Rewriting (2.16), 

the 2-D image coordinates can be written as follows: 

ff tR += iif Xx ,      (2.19) 

where Rf represents the first two rows of the rotation matrix with respect to 
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frame f, and tf be the 2-D offset.  

For all points in all the images, (2.19) can be written as 

SMW ⋅= ,      (2.20) 

where 

⎥
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⎥
⎥
⎥
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 is a measurement matrix, 
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matrix and 
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 is the shape matrix. 

The measurement matrix W is factorized to obtain the shape matrix S. The 

rank of W is reduced to three by the SVD. The rank of W is at most three 

because it is the product of the 2F×3 motion matrix M and the 3×P shape 

matrix S. This factorization is only determined up to a 3×3 linear 

transformation. The 3×3 non-singular matrix G can be inserted so that 

SGGMW
~~ 1−= . The estimated rotational matrix can be written as GMR

~~ = , 

where 

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
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=
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~
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⎥
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⎢
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⎢
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⎣

⎡

=
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M

M
~

1
~

~
M . 

A closed-from solution for G under orthography has been originally 

proposed by Morita and Kanade [101]. For orthographic projection, the base 

vectors in each frame are orthonormal. Therefore, there are three rotational 

constraints per frame.  
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where ifR
~

 is the ith row of fR
~

, ifM
~

 is the ith row of fM
~

 and i=1, 2.  
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calculated by the least squares solution of the over-determined system: 
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or briefly l=P-1c, where P-1 is the pseudo-inverse of P and p(a, b) is  

[ ]332332221331122111 ,,,,, bababababababababa +++ . 

The matrix G can be obtained by the eigen-decomposition of L. 

Morita and Kanade [101] modified [15] by using a covariance-like matrix 

instead of feature positions so that the size remains constant when the number 

of frame increases. The SVD is replaced by an updated computation of only 

three dominant eigenvectors so that the computational time can be reduced. Xi 

in [63] and Hajder in [52] improved the outliers by computing SVD using 

linear l1-norm regression and an iterative method, respectively.  

2.1.4.1.3 Advantages and disadvantages 

The computation is quite simple for the 3-D reconstruction based on 
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orthographic projection because intrinsic parameters are not considered in this 

case. However, the approximation of the affine camera model is not proper 

when the scene is close to the camera. The reconstruction methods based on 

this camera model yield distorted shapes due to the perspective effect. 

Therefore, perspective reconstruction of 3-D structure and motion has been 

considered. 

2.1.4.2 Structure-from-motion under Perspective Projection 

2.1.4.2.1 Linear method 

[13], [44], [90], [102] show a linear algorithm to obtain the 3-D motion 

and structure of a rigid body by observing the corresponding projected features 

at two different instants of time. Let X1i=(X1i, Y1i, Z1i) and X2i=(X2i, Y2i, Z2i) be 

the ith point of an object at time T1 and T2, and x1i=(x1i, y1i) and x2i=(x2i, y2i) 

represent the perspective coordinates of X1i and X2i onto the image plane. The 

rigid body motion equation is given as  

tR += 1i2i XX ,       (2.23) 

where R is a 3×3 rotation matrix and t is 3×1 translation vector. 

Let t’ be a non-zero vector which is collinear with t, taking its 

cross-product with both sides of (2.23), and then taking the inner product of 
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both sides with (x2i, y2i, 1), 

( )( )( ) 01,,'1,, 1122 =× T
iiii yxRtyx ,     (2.24) 

where t’×R=[t’×r1, t’×r2, t’×r3] and r1, r2 and r3 are the columns of R. Let E= 

t’×R, then (2.24) becomes 

( ) ( ) 01,,1,, 1122 =T
iiii yxEyx .          (2.25) 

Suppose there are N correspondences. Let 
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Then, (2.25) can be transformed into the over constraint linear equation for h 

0=Ah .       (2.26) 

The nine components vector h is found by using the least-squares method.  

E has two decompositions, t’×R and (-t’)×R. Note that E=[t’×r1, t’×r2, 

t’×r3]. Therefore, three columns span a 2-D space and three constraints are 

shown as follows: 

0=)(Erank ,        

'tE 2= , and        

0'=tET .       (2.27) 
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(2.27) can be solved by using the least-squares method for t’, and the 

value of the vector t’ can be obtained using the other constraints. Taking a 

cross-product with both sides of (2.23) by (x2i, y2i, 1),  

( ) ( )[ ] ( ) 0'1,,1,,1,, 2211221 =×+× tyxyxRyxZ T
ii

T
ii

T
iii .   (2.28) 

When Z1i<0, t has the same orientation as t’ or (-t’) if and only if 

( ) ( )[ ]T
ii

T
ii yxRyx 1,,1,, 1122 ×  has the same orientation as ( ) '1,, 22 tyx T

ii ×  or 

( ) '1,, 22 tyx T
ii ×− . It has the same orientation if and only if 
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n
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ii

T
ii

T
ii tyxyxRyx .   (2.29) 

Once the correct t’ is determined, the true R can be uniquely determined 

through E=t’×R,  

[ ] ( )EtEEEEEER ×−×××= '211332 ,   (2.30) 

where E=[E1 E2 E3]. 

2.1.4.2.2 Factorization method 

Perspective reconstruction of the 3-D structure and motion can be 

obtained using a factorization algorithm [7], [40], [65], [73], [83], [91], [95]. 

The factorization algorithm is used to recover the projective structure and 

motion from the image measurements. The factorization technique for 

structure-from-motion was introduced by Tomasi and Kanade [15] for 

orthographic reconstruction and Poelman and Kanade [8] for the 
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weak-perspective reconstruction of rigid structures. Sturm [83] and Triggs [7] 

showed that by scaling the projective depths in the image measurements, full 

perspective reconstruction could be achieved using the factorization technique. 

The projective depths can be recovered using the pair-wise constraints among 

images. [95], [65] used the subspace constraints in the entire set of 

measurements to recover the projective depths more reliably. 

Let N be the number of feature points in an object across F frames, and Pf 

be the unknown 3×4 image projection matrices, xfi=[xfi, yfi, 1]T be the 2-D 

homogeneous coordinates of the ith feature point at frame f, and Xi=[Xi, Yi, Zi, 

1]T be 3-D homogeneous coordinates of the ith feature point of an object. The 

basic image projection equation is  

ifi Xx ffi P=λ .      (2.31) 

λfi are the unknown scaling factors called projective depths. The complete set of 

image projections can be written as  
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The 3N×F rescaled measurement matrix W has a rank of at most 4. The 

projective depths can be recovered from fundamental matrices and epipoles. 

Once the projective depths are obtained, the rescaled measurement matrix W 
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can be factorized by the SVD. Since W has a rank of at most 4, only the first 

four columns of U and first four rows of V are needed.  

'U'DVW = ,      (2.33) 

where U’ is 3F×4 and V’ is 4×N. Any factorization of D into two 4×4 matrices 

D’ and D’’ and D=D’D’’,  
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2.1.4.2.3 Advantages and disadvantages 

The structure estimated using two frames is very sensitive to noise. Using 

sequence of images can combat this problem. In addition, using a 3-D 

reconstruction from the motion without knowing the magnitude of the relative 

translation between the camera and the scene, the depths of the object points 

cannot be determined exactly, but only within a global scale factor. For 

example, if one object is twice as far away as another, but twice as big, the 

resulting images of the two objects will be exactly the same.  
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2.1.5 3-D Face Modeling for Face Recognition 

The previous sub-sections have reviewed some common 3-D 

reconstruction techniques. In this section, we will focus on 3-D face model 

reconstruction and face recognition using 3-D data.  

There have been many existing methods for 3-D face model 

reconstruction based on structure-from-motion [125], [93], [119], [3] and 

structure-from-stereo [89]. Zhang et al. [119], [125] refined the face model and 

the head pose estimated by model-based bundle adjustment, which directly 

searches in the face model space to optimize the head motion and 3-D 

coordinates. Kang and Jones [93] proposed a method called appearance-based 

constrained structure from motion (AbCSfm) to refine the objects whose 

general structure is known, such as faces, but little discernable texture appeard 

in significant parts of the surfaces. As a result, these refinement techniques are 

useful for textured 3-D animated face models. Lengagne et al. [89] proposed 

using the a priori information in a reconstruction process from a sequence of 

calibrated face images so that the accuracy of the 3-D reconstruction using the 

conventional stereo algorithms can be enhanced. A 3-D mesh modeling the face 

is iteratively deformed, and the optimal face structure depends on an energy 

function. 
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Excluding structure-from-motion and structure-from-stereo, Sengupta and 

Ko [49], Sengupta and Burman [50] presented a method for 3-D face modeling 

from a monocular image sequence. They used a group of image frame pairs 

from the affine camera projection geometry, and then the spline-fitting 

technique was adopted for the model to express the depth at each point on the 

face. The spline-fitting technique is based on a modified nonparametric 

regression method which can estimate the curve, so that it can be used to 

represent the face structure. Another face modeling technique was based on a 

morphable model. Blanz and Vetter [105] derived a morphable face model 

based on the statistics of a large dataset of 3-D face scans (geometric and 

textural data, CyberwareTM). This morphable face model was based on the 

linear combination of a large number of 3-D face scans. To model different 2-D 

input face images, a probability distribution was imposed on the morphing 

function so that shape and texture vary for different face images.  

Nandy and Ben-Arie [25], Malassiotis and Strintzis [96] proposed 3-D 

face modeling methods that can address the problem of face recognition under 

varying pose and illumination. Malassiotis and Strintzis [96] used a pair of 2-D 

and 3-D images to produce a pair of normalized images for frontal view and 

illumination. A combination of 2-D color, 3-D image and geometry of the face 
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was used to cope with the pose and illumination variations. Nandy and 

Ben-Arie [25] recovered the 3-D surfaces of the faces from a single image. The 

principle of this method was to recover the 3-D structure of a specific part of a 

face by specialized back propagation based neural networks. These parts of a 

face were represented based on principal components, and were then mapped to 

another set of principal component coefficients that represented the 

corresponding 3-D surface shape. 

The 3-D face model is an effective tool for face recognition. Heseltine et 

al. [92] and Lu et al. [108] used the 3-D information of the faces, which was 

captured by the laser scanner, for face recognition. However, 3-D information 

captured by laser scanner is not commonly used. As a result, a group of 2-D 

face images was used to construct the face model for face recognition. [1], [23], 

[25], [9] used the 3-D facial feature point sets for face recognition. Ansari and 

Abdel-Mottaleb [1] proposed a method for automatic 3-D face modeling using 

the facial features. These features are detected from a pair of orthogonal frontal 

and profile view images of a person because the frontal-view image provides 

the 2-D face information, and the profile-view images provides the depth 

information about the human face. For face recognition, the query face model 

was aligned to the face models in the database and then the distances were 
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computed. Gordon [23] and Tanaka et al. [25] presented the depth and 

curvature features for face recognition. Chua et al. [9] proposed a face 

recognition technique based on the Point Signature – a representation for 

free-form surfaces. This algorithm can handle various facial expressions for 

face recognition. Lee [69] proposed a pose-invariant face recognition system 

based on a 3-D face model. This face model was constructed from a composite 

of an edge model, a color region model of a face image. The query image was 

classified by finding the most similar synthesized face using a least-squares 

strategy. 

Blanz and Vetter [99] presented a method for face recognition using a 

morphable model reconstructed from a single image. The 3-D shape and texture 

of this morphable model are estimated from a single image, and face 

recognition can be performed across the variations in pose and a wide range of 

illuminations. A query image is represented by the morphable model and is then 

compared to the shape and texture parameters of the models in the database. 

Jiang et al. [15] also used a single image to morph the face model. Then, the 

face model with different poses, illuminations and expressions was synthesized 

based on the personalized 3-D face to characterize the face subspace. Finally, 

face recognition was conducted based on these face models using the nearest 
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neighbors for classification. Another 3-D face recognition method using the 

morphable models was suggested by Zhang and Cohen [10]. However, this 3-D 

face model has to be constructed from multiple face images under different 

views in order to estimate the a priori unknown poses. A cubic explicit 

polynomial in 3-D was used to morph a generic face into the specific face 

structure iteratively until the distance map metric was minimized. This distance 

map residual error and the image intensity residual error were used for face 

recognition.  

2.2  Gabor Features Selection and Extraction 

In this section, a Gabor wavelet function is first described. Then, the 

dimensionality of the Gabor features reduced by a linear subspace method and 

a kernel-based method are introduced. In addition, methods that select the 

optimal positions in a face image for the Gabor features used for face 

recognition are also reviewed. 

2.2.1 Gabor Wavelets 

In the spatial domain, a Gabor wavelet (GW) is a complex exponential 

modulated by a Gaussian function [68], [104], which is shown in the following: 
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where u, v denote the pixel position in the spatial domain, ω is the radial center 

frequency of the complex exponential, θ is the orientation of the GW, and σ is 

the standard deviation of the Gaussian function. The relationship between σ and 

ω can be derived as, 
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where ø is the bandwidth in octaves. 

For face recognition applications, the number of Gabor filters used to 

convolve face images varies with applications, but usually 40 filters (5 scales 

and 8 orientations) are used [68], [60], [1]. Figure 2.7 shows the real part of the 

Gabor kernels at five different scales and eight different orientations, while 

Figure 2.8 shows the magnitudes of the Gabor kernels at the five different 

scales. 

Figure 2.7: Real part of the Gabor kernels at five different scales and eight different 

orientations. 
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Figure 2.8: Magnitudes of the Gabor kernels at five different scales. 

The Gabor wavelet representation of an image is the convolution of the 

image with a family of Gabor kernels. Let I(u, v) be the gray level distribution 

of an image. The convolution output of the image I and the Gabor kernel ψω,θ(u, 

v) is defined as follows: 

( ) ( ) ( )vuvuIvuO ,,, ,, θωθω ψ∗= ,    (2.37) 

where * denotes the convolution operator. 

Applying the convolution theorem, the convolution output Oω,θ(u, v) can 

be computed using the fast Fourier transform (FFT) as follows: 

( ){ } ( ){ } ( ){ }vuvuIvuO ,,, ,, θωθω ψℑℑ=ℑ  and ( ) ( ){ } ( ){ }vuvuIvuO ,,, ,
1

, θωθω ψℑℑℑ= − , (2.39) 

where ℑ  and 1−ℑ  denote the Fourier and the inverse Fourier transform, 

respectively.  

Figure 2.10 shows the convolution outputs of the sample image shown in 

Figure 2.9. The outputs display strong characteristics of spatial locality, and 

scale and orientation selectivity corresponding to those displayed by the GWs. 

Such characteristics produce salient local features, such as the eyes, nose and 

mouth, that are suitable for visual event recognition. Only the magnitude - not 

the phase - is applied because magnitude can provide a more Gabor 

representation [68], [30]. A 1-D Gabor representation of an image can be 
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obtained by concatenating the convolution output row by row, and is denoted as 

follows: 

( ) ( ) ( ) ( ) ( )[ ]Trcr NNOONOOO ,,,1,0,,0,,1,0,0,0 ,,,,,, θωθωθωθωθωθω KK=O , (2.40) 

where Nc and Nr are the numbers of columns and rows in an image, 

respectively. 

 

Figure 2.9: The face image of size 64×64. 

        

        

        

        

        

Figure 2.10: Magnitude of the convolution outputs of a sample image. 

To encompass different local, scale, and orientation features of and image, 

the convolution outputs of the various Gabor wavelets are concatenated to 

derive a feature vector Y. Before the concatenation, the feature vector Oω,θ is 

normalized to zero mean and unit variance. The augmented Gabor feature 

vector is then defined as follows: 

[ ]TTTT
7,41,00,0 ,,, OOOY K= .     (2.41) 
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2.2.2 Gabor Wavelets + Linear Subspace Analysis 

Linear subspace analysis considers a feature space as a linear combination 

of a set of basis function. Principal Component Analysis (PCA) decomposes a 

Gabor feature vector as a combination of a sequence of basis vectors, which is 

an effective method to represent a feature vector with the number of basis 

vectors used being much lower than its dimension. Linear Discriminant 

Analysis (LDA) not only maximizes the between-class scatters of different 

Gabor feature vector of a subject, but also minimizes the within-class scatters 

of the same person. Independent Component Analysis (ICA) can be considered 

as a generalization of PCA. ICA searches for a linear transformation to express 

a set of random variables as the linear combinations of statistically independent 

source variables. While PCA considers the second-order moments only, and it 

un-correlates the data, ICA can further reduce the higher-order statistical 

dependencies. 

2.2.2.1 Principal Component Analysis + Gabor Features 

[48], [4], [21], [117] used the PCA to reduce the dimensionality of the 

Gabor features. Suppose that m Gabor features extracted from different subjects 

are used for training. Let the training Gabor features be Y1, Y2,..., Ym and the 
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mean of these Gabor features is Ψ. Each training Gabor feature differs from the 

average Gabor feature by Φi = Yi − Ψ. 

The vectors uk and the scalars λk are the eigenvectors and eigenvalues, 

respectively, of the covariance matrix of the demeaned face images Φi. 
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where A = [Φ1, Φ2 ... Φm]. The eigenvalues, λ are selected such that  
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The Gabor feature Y of a face is projected into the face space, and the 

projection is onto uk, ωk = uk
T(Y – Ψ). The weights form a vector ΩT = [ω1, 

ω2 ..., ωm], which can be used for face recognition. However, the major 

problem with the use of PCA is that PCA is effective in representing a feature 

vector, but not in distinguishing the difference between feature vectors. Hence, 

this method has limited performance ability for classification. As a result, other 

subspace methods are more commonly used for classification. 

2.2.2.2 Linear Discriminant Analysis + Gabor Features 

[21], [120], [66], [118], [29] employed the LDA to reduce the 

dimensionality and enhance the discriminability of the Gabor features. 

Mathematically, there are two measures - within-class scatter matrix Sw and 
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between-class scatter matrix Sb – describing the distances between the samples 

with classes and between the classes, respectively. Sw and Sb can be written as 

follow: 
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where Yij is the jth Gabor feature of class i, μi is the sample mean of class i, c is 

the number of classes, and Ni is the number of Gabor features in class i.  

( )( )∑
=

−−=
c

i

T
iib

1

S μμμμ ,        (2.45) 

where μ represents the mean of all classes.  

The optimal projection Wopt is chosen as the matrix which maximizes the 

ratio of the determinant of the between-class scatter matrix to the determinant 

of the within-class scatter matrix and whose columns are orthonormal to each 

other, i.e., 
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where {wi | i = 1, 2, … , m} is the set of generalized eigenvectors of SB and SW 

corresponding to the m largest generalized eigenvalues {λi | i = 1, 2, … , m}, 

i.e., 

miSS iWiiB ,,2,1,ww L==         λ .       (2.47) 

If SW is a nonsingular matrix, the optimal discriminant vectors can be solved 
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with the following equation:   

( ) miSS iiiBW ,,2,1,ww1
L==−         λ .     (2.48) 

One drawback of the LDA is that the within-class scatter matrix SW is 

always singular due to the small sample size problem. Usually, the feature 

vector dimension of a face is very large, but only a few training examples per 

face are available. Liu and Wechsler [10] used the Enhanced Fisher Linear 

Discriminant Model (EFM) to enhance the performance of LDA. The EFM 

decomposes the LDA into two steps, whitening the within-class scatter matrix, 

and then applying the PCA on the between-class scatter matrix using the 

transformed data. Since those eigenvectors with small eigenvalues tend to 

capture noise, a proper balance between the selected eigenvalues of the 

eigenvectors accounts for most of the spectral energy of the raw data, and the 

requirement that the eigenvalues of the within-class scatter matrix in the 

reduced PCA space be not too small is preserved to enhance the performance of 

the EFM. 

2.2.2.3 Independent Component Analysis + Gabor Features 

Liu and Wechsler [11] proposed reducing the dimensionality of the Gabor 

feature vectors by mean of PCA first, and then defined the independent Gabor 

features based on the ICA. Let X be an n dimensional random vector 
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corresponding to the PCA output. The covariance matrix of X is defined as 

follows:  

( )[ ] ( )[ ]{ }TXXXXX εεε −−=∑ ,       (2.49) 

where ε(•) is the expectation operator. The ICA of X factorizes the covariance 

matrix ΣX into the following form: 

TFFΛ=∑X ,        (2.50) 

where Λ is a positive diagonal matrix and F transforms the original random 

vector X to a new one Z, where X = FZ, such that the m components (m ≦ n) 

of the new random vector Z are independent. Both F and Z are estimated by 

using the observable random vector x and some statistical assumption. The goal 

of ICA is to find the separation matrix W such that Z = WX. The search 

criterion of W involves the minimization of the mutual information of the new 

random vector Z. 

The role of ICA is to find sparse feature code analogs to detect redundant 

features and to form a representation in which these redundancies are reduced 

and the independent features and Gabor feature vectors are represented 

explicitly. Thus, ICA provides a more powerful data representation than does 

PCA [39], [72]. 
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2.2.3 Gabor Wavelets + Kernel-Based Method 

In the kernel methods, the sample data is mapped to a higher dimensional 

feature space. A nonlinear problem in the original feature space is turned into a 

linear problem in the high-dimensional feature space, and it has been proved 

that kernel method can solve pattern recognition problems successfully. Kernel 

Principal Component Analysis (KPCA) and General Discriminant Analysis 

(GDA) are the kernel versions of PCA and LDA, respectively. 

The support vector machine (SVM) approach is another example of the 

kernel method. SVM finds the hyperplane that separates the largest possible 

fraction of points of the same class on the same side while maximizing the 

distance from either class to the hyperplane for a two-class classification 

problem. 

Three classes of kernel functions have been widely used for face 

recognition are polynomial kernels, Gaussian kernels and sigmoid kernels. Let 

Y1, Y2,…,YM ∈  RN be the Gabor features in the input space where M is the 

number of Gabor features and N is the dimension of the feature vectors. Then, 

the three kernel functions are given as follows: 

( ) ( )djijik YYYY ,, = ,      (2.51) 
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( ) ( )( )ϑκ += jijik YYYY ,tanh, .      (2.53) 

where d ∈  N, σ>0, κ>0 and ϑ <0. When 0<d<1, this polynomial kernels 

include fractional power polynomial models. 

2.2.3.1 Kernel Principal Component Analysis + Gabor Features 

[12], [112], [6] proposed to use Gabor-based KPCA for face recognition. 

Let Φ be a nonlinear mapping between the input space and the 

higher-dimension feature space F: 

FR →Φ N: .      (2.54) 

Assume the mapped data is centered and let K be a M×M Gram matrix, 

( ) ( )( )jiijK YY Φ⋅Φ= .       (2.55) 

The orthonormal eigenvectors v1, v2 …,vm of K corresponding to the m 

largest positive eigenvalues λ1>λ2>…>λm are computed. After that, the 

corresponding eigenvectors b1, b2 …,bm for the KPCA can be written as 
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      (2.56) 

where P=[Φ(Y1), Φ(Y2) ..., Φ(YM)] is the mapped data matrix in the 

high-dimensional feature space. For a testing feature vector Y, Y is mapped to 

Φ(Y) and is then projected onto the eigenvector system Q=[b1, b2 …,bm]. The 
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projected vector is: 

( ) ( )YQw Φ== TT
mwww ,...,21, .      (2.57) 

2.2.3.2 General Discriminant Analysis + Gabor Features 

Shen et al. [57] proposed using GWs and GDA for face identification and 

verification. Similar to KPCA, let Φ be a nonlinear mapping between the input 

space and the higher dimension feature space F. The idea behind GDA is to 

perform a classic LDA, which has been described in Section 2.2.2, but the 

feature space F replaces of the input space RN. 

In face recognition tasks, the number of training samples is much smaller 

than the dimensionality of F, so the within-class scatter matrix may be 

degenerated. To solve this problem, either pseudo inverse or PCA has been 

used to remove the null space of the within-class scatter matrix. However, the 

null space may contain the most significant discriminant information. Lu et al. 

[42] suggested using Kernel Direct Discriminant Analysis (KDDA) to solve 

this problem. The basic idea is that the null space of the within-class scatter 

matrix may contain significant discriminant information if the projection of the 

between-class scatter matrix is not zero in that direction. The null space of the 

between-class scatter matrix can be discarded without a significant loses of 

information. Shen and Bai [54] have used the KDDA and GWs for face 
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recognition. The experimental results showed that KDDA and Gabor wavelets 

have a better performance than KPCA and GWs, as well as GDA and GWs.  

2.2.4 Graph Matching 

Lades et al. [69] presented the dynamic link architecture (DLA) for 

distortion invariant object recognition. DLA first computed the Gabor jets of 

face images, and then elastic graph matching was used to compare the resulting 

image decomposition. Wiskott et al. [62] presented the elastic bunch graph 

matching, which extended the method proposed in [69].  

2.2.4.1 Elastic Graph Matching 

Elastic graph matching [69] recognized an object by using sparse graphs. 

The vertices or nodes are labeled with collections of features that describe the 

gray-level distribution locally with high precision, and globally with lower 

precision. The responses of the GWs to a facial feature point are called a Gabor 

jet. In elastic graph matching, a set of feature vectors is formed over a dense 

grid of image points. Also, sparse model graphs are formed and are labeled 

with jets from a rectangular sub-grid. The jets Jn
I=an

Iexp(iøn
I) and 

Jn
M=an

Mexp(iøn
M) in an image domain and a model domain, respectively, have 

magnitudes of an
I and an

M, and phases of øn
I and øn

M. As part of the elastic 
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graph matching, the similarity of pairs of vertex labels defined as 
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In the matching process, the preservation of topology between the image 

graph and the model graph is imposed by the constraint between the matching 

of the neighboring vertices. Edge labels between vertices xi and xj with the 

Euclidean distance vector is defined as: 

( ) Ejixx ijij ∈−=Δ ,      ,      (2.59) 

where E is the set of edges in the image or the model graph. The edge labels of 

the image graph are compared to the corresponding ones in the model graph by 

a quadratic comparison function 
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Elastic matching of a model graph following a cost function is a 

minimum, 
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which is a linear combination of an edge term and a vertex term. The 

coefficient λ controls the rigidity of the image graph, with large values 

penalizing distortion of the graph I with respect to the graph M. The process is 

repeated for every stored model graph, and the match with the lowest cost is 
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identified as the model recognized. 

Wiskott [61] used elastic graph matching for face recognition while 

Krüger et al. [71] and Lyons et al. [67] employed this method matching for 

pose estimation and facial expression recognition. Kotropoulos et al. [9] 

proposed to use multi-scale morphological operations instead of a set of Gabor 

jets in order to reduce the computational time for the elastic graph matching.  

2.2.4.2 Elastic Bunch Graph Matching 

In elastic graph matching, only the magnitudes of the coefficients are used 

for matching and recognition. Elastic bunch graph matching [62] has made 

three improvements to this. First, the phases of the complex Gabor wavelet 

coefficients are employed to find the location of the nodes. Assuming that two 

jets Jn
I and Jn

B refer to object locations with a small relative displacement d, the 

phase shifts can be approximately compensated for by the terms dkn, leading to 

a phase sensitive similarity function as follows: 
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Second, object adapted graphs are used so that the correspondences 

between two faces can be found across large viewpoint changes. Third, the face 

bunch graph, which serves as a generalized representation of faces by 
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combining the jets of a small set of individual faces, is used. The face bunch 

graph represented a set of M individual model graphs. The corresponding face 

bunch graph B will give the same grid structure as the individual graphs; its 

nodes are labeled with the bunches of jets Jj
Bm and its edges are labeled with the 

averaged distances ∑Δ=Δ
m

B
ij

B
ij M/ . The similarity is defined as 
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A person is recognized when the correct model yields the highest graph 

similarity. 

Gonzalez-Jimenez and Alba-Castro [20] improved elastic bunch graph 

matching by locating salient points in face images by means of the ridges and 

valleys operators. The shape matching algorithm is used to solve the 

correspondence problem between two face images. The comparison between 

shape-matched jets takes the shape and texture into account for face 

authentication. 

2.2.5 Genetic Algorithm 

Genetic algorithm (GA) is a searching method that can be used in Gabor 

feature selection. Campbell and Thomas [78] proposed to select Gabor features 

for pixel classification. A population of randomly selected combinations of 
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features is created, each of which is considered a possible solution to the 

feature selection problem. Polzleitner [108] suggested selecting Gabor features 

for defect detection on a wooden surface. Wang and Qi [114] used GA to obtain 

the optimal 2-D Gabor wavelet basis derived from different GWs to represent a 

face image. However, the computation cost of GA is very expensive; especially 

when a huge number of features are available. As a result, GA may not efficient 

for the face recognition.  

Li and Xu [28] and Gökberk et al. [5] proposed to find the optimal Gabor 

features using the GA in the training stage. These algorithms use the 

classification accuracy in their fitness functions. Li and Xu [28] used the 

Hybrid Genetic algorithms-based (HGAsb), which is an improved version of 

GA, to select the optimal Gabor kernel’s scales and orientations for face 

classification. The feature locations are based on the fiducial points. On the 

other hand, Gökberk et al. [5] used the GA to select the optimal locations in 

face images for face classification. Then, a sequential floating forward search is 

used to select the Gabor kernel’s scales and orientations. Nanni and Maio [58] 

used the GA to obtain the weighting for each local region of the faces in order 

to alleviate the effect of facial expression. 
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2.2.6 AdaBoost Gabor Features 

[53], [70], [71], [86] proposed to use AdaBoost algorithm for face 

recognition by introducing the intra-face and extra-face differences in the 

Gabor feature space. The AdaBoost algorithm [85] is based on the idea that a 

“strong classifier” can be created by linearly combining a number of “weak 

classifiers”. A small set of “weak classifiers” from the original 

high-dimensional Gabor feature space is selected for face recognition. The two 

Gabor feature difference sets, intrapersonal difference and extrapersonal 

difference, are used for training in the AdaBoost algorithm, and the detail is 

described in Figure 2.11. 

 

 

Figure 2.11: AdaBoost learning algorithm 

1. Input: N Training samples (xi, yi), i=1, 2,…, N with m positive (yi=1) and l negative (yi=0) samples 
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Shen and Bai [55], [56] used the mutual information to further eliminate 

redundancy among Gabor features for feature selection using the AdaBoost 

algorithm. 

2.2.7 Other Gabor Feature Selection Methods 

Arca et al. [92] presented a feature-based approach by extracting the 

Gabor features of 24 facial fiducial points. Kalocsai et al. [82] proposed to 

extract the features at 48 facial fiducial points by using 40 different Gabor 

filters. The weight of each Gabor feature is devised according to its 

discriminative ability by using a statistical analysis. 

Ayinde and Yang [79] used rank correlation of the Gabor features for face 

recognition. A set of Gabor filters is applied on a facial image. The resulting 

filtered image and the original image are used to compute the representation of 

the image. A selected set of Gabor filters is then used to fine tune this 

technique. 

Alterson and Spetsakis [87] presented an adaptive-sampling algorithm for 

spectral signature generation by using a grid sampling method. The sample 

points are selected in order to increase inter-object differentiation. 

Gong et al. [19] designed a family of directional block partitions to 

compute the block-level directional projections of the classical Gabor features. 
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Then, the mean kernel and the variance kernel are used to extract the statistical 

characteristics of those block-level directional projections for face recognition. 

Liu et al. [21] proposed a method to determine the optimal position for 

extracting the Gabor feature. The sampling positions are represented by a mask, 

which is generated by means of PCA from a set of training images. A certain 

percentage of the points with the largest magnitude are then selected. Finally, 

LDA is used to extract the optimal discriminant vectors for face recognition.
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Chapter 3 : Recovering the 3-D Shape 

and Poses of Face Images Based on 

the Similarity Transform 

3.1  Introduction 

To construct the 3-D face model, the estimation of the face structure is an 

important step. The 2-D information can be easy to capture in the frontal view, 

but the depth information of the face is not easy to recovery from 2-D digital 

camera images.  

 

Figure 3.1: Structure for 3-D face recognition 

Figure 3.1 introduces the procedure of the face modeling from a group of 

face images. The first step is to detect the human faces in these face images 

[85], [126], [127]. The face regions are detected in these images, which may 
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have a simple or a complex background. However, this is a challenging task 

because the human face is highly variable. The detection performance can be 

affected by the presence of glasses, different skin color, gender, facial hair, 

facial expressions, etc.  

After detecting the face regions in these face images, their facial features 

including the eye corners, nose tip and mouth corners have to be detected [128], 

[129], [130]. The locations of these facial features are the important 

information for 3-D face reconstruction which requires the correspondences 

among different face images.  

Based on the detected facial features in these images, the face mesh 

geometry and the head pose are determined in this stage. After that, the 3-D 

face model can be reconstructed and this face model can be used for 3-D face 

recognition.  

In our proposed algorithm, three or more face images of the same subject 

under different poses are used to construct a 3-D face model. One of them is a 

frontal view, while the other images are under arbitrary poses. To recover the 

3-D face structure, the 2-D frontal-view face image is adapted to the 

CANDIDE model. Then, the pose and the feature-point depths of the 

CANDIDE model are adjusted to fit the poses of the respective 2-D 
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non-frontal-view face images in such a way that the feature-point distance 

between the projected 3-D model and the 2-D face images under different poses 

is minimized under the similarity transform [75]. However, searching for the 

best pose to provide the best alignment is so computationally intensive that an 

exhaustive search is impossible. Thus, the genetic algorithm (GA) is employed 

to search the optimal poses and depths of the feature points of the face model, 

which are computed iteratively so as to fit the face images accurately and 

efficiently. In addition, our method does not need any camera calibration. 

However, it requires that all the face images be of the same facial expression, 

and assumes that the heads are under rigid motion.  

The similarity transform is also used to measure the accuracy of the 

constructed 3-D face model. After constructing a face model, it can be 

compared to those training 2-D face images used in the construction by means 

of the similarity transform. The Levenberg-Marquardt method is used to 

optimize the alignment of the face model to the respective face images. If the 

structure of the constructed face model is similar to that of the face image, the 

distance will be small. This concept can be applied on 3-D face recognition. 

Since the face image is not the same subject as the face model, the similarity 

distance between the 3-D face model and this image is larger than the face 
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image constructing this 3-D face model. In summary, our algorithm can 

construct the 3-D face model and estimate the poses of the respective face 

images, and in the meantime can provide a measurement of the accuracy of the 

model as well as a tool for 3-D face recognition. 

3.2  3-D Face Model 

To construct the 3-D face model, at least three images under different 

poses and with a neutral expression are required. Our 3-D face model is 

represented by n=15 feature points, as illustrated in Figure 3.2(a). These can be 

located automatically or manually. The facial features selected are the most 

important features in the human. Moreover, the detection methods of these 

facial features such as corner detection [128], [129], [130] have already been 

developed. Ullman [98] proved that four point correspondences over three 

views can yield a unique solution to motion and structure. Thus, three or more 

face images under different viewing angles are required to construct the 3-D 

face model in our algorithm. The first image in our experiments is a frontal 

view, and the poses of the other images are estimated with reference to the 

frontal-view image. The frontal-view face image provides the 2-D information 

of the human face by simply adapting the 3-D face model to the frontal-view 

face image. Other non-frontal-view face images are used to derive the depths of 
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the selected facial feature points. Figure 3.2(b) shows two other images of the 

same person under different poses.  

      

 (a)  (b) 

Figure 3.2: (a) A frontal-view image with 15 landmark points, and (b) two more face images 

with different poses. 

In our proposed method, the CANDIDE model [35] is employed as our 

face model. The CANDIDE model is only used for initialization in our iterative 

process because the 3-D face structure is unknown in the first iteration. The 

definitions of the three axes are shown in Figure 3.3. Based on the position of 

the important feature points, the CANDIDE model is first adapted to the 

frontal-view face image, as shown in Figure 3.4(a). Then, the CANDIDE model 

is rotated to the same poses of the non-frontal-view face images, and the depths 

of the feature points of the model are adjusted so that the feature points 

obtained by projecting the 3-D model onto the 2-D space can fit the 

corresponding feature points of the images accurately. Figure 3.4(b) illustrates 

the adaptation of the 3-D CANDIDE model to two other face images. 
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Figure 3.3: The CANDIDE model in frontal view and profile view. 

 

 (a) (b) 

Figure 3.4:(a) Face images with an adapted face model, and (b) face images under different 

poses adapted by the rotated face model. 

3.3  Our Algorithm 

Our algorithm can recover the structure and poses of a face based on a 

number of 2-D images by projecting its 3-D model to the 2-D plane, i.e. a 2-D 

to 3-D problem. We assume that one frontal-view face image and N (N ≥ 2) 

non-frontal-view face images are available. The poses and the scales of the 

non-frontal-view images with respect to the frontal-view face image are all 

unknown. We also assume that n feature points in the respective training 

images have all been located accurately. The 3-D to 2-D projection is 

performed by the following transformation: 

y 

x z 

y 
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iiii s TCRp += ×32 ,  for i = 1…N,   (3.1) 

where N is the number of non-frontal-view face images, si is the scaling factor, 

Ti=[ti1, ti2]
T represents the translation matrix and Ri denotes the rotation matrix 

representing the relative orientation between the frontal-view image and the ith 

non-frontal-view face image. Ri can be specified as three successive rotations 

around the x-, y-, and z-axes, by angles φi, ψi and θi, respectively, and can be 

written as the product of these three rotations as follows:  
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   (3.2) 

Ri2×3 contains the first two rows of the 3×3 rotation matrix Ri. Let n be 

the number of feature points in a face image. The matrix C (=[XC, YC, ZC]T) is 

a 3×n matrix, which represents n 3-D coordinates in the adapted face model. XC, 

YC and ZC are three n×1 matrices, which are the x, y and z-coordinates, 

respectively, of the feature points in the adapted face model. XC and YC are 

measured from the image being adapted, while ZC is initially set at the default 

values of the CANDIDE model with a particular scale according to the size of 

the face image. pi is a 2×n matrix which represents n 2-D coordinates of the 

feature points in the ith non-frontal-view face images. Also, the first row and the 
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second row of pi represent the x- and y-coordinates, respectively. 

If the pose of the face model and the depths of the feature points fit the ith 

non-frontal-view face images, the following equation will be a minimum: 

 ∑
=

× −−=
N

i
iiii s

N
1

2

32
2 1

D1 TCRp .      (3.3) 

Before taking the norm of the difference between the face model and the 

images, we must remove the differences caused by irrelevant effects, such as 

the arbitrary image size under scaled orthography or the arbitrary location due 

to the translation and rotation of the face in the image. These irrelevant effects 

are useless when comparing the similarity between the 3-D face model and the 

2-D face image. To remove the irrelevant effects, image alignment is performed. 

The alignment transformation, which is a series of transformations - including 

translation, scaling, and rotation - is applied to one image to obtain an optimal 

alignment to another image. 

All the point sets to be compared are translated to their respective 

centroids so that the centroids become the origin of the coordinate system, and 

their first moments are zero. Let M (=[XM, YM, ZM]T) be a 3×n matrix which 

represents n centered 3-D model point set. Similarly, suppose that qi denotes a 

2×n matrix which represents n centered 2-D point sets of the ith image. In other 

words, qi and M are the centered point sets of pi and C, respectively, and (3.3) 
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becomes: 
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To accomplish the optimal alignment, we employ the genetic algorithm 

(GA) to search for the optimal solution, i.e. the optimal poses of the 

non-frontal-view images. GA is used because it can search for the optimal 

solution even in a large searching space. This approach can provide an accurate 

solution, although the computational time is a little bit longer. However, for 

many applications, such as face recognition, this 3-D face reconstruction can be 

performed offline. 

3.3.1 The Chromosome 

In the GA, the relative poses of the adapted face model to the respective 

non-frontal-view face images are randomly generated and evenly distributed to 

form the initial population. The fitness value of each candidate in a population 

is measured based on (3.4). When the population evolves, the number of 

candidates with the correct poses will dominate gradually. The iterative process 

will be stopped either when the fitness value of the population does not change 

significantly over a number of iterations or when a certain number of iterations 

have been done. Finally, the parameters of the best candidate in the population 

are used to represent the best poses of the face model to the non-frontal-view 
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face images. 

The chromosome designed for the GA should be able to represent the 

solution effectively, and its length should be as short as possible. Figure 3.5 

illustrates the chromosome structure used in our algorithm for having N 

non-frontal-view face images, where φi, ψi and θi are the angles rotated about 

the z-, y- and x-axes, respectively, for adapting the face model to the ith face 

images. In our approach, the number of elements in the chromosome is 

therefore 3N.  

 

 

Figure 3.5: Structure of a chromosome with N non-frontal view training face images. 

When the number of face images used to construct the face model increases, 

the chromosome size will also increase. Then, increasing the population size 

and the maximum iteration numbers are also required because the 

chromosomes will form a much larger solution space. 

3.3.2 The Optimal Depths of the Feature Points 

To minimize the fitness function in the GA, the information provided 

from the chromosomes is insufficient because the depths of the feature points 

are unknown. The following equation shows the feature-point distance between 

Chromosome: pose parameters 
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the ith face image and the projected feature points of the face model: 

 
2

32
2D3 MRq ×−= iiii s   i = 1…N.      (3.5) 

In (3.5), the scaling factor and the poses between the 3-D face model and 

the non-frontal-view face image are unknown. To compute the distance, φi, ψi 

and θi are substituted into (3.2) to calculate Ri, and then Ri2×3 is obtained and 

substituted into (3.5). As a result, N equations can be formed. Since the depths 

of the features points are the default values of the CANDIDE model in the first 

iteration, the initial structure of the face model is an approximation only. 

Therefore, the z-coordinates in M are calculated by applying partial 

differentiation to (3.5) with respect to the z-coordinates. From (3.5), we can 

calculate N different z-coordinates for M. There are N different combinations 

between the frontal view image and each of the N non-frontal view images. Let 

ZMi be the n×1 matrix which represents the z-coordinates in M constructed 

based on the frontal view image and the ith non-frontal view image. We also 

denote [ ]
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(=[XM, YM]T). Then, by applying partial differentiation to (3.5) with respect to 

ZMi, we have 
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Then, (3.6) is substituted into (3.5) and partial differentiation with respect to si 
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is applied to (3.5). Denote 
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where tr[] denotes the trace, which is the sum of the diagonal elements in a 

matrix. As a result, the scaling factor between the adapted face model and the 

ith non-frontal-view images can be computed 

From (3.6), there are N different z-coordinates for the face model. To find 

the optimal depths of the feature points in the face model, the z-coordinates in 

M are calculated by applying partial differentiation to (3.4) rather than (3.5), 

with respect to ZM: 
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where the respective si are calculated using (3.7). Then this set of new 

z-coordinates replaces the original one. Therefore, the optimal depths derived 

from one non-frontal-view face image are replaced by the optimal depths 

derived from a group of non-frontal-view face images. The proof of (3.6), (3.7) 

and (3.8) has been included in Appendix 1. 

To calculate the fitness of a chromosome, we first substitute its values, i.e. 
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φi, ψi and θi, to (3.2) in order to calculate Ri. Then, the corresponding scaling 

factor si is computed using (3.6) and (3.7), and the depths of the feature points 

in the adapted face model are calculated using (3.8). After that, its fitness can 

be calculated by substituting all the above parameters into (3.4), which consider 

the fitness to all the training face images. Finally, after the GA, the scaling 

factors and the poses of the non-frontal-view face images with respect to the 

3-D face model, and the depths of the feature points of the face model which 

minimizing the similarity distance can be obtained.  

3.3.3 The Genetic Operators 

Having defined the chromosome and the fitness function, the genetic 

operators - selection, crossover, and mutation [18] - which are performed to 

search the optimal poses of the face images and the optimal depths of the face 

model are described in this section. In our algorithm, the rank selection method 

is used to select two chromosomes to perform crossover and/or mutation. Rank 

selection first ranks the population and then every chromosome receives fitness 

from this ranking. The worst will have fitness 1, second worst 2 etc. and the 

best will have fitness Nc (number of chromosomes in population). After 

selecting two chromosomes, two crossover points are selected randomly. The 

elements between these two crossover points in the two chromosomes are 
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exchanged to form a pair of new offspring. In the GA, not all the selected 

chromosomes are performed crossover. If there is no crossover, offspring is 

exact copy of parents. The aim of crossover is that new chromosomes have 

good parts of old chromosomes and the new chromosomes may be better. 

However, it is good to leave some part of population survive to the next 

generation. Figure 3.6 illustrates the crossover operation.  

 

 

 

Figure 3.6: An example of the crossover operation. 

Mutation is intended to prevent all the solutions in a population falling 

into a local minimum by exploiting new candidates randomly. In our algorithm, 

the number of elements in a chromosome being mutated depends on the 

number of training face images. The N elements in each chromosome are 

randomly selected and replaced by N randomly generated numbers, where N is 

the number of non-frontal-view face images.  

3.4  The Similarity Measure 

After constructing the face model of a person, it can be adapted to any 

face image. If the face model is constructed from a particular subject, the 
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feature-point distance between this face model and a face image of this 

particular subject should be smaller than that of another subject. Unlike other 

face model construction algorithms [1], [131] our algorithm can evaluate the 

accuracy of the constructed 3-D face model. The accuracy of the 3-D face 

model can be determined by measuring the feature-point distance between the 

face model and the respective training face image. This is especially useful 

since we usually do not have the exact data of the 3-D face structure. Therefore, 

a measurement to determine the accuracy of the constructed 3-D face model is 

necessary. This distance can also be applied to human face recognition because 

the similarity distance between the 3-D face model and the image with different 

subject is larger than the face image constructing this 3-D face model. 

To compute the feature-point distance between the 3-D face model and a 

2-D face image, the Levenberg-Marquardt method [24], [46] is used to 

optimize the following equation 

 ,min
,
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       (3.9) 

where u is the 2×n matrix representing the centred (x, y) coordinates of the 

feature points in a test face image, and R2×3 and s are the rotation matrix and 

scaling factor between the 3-D face model and the 2-D testing image, 

respectively, that can minimize the above equation. R2×3 contains the first two 
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rows of the 3×3 rotation matrix R that can be specified as the three successive 

rotations around the x-, y-, and z-axes, by an angle of φ, ψ and θ, respectively. 

This matrix can be written as the product of these three rotations by using (3.2). 

Having constructed the 3-D face model of a face subject, the depths of the 

feature points are known. Hence, when a 2-D face image is compared to the 

3-D face model for face recognition, a simpler optimization method, the 

Levenberg-Marquardt method instead of the GA, can be used to estimate the 

pose and scale of the query image. 

For face recognition, (3.9) is used to compare the similarity distance 

between the query or test face image and different face models in a 3-D face 

database which is develop by constructing a group of 3-D face models by the 

method described in section 3.3. The face model that results in the minimum 

feature-point distances should have the best representation of the query face 

image. However, not all the n feature points in the query face images are visible, 

because the query image may have an arbitrary pose. As a result, some 

modifications have to be made to (3.9). First, the columns of M corresponding 

to the invisible feature points are removed. Then, n is replaced by the number 

of visible feature points in the face image. Therefore, only the visible facial 

features in the test image are used to compare with the 3-D face models. As a 
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result, the testing face images with large pose variations can also be considered 

as the query images for face recognition. Experiments in the next section will 

show the validity of using the 3-D face model for face recognition. 

3.5  Experimental Results 

3.5.1 Pose Estimation 

In order to check the accuracy of the pose estimation in our proposed 

algorithm, the face database with known pose variation has been constructed. 

The face images were captured by using CASIO EX-Z55 digital camera and the 

camera was placed about 3 meters from the subjects. When capturing the face 

images in different directions, the subjects remained their neutral facial 

expressions. A several photos have been taken for each subject under different 

pose variations. The face only rotated about the y-axis because the 

measurement of the face rotated about this direction is simple and the 

validation of the pose estimation can be more reliable.  

One of the subjects under different poses is shown in Figure 3.7. 
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3.5.2 3-D Face Model Construction 

In the following experiment, a subset of the FERET database [81] is 

selected for our experiments. This is a standard database for face recognition 

evaluation, which contains images in various poses. To construct different face 

models, 60 frontal face images, corresponding to 60 distinct subjects, were 

selected in our experiment: 13 of the subjects have 4 non-frontal-view face 

images, 12 have 3 non-frontal-view face images, and the remaining 35 have 2 

non-frontal-view face images only. All the 15 feature points are visible in the 

selected non-frontal-view face images. However, in the face recognition 

experiment, face images with larger pose variations can be selected because not 

all the 15 feature points are required for the matching between a test image and 

the face model. In addition, the 15 feature points were selected manually in our 

experiments so that potential errors in the detection of the facial feature points 

can be eliminated. 

In this experiment, different numbers of face images of the same subject 

under different poses may be used to construct a face model. For example, 

suppose that one frontal face image and four images under different poses are 

available. Then, six different face models can be constructed when two of the 

different non-frontal-view face images and one frontal-view face image are 
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considered in the construction. Similarly, there are four different models when 

three of the non-frontal-view images are used and only one when all the four 

non-frontal-view images are considered. Therefore, 11 different face models 

can be constructed. 

To construct the face models, all the point sets of the training images were 

translated to their respective centroids. Then, the best poses of the face models 

were aligned using the GA. The ranges of the elements in the chromosomes, i.e. 

φi, ψi and θi, were set between -50° and 50°; this allows all 15 feature points to 

be visible after 2-D projection. Table 3.3 shows the population size and the 

maximum number of iterations for face model construction using different 

numbers of images under different poses. The maximum runtime required to 

generate a face model is about 1.8s using 3 face images under different poses. 

This runtime is measured with a Pentium IV computer system with 2.3GHz and 

512MB RAM. The crossover rate and the mutation rate were set at 80% and 

20%, respectively.  

Number of face images Population size Maximum iterations Maximum runtime per model 

3 800 200 1.8s 

4 1200 300 2.6s 

5 1500 400 4.0s 

 

Table 3.3: The parameters of the GA under different numbers of face images. 

Figures 3.8, 3.9 and 3.10 show the face images of three different subjects 
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that were used to construct their face models. The left-most image is the 

reference image, i.e. the frontal-view image, while the other images are under 

different poses. In Figure 3.8, five images are available, so at most 11 different 

face models can be constructed by different combinations of the 

non-frontal-view face images; while in Figures 3.9 and 3.10, four images are 

available, so at most 4 different face models can be constructed. To illustrate 

the estimation of the poses using different combinations of the front-view 

image and non-frontal-view images for training sets from Example 1, Example 

2 and Example 3, Table 3.4 tabulates the corresponding indices of the face 

models determined based on the different combinations of the images. 

 

     

1 2 3 4 5 

Figure 3.8: Example 1 - five face images under different poses used to construct the face 

model. 
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1 2 3 4 

Figure 3.9: Example 2 - four face images under different poses used to construct the face 

model. 

    

1 2 3 4 

Figure 3.10: Example 3 - four face images under different poses used to construct the face 

model. 

 Face Model Indices 

for Example 1 

  Face Model Indices 

for Example 2 and 

Example 3 

Model 1 Images 1, 2, 3  Model 1 Images 1, 2, 3 

Model 2 Images 1, 2, 4  Model 2 Images 1, 2, 4 

Model 3 Images 1, 2, 5  Model 3 Images 1, 3, 4 

Model 4 Images 1, 3, 4  Model 4 Images 1, 2, 3, 4 

Model 5 Images 1, 3, 5   (b) 

Model 6 Images 1, 4, 5    

Model 7 Images 1, 2, 3, 4    

Model 8 Images 1, 2, 3, 5    

Model 9 Images 1, 2, 4, 5    

Model 10 Images 1, 3, 4, 5    

Model 11 Images 1, 2, 3, 4, 5    

 (a)    

Table 3.4: Indices of the face models for (a) Example 1 and (b) Example 2. 
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Tables 3.5, 3.6 and 3.7 tabulate the best poses of the adapted face models 

to the respective non-frontal-view face images from Example 1, Example 2 and 

Example 3 respectively. The entries in these tables show the angles of the 

non-frontal-view face images about the x-, y- and z-axes. It can be observed 

that the estimated poses of the different models for the same face image are 

consistent. These results show that almost the same face models of same 

subject can be constructed by using different combinations of the 

non-frontal-view face images. Figure 3.11 shows the variance of the poses for 

13 distinct subjects. The face images rotated around the y-axis result in the 

largest variance as the faces are mainly rotated around this axis. 

 

Poses of image 2  Poses of image 3  Poses of image 4  Poses of image 5   

tile 

(degs) 

pan 

(degs) 

roll 

(degs) 

tile 

(degs) 

pan 

(degs) 

roll 

(degs) 

tile 

(degs) 

pan 

(degs) 

roll 

(degs) 

tile 

(degs) 

pan 

(degs) 

roll 

(degs) 

Model 1 0 -16 1 1 -10 5       

Model 2 0 -22 3    2 11 8    

Model 3 0 -24 3       2 24 5 

Model 4    1 -14 8 0 16 8    

Model 5    1 -15 7    1 31 9 

Model 6       2 13 8 2 25 6 

Model 7 0 -22 3 1 -14 8 2 11 9    

Model 8 0 -24 3 2 -16 10    2 25 6 

Model 9 0 -23 4    2 11 7 2 24 6 

Model 10    3 -14 8 3 9 4 3 24 5 

Model 11 0 -23 3 2 -13 8 2 13 8 2 25 6 

Table 3.5: The best estimated poses of the non-frontal-view images from Example 1. 
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defined as shown in Figure 3.4(a). Figure 3.12, Figure 3.13 and Figure 3.14 

show the means and the standard deviations of the depths of the feature points 

from different face models in Example 1, Example 2 and Example 3, 

respectively. 

 Indices of the feature points (pixels) 

Example 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

x 98 125 111 112 112 121 140 137 137 190 163 163 177 174 157 

y 164 165 227 159 168 202 197 223 230 171 170 229 164 175 203 

z 0 7 14 6 10 21 45 29 33 3 4 15 6 6 24 

Table 3.8: The structure of the face model constructed from five images in Example 1. 

  Indices of the feature points (pixels) 

Example 2 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

x 98 124 120 111 113 126 145 144 144 186 162 168 175 174 162 

y 180 178 249 174 184 223 212 241 259 176 177 248 171 181 223 

z 0 3 2 9 5 12 31 24 25 7 8 8 8 9 21 

Table 3.9: The structure of the face model constructed from four images in Example 2. 

 Indices of the feature points (pixels) 

Example 3 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

x 65 92 89 79 80 95 115 113 112 163 134 135 151 150 129 

y 150 147 215 141 154 189 181 208 228 151 150 215 142 156 194 

z 0 8 16 8 8 22 46 28 29 4 10 20 10 11 24 

Table 3.10: The structure of the face model constructed from four images in Example 3. 
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Figure 3.15: Adaptation of face model to the non-frontal-view face images of Example 1. 

    

Figure 3.16: Adaptation of face model to the non-frontal-view face images of Example 2. 

    

Figure 3.17: Adaptation of face model to the non-frontal-view face images of Example 3. 

3.5.3 Evaluation of the Accuracy of the Face Models 

To evaluate the accuracy of the constructed 3-D face models, the 

similarity transform described in Section 3.4 was used. With the various face 

models generated using Example 1, Example 2 and Example 3, the smallest 

distances between a number of face images and the respective face models are 

measured, as shown in Figures 18, 3.19 and 3.20. Some of the test images are 

of the same person as the face model, while the others are of other subjects. The 
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similarity distances between the face images and the face models of the same 

subject are small when compared to those between the face images and the face 

models of different subjects. In addition, the similarity distances between the 

face images and the face models of the same subject are similar irrespective of 

the training images used to construct the face models. Therefore, this method 

can also be used as a face recognition algorithm, which can alleviate the effect 

of perspective variations. 

Similarity distances between face models and different face images
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Figure 3.18: The similarity distances between a number of test images and each of the face 

models generated from Example 1. Test images 1 to 4 are the same subject as the face model, 

while the others are different subjects to the face model. 
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Figure 3.19: The similarity distance between a number of images and each of the face models 

generated from Example 2. Test images 1 to 3 are the same subject as the face model, while the 

others are different subjects to the face model. 
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Figure 3.20: The similarity distance between a number of images and each of the face models 

generated from Example 3. Test images 1 to 3 are the same subject as the face model, while the 

others are different subjects to the face model. 

3.5.4 Face Recognition Using the 3-D Face Models 

After the face models for each subject have been constructed, the 

feature-point distance can also be used for face recognition. In this experiment, 
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each face model was constructed using 3 different face images under different 

poses (one of which is frontal-view). Each distinct subject is represented by a 

corresponding 3-D face model, so 180 face images were used to construct 60 

distinct face models.  

To perform face recognition, other face images which have not been used 

to construct the face models are used as testing face images, and are compared 

to the different face models using the similarity transform. The face images 

used to construct the face models are the training images for PCA and LDA, 

while other face images are used as testing images. If the similarity distance 

between a face model and a testing face image is a minimum, this face image 

will then be classified as the subject of the face model. Therefore, for each 

testing face image, its similarity distances to all the face models are computed, 

and the faces are listed in ascending order according to these distances. As 

described in Section 3.4, not all the feature points are needed to calculate the 

feature-point distance. Consequently, face images with large pose variations 

can be recognized, even though not all the feature points are visible in these 

face images. 

In this experiment, 72 testing face images of 28 different subjects were 

selected. All these subjects have their own face models stored in the face model 
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database. These images are divided into two sets. The first set includes those 

face images under large pose variations in which the absolute angle rotated 

around the y-axis is larger than 50°. The second one contains those face images 

under small pose variations in which the absolute angle rotated around the 

y-axis is smaller than 50°. There are 45 testing face images in the first set, 

while the remaining face images are in the other set. 

Figure 3.21 shows the recognition rates when the correct face models of 

the testing images are in the first top k of the list according to the similarity 

distances, where k =1, …, 10. Our method is also compared to two other face 

recognition techniques: PCA and LDA. These two methods can achieve better 

performances when the top 3 in the list are considered. Nevertheless, the 

recognition rate of our method is about 80%, but the two methods have a 

similar recognition rate of about 60%, when the top 10 in the list are considered. 

Figures 3.22 and 3.23 show the face recognition rates of the testing images 

under small and large pose variations, respectively. Figure 3.22 shows that PCA 

and LDA outperform our algorithm up to the first nine most similar faces. The 

reason for this is that the training images are those face images under small 

pose variations. Our algorithm has a similar recognition performance when the 

top 10 of the list are considered. Figure 3.23 shows that the recognition rates 
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using PCA and LDA are lower than that of our algorithm. These results show 

that our algorithm outperforms PCA and LDA when the testing face images 

have large pose variations. This face recognition algorithm is based on the 

facial–feature points only, which is not sufficient to achieve a high recognition 

rate. However, for a large face database, our algorithm can be used to select a 

subset of face images from the database for further analysis. The problem due 

to pose variation can be alleviated, and the computational processing time 

required for comparing the feature points is much lower than with other 

advanced face recognition techniques. 
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Figure 3.21: The face recognition rates of different face recognition techniques using all testing 

images. 
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Face recognition using the testing images under samll pose variations
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Figure 3.22: The face recognition rates of different face recognition techniques using the testing 

images under large pose variations. 
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Figure 3.23: The face recognition rates of different face recognition techniques using the testing 

images under small pose variations. 

3.6  Conclusion 

In this chapter, a 3-D face reconstruction method is proposed to estimate 

the depth information about a human face based on face images under different 

poses. Our method does not require any camera calibration. In order to estimate 
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the poses and the depths of the face model efficiently, the genetic algorithm is 

applied to minimize the similarity distance between the adapted face model and 

the faces under different poses. 

Since the 3-D information about human faces is not available in most 

applications, a measurement to assess the accuracy of the constructed face 

model has been proposed, which is based on the similarity transform and the 

Levenberg-Marquardt method to find the optimal solution. With our proposed 

algorithm, both the poses and the scaling factors of the training face images 

with respect to the adapted 3-D face model, and the 3-D structure of the face 

model can be determined. In addition, experiments have shown that the 

estimation of the poses is consistent, and the estimated 3-D face models can be 

used for face recognition.
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Chapter 4 : Gabor Feature Selection and 

Extraction for Efficient Face 

Recognition 

4.1  Introduction 

Gabor features are an effective facial image representation, which are 

robust to variations caused by translation, rotation, and scaling, and are 

effective as local descriptors. However, the dimension of the Gabor features is 

large, and the features are highly redundant. This high dimensionality results in 

computation and memory requirements prohibitively large for face recognition. 

One possible way to reduce the dimension is to by sub-sampling the features 

spatially, i.e. extract the Gabor features at sub-sampled positions in a face 

region. However, this method cannot provide an acceptable face recognition 

performance if the features are extracted evenly without considering their 

importance over a face region. It is important to recognize that different facial 

regions in a face image have different levels of importance for face recognition, 

so a method to determine the optimal positions in a face region for the Gabor 

features can reduce the feature dimension, and can also improve the accuracy 

for face recognition. The feature dimension can be further reduced by selecting 
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suitable Gabor kernels (i.e. particular scales and orientations) at different 

locations because the responses of the Gabor wavelets (GW) are strongly 

related to the pattern of a local face region. 

In this chapter, a novel, local, feature-based face representation method 

for determining the informative regions in human faces is proposed. Gabor 

features at these informative regions are than extracted for face representation 

and recognition. Since the salient positions are different for different faces, 

where and which Gabor features should be selected must be image-dependent. 

The response of a GW is related to the edges in an image, which will have a 

large response if its wave vector is perpendicular to the edges. Therefore, the 

Gabor features to be selected for a pixel position should consider the edge 

orientation at that position. In our algorithm, an edge detector with different 

orientations is applied to face images. At an edge position, those Gabor filters 

whose kernels have their orientation perpendicular to the edge will be selected 

for feature extraction. In order to reduce the required computation, the 

simplified Gabor wavelets (SGWs) are employed, which can reduce the 

extraction time by 30% compared to the original Gabor wavelets.  

The extracted Gabor features of the example faces will then form a face 

database. Figure 4.1 shows the structure of our face recognition system. There 
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are two options for constructing a face database. The first is to extract all the 

Gabor features for each training face image, while the Gabor features of a 

query image are extracted selectively. The second is a reverse of the first 

approach, i.e. the Gabor features of each training face image are selected 

adaptively and then stored in a database, while all the Gabor features of the 

query image are extracted. For our algorithm, the second approach is preferred 

because it is more effective when vantage objects are used to construct a 

condensed database, which will be described in Section 4.4.1. 

After a condensed database has been constructed, the distances between a 

query image and the images in the database are computed. The minimum 

distance will be chosen, and the corresponding database image is the best 

match to the query face image.  

 

Figure 4.1: Face recognition system of our proposed algorithm. 
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4.2  Gabor Feature Extraction 

Gabor features are extracted from images for face recognition. Before 

feature extraction, each of the face images is normalization to a size of 64×64, 

and then processed using histogram equalization to make the faces have a 

similar lighting condition. When two faces are compared, they are aligned 

based on the positions of their two eyes. 

Recently, a simplified version of the Gabor wavelets (SGWs) and a fast 

algorithm for extracting the features have been proposed. With the use of 3 

center frequencies and 4 orientations, the features extracted using these SGWs 

achieve a comparable performance to that of using GWs for face recognition, 

and the runtime required for extracting features using the SGWs is only 70% of 

that required by GWs.  

4.2.1 Gabor Wavelet 

The Gabor wavelet has been described in Chapter 2.2.1. Recalling from 

(2.35), the equation of the GW is:  
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where u, v denote the pixel position in the spatial domain, ω is the radial center 

frequency of the complex exponential, θ is orientation of the GW, and σ is the 
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standard deviation of the Gaussian function.  

In our algorithm, 12 Gabor filters, which consist of 3 scales and 4 

orientations, are used to extract the features for face recognition. The Gabor 

features of an image can be obtained by convolving with the Gabor filters. Let 

I(u, v) represent the gray-scale image, and ψω,θ(u, v) be the Gabor kernel of 

center frequency ω and orientation θ. The convolution output is defined as 

follows: 

( ) ( ) ( )vuvuIvuO ,,, ,, θωθω ψ∗= ,     (4.2) 

where * denotes the convolution operator. A 1-D Gabor representation for the 

input image can be obtained by concatenating the rows as follows: 

( ) ( ) ( ) ( ) ( )[ ]Trcr NNOONOOO ,,,,,,,,,,, ,,,,,, θωθωθωθωθωθω KK 1001000O = ,  (4.3) 

where Nc and Nr are the numbers of columns and rows in the image. This 1-D 

Gabor representation is normalized to zero mean and unit variance. A jet at a 

pixel position is formed by a group of Gabor features at that position. For 

example, the Gabor jet at (u, v) is given as follows: 
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4.2.2 A Simplified Version of the Gabor Wavelets 

In this sub-section, the formation of the SGWs and an efficient way of 
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extracting features using the SGWs will be described. To simplify the 

description, only the real part of a SGW is discussed, as the same procedures 

can be applied to the imaginary part. 

4.2.2.1 Formation of Simplified Version of Gabor Wavelet 

Figure 4.2(a) shows the contour of a GW with the gray-level intensities 

representing the magnitudes of the wavelet. To simplify it, its values are 

quantized to a certain number of levels. Figure 4.2(b) shows the contours of the 

quantized GW. In SGWs, the quantized contours are approximated by 

rectangles. Figure 4.2(c) shows a rectangle whose size is just large enough to 

contain the corresponding contour of the quantized GW. 

       

(a)   (b)   (c) 

Figure 4.2: (a) The real part of the contour of a GW, (b) the quantized contour, and (c) the 

approximation of the elliptical quantized contours using rectangles just large enough to enclose 

them. 

The number of rectangles in a SGW depends on the number of 

quantization levels used to quantize the GW. If more quantization levels are 

employed, the SGWs will be more similar to the GW, but more computation 

will then be involved in feature extraction.  



 98

The uniform quantization for determining the quantization levels has been 

used in constructing the SGWs. Let np and nn be the number of quantization 

levels for the positive and negative values, respectively. When a zero 

quantization value is added, the total number of quantization levels of a SGW is 

np+nn+1. 

Let A+ and A– be the most positive and negative values of a SGW, 

respectively. The quantization levels for positive levels c+(k) and negative 

levels c–(k) are as follows: 
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Figure 4.3(a) and Figure 4.3(b) show the real part of a GW and SGW, 

respectively. In our experiment, the total number of quantization levels of a 

SGW is 7. Thus, np = nn = 3. 

  

(a)      (b) 

Figure 4.3: The 3-D structures of (a) the real part of a 2-D Gabor wavelet, and (b) the real part 

of the corresponding simplified Gabor wavelet. 
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4.2.2.2 Feature Extraction Using the Simplified Gabor Wavelets 

The Gabor features of a face image can be extracted using the method 

described in 4.2.1. To have a SGW which is less sensitive to lighting conditions 

in an image, the coefficients of each SGW are subtracted by its mean value m. 

Since the SGWs are formulated by a group of rectangles, a fast algorithm for 

feature extraction can be used. 

Consider a SGW that is convolved with an image f(x,y), and the SGW is 

shifted to the pixel position (xc, yc), as shown in Figure 4.4. The convolution 

output at (xc, yc) is given as follows: 
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where q+(k)=c+(k)−m, q−(k)=c−(k)−m, qm=−m are demeaned SGW coefficients, 

and S+(k), S–(k) and SF are the sum of the gray-level intensities of those pixels 

covered by the regions, either a single rectangular region or the difference 

between two rectangles, with quantization values q+(k), q–(k) and qm, 

respectively. NRp and NRn are the number of rectangles with positive 

quantization values and negative quantization values, respectively. 
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Figure 4.4: Image f(x,y) is convolved with a SGW whose center is shifted to the pixel position 

(xc, yc) 

Let RS+(k), RS–(k) and RSF be the rectangular sum of the gray-level 

intensities of those pixels inside the rectangles with quantization values q+(k), 

q–(k) and qm, respectively. RS+(k), RS–(k) and RSF are computed based on the 

idea of an integral image [126], which can efficiently calculate the sum of pixel 

values within a rectangle. In addition, a fast algorithm for rectangles rotated by 

45° or 135° is also available [127]. As a result, the SGWs consider 4 

orientations only, which are 0°, 45°, 90°, and 135°.  

Figure 4.6 and Figure 4.7 show the magnitudes of the Gabor features of 

the face image shown in Figure 4.5 extracted using GWs and SGWs at 3 scales 

and 4 orientations, respectively. The magnitudes reflect the similarity of the 

vicinity of each region to the kernels of the GWs and SGWs, which also show 

the characteristics of spatial locality, scale and orientation selectivity of GWs 
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and SGWs. Such characteristics produce salient local features, such as the eyes, 

nose and mouth, which are suitable for face recognition. 

 

Figure 4.5: Human face image. 

 

Figure 4.6: Magnitudes of the Gabor features extracted using the Gabor filters at 3 scales and 4 

orientations. 

 

Figure 4.7: Magnitudes of the Gabor features extracted using the simplified Gabor filters at 3 

scales and 4 orientations. 
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4.3  Gabor Feature Selection 

The key ideas of our Gabor feature selection scheme are that more Gabor 

features will be selected for those positions which are more informative, and 

that the respective kernels to be chosen should produce strong responses. 

Because of the fact that the response of a GW is strong when the edges at the 

region under consideration are perpendicular to the wave vector of the GW, so 

the orientations of the edges in an image are used in the selection of useful 

Gabor features for face representation and recognition. For example, Figure 4.8 

shows two simple images with strong edge characteristics in two different 

directions, while Figure 4.9 and Figure 4.10 show the corresponding 

magnitudes of the Gabor features extracted with different orientations. These 

results illustrate that the magnitudes of Gabor features will be the largest when 

the edges in an image are perpendicular to the wave vector of the Gabor 

function. 

    

(a)      (b) 

Figure 4.8: Two simple images with strong edge characteristics in two different directions, (a) 

0° and (b) 45°. 
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Figure 4.9: Magnitudes of the Gabor features extracted using Gabor functions of four different 

orientations based on the image shown in Figure 4.8(a). 

 

Figure 4.10: Magnitudes of the Gabor features extracted using Gabor functions of four different 

orientations based on the image shown in Figure 4.8(b). 

4.3.1 Edge Detection with Orientations 

An edge detector performs a 2-D spatial gradient measurement on an 

image. Typically, it is used to find the approximate absolute gradient magnitude 

at each point in an input gray-scale image. In order to detect edges of different 

orientation and to minimize the required computation, edge detection is usually 

performed with a group of 3×3 convolution masks. In our algorithm, four 

convolution masks with different orientations are used. Figure 4.13 shows the 

3×3 convolution masks with different orientations. Each convolution mask 

estimates the gradient in the corresponding direction. G0 and G90 are the pair of 

3×3 convolution masks used in the Sobel edge detector, while G45 and G135 are 

the corresponding rotated convolution masks used to detect diagonal edges. In 

summary, G0, G90, G45 and G135 are used to detect horizontal edges, vertical 



 104 

edges, 45° edges and 135° edges, respectively. 

 

Figure 4.11: The edge detectors used to detect edges of 4 different orientations. 

Thresholding is used to obtain a binary version of the gradient map. All 

gradient values whose magnitudes are less than the threshold are set to 0, and 

are set to 255 if greater than the threshold. After thresholding, non-maximal 

suppression is applied to thin the edge map. Non-maximal suppression removes 

an edge pixel if its gradient magnitude is not a maximum along the line 

perpendicular to its gradient orientation.  

Figure 4.12 shows the respective edge images of the face image shown in 

Figure 4.5 based on the 4 3×3 convolution masks. In our feature selection 

scheme, Gabor features with kernel orientation perpendicular to the edge 

direction of an edge pixel will be extracted. With the four edge images, a 

minimal set of Gabor features will be selected, which should be able to retain 

the as much information as possible about the face under consideration. 

    

Figure 4.12: The four edge images of the face image shown in Figure 4.5 obtained using the 

four different 3×3 convolution masks. 
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4.4  Face Recognition in the Large Face Database 

All the Gabor features of the training images and the query images are 

extracted by the SGWs in order to reduce computation. In our algorithm, two 

options to construct a face database have been proposed. The first, as shown in 

Figure 4.13, is to extract all the Gabor features for each training face image and 

to store them in the face database. With a query image, its Gabor features are 

extracted using the method proposed in Section 4.3. The selected Gabor 

features of the query image are then compared with the corresponding Gabor 

features in the database. This option can reduce the computation required for 

feature extraction runtime, but a huge amount of memory is required to store all 

the features of the training images. The second, as shown in Figure 4.14, is to 

extract the Gabor features for each training face image using the method 

proposed in Section 4.3. Then, all the Gabor features of the query image are 

extracted. Similarly, the selected Gabor features of the training images are 

compared to the corresponding Gabor features in the query image. This option 

can reduce the amount of memory needed for the database, but requires a 

slightly longer runtime to extract the Gabor features of the query image. 
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Figure 4.13: The first option of our face recognition system. 

 

Figure 4.14: The second option of our face recognition system. 

4.4.1 Condensed Database 

Although the dimension of the Gabor features have been reduced via the 

use of our selection scheme, the runtime required for face recognition will still 

be very long if the database size is very large. Therefore, to reduce this lengthy 

runtime for very large databases, a kind of indexing scheme or additional 
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database structure is necessary. Vleugels and Veltkamp [135] suggested 

choosing a suitable number of objects from the database as “vantage objects”. 

The distances between the images in the database and each vantage objects are 

computed and ranked. For a query input, its corresponding distances to the 

vantage objects are computed. Then, those images in the database which have a 

similar distance to the vantage objects as the query input dues will be selected 

to form a smaller or condensed database for further analysis. This can help 

reduce a lot of computation in searching for a similar face to the query from a 

very large database. In our proposed algorithm, Gabor features of different 

kernel frequencies and orientations are considered to form the vantage-object 

structure. 

4.4.1.1 Vantage Objects 

In our face recognition system, 12 Gabor kernels formed from 3 scales 

and 4 orientations are used to extract the Gabor features. For the Gabor features 

extracted from each kernel, several representations such as the amplitude of 

their means, the mean of their amplitudes, the mean of their phases, etc. can be 

used for indexing, which are shown in (4.5), (4.6) and (4.7), respectively. From 

our experimental results, the amplitude of the Gabor features can achieve the 

best performance of having the matched faces selected in the condensed 
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database. The amplitude of the mean of Gabor features: 

∑∑
= =⋅

=
c rN

i

N

jcr

O
NN

M
1 1

1
θωθω ,, .     (4.5) 

The mean of the amplitudes of Gabor features: 
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The mean of the phases of Gabor features: 
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Nc and Nr are the numbers of columns and rows in the image, and ω and θ are 

the center frequency and orientation of the Gabor kernel. 

4.4.1.2 Structure of the Indexing Scheme 

To construct the condensed database for a query image, the average 

magnitudes of the Gabor features extracted using different SGWs are computed. 

Then, these values are sorted in ascending order. Figure 4.15 shows the 

structure of our indexing scheme. For the Gabor features extracted using the 

kernel of scale factor 2  and orientation of 0°, the 34th subject in the database 

has the minimum magnitude; the 26th subject has the second minimum 

magnitude and so on.  



 109 

 

Figure 4.15: Structure of our indexing scheme. 

When a query image is inputted, its Gabor features and its means of 

magnitudes corresponding to each Gabor kernel are calculated. Then, the 

means of magnitudes of these Gabor features are ranked in ascending order in 

the database, as shown in Figure 4.16. Since 12 different Gabor kernels are 

used, 12 different ranked lists can be formed. To select the face images to form 

the condensed database, those nearest neighbors in each ranked lists are chosen. 

The size of the condensed database is determined by the number of the nearest 

face images being selected.  
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Figure 4.16: Retrieval of similar faces from a large database to form a condensed database. 

Since the mean of magnitudes of the Gabor features for each Gabor 

kernel are required for the query image, the second option of our face 

recognition scheme is preferred. On the database side, only the selected Gabor 
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where X is a 1-D selected Gabor feature of a database image, Y is the 

corresponding feature of the query image, and N = N0° + N45° + N90° + N135°. N0°, 

N45°, N90° and N135° are the numbers of edge pixels having an orientation of  0°, 

45°, 90° and 135°, respectively. Since 3 kernel scales are used to extract the 

Gabor features, the dimensions of X and Y are both 3N.  

To compute the distances, only the magnitude difference between a 

database image and the query image is considered. This may turn out to be 

more robust with respect to changes in facial expression and other variations. 

The minimum distance between the query image and a database image means 

that the query image and this database image are corresponding to the same 

subject.  

4.5  Experimental Results 

4.5.1 Feature Selection and Extraction 

A subset of the AR database [129] and the MIT database was used in the 

following experiments. In these databases, only the face images under normal 

conditions (neutral facial expressions, frontal lighting conditions, and frontal 

view) were considered. Those face images with occlusions were also excluded. 
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The resulting database used in our experiment contains 137 face images. To 

evaluate the performances of our scheme, 411 face images (363 from the AR 

database and 48 from the MIT database) were selected to form the testing set. 

For the AR database, face images with different facial expressions under the 

same lighting condition were selected. For the MIT database, images of three 

different scales for each person were selected. 

For this experiment, the recognition rates based on our proposed 

algorithm are tabulated in Table 4.1. The recognition rates of “All Gabor 

features”, “1st version” and “2nd version” are based on (4.8). The recognition 

rates based on “Gabor + PCA” and “Gabor + kernel PCA” are also shown. The 

quantization levels used in the simplified Gabor wavelet are five. Table 4.2 

shows the corresponding recognition rates by which the Gabor features were 

extracted using the original GWs.  

 Gabor+PCA Gabor + 

kernel PCA 

All Gabor 

features 

1st version 2nd version 

AR 93.388 95.868 96.419 96.419 96.28 

MIT 83.333 89.583 93.75 91.66 91.66 

Table 4.1: The recognition rates of different methods using the simplified Gabor features. 

 Gabor+PCA Gabor + 

kernel PCA 

All Gabor 

features 

1st version 2nd version 

AR 94.766 96.97 97.245 96.694 96.97 

MIT 87.5 91.667 95.833 93.75 95.833 

Table 4.2: The recognition rates of different methods using the original Gabor features. 
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From the above results, the average numbers of edge pixels used for 

different orientations, i.e. N0°, N45°, N90° and N135°, are about 200, 200, 400 and 

200, respectively. As a result, the dimension of the Gabor features is about 

(200+400+200+200) ×3 = 3000, while the dimension using all the Gabor 

features is 64×64×12 = 49152. However, with our selection scheme, the 

degradation in the recognition rates using the SGWs is slight when compared to 

the GWs if the testing images are under normal lighting conditions.  

As our feature selection scheme considers those pixel positions of the 

edges of an image, so the performance of the edge detector used will affect the 

recognition performances. Figure 4.17 shows the face recognition rates of our 

proposed algorithm based on the AR database and using different edge 

detectors. Although the Sobel edge detector and Canny edge detector can 

achieve a similar performance to our proposed one, more edges pixels are 

considered in order to keep the same performance level. Furthermore, the 

Canny edge detector can give a better performance level than the Sobel edge 

detector when the same number of pixels is used.  
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FERET [81] database are used. Another set of 1,152 fontal-view images of the 

different subjects under different facial expressions is used as query images. In 

this section, we will evaluate the performance level of using Gabor features as 

vantage objects for the construction of condensed databases. For the Gabor 

features extracted using each of the Gabor kernels, the amplitude of their means, 

the mean of their amplitudes and the mean of their phase are computed. Then, 

these representations are used to build different human indexing schemes, and 

the performance for each of the representations is evaluated. 

With a query image, its Gabor features are computed and the 

corresponding three different representations are ranked in the different rank 

lists for the various Gabor kernels. The number of faces selected to form the 

condensed database for the query input depends on the number of neighbors 

selected for each of the rank lists. The number of faces selected to the 

condensed database may vary far for different query inputs, although the same 

numbers of neighbors are selected. This is because the faces selected from one 

rank list may have appeared in another rank list. Since the number of face 

images selected to the condensed database is different, the average number of 

face images selected for each query image is measured for comparison. Figure 

4.18 shows the recall rate against the sizes of condensed databases using 
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The computation to search the position on each rank list is O(logn), and is done 

by using the self-balancing binary search tree. As a result, in this experiment 

the overall computation required to form a condensed database is about 1,152* 

O(log1,152) which is much lower than the computation required for computing 

the distances between the Gabor features. 

After the condensed database has been constructed, either the method 

proposed in Section 4.4 or a more computational and more accurate method can 

be used for face recognition. 

4.6  Conclusion 

In this chapter, a novel, local, feature-based face representation method 

has been described. The oriented edge images are used to select the Gabor 

features. Moreover, Gabor features of images can be extracted using the 

simplified Gabor wavelets, which can reduce the required extraction runtime by 

30% when compared to the original Gabor wavelets, while the recognition rate 

can be preserved. 

In our face recognition system, the Gabor features of the training face 

images and their magnitudes corresponding to different Gabor kernels are 

stored selectively, while all the Gabor features of the query image are extracted. 

The corresponding Gabor features of the query images are then compared to the 
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selected Gabor features of the images in the database. To reduce the runtime for 

face recognition when the database size is very big, we have also proposed to 

use Gabor features to form vantage objects and rank lists so that a small or 

condensed database can be formed for a query input. Experimental results show 

that the recognition rates of our face recognition methods can be maintained 

while the computational time is reduced.  
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Chapter 5 : Conclusion and Future Work 

5.1  Conclusion 

In this thesis, the current literature in 3-D reconstruction and 3-D face 

modeling for face recognition has been reviewed. In addition, the face 

recognition techniques based on selected Gabor features for face recognition 

has been described.  

A novel and efficient method has been proposed to estimate the depth 

information about a 3-D face model based on face images under different poses 

for face recognition. The similarity distance between the adapted face model 

and the faces under different poses has been used to estimate the poses and the 

depths of the face model. The genetic algorithm is applied to search the optimal 

poses and depths of the face model. Our method does not require any camera 

calibration. Since the 3-D information about human faces is not available in 

most applications, a measurement to assess the accuracy of the constructed face 

model has been proposed. The similarity transform are used again to check the 

accuracy of the face model constructed. Our proposed algorithm can determine 

both the poses and the scaling factors of the training face images with respect to 

the adapted 3-D face model, and the 3-D structure of the face model. The 
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estimated 3-D face models can be used for face recognition, especially for the 

face images with pose variations. 

To retrieve face images in a database, a local feature-based face 

representation method has been proposed. The Gabor features of the images are 

extracted using the simplified Gabor wavelets, which can reduce the extraction 

runtime by 30%. Since the responses of the Gabor wavelets are strongly related 

to the edge orientations, Gabor filters whose kernel orientations perpendicular 

to the edges are selected for feature extraction. In our face recognition system, 

the magnitudes of the selected Gabor features of the training face images are 

stored, while all the Gabor features of a query image are extracted. The 

processing time for face recognition can be further reduced by constructing a 

condensed database for each query image. The condensed database is 

constructed by using the vantage object structure based on the Gabor features.  

5.2  Future Work 

In our proposed 3-D face model reconstruction algorithm, the features on 

a face are located manually. It is possible to detect the facial features using the 

current techniques such as corner detection [129], [130] and the active shape 

model. However, the correspondence between different face images is one of 

the challenges for 3-D face reconstruction. Moreover, more feature points, for 
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example, at the chin and cheek can be considered in our proposed algorithm. 

These features have larger variations between different people so that they are 

more discriminant for 3-D face recognition. The detection of these features is 

the main challenge since no accurate algorithm can detect these features in the 

current researches. On the other hand, the computation is quite simple for the 

3-D reconstruction on orthographic projection because intrinsic parameters are 

not considered. However, the approximation of the affine camera model is not 

proper when the face is close to the camera. The reconstruction methods based 

on this camera model yield distorted shapes due to the perspective effect. 

Therefore, perspective reconstruction of 3-D structure and motion has been 

considered. However, the camera calibration is another challenge for 3-D 

reconstruction.  

In our proposed algorithm for face recognition in large face databases, 

only the Gabor kernels at different locations and the features with the specific 

kernel orientations have been used to select the Gabor features. To further 

reduce the redundancy in the Gabor features, the features with the specific 

kernel frequencies can be considered. In addition, the performance becomes 

worse when the face images are under different lighting condition. There are 

few approaches such as invariant features [136], variation modeling [137] and 
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canonical form [138], for coping with variation in appearance due to 

illumination.  

The 3-D face models can be used to recognize the face images under 

different poses. On the other hand, the optimally selected Gabor features and 

the indexing scheme can be applied to a large face database. However, the 

combination of them has not been investigated. Since the Gabor features of 

face images under different poses are very different, how to combine these 

techniques for automatic face recognition is an interesting and challenging 

research topic.  
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Appendices 

Appendix 1:  Proof of the Similarity Transform 

Assume that there are n points in two different point sets, and (
ixM , 

iyM , 

izM ) are the 3-D coordinates of the ith feature point in the adapted face model 

in which all the feature points have been centered. Similarly, (
ixq , 

iyq ) are the 

2-D coordinates of the ith feature point in the non-frontal-view face image in 

which the feature points have also been centered. Then, the similarity distance 

of the ith feature point between the face model and the non-frontal-view face 

image is: 
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By applying partial differentiation to (A1.1) with respect to 
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(A1.2) can be rewritten as follows: 
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For simplicity’s sake, we rewrite (A1.4) as follows: 
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Let [ ]2313r1 rr= , [ ]3231r2 rr= , [ ]1211r3 rr=  and [ ]2221r4 rr= , and XM, YM and 

ZM are the three n×1 matrices, which represent the x-, y- and z-coordinates of 

the centered feature points in the adapted face model. Let Mxy = [XM, YM]T, and 

q be the 2×n matrix, which represents the centered image point set. Then, 

rewrite (A1.4) into matrix form as follows: 
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Substituting (A1.5) into (A1.1), we have  
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We can also write s in matrix form, let 
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which are 1×n matrices, then  
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where tr[] of a matrix is the sum of its diagonal elements.  

Appendix 2: The Levenberg-Marquardt method 

The Levenberg-Marquardt (LM) method searches the parameters x, which 

will minimize (3.9), where [ ] .Tsφϕθ=x  Let 
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and (3.9) can be rewritten as follows: 
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We will compute x such that { })(x
* xargminx F= ,       (A2.3) 

i.e. to minimize the (A2.2). 

To find the solution of (A2.3), Levenberg and Marquardt suggested using 

a damped Gauss-Newton method. Assume J is the Jacobian of f(x), which is a 

matrix containing the first partial derivatives of f(x), i.e. ( )( ) ( )xxJ
j

i
ij x

f

∂
∂= . 

Then, solve  

(JTJ+µI)hlm = −JTf,                    (A2.4) 

where J = J(x) and f = f(x), µ is the damping parameter and hlm is a descent 
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direction.  

The steps in the Levenberg-Marquardt method are shown as follows: 

1. Initialize the damping parameter µ related to the size of the elements A0 = 

J(x0)
TJ(x0). For example, let { },)(03

0 max10 iii a⋅= −μ  

2. Solve (A2.4) to find hlm 

3. xnew=x+hlm                                                                     (A2.5) 

4. Substitute (A2.5) back to (A2.4) 

5. During iteration, the size of µ is controlled by the gain ratio 
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The stopping criteria indicate that, at a global minimizer, F’(x*) = g(x*) = 0, so 

1ε≤
∞

fJT
. Another relevant stopping criterion is that the change in x is small, 

i.e. ( )22new xxx εε +≤− . In our algorithm, ε1 and ε1 are both set at 10-8. 
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