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Abstract

Energy Efficiency in IEEE 802.11 Wireless Networks

by

Yi Xie

To achieve energy efficiency, various existing mechanisms investigate the tradeoff

between communication quality and energy consumption. This thesis proposes

two new schemes based on Transmission Power Control (TPC) and Power Saving

Mode (PSM). Both of them are Access Point (AP) centric and support multiple

clients in an IEEE 802.11 infrastructure network. The new TPC-based scheme

uses a polling-based MAC, such as the point coordination function (PCF) in

IEEE 802.11, to optimize energy efficiency of all clients. The new PSM-scheme,

on the other hand, achieves the same goal by using distribution coordination

function (DCF).

The problem of optimizing energy efficiency in a polling-based network is

to determine optimal transmission power allocations (therefore the transmission

rates) for all clients. The AP notifies the optimal transmission power to all clients

at the beginning of each polling cycle. Using this optimal AP-centric TPC, the

total energy consumed by all clients in a polling cycle will be minimized when

their buffer queues are guaranteed stable. We have solved this problem by first

formulating it as a stability-constrained optimization problem and then solving

it using an iterative algorithm. The problem is tackled by using two polling

schedules: Phase Grouping (PG) and Mobile Grouping (MG). Our extensive

experiment results have shown that the optimal power allocations can improve

the energy efficiency of a random power allocation by saving energy as much as
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four times. After using the AP-centric TPC, the optimal MG scheme is more

energy efficient than the optimal PG scheme, because each client in the PG

scheme spends more energy during the reception period. We have also shown

that there are incentives for the clients to adopt the optimal power allocations.

The problem of optimizing energy efficiency in a DCF network using PSM is to

determine the optimal PSM parameters, e.g., beacon interval (BI), listen interval

(LI) and minimal contention window (CW) for each client. The centralized PSM

(C-PSM) deploys these optimal parameters on the AP and clients. The BI and LIs

are optimized to reduce major energy consumption due to unnecessary wake-ups

and channel contention. Both simultaneous wake-ups and infrequent wake-ups

will cause channel contention during which the contending clients waste much

of their energy in the idle mode. In addition, we have proposed a first-wake-up

schedule to further reduce simultaneous wake-ups. The CWs, on the other hand,

are tuned to balance the clients’ access probabilities, such that a shorter backoff

period is assigned to a client waking up with a lower frequency. Our extensive

simulation results have shown that compared with the standard PSM C-PSM

reduces power consumption by up to 76%, increases energy efficiency as high as

320% and shortens AP buffering delay as much as 88%. Moreover, the first-wake-

up schedule saves the energy efficiency by up to 22%. C-PSM’s advantage also

increases with the number of clients in the network.
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Chapter 1

Introduction

Wireless networks have been widely used because of its flexibility and mobil-

ity. An increasing number of integrated services, such as multimedia, real-time

applications, as well as monitor and control systems either have been or will be

deployed. These integrated services generally require a high capacity of com-

putation and communication, as well as a good support for energy-constrained

wireless devices. Therefore, it is important that the protocols (or architectures)

designed for wireless network should optimize energy consumption and satisfy

the required quality of service.

A wireless device (client) takes on communication and computational work-

loads with limited energy. The client’s main sources of energy consumption in-

clude microprocessor, display device, hard disk, system memory and wireless

network interface (WNIC) [93]. There are two ways to save energy. The first is

to reduce energy consumed on computation and management using new hardware

designs, such as the variable block speed CPUs [69], the blocking-aware proces-

sor voltage scheduling [182], the flash memory [120] and the disk spindown [56].

The other is to optimize the usage of energy on WNIC (i.e., the operation of
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wireless transceiver) for a given communication task [124]. It is vital to reduce

energy consumption on communication, because WNIC consumes up to 50% of

the total energy storage in a wireless client. Therefore, the problem of efficiently

consuming energy on communication is an increasing concern.

All wireless networks encounter this energy efficiency problem. According

to the statement [124] “the energy-intensive nature of wireless communication

motivates us to reduce the energy consumed by incorporating energy conserva-

tion strategies with network protocols”, we focus on the trade-off between energy

consumption and communication performance. The design of wireless communi-

cation protocols should consider the trade-offs between energy consumption and

various performance metrics, such as throughput [181], system capacity [148],

delay [83, 155, 131, 132], network utility [46] and error rate [146].

This thesis concentrates on the problem of energy efficiency in an IEEE 802.11

infrastructure wireless network. We explore the function of access point (AP) to

improve energy efficiency for all wireless clients. We have designed a new AP-

centric transmission power control (TPC) for polling-based media access control

(MAC) protocol. This TPC minimizes the sum of clients’ energy consumption

subject to network stability. We have also designed a centralized power saving

mode (PSM) to improve clients’ energy efficiency. This PSM is an AP-centric

deployment of the IEEE 802.11 PSM where the AP determines the optimal pa-

rameters for itself and all PSM-enabled clients.

We discuss the technical challenges of implementing energy efficiency in IEEE

802.11 wireless network in Section 1.1 and then present the motivations to design

two AP-centric energy-efficient schemes in Section 1.2. We give an overview of

our main contributions in Section 1.3 and the outline of this thesis in Section 1.4.
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1.1 The Energy Efficiency Problem in IEEE 802.11

Wireless Networks

There are two different ways to configuring IEEE 802.11 wireless networks:

There are two different ways to configure IEEE 802.11 wireless networks: infras-

tructure (centralized) and ad-hoc (distributed). Infrastructure wireless network

requires a fixed infrastructure to relay data among wireless clients. One successful

example is a mobile phone network. A mobile phone is a portable telephone which

receives and makes calls through a cell site (i.e., a base station, BS). Another ex-

ample is a Wireless Local Area Network (WLAN). With the development of the

IEEE 802.11 standards [86], an increasing number of Wi-Fi hotspots are installed

in libraries, classrooms, hotels, shops, airports and so on. In these applications,

wireless clients (e.g., laptops, PDAs and mobile phones) using the IEEE 802.11

infrastructure mode connect to the Internet through an access point (AP). On

the other hand, the IEEE 802.11 ad hoc mode does not require a fixed network

infrastructure, such as the AP and the wireless clients route packets among them-

selves. Their typical applications include military usages, environmental sensor

networks, car-based ad hoc networks and biomedical networks.

The energy efficiency problem has become a major problem to tackle in wire-

less networks. A wireless client is required to take on heavy workloads; but its

energy storage is always limited, and nearly half is consumed on communication.

In order to increase clients’ battery life time, it is vital to reduce energy which is

consumed on communication. Therefore, the wireless network protocols should

consider the issues of energy saving and communication performance.

It is challenging to design an energy-efficient wireless network. In order to

implement energy-saving schemes, energy-saving technologies on each layer must
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take performance metrics into account, such as delay, throughput and network

utility. For example, the energy-saving design on physical layer tries to support

the CMOS circuit by lower power while satisfying the requirements of transmis-

sion rates (i.e., throughput). When wireless clients are allowed to sleep with very

low power, the MAC protocol should let clients sleep as long as possible while

satisfying the requirements of packet delay or throughput. Reducing transmis-

sion power saves energy consumed on the packet transmission at the expense of

increasing the transmission time [131]. The adjustment of transmission power to

a proper level can save energy while satisfying the requirements of packet delay.

Packet retransmissions due to transmission error or packet loss consume much

energy. The energy-saving designs on logical link sublayer and transport layer

should reduce transmission errors and packet loss. In order to increase the life

time of wireless network, energy-aware routing protocols on the network layer

may choose the nonshortest path to bypass the poorly powered wireless clients.

Moreover, reducing energy consumption in wireless networks requires the co-

operation of multiple network layers. The energy-saving design on one layer often

influences wireless client’s performance and energy consumption on other layers.

Some hardware techniques in physical layer (PHY layer) are designed to reduce

the power consumption of wireless clients [84]. They operate well only if there

are suitable control mechanisms on the upper layers. For example, the dynamic

power management in WNIC provides variable radio frequency (RF) power. It is

helpful to save energy, reduce channel interference and increase throughput when

the transmission power control (TPC) on MAC layer is adopted. Some WNICs’

circuit supports a sleeping mode. The sleeping client can save energy, because

the power consumed in sleeping mode is an order of magnitude less than that

in an active mode. Yet the sleeping client cannot receive or send any packet.
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An unoptimized sleeping period will result in interrupted transmissions, packet

loss, long packet delay and low throughput. In order to use the sleeping mode

efficiently, MAC protocol should adopt a special mechanism to control the mode

transition of clients, for example, the power saving mode (PSM) in IEEE 802.11

standard.

In an infrastructure wireless network, the AP offers flexibility for designing

energy-efficient protocols. There are two main reasons for this. First, the AP

is usually not energy-constrainted as the clients do and has more computation

power. Many energy-efficient protocols reduce energy consumption of wireless

clients by letting the AP take over some tasks for clients and operate some

scheduling algorithms. Second, wireless clients only need to transmit data to the

AP or receive data from the AP, which are called uplink and downlink respec-

tively. In contrast, ad hoc network cannot benefit from any fixed infrastructure.

Wireless clients have to take up additional tasks such as forwarding packets and

managing routing tables.

Some energy-efficient schemes [105, 147, 127, 167] in infrastructure wireless

networks are distributed in each client (i.e., user-centric schemes). In order to

save energy, the client individually determines its settings and notifies the AP

of them. This kind of energy-efficient schemes could adapt to traffic variance,

reduce or even minimize the client’s energy consumption while satisfying its per-

formance requirement. Their disadvantages include the increased workload of

wireless client and the possible degradation of other clients in terms of energy sav-

ing and communication performance. In contrast, some energy-efficient schemes

are regarded to be AP-centric (e.g., [111, 78, 116]), since the AP determines the

operation or important setting of all wireless clients in the network. In stead of

improving one client’s energy efficiency, the AP-centric schemes usually optimize
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energy consumption of all clients while satisfying their performance requirements

in an integrated way. Two AP-centric approaches proposed in this thesis con-

centrate on achieving the energy efficiency of clients in infrastructure wireless

network while exploring the advantage of the AP. The AP has a global knowl-

edge of clients and takes on most tasks to implement the energy efficiency of all

wireless clients.

1.2 Motivations for the AP-centric Approach

We aim at increasing energy efficiency for all wireless clients in an infras-

tructure wireless network. We consider the balance of energy consumption and

communication performance of clients in an integrated way, instead of designing

an energy-efficient distributed scheme for each client. Here, we assume that the

positions of wireless clients are relatively fixed in the network. Therefore, the

energy-saving designs (e.g., [54, 35]) based on the mobility model of clients are

not considered.

Two new energy-efficient schemes proposed in this thesis are deployed in an

AP. Since the AP relays packets for all wireless clients, it is able to obtain the

channel condition and the traffic of each client. Therefore, the AP could act as

a control knob to achieve energy efficiency for all clients. In the new AP-centric

TPC, the AP determines the optimal transmission power allocation of clients

in polling-based MAC protocol. It minimizes the total energy consumption of

clients in a stable wireless network. In the centralized PSM, the AP determines

the optimal parameters in the IEEE802.11 DCF and PSM for itself and all PSM-

enabled clients. It improves the energy efficiency of all clients in an infrastructure

wireless network.
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1.2.1 AP-centric TPC for polling-based MAC

Medium Access Control (MAC) protocols [36] control the access to a shared

medium by defining rules that allow wireless clients to communicate with each

other in an efficient manner. The design of MAC protocol is critical for com-

munication performance and energy consumption of wireless clients. In general,

an infrastructure wireless network employs one of centralized MAC protocols. A

typical example is polling-based MAC protocol. The AP sends and receives data

by polling clients in a fixed order. Therefore, we need to design a polling-based

MAC protocol for the network in which an AP serves as the relay for a number

of wireless clients.

Previous studies considered a tradeoff between energy consumption and com-

munication quality on MAC protocol [44]. Most of them designed an MAC mech-

anism to minimize energy consumption of one or more wireless clients taking into

account specific performance metrics (e.g., delay, throughput and network util-

ity). However, they did not consider the influence of one client’s energy-saving

action on other clients. In order to address the energy efficiency problem of all

wireless clients, a network model and a fundamental metric, stability, are neces-

sary. The analytical model is a queueing system where each client is a queue. It

is possible to study the energy consumption and performance of each queue and

the interactions of queues. By stability for a network, all clients are stable when

the number of buffered packets in each client does not grow up unboundedly.

The PSM and TPC are our main approaches to achieve energy efficiency of

all wireless clients in the AP-centric TPC for polling-based MAC protocol. PSM

reduces the energy consumption of wireless clients, because it lets clients sleep

with very low power consumption. When a client is polled to communicate with
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the AP, it is active. When a client is not polled, it is allowed to enter into

the sleeping mode to save energy. TPC enables wireless clients to consume less

energy on transmission by using a lower transmission power. However, the lower

transmission power results in a longer transmission time. If the transmission

power is too low, the transmission period will prolong, thus increasing the clients

energy consumption. In a sense, the much low transmission power degrades the

stability by increasing packet delay without saving energy. Therefore, there is a

trade-off among transmission power, energy consumption of clients and network

stability.

It is easy to see that the proper reduction of transmission power and the

increase of sleeping period are both helpful to save energy. However, these two

issues conflict with each other. If the transmission power is too high, much

energy is consumed on transmission. If the transmission power is too low, the

extended transmission period will prevent a client from sleeping, thus increasing

the energy consumption. Therefore, the transmission power is a control knob to

minimize energy consumption. We should use TPC to reduce the transmission

power of clients within an appropriate range which is effective to save energy

while guaranteeing the stability of network.

We use stability as an important constraint to minimize total energy con-

sumption of wireless clients, because it is a fundamental requirement of all net-

works. An energy-efficient mechanism will not be useful if it unstabilizes one

or more clients. However, stability is seldom considered in the studies of energy

efficiency problem. We only find three examples. One was the resource allocation

policy [174], which minimizes the total energy consumption while satisfying the

network stability and the QoS requirements of link. It is suitable for wireless sen-

sor networks instead of wireless infrastructure networks. Another two examples
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are [151] and [152]. The authors investigated the effect of their energy-efficient

mechanisms on the stability region, but they did not guarantee network stability.

Therefore, we formulate an optimization problem about the transmission

power of clients which minimizes the total energy consumption of all wireless

clients while guaranteeing that each stable client handles packets with a limited

delay. The optimization problem is based on the analysis of queueing systems

which models polling-based MAC protocols. The AP solves this optimization

problem and obtains an optimal transmission power allocation of all clients by

a proposed interactive algorithm. Each wireless client simply deploys its own

optimal transmission power. The optimal TPC is mainly implemented in the AP

and denoted as the AP-centric TPC in polling-based MAC protocols.

As we shall see in this thesis, the energy-efficient polling-based MAC proto-

col can achieve energy efficiency by optimizing energy consumption of all PSM-

enabled clients when two polling schemes are considered: phase grouping (PG)

and mobile grouping (MG). The PG schemes have been widely deployed. The

typical example is the energy conserving MAC (EC-MAC) protocol [44] which

uses an explicit transmission order with reservations. In the broadcast (down-

link) phase, the wireless device listens to the downlink for the transmission order.

Many MG polling-based protocols have also been proposed to reduce mode tran-

sitions and control packet transmissions [73], such as the disposable token MAC

Protocol (DTMP) [72], the E2MaC protocol [75] and the mobile grouping sched-

ule [77].

In summary, we have designed the AP-centric TPC for polling-based MAC

protocols which provides a stable network and consumes energy efficiently. It

is a new way to achieve a trade-off between energy consumption and stability.

When wireless applications require specific performance requirements (e.g., short
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delay or large throughput), other energy-efficient schemes may be applied as a

complement to this design. However, the optimal transmission power allocation

is obtained under an assumption that the traffic of each wireless client is arrived

according to Poisson distributions. We should explore our energy-efficient MAC

protocol to support a general wireless network with different traffic distributions.

1.2.2 Centralized PSM

In this thesis, we concentrate on the PSM for IEEE 802.11 infrastructure

networks and will show that significant improvement can be obtained from a new

deployment of the PSM.

The IEEE 802.11 PSM is one main mechanism which could save energy. The

wireless clients could stay in an active or dozing state. The active client consumes

high power when it transmits data, receives data and keeps idle. However, the

dozing client operates with much lower power by entering a sleep mode. Using

IEEE 802.11 PSM, the client goes into the sleep mode whenever it is idle. The

client also wakes up periodically to check whether they have frames buffered

at the access point (AP) through its periodic transmissions of beacon frames.

The AP broadcasts a beacon frame every beacon interval (BI), and each client’s

wake-up frequency is determined by a PSM parameter listen interval (LI). Both

BI and LI are configurable, and their settings can directly influence the PSM’s

performance. However, the PSM does not prescribe how the BI and LI should

be configured; therefore, default values are often used. Hereafter, we use PSM to

refer to the IEEE 802.11 PSM.

Obviously, the PSM cannot adapt to the traffic and configuration dynamics

inherent in typical wireless networks. For example, the studies [127, 13] have
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shown that the typical BI of 100ms cannot save significant energy in many prac-

tical scenarios. Worse yet, the PSM is reported to have an adverse impact on

application performance, such as short TCP connections [105].

To address these shortcomings, a number of new power-saving schemes based

on putting idle clients into sleep have been proposed. A class of them (e.g.,

[127, 147, 105]) enables each client to save energy by reducing the number of

unnecessary wake-ups, i.e., designing an optimal wake-up schedule. These user-

centric schemes, however, do not address energy consumption from channel con-

tention which, as we will show, is another major source of energy wastage. Ad-

ditionally, these user-centric schemes should be deployed in each client, which

increases the workload of clients and the complication of MAC design.

Another class is based on an AP-centric approach which relies on the AP to

improve the energy efficiency of all clients in the network. The AP is a control

knob to determine the operations of wireless clients based on the global knowledge

of channel condition and the traffic of clients. Each client does not do anything

but follows the proposed scheme directly. One approach is for the AP to design

a packet transmission schedule to minimize channel contention (e.g., [116, 78]).

Another approach is for the AP to redesign beacon frame and poll clients one by

one, which totally avoids channel contention [111]. Most AP-centric schemes are

not compatible with the standard PSM scheme or difficult to implement because

of the precise transmission schedule.

In this thesis, we propose a centralized PSM, or C-PSM, which deploys the

PSM using the AP-centric approach. The AP in C-PSM chooses the best BI and

LIs for all clients based on the frame patterns arriving at the AP. These intervals

are chosen to reduce energy consumption due to both unnecessary wake-ups and

channel contentions. The energy wasted in channel contentions could be very
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significant, because the clients involved cannot go to sleep throughout the con-

tention period which could be very long. To further reduce energy consumption,

C-PSM includes an optional first-wake-up schedule to reduce the simultaneous

wake-ups of clients. When frame collisions occur, the AP assigns congestion win-

dows to the clients involved, such that a client that wakes up less frequently will

be able to retransmit earlier.

C-PSM is different from other AP-centric schemes in three important as-

pects. First, C-PSM conforms to the PSM, whereas other AP-centric schemes,

such as [20], do not. The only additional mechanism required for C-PSM is to

notify the clients of their LIs which could be accomplished through the beacon

transmission channel. Second, C-PSM does not rely on computational-expensive

frame scheduling which is employed in [78, 116, 111]. Instead, the AP in C-PSM

simply observes the statistics of the frame arrival patterns. Third, C-PSM is

designed independent of the upper-layer protocols. Therefore, it could be used

for any mix of network protocols. However, other AP-centric schemes, such as

[12], are designed only for TCP traffic.

In summary, C-PSM improves the energy efficiency of all PSM-enabled clients

by reducing energy consumed on unnecessary wake-ups and channel contention.

It is accomplished by the AP which completely determines the optimal beacon

interval, listen intervals, contention windows, as well as schedule of the clients’

first wake-up times. As a result, C-PSM is compatible with the PSM except

that the parameter setting of each client is notified by the AP. In order to use

C-PSM, we should know or measure the distributions of inter-frame arrival times.

Future works include extending the system model to data sources with feedback

channels, such as TCP. Moreover, we will consider using path measurement to

aid the AP’s determination of the optimal parameters.
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1.3 Main Contributions

This thesis focuses on how to achieve the energy efficiency of all wireless

clients in an infrastructure wireless network. The main contributions include the

following:

Firstly, we have proposed an AP-centric TPC by solving optimization prob-

lems of energy efficiency in an infrastructure wireless network using the polling-

based MAC protocol. PSM and TPC have been successfully combined to conserve

energy. A clients actions, such as reducing the transmission power and going to

sleeping mode, greatly affect other clients in terms of energy consumption and

communication performance. The interactions of clients are complicated. There-

fore, we have formulated the optimization problem to minimize the total energy

consumption of all wireless clients in a polling cycle. At the same time, all clients

remain stable. The stability constraints are derived from a queueing analysis. In

this situation, the queue lengths would not go unboundedly. We have designed

an iterative algorithm to solve the stability-constrained optimization problems.

The optimal solution is the optimal transmission power allocation for all wireless

clients when two polling schemes—PG and MG are considered. The simulation

results show that:

* The AP-centric TPC uses the optimal transmission power allocation to min-

imize the total energy consumption of clients while guaranteeing network

stability.

* The MG scheme with the AP-centric TPC (i.e., the optimal MG scheme)

is more energy efficient than the PG scheme with the AP-centric TPC (i.e.,

the optimal PG scheme).
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* The adverse effect of the AP-centric TPC on delay is not significant. The

balance between energy consumption and delay is considered to be benefi-

cial as a whole.

* There are incentives for wireless clients to adopt the optimal power alloca-

tions. An uncooperative client, which adopts a random transmission power

instead of the optimal transmission power, does not benefit from his self-

governed action. If the transmission power of the uncooperative client is

lower than the optimal one, no client reduces energy consumption or short-

ens delay. Otherwise, all clients shorten delay at the cost of higher energy

consumption.

Secondly, we have performed extensive simulations to analyze the performance

of the standard PSM in an infrastructure wireless network. In this network, one

or more PSM-enabled clients receive data from the AP, and four different dis-

tributions of inter-frame arrival times are considered. We have verified that the

adjustment of BI and LIs can improve energy efficiency when it avoids clients’

frequent unnecessary wake-ups and alleviate channel contentions. Then the si-

multaneous wake-ups of clients and channel collisions should be decreased. Mo-

tivated by the analysis results, we have proposed the centralized PSM (C-PSM)

to increase the energy efficiency of all PSM-enabled clients. The AP in C-PSM

employs mechanisms reduce these issues which results in the increase of energy

consumption.

C-PSM avoids the frequent unnecessary wake-ups of one client by adapting

its LI according to the average inter-frame arrival time of the traffic destined for

it. On the other hand, C-PSM reduces the channel contentions by choosing the

optimal BI and LIs jointly, such that the simultaneous wake-ups and collisions
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of clients are reduced. Moreover, the scheme assigns different CWs to the clients

according to their optimal LIs, such that the client with a large LI has a higher

probability to retrieve its frames. To further reduce the simultaneous wake-

ups, C-PSM could optionally schedule the first-wake-up time of each client, such

that two or more clients wake up in one BI with a low probability. And this

first-wake-up schedule is effective to improve energy efficiency of all clients when

two or more optimal LIs are the same or have the same common factor. The

simulation results lend a strong support to the usefulness of C-PSM. Compared

with the PSM, C-PSM reduces significantly more energy (up to 76%), achieves

higher energy efficiency (up to 320%) and reducing AP buffering delay (up to

88%). Moreover, C-PSM saves more energy when the number of clients increases.

C-PSM can obviously increases clients’ energy efficiency only when the client’s

wake-up energy consumption is small (e.g., ≤ 0.0066J in our simulation), and the

ratio of idle power to sleeping power is large (e.g., ≥ 1000% in our simulation).

Finally, we would like to point out our contributions to the design of simula-

tors. We have designed a simulator using MATLAB [169], which fully implements

the 802.11 MAC protocol with PSM in an infrastructure network. It simulates

the operations of AP and wireless clients slot by slot, including frame creation,

frame exchange, frame collision, power mode transition and energy consumption.

Furthermore, this simulator can implement a given PSM scheme if it is compat-

ible with the 802.11 PSM. Accordingly, we can modify some input variables to

simulate the proposed scheme, C-PSM.

1.4 Outline of Thesis

The rest of this thesis is organized as follows.
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Chapter 2 introduces the background knowledge of IEEE 802.11 wireless net-

work and some energy-saving schemes on it. Section 2.1 talks about the archi-

tecture and MAC protocols on IEEE 802.11 network. Section 2.2 discusses the

energy-saving schemes proposed in IEEE 802.11 wireless network on different

layers. Section 2.3 and Section 2.4 individually review two main energy-saving

schemes—PSM and TPC, as well as some energy-efficient schemes based on them.

Chapter 3 proposes a new approach to achieve a tradeoff between energy con-

sumption and stability. In Section 3.1, we describe polling-based MAC protocols

and two types of poling schemes-Phase Grouping (PG) and Mobile Grouping

(MG). Then they are modeled as cyclic-service queueing systems in Section 3.2.

In Section 3.3, we formulate stability-constrained optimization problems for these

two schemes, which minimize total energy consumption of all wireless clients in a

infrastructure wireless network. Then we present an iterative algorithm to com-

pute the optimal transmission power allocation for the AP-centric TPC in Section

3.4. After that, we evaluate the optimal solutions and compare the optimal PG

and MG schemes using the AP-centric TPC in Section 3.5. The effects of the

two optimal schemes on delay and energy-delay tradeoff are also evaluated in this

section. Furthermore, Section 3.6 studies the effect of an uncooperative client on

the network performance when others follow the optimal scheme.

In Chapter 4, a new AP-centric PSM scheme, centralized PSM (C-PSM), is

proposed to achieves energy efficiency of wireless clients. Section 4.1 presents

the network model, and Section 4.2 introduces how we use MATLAB to simulate

this network, in which the AP and the wireless clients operate according to the

802.11 MAC with PSM. Next, Section 4.3 investigates the effects of the beacon

interval and listen intervals on several performance metrics, such as power, energy

consumption and delay. The simulation results show that the appropriate choices
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of BI and LIs are helpful to save energy. Accordingly, Section 4.4 presents the

design of a main algorithm and a first-wake-up schedule (FWS) in the AP to

obtain the optimal PSM parameters (e.g., BI, LIs, CWs and FWS) according

to the traffic patterns. Then, we evaluate C-PSM by four performance indexes

based on the standard PSM scheme in Section 4.5. Furthermore, we study the

effects of power consumption model on C-PSM’s performance in Section 4.6.

Finally, Chapter 5 summarizes the main results and presents several directions

on the future works.
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Chapter 2

IEEE 802.11 Networks and

Energy-saving Schemes

This chapter introduces the background knowledge of IEEE 802.11 wireless

networks [86], such as the architecture (infrastructure and ad hoc mode) and

Media Access Control (MAC) protocols. We also summarize various mechanisms

and approaches proposed to increase energy efficiency in IEEE 802.11 wireless

networks, including the power saving mode and transmission power control.

2.1 IEEE 802.11 Networks

2.1.1 The Infrastructure Mode and Ad Hoc Mode

The building block of an IEEE 802.11 wireless network is known as the basic

service set (BSS), which is a group of wireless stations that communicate with

each other in a basic service area [65]. There are two different ways of configuring

a BSS: independent (ad hoc or distributed) and infrastructure (centralized), as
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Figure 2.1. The distributed and infrastructure configurations in the IEEE 802.11

wireless networks.

shown in Figure 2.1.

An ad hoc wireless network consists of one or more independent BSS (IBSS)

without any central administration. Wireless stations in an IBSS directly com-

municate with each other. Several IBSSs may build a network topology, allowing

multi-hop connectivity. Each wireless station behaves as a host and router si-

multaneously. If a receiver is not within a sender’s transmission range (i.e., these

two stations are located in different IBSSs), one or more stations between them

will forward packets to the receiver through a multi-hop path. In this case, each

station involved discovers the path to the destination dynamically.

An infrastructure wireless network, on the other hand, consists of infrastruc-

ture BSSs. It is also known as the last-hop network, centralized network and

cellular network. The key characteristic of an infrastructure BSS is the provision

of an access point (AP). An AP serves as a central unit to relay data from one

wireless station/client to another. The wireless client therefore does not main-

tain any route to its neighbors but communicates with the AP instead. Before
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Figure 2.2. An extended service set for the infrastructure networks.

obtaining network services, a client must associate with an AP. There are two

directions of communications: downlink (from the AP to wireless clients) and

uplink (from wireless clients to the AP).

An infrastructure network can also be scaled by configuring multiple BSSs into

an extended service set (ESS). An ESS is a set of IBSSs and infrastructure BSSs,

which may connect to a backbone network through several APs, as depicted in

Figure 2.2. All APs in an ESS share the same service set identifier (SSID). The

wireless stations belonging to an ESS use the SSID as the identity of the network.

Moreover, the overlaps among BSSs are inevitable in wireless environment.

The network services provided by the IEEE 802.11 standard are classified into

three categories [65]:

1. The station services are provided by all 802.11-compliant devices, including

wireless/mobile stations and AP. These services include: (1) MAC Service

Data Unit (MSDU) delivery service that supports the message delivery
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among wireless stations or between wireless station and AP; (2) authenti-

cation service that establishes associations between sender and receiver; (3)

deauthentication service that terminates an authenticated relationship and

clears the authentication information; and (4) confidentiality service that

protects messages when they traverse the vulnerable wireless link (e.g.,

Wired Equivalent Privacy (WEP) protocol, encryption schemes, the user-

based authentication and key management of IEEE 802.11i [87]).

2. The spectrum management services enable 802.11-compliant devices to

change their radio settings dynamically in response to the wireless en-

vironment. The main mechanisms include the transmission power con-

trol (TPC), transmission rate adaptation and dynamic frequency selection

(DFS). The TPC allows wireless stations and APs to reduce their transmis-

sion power which could help decrease channel interference and save energy

in the wireless stations. The IEEE 802.11 standard also provides multi-

rate capabilities through a rate adaptation algorithm, such as ARF [96],

RBAR [82], AARF [110], SampleRate [26], ONOE [2], CARA [99] and the

gradient based scheduling [135]. On the other hand, DFS allows wireless de-

vices to dynamically select a good quality communication channel, spreads

the load across available channels and ensures coexistence with existing

radio systems.

3. The distribution system services are provided only in infrastructure wireless

networks, which allow an AP to connect to a distributed system (i.e., the

wireless side). The AP provides distribution service and integration service

to extend the services from the wired side to the wireless side. For exam-

ple, in receiving a frame, the AP uses the distribution service to deliver this

frame to its destination within a BSS. In order to manage mobile stations,
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the AP maintains associated data and location information of each station.

The association/reassociation service is used for (re-)establishing the as-

sociation of one wireless station with an AP. The disassociation service is

used to terminate an existing association between a wireless station and an

AP.

2.1.2 MAC Protocols: DCF and PCF

An MAC protocol [36] defines the rules for wireless clients to share the chan-

nel resources. It is composed of two components: (1) access arbitration, which

determines when a particular station should transmit data and (2) transmission

control, which determines the transmission duration of a particular station and

the related parameters, such as the transmission power and transmission rate.

Depending on the network architecture, wireless MAC protocols can be broadly

classified into two categories: distributed and centralized MAC protocols. Dis-

tributed MAC protocols are a collection of distributed random access and dy-

namic reservation/collision resolution protocols [106]. ALOHA and slotted ALOHA

are classic examples of the distributed random access protocols without carrier

sensing [67, 128]. A station in ALOHA networks accesses the channel with a

certain probability whenever it is ready. However, as the number of stations

increases, considerable collisions will occur.

To reduce collisions, a carrier-sensing component is introduced to detect any

ongoing transmissions in the distributed MAC protocols. An example is the car-

rier sensing media access (CSMA) in the IEEE 802.11 standard. When a station

detects a busy channel using the carrier sensing, it will defer its transmissions

to avoid collisions. However, the location-dependent CSMA suffers from the
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problems of hidden stations and exposed stations [65]. To mitigate the adverse

impact of these problems, a number of dynamic reservation and collision reso-

lution protocols have been proposed, including the out-of-band approach (e.g.,

Busy Tone Multiple Access (BTMA) [103] and RI-BTMA [177]), the handshaking

approach (e.g., the RTS/CTS control in Multiple Access with Collision Avoid-

ance (MACA) [97], MACAW [24], Floor Acquisition Multiple Access [63]) and a

hybrid of them (e.g., Dual BTMA [71]).

Centralized MAC protocols, on the other hand, designate a central entity

which is very often known as an AP to manage the channel resource through ad-

mission control, bandwidth assignment and channel access control. The central

control by the AP is generally more effective to avoid collisions, assign channel

resource and satisfy the performance requirements of all wireless clients. Exam-

ples include the point coordination function (PCF) in the IEEE 802.11 networks,

HIPERLAN/2 of ETSI [92] and numerous wireless asynchronous transfer mode

(ATM) proposals [138].

Centralized MAC protocols may use random access mechanisms, guaranteed

access mechanisms or their hybrid access mechanisms. Random access mecha-

nisms let the AP instead of wireless client undertake the tasks of carrier sens-

ing and collision detection. The examples include Idle Sense Multiple Access

(ISMA) [179], Reservation ISMA [178] and Slotted ISMA [62]. Furthermore, the

AP could adopt an efficient algorithm to assign resources or avoid collisions, for

example, Resource Auction Multiple Access (RAMA) [9] and Fair-RAMA [139].

Guaranteed access mechanisms guarantee bandwidth or satisfy the quality-of-

service (QoS) requirements. In general, the AP lets wireless station access the

medium channel in an orderly manner, usually in a round-robin fashion. In this

way, the collisions among clients are mostly avoided. Polling Protocol [183] [5] [39]
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and token-passing protocol (e.g., Disposable Token MAC Protocol [72] and ATP-

MAP [42]) are two kinds of implementations.

Other centralized MAC protocols use hybrid access mechanisms. They let

clients use a random access protocol to send AP a request for its data exchange,

and then the AP will allocate the service time slots for each client (which is

more precise than the accessing ordering). The typical examples include Packet

Reservation Multiple Access (PRMA) [176], Centralized PRMA [25], Independent

Stations Algorithm (RRA-ISA) [29] and Distributed-Queueing Request Update

Multiple Access [98].

The Distributed Coordination Function

The distributed coordination function (DCF) can be used in infrastructure

mode or ad hoc mode, because it allows multiple wireless stations to communicate

with each other without any central control. The DCF must be implemented in

all 802.11-compliant wireless devices, since it is the basic media access mechanism

in the 802.11 standard.

The DCF employs the carrier sensing multiple access with collision avoidance

(CSMA/CA) mechanism for channel access. The carrier sensing is performed

using both a physical medium-dependent method (e.g., Channel Clear Assess-

ment) and a virtual carrier sensing mechanism called Network Allocation Vector

(NAV). Stations sending packets set the NAV to the time for which it expects to

use the medium, while other clients count down from the NAV to zero during the

packet transmission. When the NAV becomes zero, the carrier-sensing function

indicates that the medium is idle/free.

Before sending a data packet, the station first uses carrier sensing to determine
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Figure 2.3. The basic mechanisms of the DCF.

whether the medium is free for transmission. If the medium has been idle for a

DCF interframe space (DIFS), the station will transmit data immediately. Oth-

erwise, the access will be deferred, and the station will keep detecting the channel

continuously. If the packet is destined for a single station, the unicast packet must

be positively acknowledged to ensure reliability. The receiver responds with an

acknowledgment frame after it has successfully received the packet with a short

delay given by the Short interframe space (SIFS). The basic transmission process

of a single packet is shown in Figure 2.3 [65], where DIFS > SIFS.

When the packet transmission has completed and a DIFS has elapsed (if the

previous transmission contained errors, the medium must wait for a Extended

interframe space (EIFS)), the station will send another packet after a backoff

window/timer by slots, which is randomly selected by

BackoffT imer = slotT ime× INT (CW ∗Random()).

Here, the slot time is medium-dependent: higher-speed physical layers use

shorter slot times. The contention window (CW) is also divided into slots whose

size is always 1 less than a power of 2 (e.g., 7, 15, 31, . . . , 1023). The CW is

initially set as the minimal CW and will not increase over the maximal CW.

When several stations are attempting to transmit data, the station which picks

30



Figure 2.4. The growth of the CW size (31 ≤ CW ≤ 1023).

a shorter backoff timer will win. Therefore, simultaneous data transmission from

multiple stations could occur in the DCF which will result in channel collisions.

Then the stations involved in collision will use an exponential backoff mechanism

of CW to resolve this problem. Each of them resets the backoff timer after double

its current CW. When the CW reaches its maximal size, it remains. Moreover,

the CW will not go back to the minimal size until the packet is transmitted

successfully or discarded. Figure 2.4 illustrates the growth of the CW by the

number of transmission attempts.

The DCF may optionally use the Request to Send (RTS) and Clear to Send

(CTS) frames to guarantee reservation of the medium and uninterrupted data

transmission, which could further reduce frame collisions [65]. Figure 2.5 shows

this process. Before sending a data packet, a sender sends an RTS to request

the right of transmission when the medium has been idle for a period of DIFS
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Figure 2.5. The process of DCF with RTS/CTS.

and one backoff window. After the receiver has received the RTS and a SIFS has

elapsed, it will send back a CTS frame. After receiving the corresponding CTS,

the sender will begin data transmission after a SIFS. Each successful reception

of a data frame will be acknowledged after a delay of SIFS. Meanwhile, other

stations will defer their medium access. When the medium has been idle for a

DIFS according to the NAV, each station will pick a backoff window according

to the updated CW individually. The station with a shorter backoff window will

win the channel contention and begins the next round of data transmission. For

example, the sender in Figure 2.5 will continue sending another frame, because

its backoff window is less than others.

The Point Coordination Function

The point coordination function (PCF) is typically based on a polling ac-

cess control scheme which polls the wireless clients in a fixed order. The PCF is

therefore restricted to infrastructure networks, because a central unit is necessary

for coordinating the medium access. It has not widely been implemented and is
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Figure 2.6. The mechanisms of the PCF in the IEEE 802.11 networks.

usually built on the top of the DCF, for example in the network interface of

PCMCIA [3], the AP of Aopen WarpLink AOI-706 [66] and some advanced im-

plementations of 802.11 MAC (e.g., HCF [88], Enhanced MAC architecture [100]

and UPCF [47]). SIEMENS also provides Industrial Point Coordination Func-

tion (iPCF) [89], which is a proprietary alternative to PCF in the access point

of SCALANCE W788 RR.

In the PCF, the AP sends beacon frames at regular intervals (every 100ms

by default). Between two consecutive beacon frames, the PCF operates in two

periods: Contention Free Period (CFP) and Contention Period (CP). The DCF

is used during the CPs, whereas the AP polls the stations by sending Contention

Free-Poll (CF-Poll) frames during the CFPs. Obviously, the PCF gives AP more

control over access to wireless medium and helps guarantee the performance of

wireless stations. It best suits delay sensitive data transmissions, for example

real-time audio/video.

Figure 2.6 [65] depicts data transfer using the PCF. At the beginning of CFP,

the AP transmits a beacon frame that announces the maximum duration of the
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CFP, CFPMaxDuration. All stations set the NAV according to the CFPMaxDu-

ration and lock out the DCF-based access. The AP controls the wireless medium

and polls respective stations according to a polling list. It sends a CF-Poll frame

to give Station 1 the right to transmit a single packet. After receiving the CF-

Poll, Station 1 sends Frame 1 and a CF-ACK frame which acknowledges the

frame receipt when no more data will be transmitted. Then the AP sends an-

other CF-Poll to Station 2 and returns a CF-ACK to Station 1 after Frame 1 has

been received with a delay of SIFS. However, Station 2 which is on the polling list

fails to respond to the CF-Poll because of the loss of responding packet or other

exceptions (e.g., being out of the range of this AP). In order to maintain the

central control, the AP polls the third station on the polling list after waiting for

a PCF interframe space (PIFS), which is longer than a SIFS. Then the AP sends

the frame of Data+CF-Poll to transmit data to Station 4. Station 4 receives this

frame and returns a CF-ACK after waiting for a SIFS. When the duration for

polling all stations in the list is less than the CFPMaxDuration, the AP sends

a CF-End frame to end the CFP and release the medium control by resetting

the NAV to zero. After entering the CP, the medium is controlled the by DCF.

Alternating periods of CFP and CP repeat at regular intervals, which is called

the contention-free repetition interval.

To effectively support real-time applications, a new coordination function,

known as Hybrid Coordination Function (HCF), is proposed in IEEE 802.11e [88].

There are two channel access methods: Controlled Channel Access (HCCA) and

Enhanced Distributed Channel Access (EDCA). The EDCA enhances the DCF

function for contention-based services, whereas the HCCA enhances the PCF

function for contention-free services. Both the EDCA and HCCA operate based

on traffic classes (TC). The traffic class that has a higher priority will be given
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a higher priority to access the channel. For example, network traffic from email

and FTP applications is often assigned with a lower priority, whereas that from

Voice over Wireless LAN (VoWLAN) is assigned with a higher priority.

2.2 Energy-saving Schemes in IEEE 802.11 Net-

works

2.2.1 Energy-saving Schemes on the Physical Layer

The PHY layer consists of radio frequency circuits, modulation and channel

coding system. Early approaches save wireless client’s energy concentrates on this

layer. A most straightforward approach is to develop a good circuit to reduce the

power consumption in different operation states. For example, Chandrakasan et

al. discussed many special techniques to minimize power consumption in CMOS

circuits [37]. They further investigated low-power hardware techniques to reduce

the power consumption of CMOS digital circuit while maintaining throughput

[38]. Moreover, the design of minimal logic circuit makes the PSM scheme possi-

ble. Using the PSM scheme, the wireless network interface card (NIC) can shut

off its power for everything except timing circuit, such that it consumes very little

power in the sleeping mode. The support for multiple levels of transmission power

and various PHY transmission rates are the building blocks for energy-efficient

mechanisms on other layers.

On PHY layer, voltage scaling, convolution code strength and radio transmis-

sion power are regarded as three crucial knobs for energy efficiency (e.g., [123]).

In this thesis, the control of transmission power is considered one of the two main
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schemes to improve energy efficiency, which will be discussed in Section 2.3. The

modulation level in the error coding scheme also gives rise to a tradeoff between

power and performance. Dynamic modulation scaling (DMS), dynamic code

scaling (DCS) and dynamic modulation-code scaling (DMCS) are three typical

mechanisms to achieve energy efficiency.

Figure 2.7. Energy-delay tradeoff achieved by the dynamic modulation scaling

method.

Using the DMS [154] as an illustration, the modulation level b is the control

knob which specifies the number of bits encoded into one symbol. Let RS be the

symbol rate. The average time for transmitting one bit over a wireless channel

is then given by Tbit = 1/(bRS). The energy required for transmitting one bit

is given by Ebit = [CSf(b) + CE]/b, where the constants CS and CE and f(b)

are given in [149]. The convex energy-delay curves in Figure 2.7 shows the rela-

tionship between Ebit and Tbit when quadrature amplitude modulation (2b-QAM)
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and phase shift keying (2b-PAM) are used. Obviously, b has a significant effect

on both Tbit and Ebit. We can adjust b to achieve energy efficiency by balancing

energy consumption and transmission time. Moreover, b has a close relationship

with the bit error rate (BER). Therefore, the DMS can jointly adjust b and RS

to efficiently schedule real-time, energy-aware packet transmissions over wireless

channels under the control of BER (e.g., [155]). Furthermore, E2WFQ [149]

applies the DMS to the leaky bucket regulated input stream and fairly schedules

packets to achieve energy efficiency.

2.2.2 Energy-saving Schemes on the MAC Sublayer

The traditional MAC protocol is designed to maximize packet throughput,

minimize latency and provide fairness among wireless stations. It determines the

communication performance and energy consumption of wireless stations. Many

researchers focus on proposing efficient MAC protocols to balance performance

and energy consumption. The energy-saving design in the MAC sublayer ad-

dresses two main problems: How to reduce collisions and how to schedule data

transmission to save energy.

Since the packet retransmissions caused by collisions consume energy and

increase transmission delay, reducing collisions is a viable way to reduce energy

consumption. For example, Singh et al. [158] proposed the PAMAS protocol to

achieve energy efficiency by reducing collisions and enhancing the IEEE 802.11

PSM. It separates the channels for RTS/CTS control packets and data packets.

Each wireless client senses the signaling channel to determine when to turn on

the transceiver for communication and when to turn it off for sleeping. The

reliable control of RTS/CTS greatly reduces the probability of collisions in the
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channel of data transmission. Monks et al. [126] proposed the PCMA protocol

as another way to avoid collisions by using the control of request-power-to-send

(RPTS) frame and acceptable-power-to-send (APTS) frame. Each sender sends

a RPTS before sending a data packet, and the receiver replies with an APTS

packet when it is available. The RPTS/APTS exchange determines the suitable

transmission time slot for the sender and avoids collisions. At the same time, it

also determines the minimal transmission power which guarantees the successful

packet transmission.

Packet transmission scheduling is another common approach of reducing en-

ergy consumption. Some transmission schedulers adjust transmission power to

effectively save energy. The technique of transmission power control will been

discussed in detail in Section 2.3. Some extended energy-efficient packet sched-

ulers [132, 90] also take the property of energy recovery in battery into consider-

ation. Other transmission schedulers extract relevant parameters from the PHY

layer to enhance the energy efficiency of MAC protocols. For example, the PHY-

MAC access mechanism [7] adopts an automatic transmission rate adaptation to

increase energy efficiency, which is based on the traffic information on the MAC

sublayer and the channel condition on the PHY layer (e.g., BER).

When a PSM scheme is used, a wireless client could save energy at the cost

of increasing complexity at the MAC protocol. For example, the Energy-efficient

Distributed Access (EDA) scheme [16] modifies the virtual carrier sense mecha-

nism and the backoff function specified in IEEE 802.11 DCF. As a result, the

wireless client achieves energy efficiency by staying in a low-power state, instead

of spending energy on overhearing channel during channel contention. The PSM

scheme in the IEEE 802.11 standard saves energy by allowing the clients to stay

in a low-power state. For example, the IEEE 802.11e proposes an Automatic
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Power Save Delivery (APSD) [88] based on the basic PSM. In the APSD, the

delivery of downlink frames is scheduled by a Hybrid Coordinator (HC) in a

given service period (e.g., the Power Save Feedback Based Dynamic Scheduler

(PS-FEBDS) [28]). In Section 2.4, we will discuss it and its previous studies in

detail.

Especially, the energy-efficient designs of polling based MAC protocols have

been paid attention, since these protocols are widely used in infrastructure wire-

less networks. In general, polling based MAC protocols deploy two grouping

schemes [76]: phase grouping (PG) and mobile grouping(MG). The PG polling-

based protocols have been proposed to improve energy efficiency by reducing or

avoiding channel collisions. The typical example of PG scheme is the energy con-

serving MAC protocol (EC-MAC) [44], which uses an explicit transmission order

with reservations. In the broadcast (downlink) phase, the wireless client listens

for a transmission schedule. The AP’s centralized scheduler tries to reduce en-

ergy consumption and support QoS in the uplink phase. Many MG polling-based

protocols have also been proposed to minimize energy consumption by reducing

the number of mode transitions and by controlling the packet transmission [73],

such as the disposable token MAC Protocol (DTMP) [72], the E2MaC protocol

[75] and the mobile grouping scheme [77].

2.2.3 Energy-saving Schemes on the Upper Layers

Besides PHY and MAC layers, researchers have also proposed many energy-

saving schemes on upper layers. Next, we introduce some of them on logical link

control (LCC) sublayer, network layer and transport layer.
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The Logical Link Sublayer

A link layer protocol is used to establish a reliable logical link over unreliable

wireless channels. But the BER in a wireless link is usually high. It could be as

high as 10−3 in adverse environments. Therefore, the wireless link error control

is extremely important, and the energy-efficient design in the LLC sublayer con-

centrates on reducing the number of retransmissions caused by errors. In general,

there are two approaches.

One approach is to improve error control schemes in terms of energy effi-

ciency [74]. Existing schemes can be categorized into two classes: automatic

repeat request (ARQ) and forward error correction (FEC). Using ARQ, a feed-

back is expected by a sender after sending a packet. If the feedback is lost, a

receiver has to wait for a long time and retransmit the entire packet. It is easy

to see that ARQ schemes do poorly when channel condition is bad, since clients

have to spend much energy and time on retransmission. FEC attaches redundant

bits to packet and allows each receiver to detect and even correct errors. When

channel is bad, FEC preemptively deals with the erroneous packets instead of

dropping them immediately. This scheme efficiently reduces energy consumed on

retransmissions. However, when channel is good, FEC incurs a fixed overhead of

every packet in terms of energy and delay. In summary, ARQ schemes are suit-

able for a network with good channel condition while FEC schemes are better for

a network with bad channel condition.

Some data link designs various error control schemes according to various

channel conditions. These adaptive error control schemes reduce the number of

retransmissions and avoid persistent retransmissions. It is helpful to reduce en-

ergy consumed on retransmission and IDLE mode. For example, the AIRMAIL
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wireless link-layer protocol [14] uses the hybrid ARQ/FEC design to obtain a

better performance in terms of end-to-end throughput and latency in an unreli-

able wireless channel. At the same time, wireless stations spend less energy on

retransmission. Furthermore, Lettieri et al. [114] adaptively controlled the frame

length in concert with adaptive error control, which is also a hybrid of FEC and

ARQ.

The other approach is based on channel detection. It helps wireless device

avoid wasting energy on transmitting error packets. When the channel condition

is detected to be poor, transmission will be inhibited or deferred. To do that,

when a sender detects a lack of an ACK, it will enter probing mode and periodi-

cally transmit a probing packet. The probing continues until an ACK is received

successfully, which is a sign of a good channel condition. After that, this sender

resumes transmitting its packets. In this way, the transmission errors are mostly

avoided, and the retransmissions are greatly reduced to save energy.

Furthermore, the combination of these two approaches is also used to improve

energy efficiency. For example, energy efficient probing ARQ protocol has been

investigated in [184], which slows down retransmissions during fades. Soni et

al. [161] modeled a multi-path fading channel by a first-order Markov chain.

After analyzing throughput and energy efficiency of UDP on the link layer, they

proposed the link layer backoff algorithms to improve energy efficiency.

The Network Layer

The network layer is responsible for routing, congestion control and mobility

management. Here, we discuss the energy-efficient routing in ad hoc wireless

network. Usually, it cannot be applied into infrastructure network where an AP
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relays traffic for all wireless stations.

In an ad hoc wireless network, the typical metric of shortest-hop in wired

network is not applicable generally. There are two reasons for that. First, it may

consume more energy or overuse energy of a small set of wireless clients, which

decreases the life time of an entire network. Second, the experiment results from

wireless test-beds have presented that quite a few minimum hop-count paths

suffer from poor throughput [52]. Next, we discuss three categories of routing in

ad hoc wireless networks.

Minimum energy routing minimizes total energy consumed on forwarding one

packet (e.g., [55, 175, 173]). This type of routing protocols search for a forwarding

path composed of several low-energy hops, which may consume less energy than a

single hop path. Then it is time to make a choice. The path with one high-energy

hop may consume more energy but the probability of a successful transmission is

high. The path with several low-energy hops reduces energy for each hop at the

cost of routing failures and packet errors (i.e., with a higher BER). It may spend

much energy on packet retransmissions and thus degrade the communication

performance when channel condition is bad. To deal with this, two approaches

are proposed to find an energy-efficient path. The proactive approach finds route

paths for all stations once and compares their energy consumption (e.g., minimum

energy disjoint path routing in [162]). The reactive approach finds route path

hop by hop, which is also called adaptive minimum energy routing. For example,

the power-aware routing optimization protocol (PARO) [68] is implemented by

adaptive operations.

The max-min routing selects a route which maximizes the minimal residual

energy of stations. It may select a long route and even increase total energy

consumption. But it balances energy consumption among stations to increase
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the network lifetime as long as possible. For example, SPAN [41] avoids network

traffic going through poorly powered wireless clients. Every station determines

whether it should act as a coordinator to relay packets after taking into account

its own energy reserve and its neighbors’ states. Furthermore, RandomCast [115]

is designed to improve energy efficiency of Dynamic Source Routing (DSR) in

MANETs in which stations consistently operate in the PS mode. It also balances

energy among stations without significantly affecting the routing efficiency. In

comparison, minimum energy routing does not maximize the network lifetime,

although it performs better than max-min routing in terms of throughput and

delay.

Minimum-cost routing reduces the cost of forwarding packet at each hop and

selects the route which minimizes the total cost of hops. It operates on the basis

of the cost function which is generally a monotonic increasing function of energy

consumption. For example, the shortest cost path routing algorithm in [40] uses

a function of link cost that reflects both the communication energy consumption

and the residual energy levels at stations. Moreover, in order to find a reliable

route with minimum energy, the cost function may also reflect the expected cost

on reliably forwarding a packet (e.g., MRPC [125]).

In summary, energy-aware routing protocols maintain the connectivity of net-

work (e.g., PARO [68]) and increase the life time of network.

The Transport Layer

The transport layer provides reliable or unreliable end-to-end data commu-

nication service. The most common protocol is Transmission Control Protocol

(TCP) [140]. TCP performs well in wired networks, but its performance signif-
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icantly degrades in wireless networks. In a wireless channel, the probability of

successful transmissions is low due to a relatively high BER. As a result, TCP

frequently invokes the congestion control algorithm, because it cannot distinguish

between the wireless link errors and the packet loss caused by the channel collision

(or the handoff). It results in reducing the sender’s congestion window (CWND)

and induce unnecessary packet retransmissions. Therefore, the traditional TCP

operating over a wireless network could suffer from low throughput, long delay

and high energy consumption.

One approach to increase TCP’s performance over wireless networks is to split

the TCP connection into the wired part and wireless part (e.g., Indirect-TCP [17],

Berkeley Snoop Module [18] and M-TCP [31]). The AP is responsible for splicing

the wireless TCP connection and the wired TCP connection. The wired TCP

connection is based on a typical TCP implementation, while the wireless TCP

connection often uses a modified version of TCP that enhances performance over

a wireless channel and saves energy of wireless stations.

Some researchers proposed wireless TCP protocols which enhance the typical

TCP in response to the features of wireless communication. The selective ac-

knowledgement allows a TCP sender to recover from multiple packet losses (e.g.,

TCP Westwood [121] and ATCP [117]). The explicit loss notification aids a

TCP sender to distinguish between congestion, channel collision and other forms

of loss. The sender will not update CWND or waste energy on retransmitting

packets if the loss is due to the bad channel condition. In a similar way, the

explicit link failure notification techniques in [81] can significantly improve TCP

performance in terms of expected throughput and energy saving.

However, some researchers believe that the typical TCP is fundamentally

inappropriate for wireless networks. They have designed entirely new transport
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protocols, instead of using TCP variants, to provide reliable data transmission

over a wireless link. One example is the ad-hoc transport protocol (ATP) [164].

It adopts rate adaptation, quick-start during a connection initiation and coarse

grained receiver feedback. The congestion detection and control is supported by

network, and the timeout of retransmission is not considered. Therefore, the

ATP avoids retransmitting TCP packet when packet loss is due to the error

or collision of wireless channel. As a result, much energy is saved in wireless

stations, especially when the wireless channel is bad. The other example is the

energy-conscious transport protocol (JTP) [150], which is designed to achieve a

given objective of network-wide energy efficiency while incorporating application

requirements in an energy-constrained environment.

2.3 The TPC-based Energy-efficient Schemes

2.3.1 The TPC Operation

Transmission power control (TPC) saves communication energy by transmit-

ting packets over a longer duration, i.e., reducing the transmission rate. Tarello

et al. [168] performed TPC according to a linear and a strictly convex rate-power

curve, which minimizes the overall expected energy consumed in transmitting

a fixed amount of data while satisfying a deadline constraint. According to a

given power-rate function, the TPC may also determine the most energy-efficient

transmission strategy for data frames, for example, the optimal rate-power com-

bination table in Miser [144].

According to Shannon’s theorem, the ideal channel capacity is given by Cmax =

W× log2(1+ S
N

) bps, where W is the channel bandwidth in Hz, N is the Gaussian
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noise power, and S is the signal power. The transmission rate R is given by αCmax

bps, where α ranges from 0 to 1. By introducing an attenuation factor A which is

the ratio of the transmission power P to S, we obtain the power-rate relationship

(2.1). Note that a lower transmission power corresponds to a lower transmission

rate. Figure 2.8(a) illustrates the relationship between the transmission power P

and the rate R
W

by the unit of bits per transmission.

R = αW log2(1 + P/(AN)). (2.1)

As will be seen later, energy efficiency depends on both channel conditions and

power consumption characteristics. It can be measured by the energy required to

communicate (transmit and receive) one bit of information [153, 80]. In Figure

2.8(b), the energy spent on transmitting one bit, e(t) = tP , is a convex function

of the time for transmitting one bit, t = 1
R
. The energy-time curves clearly

show that e(t) can be effectively reduced by lowering P initially, since the lower

transmission power results in a longer transmission time. However, when t is

further prolonged, the gain in reducing the energy efficiency starts diminishing.

Once entering the tail zone, a further reduction of transmission power can only

save an insignificant amount of energy but greatly increases transmission time.

In fact, having the client transmit faster and then go into the sleep mode will be

more energy efficient than the TPC in this region of operation.

The proper reduction of transmission power and the increase of sleeping pe-

riod are both helpful to save energy. But they conflict with each other. If the

transmission power is too high, much energy is consumed on transmission. If the

transmission power is too low, the extended transmission time will prevent client

from sleeping and then increase energy consumption. Therefore, there exists an
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(a) Power-rate curves.

(b) Energy-time curves.

Figure 2.8. Tradeoffs between energy and transmission rate.

optimal transmission power when taking the TCP and sleeping into considera-

tion. Moreover, since the client is more prone to instability when t increases,

the TPC must operate under the constraint that the client is stable (i.e., the

transmission rate is higher than the incoming rate of data frames).
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In this thesis we measure the energy efficiency by bits per joule which has been

widely used in [151, 122, 15, 85]. It is defined by the number of bits communicated

by consuming one joule of energy, denoted as z = 1/e(t). Another widely used

metric is the average total transmission energy required to transmit a single

packet reliably to the destination [19]. We do not choose this metric, since it

considers the energy spent on retransmissions which may be caused by others

reasons, such as channel errors and channel collisions.

2.3.2 TPC-based Schemes

Reduction of transmission power in a wireless client may reduce the energy

consumption for transmission, but it also yields two conflicting results: (1) the

degradation of quality which results in a great deal of retransmission due to errors

or collisions, (ii) the mitigation of the interference among other clients and reduc-

tion of errors and collisions. Accordingly, Broustis et al. [30] conducted experi-

ments to quantitatively study the implications of power control on interference

and channel contention. The purpose of the study is to understand the transmis-

sion power trade-off: decreased power consumption, reliability and performance

on one client verses decreased levels of interference caused to other clients. D.

Qiao et al. [145] provided a rigorous analysis of the relationship between different

radio ranges and TPC’s effects on the interference in 802.11 systems. He fur-

ther proposed that control frames (e.g., CTS frames) should be transmitted at a

stronger power level to ameliorate the TPC induced interference.

Some studies, such as [6], adopt the basic TPC scheme in IEEE 802.11, which

uses different power levels to send RTS-CTS and DATA-ACK packets. RTS-

CTS packets are sent by a maximal transmit power, while DATA-ACK packets
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are sent by a minimal transmit power to save energy. However, Jung et al. [95]

have shown that this technique may degrade network throughput and even result

in high energy consumption on retransmissions. In this case, collisions increase

greatly, because the RTS-CTS packets are insensitive to low power transmissions.

Therefore, they proposed power control MAC (PCM) [95] to reduce collisions and

save energy. This is similar to the basic MAC except that it periodically increases

the transmit power to the maximum during the data packet transmission.

TPC is also suitable for balancing energy conservation and performance met-

rics, such as delay (or transmission time), throughput and network utility. Some

packet transmission schedules use TPC to minimize energy consumption subject

to a deadline. For example, the optimal offline/online schedules [27] and Move-

right algorithm [64] provide the optimal transmission power of each packet (which

is derived from the optimal transmission time of each packet). They let the single

transmitter uses the minimal energy to transmit packets within a given amount

of time. Nuggenhalli et al. designed a delay-constrained transmission schedule

that maximizes the lifetime of a transmitter [131]. Instead of considering power

and delay individually, Bettesh and Shamai [23] used the weighted sum of the

average power and the average delay as the performance metric. Then they em-

ployed a dynamic programming approach to optimize this new metric. What is

more, Zhang and Chanson [181] have obtained an optimal transmission power to

minimize the energy consumption subject to the given throughput constraints, or

maximize the throughput subject to a fixed energy storage. Chiang and Bell [46]

defined a network utility based on all user utilities and maximized it subject to

energy constraints. The optimal transmission powers and optimal transmission

rates are obtained for all wireless clients in a WLAN.

Some TPC schemes are integrated with the algorithms of TCP congestion
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control and the adaptation of transmission rate to increase communication per-

formance and energy efficiency. For example, Chiang [45] provided the global op-

timum of joint power control and congestion control (e.g., TCP Vegas) to balance

the data rate demand (i.e., throughput which is regulated through TCP) and sup-

ply (i.e., energy consumption which is regulated by TPC). The SP-TPC [101] and

the cooperative/non-cooperative media control [8] [70] adopt the TPC and PHY

rate adaptation jointly to optimize the network throughput. MiSer [144, 145]

computes offline an optimal rate-power combination table, then at runtime, a

wireless station determines the most energy-efficient transmission strategy for

each data frame transmission by a simple table lookup. The energy-efficient

PCF [146] allows a wireless client to adaptively select the best transmit power

level as well as the proper PHY rate to transmit an uplink data frame. The com-

bination of TPC and adaptive PHY rate selection minimizes the energy consump-

tion with/without the constraints of goodput. Berry and Gallager [21] adapted

the user’s transmission power and rate based on the channel state information

as well as the buffer occupancy. They also provided several characteristics of the

optimal power/delay tradeoff curve and found all Pareto optimal power/delay

operating points.

In this thesis we deploy the AP-centric TPC on the PSM-enabled wireless

clients in an infrastructure wireless network when it uses a polling-based MAC

protocol. A polling system model is set up to study the communication perfor-

mance and energy consumption of all clients. The AP obtains the optimal trans-

mission power allocation for all clients to minimize the total energy consumption

of clients subject to stability instead of a specific metric. The PSM-enabled client

follows the existing polling-based MAC protocol and transmits packet with its

optimal transmission power.
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WNIC 802.11.* Sleep Idle Reception Transmission
Dell MiniPCI 1150 b 0.10 W 0.66 W 0.76 W 1.09 W
Cisco Aironet 350 b 0.24 W 1.41 W 2.61 W 3.69 W

Interl PRO/WL2100 b 0.91 W 1.82 W 3.50 W 3.35 W
Intersil b 0.46 W 1.95 W 8.84 W 7.42 W
Agere b 0.14 W 0.98 W 10.6 W 9.37 W

Atheros AR50001X+ a 0.19 W 1.14 W 2.60 W 2.61 W
b 0.87 W 2.59 W 5.85 W 6.15 W
g 0.92 W 2.56 W 8.45 W 8.36 W

Table 2.1. Power consumption in different operation modes.

2.4 The PSM-based Energy-efficient Schemes

2.4.1 The PSM Operation

The IEEE 802.11 standard [86] allows a wireless client to enter a sleep mode

that incurs a very low power consumption. In this mode, the client need not

transmit or receive data or sense wireless channels. In contrast, the wireless client

in an active mode is able to exchange data and overhear traffic. It consumes a

high power during the states of transmission, reception and idleness. Note that,

the power consumption during a transition from sleep mode to active mode is

as high as the one in active mode [105]. Its transition time is in the order of a

few milliseconds. But the opposite transition is assumed to be cost-free because

of its extremely short transition time. As an example, Table 2.1 [4, 10] shows

the average power consumption of the wireless NICs (WNICs) under different

operating modes.

In an wireless infrastructure network, each wireless client informs the AP

whether it utilizes a PSM scheme. The AP buffers the frames which are ad-

dressed to the sleeping clients. It also periodically broadcasts beacon frame and

announces the buffer status of all PSM-enabled clients in Traffic Indication Map
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Figure 2.9. PS-Poll frame retrieval.

(TIM). The period of beacon broadcast is Beacon Interval (BI), denoted as β

in milliseconds (ms). PSM-enabled client also periodically wakes up to hear one

beacon and receives buffered frames according to TIM. Each PSM-enabled client’s

Listen Interval (LI) is a multiple of BI; therefore, the BI actually determines the

LI’s granularity. Let the value of LI be γ × β milliseconds, where γ ≥ 1. For

the PSM, the default settings are β = 100 ms and γ = 1. If an awakened PSM-

enabled client hears a beacon whose TIM indicates the presence of its buffered

frames in the AP, this client will stay active and send a PS-Poll frame to retrieve

the first frame. After receiving one frame, the client sends out an ACK. If the

More Data bit in the received frame is not set, the PSM-enabled client will return

to sleep; otherwise, it will send another PS-Poll. The frame exchange goes on un-

til all buffered frames are sent. After that, the PSM-enabled client returns to the

sleep mode. Figure 2.9 [65] illustrates the process. However, if a PSM-enabled
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client wants to send data, it may wake up any time to initiate a transmission

according to the IEEE 802.11 DCF.

Figure 2.10. Buffered frame retrieval process.

Next, we discuss the buffering and delivery process of PSM when the AP

supports more than two PSM-enabled clients. Figure 2.10 [65] gives us an example

including an AP and two clients–s1 and s2. s1 has a LI of 2 while s2 has a LI

of 3. The first (second) bit in the TIM indicates the buffer status for client s1

(s2). The shaded region shows that the client is in the active state. At the first

BI epoch, there are frames buffered only for s1. s2 wakes up at its LI epoch and

immediately return to sleep, since no frame is buffered to it. s1 keeps sleep, since

it does not wake up. At the second BI epoch, the TIM indicates that there are

frames buffered for both clients. It is the LI epoch for s1 to wake up and receive

every frame by sending a PS-Poll frame. After receiving all of its buffered frames,

s1 returns to sleep. Both clients are asleep during the third BI. At the fourth

BI epoch, two clients wake up and are aware of buffered frames according to the
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TIM of beacon. Both s1 and s2 prepare to transmit a PS-Poll frame according to

the 802.11 DCF. s1 finally wins the channel, and the AP transmits its buffered

frame first. During the transmission, s2 defers. Since the channel is always busy

in this BI, s2 cannot send any PS-Poll to retrieve data, therefore it must remain

awake to compete for the channel by sending PS-Poll until the next TIM. If the

AP has run out of buffer and has discarded the buffered frames of s2, s2 finally

return to a low-power mode. We will come back to this figure later to analyze

the energy consumption sources.

The PSM scheme also supports broadcast and multicast. The AP buffers

the broadcast and multicast frames and transmits them immediately following

a beacon frame with Delivery TIM (DTIM). These beacon frames with DTIM

are transmitted every DTIM interval which is a multiple of BI. If a PSM-enabled

client is not interested in receiving broadcast and multicast frames, it can skip

DTIM beacon. Otherwise, it should not miss any DTIM beacon, in which case

the DTIM interval must be a multiple of LI.

In a MANET, a client in the IEEE 802.11 PSM scheme periodically wakes up

during the packet advertisement period, called the Ad hoc Traffic Indication Mes-

sage (ATIM) window, to see if it has any data to receive. The ATIM determines

when to sleep and when to wake up for packet reception. Since the size of the

ATIM window has a significant impact on energy saving and throughput, some

adaptive mechanisms choose ATIM dynamically to save energy without degrad-

ing throughput, such as DPSM in [94] and three power management protocols in

[170]. In this dynamic distributed network without any central unit, the complex-

ity of routing, the difficulties of synchronization and packet transmission control

definitely increase. This thesis will not discuss the PSM in a MANET further.

However, many papers refer to it and its development, such as [170, 41, 115].
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Finally, we use Figure 2.10 to analyze two main sources of energy wastage:

unnecessary wake-ups and channel contention. Clearly, the individual LI has a

direct impact on the number of unnecessary wake-ups. Overly-frequent wake-ups

will consume a significant amount of energy. For example, s2 wakes up the first

time to find no frames buffered for it. Energy wastage due to channel contention,

however, is more complicated. For example, s2 wakes up the second time to

find frames buffered at the AP. However, it has lost to s1 after contending for the

channel during the PS-Poll transmissions. Client s2 then stays in the IDLE mode

and consumes high power consumption during the channel contention period. The

worse case happens once the channel collisions happen, for example, when s1 and

s2 send the PS-Poll frames at the same time. If then, two clients consume more

energy in the IDLE mode during the backoff process which could take a long

time according to IEEE 802.11 DCF. Therefore, rescheduling the active clients’

wake-ups to different times will help reduce this source of consumptions (i.e.,

nonoverlapping of LIs). Note that reducing the BI value will also help, because

the BI value determines the LI’s granularity.

Therefore, the choice of BI and LI of clients has a great impact on energy

consumption and communication performance [113, 137]. In order to save energy,

the PSM scheme should let clients sleep as long as possible by using large BI and

LIs. It also avoids PSM-enabled wireless clients wasting much energy on frequent

unnecessary wake-ups. However, the AP may buffer many frames for multiple

clients after a long BI and LIs and then indicate these clients in the TIM of

Beacon. If then, the frame delay will increase, and two or more awaken clients

which send PS-Polls to the AP for retrieving data will be involved in the channel

contention. That is, the serious waste of energy occurs, since these clients spend

much time on IDLE simultaneously. Therefore, the appropriate values of BI and
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LIs should avoid frequent unnecessary wake-ups of clients and alleviate channel

contentions by reducing simultaneous wake-ups of clients.

2.4.2 PSM-based Schemes

The IEEE 802.11 PSM is called static, because BI and LI do not adapt to

dynamic conditions of network or traffic. The static PSM performs quite well in

saving energy in limited scenarios, but results in a significant performance cost,

for example, the adverse impact on the short TCP connections reported in [105].

Many studies have been carried out to balance energy saving and performance

(e.g., [111, 147, 105, 112, 116, 127]), as well as adapt to the traffic patterns (e.g.,

[11, 13, 10, 127]). We divide the PSM schemes into two main categories—AP-

centric PSM and user-centric PSM—according to the component performing

the major enhancement. Note that the PSM scheme is different from the energy

conservation mechanism in [156], which intelligently powers off wireless stations.

AP-centric PSM

An AP-centric approach lets AP deploy the PSM operations. The AP deter-

mines the operations of wireless clients under AP-centric PSM schemes.

Some AP-centric PSM schemes are designed in a network including an AP and

a single wireless client. The power-saving management in [12] saves energy in a

network with the following traffic pattern: data-transfer phases are characterized

by traffic bursts interleaved by idle phases. The AP (i.e., PS-WiFi) follows the

Indirect-TCP approach [17] and includes the very accurate estimator for short

idle times (within a burst), the simple estimator for long idle times (between two

bursts) and the Power Saving Algorithm (PSA) for predicting the idle duration.
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Therefore, the AP accurately estimates when and how long the wireless interface

will be idle and lets it sleep or become active accordingly. In a similar network

scenario, the cross-layer energy manager (XEM) [13] allows wireless clients to

switch on/off this power-saving management based on the detection of burst and

idleness. These two power saving mechanisms are energy efficient but strictly

limited by the burst traffic pattern under TCP of the singer client.

Many AP-centric schemes support multiple clients, and they are usually de-

signed to reduce or totally eliminate channel contention. Lin et al. [116] have

proposed several mechanisms to save energy by reducing or avoiding collisions

among wireless clients using PSM. One is the wake-up schedule which balances

the number of active stations at each BI. As a result, the wireless client has a

lower collisions probability and saves more energy. Other mechanisms concen-

trate on how to poll the active client to avoid channel contentions. Using the

beacon frame with redesigned TIM, the AP may schedule a single active client,

or provide a sequence of several active clients based on the smallest association

first or the smallest queue length first. Moreover, Lee et al. [111] pointed out

that the energy consumption of each client and the delay of packet depend not

only on the number of packets buffered in the AP but also on the schedule of

packet transmission. Then they proposed two energy-efficient schedulers to min-

imize the average total power consumption of all the PSM stations per beacon

period (BP). In this network, several PSM wireless clients connect to an AP, and

they are required to wake up every BP. And the optimal BP for each schedule is

obtained to guarantee the maximum allowable average packet delay.

Some schedule algorithms are deployed in AP to improve energy efficiency

of all PSM-enabled clients. The AP in the scheduled PSM [78] assigns the time

slices of a BI for the clients’ buffered frames. All clients learn the slice assignment
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information from the redesigned TIM. Accordingly, each station controls the state

of the wireless interface, because it knows whether or not it has data buffered

at the AP, as well as the timing of the expected data delivery procedure. The

proposed scheme is near theoretical optimal for power saving in the sense so that it

greatly reduces the interactions among stations by scheduling every transmission.

The simulation results show that the energy saving is achieved at the cost of only

a slight degradation of the one-way delay performance. Lee et al. [112] pointed

out that maximizing throughput is an ultimate goal even for the wireless client

using PSM. They considered throughput maximization in the first place and

then minimized energy consumption as much as possible. The proposed scheme

consists of an opportunistic power-saving mode and a scheduler called OEES

(Opportunistic Energy Efficient Scheduler). First, the channel probing scheme

and the TIM mechanism are combined to efficiently utilize the channel. Second,

OEES chooses the client and schedules packets for the TIM period, which then

decides the transmission order to minimize energy consumption on sending those

packets.

Belghith et al. [20] discovered two reasons for the PSM inefficiency under

high traffic loads–a large number of PS-Poll frames and the unknown informa-

tion of actual power mode of wireless clients. Accordingly, they proposed two

different enhancements called Once Poll PSM (OP-PSM) and State Aware PSM

(SA-PSM). In OP-PSM, the frames buffered at the AP are forwarded upon the

reception of a single PS-Poll. A station transmits a single PS-Poll after receiving

a beacon with a TIM indicating some buffered data frames. If More Data field is

set in a received data frame, the station will remain active, and the AP will keep

forwarding the rest of the buffered frames. Upon receiving a data frame with the

More Data bit unset, the station goes into the sleep state. In SA-PSM, a station
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sends a sleep request (a Sleep-Request management frame) to the AP to enter the

sleep state. If and only if the AP responds positively (by a positive Sleep-Confirm

management frame) does the station go into sleep. Therefore, the AP knows the

power mode of each wireless client. Accordingly, it directly forwards incoming

data frames destined to stations currently in the wake-up state and stores only

data frames destined to stations currently in the sleep state. Although these two

schemes are effective to save energy, they have abandoned the frame retrieving

process of PSM.

User-centric PSM

Several enhancements have been proposed for the PSM from the client side [105,

10, 180, 127, 167]. They belong to the user-centric PSM category. That is, each

client determines when it will sleep and wake up.

Some user-centric PSM scheme could adapt to network conditions when they

aim at the energy efficiency of a single wireless client. Yan et al. [180] let the

wireless client predict when packets will arrive and keep the wireless interface

in high-power mode only when necessary. Otherwise, the wireless client goes to

sleep. This energy saving method is not flexible, since the accuracy of traffic

prediction is easily impacted by various factors. PSM-throttling [167] effectively

explores the power saving potential by controlling instead of detecting traffic pat-

tern. Without using beacon frames, a wireless client wakes up at the beginning

of each traffic burst, because it can identify bandwidth throttling connections

and reshape the TCP traffic into periodic bursts. Therefore, PSM-throttling

can minimize power consumption on TCP-based bulk traffic by effectively uti-

lizing available Internet bandwidth. Furthermore, it is application-independent,

client-centric and does not degrade the application’s performance perceived by
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users. Bounded Slowdown Protocol (BSD) [105] is proposed to minimize energy

consumption while guaranteeing a delay bound based on the RTT of a TCP con-

nection. With BSD, the wireless client sends a request and then stays awake for

a certain period before sleeping. In order to reduce unnecessary wake-ups, the

wireless client also increases its LI when the period of idleness increases. The

experiment results show that BSD is suitable for TCP connections with short

RTT. Moreover, Qiao et al. [147] have improved BSD by Smart PSM (SPSM),

which minimizes energy consumption subject to delay performance constraints.

After solving the optimization problem, each client determines whether it will

enter into the PSM depending on the traffic condition. After the client enters

into the PSM, the LI can be dynamically adjusted.

In order to adapt to the various requirements of different wireless clients,

Nath et al. [127] proposed a dynamic wake-up period in which each client chooses

its optimal LI according to the round-trip time of its current TCP connection.

Accordingly, the AP sends a beacon with a TIM to each client according to its own

LI. This technique saves a great deal of energy and has similar download times of

Web pages compared with the standard 802.11 PSM. The distributed algorithm

of selecting an optimal LI in one PSM-enabled client is simply extended to the

network scenario when multiple wireless clients connect to the AP. However,

this algorithm does not consider the channel condition of WLAN in general and

specially neglects the channel competition among wireless clients. Self-tuning

power management (STPM) [10] is also a typical user-centric PSM to support

multiuser, which adapts to the characteristics of network interface, wireless clients

and applications. In handholds and laptops, the STPM module implemented in

the Linux kernel determines when to transit the wireless client to CAM (i.e., a

continuously-aware mode without any power management) and when to transit
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it back to PSM. The limitation of STPM is that the application code must be

modified accordingly.

Table 2.2 compares the performance and features of some PSM schemes dis-

cussed above, where c is the number of PSM-enabled clients in the wireless net-

work and j ∈ {1, . . . , c}. All user-centric PSM schemes are designed to improve

the energy efficiency of one target client. They do not address the power consump-

tion due to channel contention. Moreover, it is not clear whether these schemes

remain effective when some clients do not employ them. Although most AP

centric PSM schemes generally perform well, the cost is a computation-intensive

scheduling algorithm for the wake-up and frame transmissions.

Our new AP-centric PSM scheme, the centralized PSM (C-PSM), is designed

to achieve energy efficiency by avoiding frequent unnecessary wake-ups and alle-

viating channel contentions. They have several features. First, unlike user-centric

PSM schemes, C-PSM aims for the energy efficiency of all wireless clients instead

of a single client. Second, C-PSM is traffic-aware, and we do not fix any traffic

pattern. Many traffic distributions of clients are considered. Third, unlike us-

ing precise schedules of clients or packet transmission in other AP-centric PSM

schemes, C-PSM updates a set of optimal PSM parameters to improve energy

efficiency without modifying the standard operations of PSM scheme. The AP

calculates accordingly the optimal parameters and updates the optimal BI. The

wireless client updates its optimal LI and contention window (CW) which is noti-

fied in the beacon. Fourth, C-PSM proposes the first-wake-up schedule to further

improve the energy efficiency.

61



T
ab

le
2.

2.
A

su
m

m
ar

y
of

th
e

P
S
M

-b
as

ed
sc

h
em

es
.

N
am

e
C

en
tr

ic
c

T
ar

ge
t

C
on

te
n
ti

on
B

I
(m

s)
L
I

p
er

io
d

(m
s)

D
el

ay
A

d
ap

t
T
ra

ffi
c

re
d
u
ce

fo
r

cl
ie

n
t

j

80
2.

11
P

S
M

u
se

r
≥

1
si

n
gl

e
n
o

fi
x
ed

,
fi
x
ed

,
L

I j
B

I
,

d
eg

ra
d
ed

n
o

A
ll

10
0

b
y

d
ef

au
lt

L
I j

=
1

(d
ef

au
lt

)
B

S
D

P
S
M

[1
05

]
u
se

r
≥

1
si

n
gl

e
n
o

10
0

d
y
n
am

ic
,
L

I j
B

I
b
ou

n
d
ed

ye
s

T
C

P

S
P

S
M

[1
47

]
u
se

r
1

si
n
gl

e
n
o

fi
x
ed

,
n
u
ll
,
op

ti
m

al
co

n
st

ra
in

ed
ye

s
T

C
P

10
0

b
y

d
ef

au
lt

ac
ti

on
se

q
u
en

ce
D

B
P

[1
27

]
u
se

r
≥

1
si

n
gl

e
n
o

20
op

ti
m

al
,
L

I
∗ j

>
1,

d
eg

ra
d
ed

ye
s

H
T

T
P

L
I
∗ j
R

T
T

P
S
M

-t
h
ro

tt
le

[1
67

]
u
se

r
≥

1
si

n
gl

e
n
o

n
u
ll

n
u
ll
,
sl

ee
p
/w

ak
e

n
ot

-d
eg

ra
d
ed

ye
s

b
u
lk

u
p

b
y

p
re

d
ic

ti
on

T
C

P
E

E
-p

ac
ke

t
sc

h
ed

u
le

[1
11

]
A

P
≥

1
al

l
n
o

op
ti
m

al
,

B
I
∗

re
d
u
ce

d
n
o

P
oi

ss
on

B
I
∗

tr
affi

c
P

S
sc

h
ed

u
le

[1
16

]
A

P
≥

1
al

l
ye

s
10

0,
fi
x
ed

,
L

I j
B

I
re

d
u
ce

d
n
o

C
B

R
sc

h
ed

u
le

d
T

IM
w

it
h

c
S
ch

ed
u
le

d
P

S
M

[7
8]

A
P

≥
1

si
n
gl

e
ye

s
10

0,
n
u
ll
,
sc

h
ed

u
le

d
d
eg

ra
d
ed

ye
s

C
B

R
re

d
es

ig
n
ed

T
IM

se
rv

ic
e

p
er

io
d

U
D

P
O

u
r

P
S
M

A
P

≥
1

al
l

ye
s

op
ti
m

al
,

op
ti
m

al
,
L

I
∗ j
B

I
∗

re
d
u
ce

d
ye

s
tr

affi
c-

B
I
∗
≥

10
aw

ar
e

62



Chapter 3

New AP-centric TPC for

Polling-Based MAC Protocol

Energy efficiency is one of the important design issues to consider in wireless

networks. Various mechanisms have been proposed to balance energy consump-

tion and the quality of communication [43]. In this chapter we mainly concentrate

on the media access control (MAC) sublayer in a wireless infrastructure network

where an access point (AP) serves as a relay for a number of wireless clients.

The polling-based MAC protocols are investigated in this network, where the AP

serves multiple clients according to the polling list, for example the point coor-

dination function (PCF) in IEEE 802.11 standard. They provide a number of

advantages over the random access MAC protocols. For example, they can guar-

antee a certain level of quality-of-service to each client even when the channel is

accessed simultaneously by multiple clients.

As we shall see, the polling-based MAC protocol can also be used to optimize

the energy consumption of the entire WLAN. In the beginning of each polling
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cycle, the AP sends a beacon for time synchronization and the notification of

the polling list according to the packets buffered in the AP. The client is notified

when it should wake up to communicate, when it should sleep. Here, we assume

that the polling list with the PSM scheme has been ready. Then we employ trans-

mission power control (TPC) which is coupled with power saving mode (PSM)

to achieve energy efficiency. It is the AP that calculates and notifies the opti-

mal transmission power allocation to minimize energy consumption by balancing

two conflicts energy-saving factors: the reduction of transmission power and the

increase period of sleeping (refer to 2.3.1). Therefore, we design an AP-centric

optimal TPC scheme to minimize the total energy consumption of all clients in

an infrastructure wireless network with the constraint that all clients are stable.

We have conducted extensive experiments to validate the optimal transmis-

sion power allocations. Moreover, we have measured the improvements of the

schemes with optimal TPC in terms of energy saving and a bit-per-joule metric.

We have presented the effect of optimized schemes on the delay performance.

Finally, the effect of an uncooperative client shows that all clients are incentive

to follow the optimal transmission power allocation.

3.1 Two polling schemes

The polling list may use two types of polling schemes–phase grouping (PG)

scheme and mobile grouping (MG) scheme. In the PG scheme, the uplink and

downlink phases alternate as illustrated in Figure 3.1. The wake-up schedule of

clients is broadcasted in Traffic Control Slot (TCS) which locates at the beginning

of the downlink phase. Also in the downlink phase, the AP broadcasts packets

to all wireless clients M1, M2, . . . . Thus, all clients are active to receive these
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packets. Each client is polled individually in the uplink phase. Therefore, using

the PSM, a client can be put into the sleeping mode when it is not polled and be

waken into the active mode when it is polled. On the other hand, the MG scheme

groups uplink and downlink phases for each wireless client (e.g., Disposable Token

MAC protocol [72] and Learning Automata-Based Polling protocol [130]). The

wake-up schedule is broadcasted in TCS at the beginning of each cycle. Each

client stays in the sleeping state except when it is polled by the AP for message

reception and transmission. Note that we do not include TCS in the following

queueing model because of its trivial overhead. But a transition from the sleeping

mode to the active mode also consumes an amount of energy.

Figure 3.1. Grouping schemes of the polling-based MAC.
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3.2 System Model

We model the MG and PG schemes using a cyclic-service queueing model [59].

We first describe the common model elements here and then continue the model

description that differs for these two schemes. Consider that there are c wireless

clients in the network, which are serviced by an AP according to a fixed polling

scheme. Each wireless client is modeled as a queue with infinite buffers, denoted

by qi (i = 1, . . . , c), and the AP is modeled as a server. We use the gated

service discipline in two polling schemes, since the wake-up schedule is required

beforehand. This schedule wakes up the next queue and lets the server leave

the polled queue when the buffered packets addressed to the polled queue at the

beginning of the current polling cycle have been serviced. Packets are generated

at the queues for uplink transmissions to the AP, and packets are generated at the

AP for downlink transmissions to the queues. The uplink packets and downlink

packets are buffered individually for each queue. The AP may sense the arrival

processes of the uplink traffic and estimate the arrival processes of downlink

traffic. These processes are assumed to be independent Poisson processes, with

the mean arrival rates equal to λu,i for the uplink traffic and λd,i for the downlink

traffic in qi. The total arrival process of qi is therefore also Poisson with rate

λi = λu,i +λd,i. The uplink (downlink) service time processes, which are assumed

to be independent and generally distributed, are denoted as Bu,i(Bd,i) for qi, with

mean equal to bu,i(bd,i) < ∞. Note that the mean service times are not constants

because of the TPC mechanism.

In the model of the MG scheme, the server visits each queue in a deterministic

and cyclic order: q1, q2, . . ., qc, q1, .... Moreover, there is a nonzero walk time

involved in switching between queues. During this time, the client wakes up
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and prepares to communicate with the AP while the AP switches the antenna to

receive or transmit packets. The walk time processes from qi−1 to qmod(i,c) denoted

by SWi are random and independent of each other, i = 2, . . . , c + 1. They are

assumed to be generally distributed with mean si < ∞ 1. In addition, we define

several quantities that are useful for our discussion later. Consider a queue qi in

the system. From qi’s point of view, the server is either serving it or is on vacation,

as shown in Figure 3.2. We define the period, in which the server is serving qi,

as qi’s busy period, denoted by Θi. The busy period is further divided into an

uplink period Txi and a downlink period Rxi. The uplink packets and downlink

packets can be dealt with according a priority order (e.g., the downlink traffic

is assigned a higher priority over the uplink traffic in Figure 3.2) or a random

order on each client. We omit the trivial overhead of client’s mode transition

between transmission and reception in the queueing model. On the other hand,

the period in which the server is away from qi is called the vacation period (from

qi’s viewpoint), denoted by Vi. The cycle time Ci is given by a sum of Θi and Vi.

Figure 3.2. A queueing model for the MG scheme.

The model of the PG scheme depicted in Figure 3.3 is similar to the one for the

MG scheme, except that we separate the downlink phase and uplink phase. The

sum of all Txi and SWi is regarded as the uplink phase, during which the server

1The walk time processes between queues (SWi) are generally distributed, since they include
the random time spent on the mode transition of clients. If SWi are assumed to be constant,
the optimization problems do not change, because the analysis results of the polling system
have the same expressions [51].
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visits the queues in the fixed order. The uplink periods Txi are defined similarly

as before. The walk time process SWi models the time spent on switching from

one queue to another. Unlike the MG scheme, the AP transmits all packets

with the same transmission power PAP,i ≡ PAP (∀i). Therefore, the downlink

phase is modeled as another queue with traffic generated by the AP. A walk time

SW0 is spent before all wireless clients are ready to receive data while the AP

switches the antenna to broadcast, which is generally distributed with the mean

s0. The length of the downlink phase equals to the sum of the downlink period

Rx and SW0. The cycle time C is defined as the sum of the uplink phase and

the downlink phase.

Figure 3.3. A queueing model for the PG scheme.

In Table 3.1, we present three different energy-consuming modes for the MG

and PG schemes. In the active mode, we separate the transmission and reception

periods. Normally, the relative power consumption for different modes are given

by: PV,i � PI,i < PRx,i ≤ PTx,i, shown as Table 2.1.

It is not difficult to see that the PG scheme consumes more energy in one cycle

than the MG scheme. First, the wireless clients consume more energy in receiving

downstream traffic in the PG scheme, because all clients have to stay active for

the entire reception period. Second, the PG scheme has more transitions in each

wireless client, and the power consumption PI,i is also rather high. Therefore,

the MG scheme should be more energy efficient than the PG scheme. This claim,
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Table 3.1. Time periods in the MG and PG schemes.

Period Scheme Notation Mode Power
qi’s transmission MG, PG Txi Active PTx,i

qi’s reception MG Rxi Active PRx,i

Receiving period PG Rx Active PRx

qi’s state transition MG SWi Wake-up PI,i

PG SW0, SWi

qi’s sleep period MG Vi − SWi Sleep PV,i

PG C − SW0 −Rx
−SWi − Txi

however, has never been validated through a rigorous analysis. We will next

optimize these two grouping schemes by TPC. Especially, we will prove that the

optimal MG scheme is more energy efficient than the optimal PG scheme.

3.3 Stability-constrained Optimization Problems

Let Ei be the energy consumed by qi during a cycle and E =
∑c

j=1 Ej, the

total energy consumed during a cycle. We are interested in computing the average

of E for the MG and PG schemes. According to Law of Large Numbers, the

statistical average converges to its expectation, E[E]. As for the power constraint,

the wireless clients are assumed to operate within [Pmin, Pmax]. Besides, let the

AP’s transmission power when sending data to qi be PAP,i (≤ PMAX). The

second set of constraints is on the client (queue) stability which is defined in the

following [165].

Definition. 3.3.1. The client q is considered stable if the process of queue length

L(t) converges to some proper distribution F , i.e.,

lim
t→∞

Pr{L(t) < x} = F (x), lim
x→∞

F (x) = 1.
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qi is called substable if lim
x→∞

lim
t→∞

inf Pr{L(t) < x} = 1.

A network is considered stable if all the nodes in the network are substable;

it is considered unstable otherwise. From the results in [166], a polling system

with the gated/exhaustive service discipline will be stable, if and only if the total

workload ρ =
∑

∀i λibi is strictly less than 1 when the buffer size of each queue

is unlimited 2. In order to apply the standard optimization problem formulation,

we relax the stability constraint to the necessary stability condition of ρ ≤ 1.

The relaxation on the stability constraint does not affect the optimization results

in practice, because all the experiments show that none of the optimal solutions

are on the stability boundary.

3.3.1 The Mobile Grouping Scheme

Consider qi in the MG scheme. Ei consists of the energy consumption during

the sleep state, the transition from the sleep state to the active state and the active

mode ( to transmit and receive data). That is, EMG,i = PTx,iTxi + PRx,iRxi +

PI,iSWi + PV,i(Vi − SWi). Therefore, the total energy consumption of all queues

in one cycle is given by EMG = PT
TxTx + PT

RxRx + PT
I SW + PT

V (V − SW),

where all vectors are of dimension c. The objective function then becomes

E[EMG] = E[PT
TxTx] + E[PRx]

TE[Rx] +

E[PI ]
TE[SW] + E[PV]T (E[V]− E[SW]).

Moreover, E[C] is the same for all queues which is given by
∑c

j=1(E[Txj] +

E[Rxj]+E[SWj]). We combine the stability constraint with the power constraints

2We may not consider the limited buffers of queues. If the buffer size of qi is Ki, the
stability criterions will change to be E[L(qi)] ≤ Ki − 1 (i = 1, . . . , c), where E[L(qi)] =
Ki∑
j=0

L(qi)Pr{L(qi) = j} is the expectation of qi’s queue length.
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and then formulate the optimization problem of the MG scheme as

min
bd,bu

E[EMG] (3.1)

s.t.

c∑
j=1

(λd,jbd,j + λu,jbu,j)− 1 ≤ 0.

PAP,i ≤ PMAX , ∀i.

Pmin ≤ PTx,i ≤ Pmax, ∀i.

3.3.2 The Phase Grouping Scheme

For the PG scheme, qi consumes energy during the entire downlink reception

period, the mode transitions, the transmission period and the sleeping period.

Therefore, EPG,i = PRx,iRx+PTx,iTxi +PI,i(SW0 +SWi)+PV,i(C−SW0−Rx−

SWi − Txi). Similar to the previous case, we can obtain the objective function

for the PG scheme as

E[EPG] = (E[PRx]
TE[Rx] + E[PI ]

TE[SW0])ec + E[PI ]
TE[SW] + E[PT

TxTx]

+E[PV]T × (E[C − SW0 −Rx]ec − E[SW]− E[Tx]),

where E[C] = E[Rx] +
c∑

j=1

(E[Txj] + E[SWj]) and ec is a c-dimensional identity

vertical vector, whose elements are all one. Therefore, the optimization problem

of the PG scheme is formulated as

min
bd,bu

E[EPG] (3.2)

s.t. bD

c∑
j=1

λd,j +
c∑

j=1

(λu,jbu,j)− 1 ≤ 0.

Pmin ≤ PTx,i ≤ Pmax, ∀i,

PAP ≤ PMAX .

Alternatively, the polling schemes may also adopt the k-limited service disci-

pline when the number of packets which are served during a visit of the server
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to queue i is at most ki. That is, the wake-up schedule lets the server proceed to

the next queue when either ki packets have been served or queue i has become

empty. The objective functions using the ki-limited service discipline are the

same as the ones using the gated service discipline, since the analysis results of

the polling system are the same [172], shown as Table 3.2. However, the necessary

and sufficient stability conditions are different, which are ρ < 1 and E[C]
λi

< ki,

i = 1, . . . , c [61, 172, 53]. These new stability conditions increase the number of

constraints. We will study these more complicated optimization problems in the

future.

3.4 Optimal Power Allocations

In this section we solve the stability-constrained optimization problems for-

mulated in the last section. First, let Fi be a random variable for qi’s packet size

in bits. According to (2.1) and SNRi(PTx,i) ≈ PTx,i/gi

Ni
derived in [45, 46], the

uplink packet service time is given by

Bu,i =
Fi/αW

log2(1 + SNRi(PTx,i))
, (3.3)

where gi (i = 1, . . . , c) denotes the gain of the wireless channel between the AP

and qi. Ni is the noise power of the wireless channel for qi. Similarly, the downlink

packet service time Bd,i is given by

Bd,i =
Fi/αW

log2(1 + SNRi(PAP,i))
, (3.4)

where SNRi(PAP,i) =
PAP,i/gi

Ni
.

Next, we find that the objective function of total energy consumption includes

the exponential functions of decision variables which are not integers, since the

72



transmission power and the service time has an exponential operation. Then it is

difficult to rewrite the objective function into a polynomial form or provide any

analytical expression of solution. In order to solve these complicated nonlinear

optimization problems, we have designed the iterative algorithms to search the

optimal solutions for the PG and MG scheme.

3.4.1 The Mobile Grouping Scheme

We aim to allocate P∗
AP and P∗

Tx for the AP and all wireless clients. According

to (3.4) and (3.3), these two transmission power allocations are derived from the

vectors of optimal service times bu
∗ and bd

∗ which are optimal solutions to (3.1).

We minimize the energy consumed by all clients while guaranteeing the stability.

To make the following analysis tractable, we make the following assumptions:

1. Let Pmax = PMAX and the transmission powers in both directions are the

same (i.e., Pi ≡ PTx,i = PAP,i ∈ [Pmin, Pmax],∀i).

2. By (3.3) and (3.4), we denote Bi ≡ Bu,i = Bd,i with mean bi = Hi

log2(1+Pi/Ki)
,

where Ki = giNi and Hi = E[Fi]/αW . Since SNR � 1, we have

Pi(bi) ≈ Ki × 2Hi/bi ,∀i. (3.5)

3. The power consumptions during the reception, transition and sleep are the

same for all clients. That is, they are denoted simply by PR, PI and PV .

According to Table 3.2 [59], E[Rxi] = λd,ibiE[C] and E[Txi] = λu,ibiE[C] if we

regard that qi consists of two queues for downlink and uplink traffic individually.

Since the busy period of qi is E[Θi] = (λd,i+λu,i)biE[C], we have E[Rxi] = βiE[Θi]

and E[Txi] = (1− βi)E[Θi], where the ratio of downlink traffic βi in qi is defined
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Table 3.2. Known results for cyclic-service queueing model.
Cycle period E[C] = s

1−ρ
, where

s =
c∑

i=1

si, ρi = λibi, and ρ =
c∑

i=1

ρi

Busy period E[Θi] = ρiE[C].
Vacation period E[Vi] = (1− ρi)E[C].

as
λd,i

λd,i+λu,i
. We refer the two special cases of β = 1 and β = 0 to pure downlink

and pure uplink, respectively. After applying the well-known results of the cyclic-

service queueing systems summarized in Table 3.2 and PTx,i = Pi(bi) in (3.5), the

optimization problem stated in (3.1) becomes

min
b

s
c∑

j=1

ρj[(1− βj)PTx,j + βjPR]

1− ρ
+ s(PI + PV

c− 1

1− ρ
),

s.t.
c∑

j=1

λjbj − 1 ≤ 0.

Hi

log2(Pmax/Ki)
− bi ≤ 0, ∀i.

bi −
Hi

log2(Pmin/Ki)
≤ 0, ∀i. (3.6)

Proposition. 3.4.1. In the pure downlink case, the optimal power allocation

for the MG scheme is for the AP to transmit data to all wireless nodes with the

maximal power.

Proof. In this case, β = 1 and bd,i = bi, ∀i. We adopt the Karush-Kuhn-Tucker

(KKT) optimality conditions [60] to find the optimal vector of the downlink

mean service times b∗d and the corresponding optimal power allocation P∗
AP. For
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a Lagrangian multiplier set {u∗ ≤ 0,v∗ ≤ 0}, we have

λis[PR + PV (c− 1)]

(1−
∑c

j=1 λjb∗d,j)
2
− u∗λi + v∗i = 0, ∀i. (3.7)

u∗(
c∑

j=1

λjb
∗
d,j − 1) = 0. (3.8)

v∗i (
Hi

log2(PMAX/Ki)
− b∗d,i) = 0, ∀i. (3.9)

Note that the objective function is finite if
∑c

j=1 λjb
∗
d,j 6= 1; therefore from

(3.8), u∗ = 0. Moreover, according to (3.7), v∗i is strictly less than 0. In order to

satisfy (3.9), it is then necessary that b∗d,i = Hi

log2(PMAX/Ki)
, ∀i. That is, the AP

transmits with the maximal power.

When the uplink traffic exists, the interaction between Pi and bi is more com-

plicated. Prop. 3.4.2 gives a necessary condition for an optimal solution. More-

over, the proposition serves as the basis for designing an iterative algorithm to

solve the optimization problem, which will be discussed later in subsection 3.4.3.

Proposition. 3.4.2. If all wireless clients do not transmit data using Pmax and

Pmin, b∗ must satisfy L(b∗) = R(b∗) in an optimal MG scheme.

Proof. According to the KKT conditions, b∗ is a local optimal solution only when

(3.10)-(3.13) are satisfied for a set of lagrangian multipliers {u∗ ≤ 0,v∗ ≤ 0, σ∗ ≤

0}:

sλi[Li(b
∗)−Ri(b

∗)]

(1−
∑c

j=1 λjb∗j)
2

− u∗λi + v∗i − σ∗i = 0, ∀i. (3.10)

u∗(
c∑

j=1

λjb
∗
j − 1) = 0. (3.11)

v∗i (
Hi

log2(Pmax/Ki)
− b∗i ) = 0, ∀i. (3.12)

σ∗i (b
∗
i −

Hi

log2(Pmin/Ki)
) = 0, ∀i, (3.13)
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where ρi = λibi, ρ =
∑c

j=1 ρj and

Li(b) = [(1− βi)Pi(bi) + βiPR](1− ρ) + PV (c− 1) +
c∑

j=1

ρj[(1− βj)Pj(bj) + βjPR], (3.14)

Ri(b) = (1− βi)Pi(bi)(1− ρ) ln(
Pi(bi)

Ki

). (3.15)

Since
∑c

j=1 λjb
∗
j 6= 1, it is easy to see from (3.11) that u∗ = 0. If Pmin <

P ∗
i < Pmax, we have v∗i = σ∗i = 0 from (3.12) and (3.13). Therefore, we obtain

Li(b
∗)−Ri(b

∗) = 0 ∀i from (3.10).

3.4.2 The Phase Grouping Scheme

According to Lemma 3.2. in [104], we can model the downlink phase in the PG

scheme as an M/G/1 queue q0 with the arrival rate λD =
∑c

i=1 λd,i and the mean

transmission time bD = (1/λD)
∑c

i=1 λd,ibd,i, where bd,i = Hi

log2 PAP /Ki
(∀i) and

PAP ≤ PMAX . In this case, the total average walk time is s′ = s0 +
∑c

j=1 sj,

and the expected cycle period is E[C] = s′

1−ρ′
, where the total workload is

ρ′ =
∑c

j=1 ρu,j + ρD, ρu,i = λu,ibu,i and ρD = λDbD. Furthermore, the expected

receiving period is the busy period of q0, E[Rx] = ρDE[C]. The expected trans-

mission period of qi is E[Txj] = ρu,jE[C]. Using (3.4), PTx,i = Ki × 2Hi/bu,i

derived from (3.3) and the results in Table 3.2, the optimization problem for the

PG scheme becomes
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min
bd,bu

(PI − PV )(cs0 + s) +
s0 + s

1− ρ′
[

c∑
j=1

PTx,jρu,j +

c(PR − PV )ρD + PV

c∑
j=1

(1− ρu,j)].

s.t. λDbD +
c∑

j=1

λu,jbu,j − 1 ≤ 0.

Hi

log2(Pmax/Ki)
− bu,i ≤ 0, ∀i.

bu,i −
Hi

log2(Pmin/Ki)
≤ 0, ∀i.

Hi

log2 PMAX/Ki

− bd,i ≤ 0, ∀i. (3.16)

We introduce the downlink ratio βi = λd,i/λi as before. Then we have λD =∑c
j=1 βjλj and λu,i = (1−βi)λi, where λi is the total traffic sent from and received

by qi. Similar to the MG scheme, we have two special cases: β = 0 and β = 1.

There are therefore 2c decision variables (i.e., bd,i and bu,i, i = 1, . . . , c) involved

in the optimization formulation. We can reduce the number of decision variables

to c by considering the result in Prop. 3.4.3. As a result, the last constraint in

(3.16) can be removed.

Proposition. 3.4.3. In an optimal PG scheme, the AP transmits data with its

maximal power PMAX .

Proof. Note that E[EPG] increases monotonically with bD, because both ρD and

ρ′ increase with bD. Therefore, the optimal downlink power allocation is obtained

by b∗D = (1/λD)
∑c

j=1 λd,jb
∗
d,j, where b∗d,i = Hi

log2 PMAX/Ki
,∀i. That is, the AP uses

the maximal power to transmit data.

Similar to the MG scheme, we use the KKT conditions to obtain the necessary

condition for an optimal PG scheme, which is stated in Prop.3.4.4.
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Proposition. 3.4.4. If all wireless clients do not transmit data using Pmax and

Pmin, bu
∗ must satisfy L(b∗u) = R(b∗u) in an optimal PG scheme.

Proof. Let ρ∗D = b∗DλD. bu
∗ is a local optimal solution only when (3.17)-(3.20)

are satisfied for a set of lagrangian multipliers {u∗ ≤ 0,v∗ ≤ 0, σ∗ ≤ 0}. Let

Li(bu) = PTx,i(bu,i)(1− ρ) +
∑c

j=1 ρu,jPTx,j(bu,j) + PV (c− 1 + ρD) and Ri(bu) =

PTx,i(bu,i)(1− ρ) ln(
PTx,i(bu,i)

Ki
) , ∀i. The KKT conditions are given by:

E[C]λu,i[Li(b
∗
u)−Ri(b

∗
u)]

(1−
∑c

j=1 λjb∗u,j − ρ∗D)2
− u∗λu,i + v∗i − σ∗i = 0, ∀i. (3.17)

u∗(ρ∗D +
c∑

j=1

λu,jb
∗
u,j − 1) = 0, (3.18)

v∗i (
Hi

log2(Pmax/Ki)
− b∗u,i) = 0, ∀i. (3.19)

σ∗i (b
∗
u,i −

Hi

log2(Pmin/Ki)
) = 0, ∀i. (3.20)

Obviously, u∗ = 0 according to (3.18). If Pmin < P ∗
i < Pmax, we have

v∗i = σ∗i = 0 from (3.19) and (3.20). As a result, we have Li(b
∗
u)−Ri(b

∗
u) = 0, ∀i

from (3.17).

Proposition. 3.4.5. In the pure downlink case, E[EPG] > E[EMG] with the

same downlink transmission rates.

Proof. Proof: When β = 1, we have bu,i = 0,∀i and ρ = ρD. Using the same bd,i,

E[EPG]− E[EMG] is given by

cPIs0 +
ρD

1− ρD

[(cPR − PV )s0 + ((c− 1)PR − cPV )s] > 0,

because PR � PV in practice. In particular, E[E∗
PG] > E[E∗

MG] with the same

optimal transmission rates, because the AP always transmits data with PMAX

according to Prop.3.4.1 and Prop.3.4.3.
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Prop.3.4.5 shows that the MG scheme always consumes less energy per cycle

than the PG scheme in the pure downlink case. In subsection 3.5.2, we show the

advantage of the optimal MG schemes in a general case.

3.4.3 An Iterative Algorithm

An optimization problem is classified based on whether it is continuous or

discrete, linear or nonlinear and constrained or unconstrained. According to the

definitions in [22], the optimization problems (3.6) and (3.16) are continuous,

constrained and nonlinear. The c-dimensional decision variable b or bu are con-

tinuous, and the constraints are linear inequalities. These two problems are non-

linear, since their objective functions are nonlinear. Furthermore, the objective

function of total energy consumption includes the reciprocal and the exponential

functions of decision variable’s elements, for example, PTx,i(bi) = Ki × 2Hi/bi and

1
1−ρ

= 1/(1−
c∑

i=1

λibi) in (3.6). Therefore, we could not change these complicated

objective functions into any polynomial forms or solve them by any analytical

method applied in some linear optimization problems.

In order to solve these two optimization problems, we adopt the theory of

Lagrange multipliers from the feasible direction viewpoint [22]. Using lagrange

multipliers, Prop.3.4.2 and Prop.3.4.4 provide Karush-Kuhn-Tucker necessary

conditions for the MG and PG schemes, respectively. Instead of strictly using

the feasible direction method, we have designed the iterative algorithms based

on these two propositions to quickly search the optimal solutions of b∗ or bu
∗.

This algorithm uses the property of monotonic function to simplify the direction

searching and applies Gauss-Siedel iteration to speed up the operation. In the

following we use the MG scheme as an example to illustrate how the iterative
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algorithms works, which is given in Figure 3.4.

Figure 3.4. An iterative algorithm for the MG scheme.

We first determine the feasible region of the mean service times, which is

bounded by bmin and bmax. According to the power constraints [Pmin, Pmax], the

range of the decision variables must be within [bP
min,i, b

P
max,i] ∀i derived from (3.5).

According to the stability constraint, we can obtain the minimum (maximum)

average service time for any qi, when other queues adopt bP
max,j (bP

min,j), j 6= i.

That is bρ
min,i = (1 −

∑
j 6=i λjb

P
max,j)/λi (bρ

max,i = (1 −
∑

j 6=i λjb
P
min,j)/λi). By

combining the stability constraint with the power constraints, the feasible region

is therefore given by bmin,i = max{bρ
min,i, b

P
min,i} and bmax,i = min{bρ

max,i, b
P
max,i}.
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Obviously, the traffic arrival rates and power limitations greatly influence the

feasible region. First, we fix [Pmin, Pmax]. When λ increases, bmin,i is more

likely to be determined by Pmax, but bmax,i is more likely to be determined by

the stability constraint instead of Pmin. The experiment result in Figure 3.5

validates this statement. Consider a tagged queue qT and other identical queues.

The arrival rate of qT is increased while that of other queues are kept at 50p/s.

As shown in Figure 3.5(a), when λqT
increases, the minimal service time of qT

(bmin,t) and that of other queues (bmin,o) converge to bP
min which is determined

by Pmax. In Figure 3.5(b), when λqT
is small, the maximal service times of qT

(bmax,t) and that of other queues (bmax,o) is the same as bP
max determined by the

Pmin. However, when λqT
increases, they go further away from bP

max, since they

are constrained by stability. Second, we fix the traffic arrival rates λ. When Pmin

(Pmax) reduces, bmin,i and bmax,i still have the same character as before.

Let bn be the vector of the mean service times at the beginning of nth iter-

ation. We set b0 = bmin, and P0
Tx can be computed from (3.5), when n = 0.

From Prop.3.4.2, the ideal terminating condition is L(bn) = R(bn). To obtain

a close-enough condition, we exploit the fact that two vectors in the Euclidean

space are the same if their norms are the same and the angle between them is

zero. Therefore, given the accuracy tolerance parameters ε1 and ε2, the algo-

rithm terminates when |Norm(L)
Norm(R)

− 1| < ε1 and | LT R
Norm(L)Norm(R)

| > 1− ε2. When

ε1 is near zero, the norms of L and R should be very close to each other. When

ε2 is near zero, cos ∠(L,R) should be close to 1. Inside the iterative loop, Ri

decreases monotonically with bi (according to (3.15)). Therefore, in the nth it-

eration for qi, if Ri > Li, we increase bn−1
i by d ∈ (0, 1), the step size; otherwise,

bn
i is decreased by d. The middle results of b and P after each iteration must

be recorded. Although the algorithm’s complexity has not been proven, our ex-
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(a) bmin in the feasible region.

(b) bmax in the feasible region.

Figure 3.5. Impacts of stability and power constraints on the feasible region.
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tensive experiment results show that the algorithm converges quite quickly. In

most cases, n ≤ 50. Particularly, it works well when the traffic arrival intensity

is small (i.e., λTbmin < 0.5). We have also applied the Gauss-Siedel iteration to

reduce the convergence time.

When c = 2, both objective functions are convex within the stability area, as

shown in Figure 3.7. In this case the iterative algorithm gives a single optimal

solution and then b∗ = bn, P∗ = Pn. However, the objective functions are

not convex for c > 2. As a result, the algorithm may return more than one

local optimal solution, shown as Figure 3.6. For these cases we select the one,

whose value of the objective function is smallest, to be the optimal solution.

Thus, b∗ = bt and P∗ = Pt where t = arg mini∈{0,1,...,n} E[E(bi)]. As shown in

Figure 3.6(a), for example, the iterative algorithm reaches several local minimums

for the MG scheme, and the final optimal solution is obtained at the 14th iterative

step (i.e., P∗ = P14).

The PG scheme has a similar iterative algorithm as the MG scheme, but

has different expressions of L(b) and R(b). The feasible region [bmin,bmax] is

given by bmin,i = max{(1− ρ∗D −
∑

j 6=i λjb
P
max,j)/λi, b

P
min,i} and bmax,i = min{(1−

ρ∗D −
∑

j 6=i λjb
P
min,j)/λi, b

P
max,i}. Moreover, the PG optimal solutions include bu

∗

which determines P∗
Tx for the wireless nodes, as well as P∗

AP = PMAX × ec for

the AP. Figure 3.6(b) shows the steps executed by the iterative algorithm, where

PTx
∗ = P13.

3.5 Performance Evaluation

The experiment results presented in this section are based on W = 2MHz,

PR = 2W , PI = 1W and PV = 0.05W . The power constraints are given by

83



(a) MG scheme for β = 0.5e4.

(b) PG scheme for β = 0.5e4.

Figure 3.6. Energy consumption at iterative steps.

PMAX = Pmax = 10W and Pmin = 1W . We set these parameters by making

reference to the experiment results in [4, 10].
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3.5.1 Evaluation: Model and Algorithm

We first evaluate the performance of the iterative algorithm proposed in the

last section. We will show that the algorithm can compute power allocations that

are very close to the optimal ones. For the purpose of estimating the optimal

power allocations, we have employed an exhaustive search method which divides

the range of each average service time [bmin,i, bmax,i] ∀i evenly into t parts. For

all the possible tc vectors of average service times, we first select those that

satisfy the stability requirement and then find the one with the minimal energy

consumption. Since the method is very time consuming, we have carried it out

only for c = 1, . . . , 5.

We first consider a case of 2 queues in Table 3.3 for both schemes. The results

obtained from the iterative algorithm are marked by A (d = 0.05, ε1 = 0.01

and ε2 = 0.001). The results obtained from the exhaustive search method are

indicated by N . We compare the optimal vectors of the transmission power

obtained from two methods by computing an differential rate eP =
norm(P∗

A−P∗
N)

norm(P∗
N)

×

100%. The results show that the iterative algorithm yields optimal solutions that

are very close to, if not the same as, the exact ones obtained by the exhaustive

search. Besides the optimal results, the table also shows the number of iterative

steps required by the iterative algorithm (denoted as f) and the locth iteration

when the optimal solution is obtained. When loc = m, bu is determined by Pmin

or Pmax. When loc = m − 1, the iteration stops after the first local solution is

found. That is, the f th step leads to a higher energy consumption. Therefore,

for the MG and PG scheme, the single local solution is the global optimal, and

the objective function is convex when c = 2.

The results of c = 3, 4, 5 are given in Table 3.4 and Table 3.5 for the MG
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scheme and the PG scheme, respectively. Note that β = k ∗ ec. For example,

the case of k = 0.5 represents a 50-50 mix of the uplink and downlink traffic.

Once again the iterative algorithm yields quality solutions. Besides, if λ is small,

then the initial workload ρ(0) = λTbmin is very small. The final optimal solution

is determined by Pmin when the optimal workload λTbmax is also small. For

example, in the 5-queue system with a light workload, the optimal transmission

power allocation for the PG scheme is [1;1;1;1;1]. However, if the traffic rates are

very high, ρ(0) is close to 1. Then the wireless clients should send packets as fast

as possible, i.e., the packets are transmitted with the maximal power allowed.

For example, the optimal power allocation for the MG scheme is Pmax when

λ = [50; 100; 100; 150].

3.5.2 A Comparison of the MG and PG Schemes

Based on Table 3.3-3.5, E[E∗
PG] > E[E∗

MG] and EPG
∗

> EMG
∗

in all cases.

Next, we present that the MG schemes is more energy efficient, since it consumes

less energy than the PG scheme when the system stably operates under optimal

transmission power allocations.

Energy Consumption

Figure 3.7 presents the energy consumption obtained from an exhaustive

search method in 3 different workload scenarios: light (Fig 3.7(a)), moderate

(Fig 3.7(b)) and heavy (Fig 3.7(c)). For both schemes, E[E] is shown to be a

convex function of the average service time when c = 2. The vertical lines in

these figures indicate the optimal solutions. Moreover, when the traffic arrival

rate is too low or too high in reference to the power limitations (e.g., ρ(0) < 0.2
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or ρ(0) > 0.75), the optimal service times could be determined by Pmin or Pmax.

On the contrary, the optimal transmission times are determined by Pmin. For

example, P∗ = [1; 1] in the PG scheme when λ = [30; 60] and β = 0.3× e2.

(a) λ = [30; 60], k = 0.3. (b) λ = [60; 100], k = 0.3.

(c) λ = [60; 150], k = 0.3. (d) E∗
MG/E∗

PG verses k.

Figure 3.7. Comparing energy efficiency for the PG and MG schemes for c = 2.

In most cases, E[EMG] < E[EPG] within the feasible region, except when

λ is high enough. For example, in Figure 3.7(c), E[EMG] > E[EPG] when the

elements of bu are close to the upper boundary. The reason is that the MG scheme

approaches much closer to its stability boundary which leads to a very long cycle

period. In this case, the MG scheme consumes much more energy due to the long

cycle. Furthermore, we repeat the experiments with different β by changing k
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from 0 to 0.9, and the values of
E[E∗

MG]

E[E∗
PG]

are given in Figure 3.7(d). As shown, the

optimal MG scheme always has the lower energy consumption than the optimal

PG scheme since
E[E∗

MG]

E[E∗
PG]

< 1. Here, they both satisfy the stability requirement.

Therefore, the MG scheme is indeed more energy-efficient, especially when the

proportion of the downlink traffic is large.

Moreover, we use the iterative algorithm to compare the energy efficiency of

the MG and PG schemes for c > 2 in symmetric systems. Figure 3.8 compares

the minimal energy consumption for two schemes with different traffic patterns.

Again, they show that the optimal MG scheme can save more energy than the

optimal PG scheme. Furthermore, the gap between the two schemes increases

with the number of clients.

Energy Efficiency Metric

To probe further, we compare the two grouping schemes based on a bit-per-

joule metric z, which is used to measure the energy efficiency. A possible method

is to obtain their optimal power allocations which maximize z under the MG

and PG schemes. Unfortunately, optimizing the grouping schemes directly based

on z is extremely complicated. Therefore, we instead obtain optimal schemes

which minimize the total energy consumption of all clients consumed in a cycle

(i.e., the solutions to (3.6) and (3.16)). We then compare these optimal schemes

based on z, and the z of an optimal scheme is defined as the ratio of the amount

of data which arrives at all clients within one cycle period to the total energy

consumption of all clients, z = (
∑c

i=1 λiFi)E[C]/E[E]. We denote zMG and zPG

for the MG and PG schemes, respectively. As we will show, the optimal MG

scheme outperforms the PG optimal scheme (i.e., zMG > zPG). The following

comparison results are based on symmetric systems in which the distributions of
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(a)
∑c

i=1 λi = 320 for k = 0.5.

(b) λi = 20 ∀i for k = 0.5.

Figure 3.8. Minimal energy consumption verses c

inter-frame arrival times and packet sizes are the same for all queues.

Figure 3.9 presents the comparison results for the case of k = 0.5. The figure

shows that the optimal MG scheme is more energy efficient than the optimal PG

scheme because of zMG/zPG > 1 for all cases. Moreover, zMG/zPG increases with
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c and l. That is, the energy efficiency gap between two optimal schemes increases

with l and c. Furthermore, we repeat the experiments with different downlink-

uplink traffic mix, and the results are shown in Table 3.6. The comparison results

remain the same for these cases. Besides, the gap becomes more outstanding when

there is a higher proportion of downlink traffic. That is, zMG/zPG increases with

c for a given k, and zMG/zPG increases with k for a given c.

Figure 3.9. An energy efficiency comparison for λ=l × ec and β=0.5ec.

Table 3.6. The ratio zMG/zPG for β=k × ec and λ=20× ec.

c 2 4 6 8 10
k=0.2 1.26 1.42 1.53 1.67 1.80
k=0.5 1.25 1.52 1.84 2.20 2.55
k=0.8 1.28 1.76 2.22 2.80 3.44

Why is the MG Scheme More Energy Efficient?

In this subsection, we identify the factors that are responsible for the MG

scheme’s higher energy efficiency. To this end, we decompose the total energy
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consumption into 4 components—energy due to receptions (Rx), transmissions

(Tx), mode transitions (SW) and sleeping (V). We plot the results for both

schemes in Figure 3.10(a) when c = 3. The figure clearly shows that the MG

scheme is able to save a significant amount of energy on the reception and the

mode transitions. Since the PG scheme broadcasts in the downlink phase, all

wireless clients have to be in the active mode, thus consuming much more energy.

Moreover, each client in the PG scheme performs more mode transitions. As for

the energy consumed on the transmission and the sleeping modes, the MG and

PG schemes consume almost the same amount of energy.

If we change the distribution of the traffic arrival rates while keeping the total

traffic rate unchanged, it is interesting to observe that the energy consumptions

of the 4 components will not change. For example, the experiments with λ =

[30; 60; 90] and λ = [10; 50; 110] have the same results as that in Figure 3.10(a).

In other words, the total arrival rate determines the energy consumption under

the optimal schemes, when other parameters and conditions are unchanged.

Since z = (
∑c

i=1 λiE[C∗])/E[E∗], given λ, zMG/zPG implies
E[C∗

MG]/E[C∗
PG]

E[E∗
MG]/E[E∗

PG]
> 1.

All of our experiments support that E[C∗
MG]/E[C∗

PG] > E[E∗
MG]/E[E∗

PG], for ex-

ample the results given in Figure 3.10(b). Besides, the numerator E[C∗
MG]/E[C∗

PG]

increases faster than the denominator E[E∗
MG]/E[E∗

PG] when c increases. This

can explain why zMG/zPG increases with c, which was discussed earlier.

3.5.3 Delay Analysis

In this section, we study how delay performance is impacted by the optimal

transmission power allocation. The delay is defined to be the duration from the

packet arrival at one queue to its departure from the queue. We do not compare
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(a) Comparisons based on the 4 components for λ

=[60;60;60]and k = 0.5.

(b) Comparison of the energy consumptions per cycle and

the cycle time for λ=20 ∗ ec and k = 0.5.

Figure 3.10. Comparing energy efficiency for the optimal MG and PG schemes.

our AP-centric TPC scheme with other energy efficiency schemes in the term of

delay, since they are designed under different constraints. We use experiments to

compare the packet delay in the optimal MG scheme with the one in the optimal

PG scheme. Moreover, we compare the packet delay of each scheme with and
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without the optimal transmission power allocation.

Average Delay Under Optimal Power Allocations

These experiments yield average packet delay under different optimal power

allocations. Firstly, we caculate the average delay of uplink and downlink packets

in each queue individually. For example in queue i, the average delay of uplink

packets is the sum of the average service time bu,i and the average waiting time [48]

(1+ρu,i)(σ
2
Ci

/E[C]+E[C])

2
, where Ci is the cycle time seen by queue i. When omitting

the variance of Ci, the the average delay of uplink packets for queue i is TU,i =

(1 + ρu,i)E[C]/2 + bu,i. Therefore, we obtain the average delay of uplink packets

denoted by TU = {TU,1, . . . , TU,c} in the MG and PG schemes. We also obtain the

average delay of downlink packets denoted TD = {TD,1, . . . , TD,c}, where TD,i =

(1 + λd,ibd,i)E[C]/2 + bd,i in the MG scheme and TD,i = (1 + λDbD)E[C]/2 + bd,i

in the PG scheme.

Table 3.7 shows the total energy consumed per polling cycle (E), the average

delay of the downlink packets and uplink packets (TD and TU) as well as the

delay variances (σTD and σTU) in the asymmetric four-client systems which use

optimal power allocations. Here, σTD =
∑c

i=1(TD,i −
∑c

i=1 TD,i/c)
2/c and σTU =∑c

i=1(TU,i −
∑c

i=1 TU,i/c)
2/c. Three traffic workloads of λ = [10; 15; 20; 25] × x,

x = 1, 3, 5, β = 0.5e4 are considered, and the packet size is 512 bytes. Clearly,

the optimal MG scheme consumes less average energy per cycle than the corre-

sponding optimal PG scheme. For all optimal PG schemes, the average delay of

uplink packets are longer than that for the downlink packets. Additionally, their

downlink delay increases with x. The small values of delay variances show that

the four clients with different arrival rates have similar delay. In other words, the

optimal power allocations do not adversely affect the fairness of delay in most
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cases. But σTU increases a lot when x = 5 in both optimal schemes, which means

that the unfairness of uplink packet on delay among wireless clients increases

with the traffic workload is large.

In order to simplify the delay analysis, the following simulations are performed

in a symmetric network with λ = kec and β = 0.5ec, c = 2, . . . , 12. The intensity

weighted mean of delay [102] is considered for two kinds of packets in the network,

which is called as delay in brief. One is the delay of downlink packets, TD =∑c
i=1

λd,ibd,i

ρd
TD,i. The other is the delay of uplink packets, TU =

∑c
i=1

λu,ibu,i

ρu
TU,i.

The results of delay under the optimal power allocations are shown in Figure

3.11. TD is close to TU in all optimal MG schemes, while TD is less than TU in all

optimal PG schemes. In most cases, the optimal PG schemes have lower delay

for the downlink packets than the optimal MG schemes, while the optimal MG

schemes have the lower delay for the uplink packets than the optimal PG schemes.

Therefore, the optimal PG scheme may provide the better delay performance

when β increases, and the optimal MG scheme may provide the better delay

performance when β decreases.

Energy Consumption Verses Delay

Next, we investigate the relationship between the energy consumption and

the delay performance. The symmetric system with λ = 80ec and β = 0.5ec is

considered on two grouping schemes. We may adopt a transmission power alloca-

tion instead of the optimal one, which randomly selects the packet transmission

times from the feasible region [bmin,bmax]. For the random power allocation, we

define two quantities in reference to the energy consumption E∗ and the downlink

(uplink) delay T ∗
D (T ∗

U) obtained under the optimal power allocation. Define the

energy inflation ratio (re) of a random power allocation by E−E∗

E∗ , where E is
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(a)
c∑

i=1

λi = 320 for k = 0.5.

(b) λi = 20 for k = 0.5.

Figure 3.11. Delay comparison under optimal schemes.
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the energy consumption obtained under the random power allocation. Similarly,

we define the delay inflation ratio (rd) of a random power allocation by
TD−T ∗

D

T ∗
D

(
TU−T ∗

U

T ∗
U

) for the downlink (uplink) packets.

The results of 60 random allocations depicted in Figure 3.12 show that the

optimal MG and PG schemes definitely achieve the minimal energy consumption

and generally do not degrade delay. All of the energy inflation ratios are positive

(i.e., re ≥ 0), and most of the delay inflation ratios are positive. However, neither

the optimal MG scheme nor the optimal PG scheme can achieve the best delay

performance because of some negative delay inflation ratios.

Next, we divide the random allocations into 4 regions in Figure 3.12: Z1

(rd > re > 0), Z2 (re > rd > 0), Z3 (−re < rd < 0) and Z4 (rd < −re < 0).

The random allocations in Z1 and Z2 have the longer delay than the optimal

allocation since rd > 0. Therefore, the optimal allocation outperforms the random

allocations in these 2 regions on saving energy and reducing delay. It means that

the more random schemes locate in Z1 and Z2, the better performance the optimal

scheme has. On the other hand, the random allocations in Z3 and Z4 have better

delay performance than the optimal allocation since rd < 0. However, the balance

between delay and energy consumption may still be satisfied in Z3, because the

energy inflation ratio is always higher than the delay inflation ratio in this region

(i.e., re > |rd|). It is easy to find that most of the random allocations fall into

Z1 and Z2 (at least 94%). Only a small percentage (at most 6%) of the random

allocations belong to Z4. As a result, we can conclude that both schemes can

achieve optimal power allocation without the expense of a higher average delay

most of the time.

Finally, we compare the optimal scheme and random schemes in the symmet-

ric system of λ = 20ec and β = 0.5ec, when the number of queue c is varied. The
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(a) PG’s downlink case. (b) MG’s downlink case.

(c) PG’s uplink case. (d) MG’s uplink case.

Figure 3.12. Energy inflation ratio and delay inflation ratio for a random power

allocation for c = 4.
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average delay T ∗
U and T ∗

D (marked below the x axis) increases with c in both op-

timal PG and MG schemes. In Figure 3.13(a), the total percentage of Z1, Z2 and

Z3 increases with c. Therefore both optimal schemes have more positive influence

on the delay performance when the scale of network increases. However, when

c ≤ 4, more than 40% MG schemes locate in Z4, which indicates the optimal

MG schemes save a little energy by degrading much downlink delay of the light

traffic load. In these cases, the optimal PG schemes are better in achieving the

tradeoff between the energy efficiency and the downlink delay, since almost all

of PG schemes locate in Z3. Moreover, Figure 3.13(b) shows that both optimal

schemes has a similar impact on the average uplink delay.

3.6 Effect of an Uncooperative Client

We have so far performed extensive experiments when all users are assumed

to adopt the optimal power allocations. In this section we relax this assumption

and study the effect of an uncooperative user on itself and others. The numer-

ical results show that wireless client has not an incentive to change the optimal

transmission power, since this uncooperative action does not bring any benefit.

As an example, we discuss the MG scheme for a symmetric system with

λ = 60e4 and β = 0.5e4. The iteration algorithm gives the optimal power

allocation P∗ = P ∗e4. In the following, all parameters or results for the optimal

schemes are indicated by superscript ∗. Moreover, we consider a tagged queue

qT as the single uncooperative client, and his transmission power is gP ∗, where g

is a change parameter. When g 6= 1, qT changes its optimal transmission power.

We label the results for qT with subscript t, the results of other clients using P ∗

with subscript o and the results of the whole system with subscript s.
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(a) The average delay of AP.

(b) The average uplink delay.

Figure 3.13. Delay comparison for different c, λ = 20× ec and k = 0.5.
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We first evaluate how the uncooperative user affects energy consumption.

Denote the energy consumption per cycle by ξ and that with the optimal power

allocation P∗ as ξ∗. We define the energy reduction ratio (ERR) under a random

scheme as (ξ∗ − ξ)/ξ∗. The case of g = 1 corresponds to the optimal power

allocation; therefore, the ERR for g = 1 is 0. Since ξ∗ is the minimum value for

the whole system, the system ERR is always negative when g 6= 1. Figure 3.14

shows the ERR of qT when qT uses a higher (i.e., g > 1) or lower (i.e., g < 1)

power. When qT uses a higher power, it will consume more energy while other

queues may receive a little benefit on energy saving. As the figure shows, the

total energy consumption still increases. On the other hand, if qT uses a lower

power, its energy consumption per cycle reduces. But in most cases the total

energy consumption is still higher than ξ∗, because other queues consumes more

energy.

Figure 3.14. Energy reduction ratio and delay reduction ratio in the presence of

an uncooperative user.

We now evaluate how the uncooperative user affects the average delay of all
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of downlink and uplink packets, which is denoted as d. The delay reduction ratio

(DRR) is similarly defined as (d∗ − d)/d∗ and d∗ is the average packet delay for

an optimal MG scheme. As shown in Figure 3.14, when qT uses a higher power

(g > 1), the average packet delay in each queue decreases; therefore, the average

delay for the whole system also decreases. On the other hand, when qT uses a

lower power (g < 1), the delay performance will degrade in each queue as well as

the entire system. Moreover, it is possible to improve the delay performance at

the cost of higher energy consumption. That is, there is a tradeoff between the

energy conservation and the delay reduction, to be discussed next.

Lastly we evaluate the effect of the uncooperative user on both delay and

energy consumption. To this end, we introduce a delay-energy tradeoff metric

ϕ = (1 − m)d∗−d
d∗

+ m ξ∗−ξ
ξ∗

, where m is a tradeoff parameter. The higher ϕ is,

the better delay-energy tradeoff is. Note that the special cases of m = 1 and

m = 0 correspond to the ERR and DRR, respectively. Using m = 0.5, we

compute the trade-off metrics which are shown in Figure 3.15(a). The figure

shows that qT cannot improve its delay-energy tradeoff as long as it changes its

optimal transmission power, i.e., ϕt < 0 when g 6= 1. However, when qT uses

higher transmission power (i.e., g > 1), other queues will benefit a little since

ϕo > 0. For the whole system, our optimal solution achieves the highest ϕs when

m > 0.5, as shown in Figure 3.15(b). Even when the delay-energy tradeoff metric

is dominated by the delay performance, i.e., m ≤ 0.5, the nonoptimal solutions

achieve only a little higher ϕs than the optimal solution. These analytical results

can be obtained and analyzed similarly for c 6= 4 and asymmetric systems.

In conclusion, the optimal transmission power allocation minimizes energy

consumption and lets all clients performs well together. The uncooperative client

qT cannot get any benefit by changing its optimal transmission power. The
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(a) ϕt and ϕo for m = 0.5.

(b) Impact of m on ϕs.

Figure 3.15. Delay-energy tradeoff metric in the presence of an uncooperative

user.

total energy consumption of all clients increases when g 6= 1, since qT does not

adopt the optimal transmission power. When qT reduces its transmission power,

nobody gets benefit in terms of energy saving, delay performance and delay-

energy tradeoff. When qT increases its transmission power, other clients consumes

less energy, shortens packet delay and improves delay-energy tradeoff, while qT
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consumes more energy and degrades delay-energy tradeoff.
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Chapter 4

Improving Energy Efficiency

Using Centralized PSM

The power saving mode (PSM) specified in the IEEE 802.11 standard is un-

able to achieve energy efficiency in many practical scenarios. It is suboptimal

when an infrastructure wireless network serves two or more wireless clients which

have different traffic patterns or QoS requirements. In this chapter, we propose

a new AP-centric PSM scheme called Centralized PSM (C-PSM) to improve en-

ergy efficiency of all PSM-enabled clients under heterogeneous traffic scenarios.

Our overall approach is to alleviate two inefficient factors of the standard PSM

scheme. Then C-PSM optimally chooses the PSM parameters to reduce channel

contentions and avoid the clients to wake up too frequently.

We first describe the system model and develop a MATLAB simulator which

implements the IEEE 802.11 Distributed Coordination Function (DCF) with

PSM. Based on the simulation results, we can identify two root causes respon-

sible for the standard PSM’s ineffectiveness: frequent unnecessary wake-ups and
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intense channel contentions (the worst cases incur channel collisions). After that,

we introduce C-PSM which is designed to reduce unnecessary wake-ups and chan-

nel contentions. In C-PSM, the AP selects optimal beacon interval (BI) and the

listen interval (LI) based on the traffic patterns of all PSM-enabled clients. Here,

the LI parameter of each client is an integer ( i.e., γ = 1, 2, . . . ) which determines

client’s wake-up frequency by the granularity of BI. The AP could also reduce

the channel collisions by adjusting the client’s minimal contention window (CW).

Moreover, a first-wake-up schedule could be adopted to further alleviate the chan-

nel contention by minimizing the number of awaken clients during one BI.

Moreover, we have defined four performance indexes to compare different

PSM-based schemes. The evaluation results show that C-PSM reduces more

power consumption (up to 83.73%), obtains higher energy efficiency (up to 320%)

and induces shorter AP buffering delay (up to 90%) than the standard PSM

scheme (with default parameters).

4.1 System Model

We study and improve the performance of PSM in an infrastructure wireless

network shown in Figure 4.1(a). The network consists of an AP and c PSM-

enabled wireless clients sj, j = 1, . . . , c, which run on IEEE 802.11b with a

transmission rate of 11Mps. We have chosen IEEE 802.11b over IEEE 802.11a/g

for its less complicated protocols, since the rate adaptation algorithms in IEEE

802.11a/g’s will make the analysis much more difficult. We purposely ignore

the rate adaptation component in order to focus on the energy-saving sources of

PSM in the MAC layer. We only consider the downlink traffic (i.e., those from

the AP to the clients), because PSM is effective only for the downlink-dominant
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(a) The network topology.

(b) The system model.

Figure 4.1. The network topology and system model.

communication patterns. Furthermore, we model the traffic arriving at the AP

by traffic sources each of which generates data frames to a corresponding client.

Therefore, the traffic sources can model various traffic characteristics which are

affected by applications, upper-layer protocols and network path properties.

Figure 4.1(b) shows the system model. There are two random variables in our

model: the inter-frame arrival time and the frame size. Let Tj be the inter-frame

arrival time for sj’s traffic source and the mean of Tj be δj. Let the vector of

the client’s mean inter-frame arrival times be ∆ = [δ1, . . . , δc]. Our current study

allows Tj to take on four types of distributions: deterministic (DET), uniform

(UNI), exponential (EXP) and Pareto (PAR). On the other hand, the frame size
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distribution is either deterministic or uniform. Besides the BI (β), the AP in

C-PSM can configure the LIs for all clients (Γ = [γ1, . . . , γc]) and the minimal

CWs for all clients (Θ = [θ1, . . . , θc]).

4.2 Simulator Design

Due to the complexity of analyzing wireless networks, simulation has been

a major tool to study their performance [107]. Popular simulators include ns-

2 [141], J-SIM [171], OPNET [133], OMNeT++ [159], CSIM [79], GloMosim [109]

(its commercial version is QualNet [160]) and MATLAB [169]. In general, sim-

ulator could capture finer details than analytical models. Unfortunately, many

publicly available simulators have not implemented most operations (or com-

ponents) of infrastructure networks and PSM, such as the beacon frames and

PS-Poll frames. Even for the de facto simulator ns-2 [1] in the academic commu-

nity, the PSM module [105] only supports a single client. For other simulators,

such as J-SIM, the 802.11 PSM scheme has not been implemented or released to

the public.

We have attempted to implement the full version of PSM in ns-2 and J-SIM,

but met many obstacles which cannot be resolved without a major overhaul to

the code structure. This prompted us to design and implement a new simulator

based on MATLAB which provides an easy-to-use language and other supporting

facilities to model the MAC sublayer accurately and effectively. Since we focus

on the energy consumption due to the MAC sublayer, we abstract the PHY layer

as an error-free channel and the propagation delay as zero. The effect of the

PHY layer could be studied in future work by integrating the existing MATLAB

codes for the IEEE 802.11b PHY, e.g., [33]. There are also other MATLAB-
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based IEEE802.11 simulators. For example, a simple simulator of mobile wireless

networks [34] is designed for IEEE 802.11a by MATLAB. The simulator in [136]

implements IEEE 802.11 DCF with or without RTS/CTS in ad-hoc networks

using MATLAB.

4.2.1 A MATLAB-based Simulator

We have developed a MATLAB-based simulator for the IEEE 802.11b DCF

with PSM. This simulator implements their details including the transmissions

of all frames, the usage of backoff algorithm, as well as the adjustment CWs. At

the same time, we have excluded other nonessential elements (e.g., authentication

and (de)association) and the RTS/CTS mechanism which is often turned off to

increase communication performance.

The simulator divides the time into fixed slots. The time slots are used in the

channel contention and backoff algorithm in DCF. Their length, denoted by ts, is

medium-dependent, e.g., 20µs in IEEE 802.11b and 9µs in IEEE 802.11a/g. The

time unit of our simulator is then designed to be a fraction of ts, for example tu =

0.5ts in this thesis. The operations and state transitions which are associated with

the AP, clients and channel are updated by time units. Table B.1 in Appendix

B lists all state variables in this simulator.

Figure 4.2 shows a high-level structure of the simulator. The simulator inputs

include the configurable parameters (e.g., β, Γ and Θ), traffic matrix A and tsim.

The matrix A contains the arrival times of data frame for the clients which are

pre-generated according to the specified arrival distribution. The matrix A has

c rows and mp columns, and A(i, j) gives the arrival time at the AP of the jth

data frame addressed for si. Usually, mp is the number of data frames sent by the
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Figure 4.2. A high-level program structure of the PSM simulator.

highest-rate traffic flow within tsim. Here tsim is the input parameter which helps

determine the simulation period. Instead of using tsim directly, a simulation

session will terminate when any client finishes receiving mp frames, and mp is

determined by

mp = max
i=1,...,c

{Vi}, Vi = max
j
{Ai,j ≤ tsim}. (4.1)

At the same time, we have designed three main modules (BI AP CL, notBI AP
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and notLI CL) to keep track of the states and operations of the AP, clients and

channel. We label the time unit of our simulator by an index τ , starting from 1.

One time slot consists of two time units where tu = 10µs and ts = 20µs. Based

on the AP’s timing of sending the beacon frames, a time unit is regarded as a

BI epoch when τ is a multiple of β
tu

. Based on the client’s timing of waking up,

a time unit is regarded as an LI epoch of sj when τ is a multiple of
β∗γj

tu
. Since

the LI of each client is a multiple of BI, an LI epoch must be a BI epoch.

We have designed the BI AP CL module for the AP’s activities in BI epochs

and for clients’ activities in their LI epochs. Since the AP and clients interact

with each other directly in those epochs, implementing their activities in the same

module is a logical choice. On the other hand, their activities in other units are

independent; therefore, we have implemented separate modules for them: Module

notBI AP for the AP when it is not in BI epochs and module notLI CL for the

clients when they are not in LI epochs. We will summarize the services performed

by these three main modules in Subsection 4.2.2. For details, see Appendix B.

Simulation parameters Values
Number of clients 1 to 20
Data transmission rate (DTR) 11 Mbps
Basic transmission rate (BTR) 2 Mbps
Data frame size (DFS) 512 bytes
Beacon frame size (BFS) 28 bytes
PS-Poll frame size (PFS) 14 bytes
ACK frame size (AFS) 14 bytes
Transmission power 1.4 W
Reception power 0.9 W
Idle power 0.7 W
Sleeping power 0.060 W
Wake-up energy consumption, ew 0.003 J
Slot time, ts 20µs
SIFS 10µs
DIFS 50µs

Table 4.1. The parameters used in the simulation experiments.
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The simulation parameters in Table 4.1 are used for the experiments con-

ducted in this thesis 1. We will consider a single client and as many as 20 clients.

The transmission rate of data frames is 11 Mbps while the basic transmission

rate of control frames is fixed to 2Mbps 2. This set of power and energy con-

sumption parameters for LUCENT IEEE 802.11 WAVELAN PC card has been

widely used [58, 119] and evaluated in [58]. And other parameters have been

widely utilized in many wireless simulators and applications. Moreover, the de-

tail discussion of power consumption models is given in Section 4.6.

Finally, the simulator produces detailed trace files which record frame ex-

changes, channel collisions and clients’ mode transitions. By carefully analyzing

the trace files, we have validated the correctness of the PSM simulator. After

observing the time of convergence from several preliminary experiments, we have

let each experiment run for at least 20 seconds in simulation time. We have also

repeated each simulation setting for 20 times and reported their average values.

All the results reported in this thesis fall within a 95% confidence level. Therefore,

we have obtained the following metrics from the trace files:

1. P : the total power consumed by the clients in watt (W).

2. T : the total throughput of clients in bits per second (bps).

3. RT/P : T
P
, the total energy efficiency metric in bits per joule (bpJ).

4. Rc/t:
Nc

Nt
, where Nt is the total number of transmission attempts by all

clients, and Nc is the total number of channel collisions experienced by all

clients.
1 The support of the long preamble is mandatory, and is the default setting on most de-

vices [65]. We therefore use a long preamble, 192µs. Then the transmission time of one frame
equals to 192 + size∗8

transmission rateµs.
2The basic transmission rate is 1Mbps or 2Mbps [65] which depends on the coding scheme.

We fix it as 2Mbps.
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5. Ru/w: Nu

Nw
, where Nw is the total number of wake-ups by all clients, and Nu

is the total number of unnecessary wake-ups by all clients.

6. RbB/B,k:
NbB,k

NB
, where NB is the total number of BIs, and NbB,k is the total

number of BIs in which k clients are involved in channel contention, k ≥ 2.

7. dj: the average buffering delay of sj’s frames at the AP.

4.2.2 Three main modules in the simulator

1. Module BI AP CL manages the operations of the AP in each BI epoch and

the operations of each client sj (∀j) in its LI epoch. When the channel is not

busy, the module allows the AP to send a beacon frame. The beacon frame

includes Traffic Indication Map, denoted by TIM = (TIM1, . . . , T IMj). If the

AP has buffered frames for sj, TIMj = 1; otherwise, TIMj = 0. The module

also lets the clients which are in their LI epoch enter the receiving mode for the

beacon reception. If no client wakes up to receive the beacon frame, this unheard

beacon will be marked. Moreover, the module updates the related important

states. For example, τ could be updated by increasing beacon units − 1 where

beacon units = BFS
tu∗BTR

is the transmission time of a beacon frame by units. When

the channel is busy, the module will dispose the beacon frame that experiences

collision.

2. Module notBI AP manages the operations of the AP when the current unit

is not a BI epoch. When the AP is sending a beacon or data frame, the module

need not do anything. When the AP is idle, the module determines whether it

is ready to send a data frame according to the 802.11 DCF. The AP randomly

selects the receiving client among all awakened clients after receiving their PS-

Poll frames. If the channel is available, the AP will transmit the data frame.
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The module performs this transmission and updates the relevant states, such as

recording the channel state to be busy, updating the power mode of the selected

client and resetting the CW of the AP as the default value (i.e., 31). Moreover,

τ is updated by increasing data units − 1 where data units = DFS
tu∗DTR

is the

transmission time of a data frame by units. If the AP suffers from a collision

due to the busy channel, the module will give up the data transmission (assume

that this data frame should be retransmitted later) and update the AP’s backoff

timer after doubling its current CW.

3. Module notLI CL manages the operations of the clients in their non-LI

epochs. It consists of four submodules according to the different power modes

of clients: notLI CL Tx, notLI CL Rx, notLI CL Idle and notLI CL Sleep. The

mode transitions of sj (∀j) in a non-LI epoch are implemented by these four

submodules, illustrated by the continuous lines in Figure 4.3.

Figure 4.3. The state diagram of clients.

1. When sj is in the transmission mode (Tx), submodule notLI CL Tx only

takes actions and updates the important states when a transmission is fin-

ished. When sj finishes sending a PS-Poll frame, it will enter the idle mode
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to prepare for receiving a data frame. When sj finishes sending an ACK, sj

will create a PS-Poll frame and enter the idle mode if it has more buffered

frames in the AP. If sj does not have any more buffered frame, it will go to

sleep.

2. When sj is in the receiving mode (Rx), submodule notLI CL Rx only takes

actions and updates the important states when a reception is finished.

When sj finishes receiving a data frame, it will create an ACK and en-

ter the idle mode. When sj finishes receiving a beacon frame, it will create

a PS-Poll frame if TIMj = 1 and enter the idle mode. When sj does not

have any buffered data frame in the AP (i.e., TIMj = 0 ), it will go to

sleep.

3. When sj is in the idle mode, submodule notLI CL Idle determines whether

sj is ready to send a frame according to the 802.11 DCF. If the backoff timer

or the waiting timer 3 is not zero, the submodule will decrease one of the

timers by 1 while sj stays in the idle mode. If both timers are zero, the

submodule will perform the transmission of a PS-Poll or ACK frame in

sj. If the transmission begins when the channel is available, sj will enter

the transmission mode and the related important states will be updated.

For example, the CW of sj will be reset as θj and τ will be updated by

increasing pspoll units − 1 (ack units − 1) where pspoll units = PFS
tu∗BTR

(ack units = AFS
tu∗BTR

) is the transmission time of a PS-Poll (ACK) frame

by units. If the channel collision occurs, the submodule will dispose this

transmission and update sj’s backoff timer after doubling its CW. Moreover,

when an ACK is collided, the submodule will retransmit its corresponding

3The waiting timer counts the interframe spaces such as SIFS, DIFS and EIFS. If the
previous frame is received or the backoff timer returns to zero, the client must wait for one
interframe space in the idle channel before sending one frame.
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data frame.

4. When sj is in the sleep mode, submodule notLI CL Sleep takes actions

only when the mode transition of client happens. When sj wants to send

a frame, the submodule lets sj go to the idle mode for the transmission

preparation and updates the related important states. In particular, if all

clients are sleeping at a non-BI epoch and do not have any transmission

attempt, τ will be updated by increasing [ β
t−u

− mod(τ, β
tu

)] − 1, which is

helpful to speed up the simulation.

4.3 Analysis of the IEEE 802.11 PSM

We first discuss the system stability in our model. Since the standard PSM is

applicable to save energy when the system workload is not heavy, we study the

PSM performance under light traffic. In particular, we show the great effects of

BI and LIs on the energy consumption and performance metrics. That is why we

can improve energy efficiency by adjusting BI and LIs.

4.3.1 A Stability Analysis

Figure 4.4. Shortest service time of receiving one data frame.
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We first consider the condition of system stability in an extreme case when

the PSM-enabled client is too busy to go to sleep and the channel contention

is totally avoided. In this case, the shortest service time for retrieving one data

frame include the transmission time of three fames and the additional overhead of

IEEE 802.11 DCF, shown in Figure 4.4. After receiving one beacon frame, a PSM-

enabled client should wait for a short period (we set this short period to DIFS)

before sending a PS-Poll frame when the AP has buffered its data frames. The

client then transmits a PS-Poll frame after waiting for a random backoff timer

(i.e., it changes from 0 to the current CW. Here we adopt its minimal value).

Moreover, the AP immediately responds to the PS-Poll frame by transmitting

the data frame at the end of a SIFS [65]. And the client finishes receiving this

frame and sends an ACK frame after another SIFS has elapsed.

According to Table 4.1, the shortest service time for one data frame is given

by

bmin =
DFS

DTR
+

PFS + AFS

BTR
+ DIFS + 2SIFS ≈ 1.13ms.

According to the stability condition, the total arrival rate of frames in a wireless

network, λ =
c∑

j=1

1
δj

, should satisfy λbmin < 1. Moreover, we define the utilization

criterion ρ = λbmin to measure the system workload.

However, the real service time b for receiving one data frame in our model

must be larger than bmin, because the PSM introduces sleeping periods (similar to

vacation), one-PS-Poll-one-packet scheme introduces idle periods (due to chan-

nel contention), and even channel collision occurs the longer backoff overhead.

In general, the difference between b and bmin depends on the PSM setting and

channel condition. Similarly, we have the condition of system stability as 1
λ

> b.
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Since bmin ≤ b, we get the necessary condition of system stability:

1/
c∑

j=1

1

δj

> bmin. (4.2)

For example, when c = 1, δ1 > 1.13ms is the necessary stability condition of a

single client system. When c = 2, the necessary stability condition is δ1 = δ2 >

2.26ms for two symmetric clients.

Next, we study the energy saving due to the standard PSM scheme (i.e.,

β = 100ms and γj = 1, ∀j) under different system workload. In order to guarantee

the system stability, we set the minimal inter-frame arrival time to 1.2ms when

c = 1 and 2.5ms when c = 2. Figure 4.5(a) shows that the average power of

s1 reduces with δ1 in the one-client system under different traffic distributions.

When δ1 ≤ 2ms, the system workload is heavy, since ρ = bmin

δ1
≥ 0.565 and the

client’s average power is larger than 0.7W, the idle power consumption. That is,

the standard PSM scheme could not save much energy when the traffic workload

is heavy. The client mostly spends high power in the active modes to deal with

heavy traffic instead of going into the sleep mode. When δ1 ≥ 2.5ms, the client’s

average power is always less than 0.6W and reduced with δ1. The standard PSM

scheme is more effective to save more energy when the system workload reduces.

Figure 4.5(b) shows the average power of two symmetric PSM-enabled clients

under the EXP distribution of inter-frame arrival times. When δ1(δ2) increases,

the average power of s1 (s2) reduces. When δ1 = δ2 ≤ 5ms, the average power

of each client is larger than or close to 0.7W, the idle power consumption. In

these cases, the client seldom sleeps and the system workload is heavy since

ρ = 2bmin

δ1
≥ 0.452. When δ1 = δ2 ≥ 10ms, the system workload reduces with δ1

(δ2) and the standard PSM scheme is effective to save energy, because the power

consumption of each client is close to or less than 0.5W. Similar simulation results
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(a) Power of the single client for c = 1 and γ1 = 1.

(b) Power of two symmetric clients under the EXP traffic distribution

for c = 2 and γ1 = γ2 = 1.

Figure 4.5. Power verses inter-frame arrival time for β = 100ms.
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are obtained under other traffic distributions.

The above simulation results show that the standard PSM scheme is effective

to save energy when the workload of this system is light. Nedevschi et al. [129]

have also shown that sleeping is valuable to save energy depending (primarily) on

the utilization of the network (i.e., the practical sleeping algorithms are valuable

when the network utilization is less than 30%) and the power profile of wireless

devices. Therefore, we consider the performance of PSM under light traffic only

when the ∆s that satisfy ρ ≤ 30%. Moreover, the effects of the power profile of

wireless devices on the PSM performance are discussed in Section 4.6.

4.3.2 Effects of the Beacon Interval

Previous studies have shown that the default value of BI (i.e., β = 100ms) is

not optimal in many cases. Shown in Figure 4.6, the average power of the single

client reduces with β when the traffic is light with δ1 = 5ms and ρ = 22.6% <

30%. The energy efficiency of this client increases with β, which is defined as the

ratio of throughput to average power. Therefore, we could increase β to improve

energy efficiency only when the single client is stable (i.e., the number of buffered

frames is limited). But such an one-client system is far away from a general

infrastructure network which includes two or more PSM-enabled client. It omits

the important issues of clients’ interaction such as channel contentions.

We use a two-client system as an example to study the effects of β in the

range of 10 ∼ 200ms, and the other parameters are set by default, i.e., Γ = [1; 1]

and Θ = [31; 31]. Each client here wakes up in every BI epoch to compete for

channel resource and the AP’s service by sending a PS-Poll frame.

The results in Figures 4.7 show the effects of β for two symmetric clients
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(a) Average power.

(b) Energy efficiency metric.

Figure 4.6. The effects of BI for c = 1, δ1 = 5ms and γ1 = 1.
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(a) P verses β for γ1 = γ2 = 1.

(b) RT/P verses β for γ1 = γ2 = 1.

Figure 4.7. The effects of BI for c = 2 and δ1 = δ2 = 15ms.
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when δ1 = δ2 = 15ms and ρ ≈ 15% < 30%. As shown in Figure 4.7(a), P is high

when β is too small, because much energy is wasted on clients’ frequent wake-ups.

When β is too large, many frames have been accumulated at the AP. Therefore,

energy is wasted on channel contentions, since two clients simultaneously wake

up to compete for retrieving these frames. The optimal β in this example is

50ms, instead of the default value of 100 ms. Moreover, since we only consider

downlink traffic, T equals to AP’s throughput and is almost equal to a constant

when the system is stable. RT/P is inversely proportional to P . Then Figure

4.7(b) behaves similarly as Figure 4.7(a).

In most cases, the PSM-enabled clients are not symmetric. We should study

the effects of BI in the asymmetric network. When δ1 = 15ms and δ2 = 25ms

(ρ ≈ 12% < 30%), the curves of P in Figure 4.8(a) are approximately concave

and the curves of RT/P in Figure 4.8(b) are approximately convex. Similar to

the above symmetric system, the best BI under all traffic distributions is 50ms,

since it achieves the lowest P and the highest RT/P . In brief, s1 with a smaller

inter-frame arrival time (δ1 < δ2) is called as a fast client, while s2 is called a

slow client. Next, we use the case of the EXP traffic as an example to study the

effects of β on each client.

The clients’ average power and energy efficiency are sensitive to β and ∆.

When β = 10ms, the average power of each client is high in Figure 4.9(a) because

of a lot of unnecessary wake-ups. As illustrated in Figure 4.10(b), the ratio of

unnecessary wake-ups to total wake-ups in the fast client s1 (denoted as Ru/w,1)

is 54% while the Ru/w,2 in the slow client s2 is higher to be 68%. When β > 20ms,

the average power of the fast (slow) client roughly increases (decreases) with β.

In Figure 4.9(b), the fast client achieves the highest energy efficiency and lowest

average power when β = 50ms and γ1 = 1; whereas the slow client achieves its
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(a) P verses β for γ1 = γ2 = 1.

(b) RT/P verses β for γ1 = γ2 = 1.

Figure 4.8. The effects of BI for c = 2 and ∆ = [15; 25]ms.
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(a) Average power verses β for γ1 = γ2 = 1.

(b) Energy efficiency metric verses β for γ1 = γ2 = 1.

Figure 4.9. The effects of BI on power and energy efficiency under the EXP traffic

distribution for c = 2 and ∆ = [15; 25]ms.
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best metrics when β = 200ms and γ2 = 1. That is, the fast (slow) client should

wake up at a short (long) LI period (i.e., β × γj) to improve its own energy

efficiency. There must exist a trade-off of BI between two clients to achieve the

lowest P and the highest RT/P . The red line presents that the most energy-

efficient case for both clients in these experiments is the case of β = 50ms and

γ1 = γ2 = 1.

Moreover, Figure 4.10(a) shows that the mean AP buffering delay of each

client roughly increases with β. The fast client’s d1 increases faster than the slow

client’s d2. When β increases, the number of buffered frames for sj increases.

Two clients will spend more energy and time to deal with these frames. They

also have a higher probability to be involved in the channel contention. As

illustrated in Figure 4.10(b), the ratio of the BIs when two or more awaken

clients compete for channel to the total BIs, RbB/B,2, is larger than 0.9 when

β ≥ 80ms. Therefore, the smaller BI is helpful to save energy by reducing the

AP buffering delay especially on the fast client. However, the value of BI should

not be too small. Otherwise, the frequent wake-ups result in a high Ru/w,j in sj

and consume high power consumption.

In summary, we may adjust β to improve energy efficiency of all PSM-enabled

clients when the unnecessary wake-ups and the channel contentions are reduced.

However, when γj ≡ 1, the adjustment of β is not enough to improve the energy

efficiency of all asymmetric clients. For example, the best case in Figure 4.10(b)

still suffers from a high ratio of simultaneous wake-ups, i.e., RbB/B,2 = 82% when

β = 50ms. Next, we study the effects of Γ on the asymmetric clients.
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(a) AP buffering delay verses BI for γ1 = γ2 = 1.

(b) Ratios of unnecessary wake-ups and simultaneous wake-ups verses BI for

γ1 = γ2 = 1.

Figure 4.10. The effects of BI on performance metrics under the EXP traffic

distribution for c = 2 and ∆ = [15; 25]ms.
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4.3.3 Effects of the Listen Intervals

Most papers assume that each PSM-enabled client wakes up in every BI epoch

(i.e., γj ≡ 1, ∀j). The assumption is widely accepted when the studies of PSM

consider a single PSM-enabled client or symmetric PSM-enabled clients. In these

studies, the optimization of β is used to improve communication performance

and save energy. However, this assumption is not suitable when the network has

two or more asymmetric PSM-enabled clients. The clients could adopt different

LIs to wake up every a multiple of BI when γj ≥ 1, ∀j.

The choice of Γ = [γ1, . . . , γc] can influence the clients’ energy consumption

and communication performance. Lei et al. [113] obtained optimal Γ to maximize

energy efficiency based on the M/G/1 and D/G/1 queueing models. However,

some assumptions used in these models are not suitable for the standard PSM

scheme. In our simulation study, we have fixed β and considered different Γs for

the two clients.

Firstly, we fix β = 50ms (which is the best β in Subsection 4.3.2) to discuss the

simulation results in the two-client system when ∆ = [15; 25]ms. Table 4.2 for the

EXP distribution clearly shows that the default case of [1; 1] is not optimal for the

six performance metrics. The best value for each metric is underlined. Overall,

the case of [1; 2] achieves the best performance than the rest. It has reduced the

overhead of collisions with the lowest Rc/t, avoided frequent unnecessary wake-

ups with the low Ru/w (which is less than 0.05) and greatly reduced the energy

consumed on channel contentions with the lowest RbB/B,2. Moreover, the case of

[1; 2] achieves the shortest d1 in the fast client at the cost of degrading the d2 in

the slow client. Its total performance metrics are best, since the fast client has

a greater influence to the whole system than the slow one. It worths noting that
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γ1

γ2
is closest to δ1

δ2
for Γ = [1; 2]. We have observed similar results for the other

three inter-frame arrival time distributions.

Table 4.2. Simulation results of different Γs under the EXP traffic distribution

for c = 2, ∆ = [15; 25]ms and β = 50ms.
Γ Rc/t Ru/w RbB/B,2 P (W) RT/P (105bpJ) d1(ms) d2(ms)
[1; 1] 1.54% 11.51% 81.37% 0.6109 7.1578 37.4 32.3
[1; 2] 1.04% 4.97% 42.32% 0.5487 7.9674 29.8 60.0
[2; 1] 1.07% 12.24% 46.79% 0.6032 7.2316 81.0 28.0
[2; 2] 1.25% 1.67% 49.16% 0.7470 5.8260 125.4 61.3

On the other hand, the case of [2; 2] results in the lowest RT/P and the highest

P . The RbB/B,2 is close to 1
γj

= 0.5, which means that two clients always compete

for receiving buffered frames when they wake up. Since dj (∀j) is longest, two

clients have to spend the longest time on receiving data or waiting for an available

channel. The buffered data frames for the fast client could not be retrieved within

one LI period since d1 = 125.4ms > γ1β = 100ms. Therefore, both clients cannot

sleep often, because many data frames have been buffered in the AP during the

long LI period. As a result, they consume much energy in Γ = [2; 2].

Table 4.3. Simulation results of different Γs under the EXP traffic distribution

for c = 2, ∆ = [15; 25]ms and β = 100ms.
Γ Rc/t Ru/w RbB/B,2 P (W) RT/P (105bpJ) d1(ms) d2(ms)
[1; 1] 1.36% 2.12% 97.18% 0.7420 5.8768 134.4 60.5
[1; 2] 0.80% 0.38% 48.84% 0.6135 7.1238 61.2 118.8
[2; 1] 0.81% 2.60% 49.89% 0.7719 5.6435 338.5 50.7
[2; 2] 0.85% 0.17% 50.00% 0.8443 5.0763 624.4 102.6

When β increases to the default value 100ms, the case of [1;2] is still the

best scheme among four different Γs. After comparing Table 4.2 and Table 4.3,

we find that the metrics of the different Γs have similar trends when β is fixed.

For the same Γ, the clients consume more power in the increase of β and then
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degrade energy efficiency. For example, in the case of [1; 1], P = 0.5487W when

β = 50ms, while P = 0.6135W when β = 100ms. The reason is that the RbB/B,2,

d1 and d2 increase with β. And then, the clients have higher probabilities to be

involved in the channel contention which costs more energy and time.

We therefore conclude that the PSM performance could be improved by using

optimal β and Γ. The joint optimization of β and Γ should reduce unnecessary

wake-ups to save energy consumed on client’s mode transitions and alleviate

channel contention to reduce energy consumed on client’s idle mode. A faster

client could adopt a smaller γ and wakes up more frequently than a slower client.

Moreover, we may give a higher priority to the slower client to improve the access

fairness among asymmetric clients. We can also obtain optimal CWs to mitigate

the buffering delay resulted from the PSM scheme.

4.4 Designing Centralized PSM

This section presents Centralized PSM (C-PSM). The most important feature

is that the AP manages the PSM operations by determining optimal parameters

of the AP and all PSM-enabled clients. Therefore, this scheme is regarded to be

AP-centric.

Using the main algorithm, the AP firstly searches for an optimal BI (β∗)

and for an optimal vector of LIs (Γ∗) to reduce the mentioned PSM inefficient

factors. Then it searches an optimal vector of CWs (Θ∗) to balance client’s

access probability which is to mitigate the unfairness among clients. Next, AP

optionally obtains an optimal first-wake-up schedule (FWS). FWS is an optimal

sequence of the first wake-up times for clients, denoted as r∗. It can minimize the

maximal number of waking clients in a BI epoch. We will show that FWS can
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further decrease the probability of simultaneous wakeups if two or more elements

of Γ∗ are the same or have the same common factor.

We firstly describe the procedure of C-PSM scheme as following. The AP

sends a beacon frame every β∗ and the PSM-enabled client sj wakes up every

γ∗j × β∗ to listen to the beacon frame, j = 1, . . . , c. When the TIM of the beacon

shows that the AP buffers frames for sj, this client will contest to retrieve a

data frame by sending a PS-Poll frame. The AP randomly selects one awaken

client to serve after receiving one or more PS-Poll frames. When the AP sends

one data frame to the selected client, other awaken clients stay in idle mode and

wait for the next chance to retrieve their data frames. When the selected client

finishes receiving a data frame, it will send out an ACK frame. If the more data

bit is not set in the received data frame, this client will go to sleep till its next

LI epoch. Otherwise, it will contest the channel with other awaken clients by

sending another PS-Poll. Moreover, the 802.11 DCF is adopted by the AP and

all wireless clients. The minimal CW value of the AP is 31 by default, and the

one of sj is θ∗j , ∀j. A backoff algorithm is used to double the current CW when

a collision occurs to PS-Poll, ACK or data frames. If FWS is not adopted (i.e.,

r∗j ≡ 0), all PSM-enables clients first wake up to receive a beacon at the beginning

of the simulation; otherwise, the PSM-enabled client sj first wakes up at the time

of r∗jβ
∗, ∀j.

Note that the AP and wireless clients using C-PSM follow the standard PSM

scheme with the optimal parameters. C-PSM is therefore compatible with the

IEEE 802.11 standard. Its overhead is that the AP should determine the optimal

parameters for all wireless devices. For example, the AP notifies γ∗j and Θ∗
j (and

r∗j if necessary) to each client. Next, we describe how to obtain these optimal

parameters in C-PSM by designing the main algorithm and FWS.
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4.4.1 The Main Algorithm

The AP uses a main algorithm to determine and deploy optimal PSM settings

on itself and all clients. The AP first searches for the optimal β (denoted by

β∗) and optimal Γ (denoted by Γ∗) based on the client’s frame arrival patterns.

These optimal settings are expected to bring significant improvement to energy

efficiency, because the intervals are selected to reduce the number of unnecessary

wake-ups and channel contentions. The AP also obtains the optimal Θ (denoted

by Θ∗) to ensure that any client will not be denied channel access for too long.

After analyzing the simulation results obtained in section 4.3, we draw the

following principles for β∗, Γ∗ and Θ∗.

1. β∗ should not be too small. A frequent transmission of beacon frames in-

creases the workload of AP and aggravates the channel contention. Ander-

son et al. [127] suggested that the value of β is at least 10ms in a practical

environment. We recommend the minimal β∗ to be 10ms in this thesis (i.e.,

β∗ ≥ 10ms).

2. In order to reduce energy consumption due to unnecessary wake-ups, we

reduce the unnecessary wake-ups of clients. Then the optimal LI period of

sj (i.e., γ∗j × β∗, ∀j) should be large enough during which at least one data

frame arrives at the AP with a high probability. In general, the client sj

should adopt a larger γ∗j when its δj is larger, ∀j.

3. In order to reduce energy consumption due to channel contention, we should

reduce the number of awaken clients during one BI. The reduction of clients’

simultaneous wake-ups decreases the occurrences of channel contention to

save clients’ energy consumed on idle mode.
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4. We should not set the optimal LI period of sj (i.e., γ∗j × β∗, ∀j) to be too

large. Otherwise, AP will accumulate many data frames, and sj will spend

much energy in active to retrieve them. The worst case happens when sj

does not retrieve all buffered frames within one BI. And then sj and other

newly waking clients will be involved in the channel contention and spend

a great deal of energy in idle mode.

5. In order to balance the performance among clients, we may assign a smaller

θ∗j to sj which uses a larger γ∗j . That is, the PSM-enabled client, which

seldom wakes up, has a higher probability of winning the channel and re-

trieving its data frames from the AP.

Next, we design the main algorithm according to these principles. The inputs

to the main algorithm include ∆, βmin, εβ and εΘ. βmin is a lower bound of

β∗, and εβ and εΘ are the step sizes for searching β∗ and Θ∗, respectively. The

algorithm executes the following three consecutive steps to yield β∗, Γ∗ and Θ∗.

Step 1 (Determining the β∗ and Γ∗ candidates) is to obtain a number of β∗ and

Γ∗ candidates for the second step.

We first estimate the optimal LI periods of clients and denoted them as

[L1; . . . ; Lc] (ms). We further let Lj = αj × δj, where αj ≥ 1 is an integer

scaling factor. To reduce unnecessary wake-up, the probability that an awaken

client finds an empty buffer at the AP (denoted by Pr0) should be less than a

given threshold 0 < ξ ≤ 1. The choice of this threshold reflects the tradeoff

between the number of unnecessary wake-ups and the period of channel con-

tention. If ξ is too large, the LI will be short, and a lot of unnecessary wake-ups

will occur. If ξ is too small, the frames buffered during the long LI may cause

channel contention. After running a number of empirical simulations, we have
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selected ξ = 0.05. Then, αj is the smallest integer which satisfies Pr0 ≤ 0.05.

Table 4.4 shows examples of determining αj under the four inter-frame arrival

time distributions. For example, under the EXP traffic, Lj is three times of δj,

since Pr0 ≤ 0.05 when α ≥ 3.

To determine the β∗ candidates, following the guideline in [127], we set βmin

to 10ms. To determine the upper bound of β, we note that BI should not be

larger than any client’s LI. Therefore, the upper bound of β is given by min
∀j

Lj.

We then select n + 1 β∗ candidates uniformly within the range of [βmin, min
∀j

Lj],

where n = b(min
∀j

Lj −βmin)/εβc. Moreover, for each β∗ candidate βi, we consider

three Γ∗ candidates:

1. Γi,1 = [dL1/βie; · · · ; dLc/βie],

2. Γi,2 = [〈L1/βi〉; · · · ; 〈Lc/βi〉], where 〈x〉 gives the round-off value of a real

number x, and

3. Γi,3 = [bL1/βic; · · · ; bLc/βic].

Table 4.4. Empty probability verses scaling factor under four traffic distributions.
Distribution Pr0

α = 1 α = 2 α = 3 α = 4 α = 5
DET 0 0 0 0 0
UNI 0.5 0 0 0 0
EXP 0.3679 0.1353 0.0498 0.0183 0.0067
PAR (k=1/3) 0.2963 0.0787 0.0315 0.0156 0.0089

Step 2 (Determining β∗ and Γ∗) is to obtain the best β∗ and Γ∗ candidates from

the set identified from step 1. The criterion is based on minimizing the number

of simultaneous wake-ups. There are two sub-steps to achieve the goal.

In the first sub-step, we search for the best Γ for each β∗ candidate obtained

in step 1. That is, for a given βi obtained in step 1, we select the best Γ among
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Γi,1, Γi,2 and Γi,3 that minimizes the number of simultaneous wake-ups. Since γjs

are integer valued, we can compute the least common multiple (LCM) for all the

elements of each Γ∗ candidate. Note that the LCM gives the minimal number of

BIs for which two or more clients wake up simultaneously. Therefore, a larger

LCM means a lower number of simultaneous wake-ups. We therefore choose the

best Γ based on the largest LCM and denote this choice by Γ∗i .

In the second sub-step, given (βi, Γ∗i ), i = 1, . . . , n + 1, we select the best

Γ from the Γ∗i s that will again minimize simultaneous wake-up. The criterion is

based on the largest spread of their elements which is measured by the ratio of

the standard deviation to the mean of the elements in Γ∗i . Therefore, Γ∗ is given

by the Γ∗i that gives the highest ratio, and β∗ is the corresponding βi.

Step 3 (Determining Θ∗) seeks to determine Θ∗ according to the Γ∗ obtained in

the last step. The motivation is to mitigate the possible unfairness in the frame

buffering delay experienced by the clients. The approach is to assign a smaller θ∗j

to the client with a larger γ∗j . In this way, the client that wakes up less frequently

will have a higher priority to retrieve its frames during channel contention. To

do so, we use θ∗j = 31+ εΘ(max∀j(γ
∗
j )−γ∗j ). Therefore, the client with the largest

γj is assigned with the default value (θ∗j = 31), and others with smaller γj will

backoff beyond the default.

4.4.2 The First-wake-up Schedule

An optional step is to schedule the first wake-up times of the clients, so

that the maximal number of waking clients at one BI epoch is minimized. The

optimization problem is given by

min
r

: max
u=0,1,2,...

N(ν, r, Γ∗). (4.3)
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The vector r presents the first wake-up times by the granularity of BI. The client

sj first wakes up at the rjth BI epoch where rj ∈ [0, LCM(Γ∗)− 1] is an integer.

The function N(ν, r, Γ∗) is the number of waking clients at the νth BI epoch

when the clients wake up according to r and Γ∗. And the first-wake-up schedule

(FWS) adopts the optimal solution denoted as r∗.

FWS could further decreases the probability of simultaneous wake-ups when

several clients adopt the same γ∗j or the elements of Γ∗ have the same common

factor. A simplest but typical example is about the two-client network whose

Γ∗ = [2; 2]. Without using FWS, two clients always wake up simultaneously

and contest the channel source when their buffered frames exist. After using

FWS, the AP assigns the first wake-up time for each client one by one (i.e.,

r∗ = [0; 1]), then two clients will never wake up in the same BI epoch to contest

the channel. Therefore, FWS further improves energy efficiency by alleviating

channel contentions and reducing collisions.

We have developed an algorithm to solve the optimization problem (4.3) which

can be decomposed into a series of wake-up scheduling problems (WSPs) in [116].

Next, we introduce the WSP problem and then design our algorithm based on

the stepwise solving method for WSP.

When a new PSM-enabled client sj joins in an infrastructure network (with

a set of m clients, denoted as S) in the νth BI epoch, WSP is formulated to

minimize the maximal number of waking clients in the following BI epoches. The

optimization problem of WSP is given by

min
kj(ν)

: max
u=1,2,...

{N(ν + u)} (4.4)

where N(ν+u) is the number of waking clients at the (ν+u)th BI epoch, and the

wake-up counter kj(ν) records the remaining BIs that the client sj will wake up.
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Given the LI parameter of each client γi, 0 ≤ ki(ν) ≤ γi− 1, i ∈ S ∪ j. Moreover,

N(ν + u) equals to
∑

i∈S∪j wi(ν + u) where the wake-up indicator wi(ν + u) is 1

if si wakes up at the (ν + u)th BI epoch; otherwise, it is 0. Then the stepwise

solving method [116] is designed to calculate k∗j (ν), the optimal wake-up counter

of sj. And k∗j (ν) is a function f(j, γj, m, wi(ν), ki(ν), γi), i = 1, . . . ,m.

It is easy to see that k∗j (ν) is the optimal first wake-up time of sj when ν = 0,

i.e., r∗j = k∗j (0). Therefore, our algorithm obtains k∗j (0) client by client at ν = 0

based on Γ∗ and determines the FWS as r∗ = [k∗1(0), . . . , k
∗
c (0)]. Using FWS, the

client sj first wakes up optimally at the r∗j th BI epoch, ∀j = 1, . . . , c. For example,

if r∗j = 1, sj will miss the first beacon frame at the beginning of simulation but

wake up for the first time after β∗. The detail steps of our algorithm for obtaining

r∗ is given below:

1 Initialize the following variables: ν = 0, S = {s1}, m = 1, w1(ν) = 1,

k1(ν) = 0, r∗1 = 0 and j = 2.

2 If j > c, return r∗ and exit; else go to item 3.

3 Find the optimal wake up time of sj, where

k∗j (ν) = f(j, γ∗j , m, wi(ν), ki(ν), γ∗i ), i = 1, . . . ,m

4 Update variables: r∗j = k∗j (ν), m = m + 1 and S = S ∪ sj.

5 If r∗j = 0, then wj(ν) = 1 else wj(ν) = 0.

6 Increase j by 1 and go back to item 2.
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4.5 Performance Evaluation

In this section, we evaluate the performance of C-PSM by comparing with

the IEEE 802.11 PSM scheme using default parameters (refered to as S-PSM).

However, we do not compare C-PSM with other user-centric/AP-centric PSM

schemes, because the study scope and the design objectives are different. C-PSM

improves energy efficiency for all clients, whereas the user-centric PSM schemes

consider only a single client. On the other hand, C-PSM is standard-compliant,

but most AP-centric schemes are not compatible with the PSM scheme.

We use the four performance metrics (power saving, throughput, energy ef-

ficiency and frame buffering delay) to evaluate the performance of PSM-based

schemes. The simulation results show that C-PSM has the advantages in saving

power and improving the energy efficiency.

4.5.1 Evaluation Methodology

We define four indices in reference to S-PSM’s performance to measure the

improvement of one PSM-based scheme over S-PSM. S-PSM’s quantities are la-

beled by superscript S whereas the given scheme’s quantities do not have this

superscript. They can be compared based on power saving (index ηP ), through-

put (index ηT ), energy efficiency (index ηT/P ) and frame buffering delay (index

ηD). For easy comparison, we have defined them as below, such that a positive

value indicates improvement over S-PSM. For example, compared with S-PSM,

the given scheme saves more energy when ηP > 0, provides higher throughput

when ηT > 0, achieves better energy efficiency when ηRT/P
> 0 and reduces the

data frame’s delay when ηD > 0.
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ηP = (P S − P )/P S × 100%,

ηT = (T − T S)/T S × 100%,

ηT/P = (RT/P −RS
T/P )/RS

T/P × 100%,

ηD =
1

c
×

c∑
j=1

(dS
j − dj)/d

S
j × 100%.

Moreover, the larger index means the more significant improvement of the

given scheme in terms of the corresponding metric. For example, for two PSM

schemes A and B, if the ηP of A is larger than the ηP of B, then A will save

more energy than B. Therefore, S-PSM serves as a benchmark. All PSM-based

schemes can compare with each other based on the evaluation methodology.

4.5.2 Two Clients

We first evaluate C-PSM in a two-client system. To evaluate the effectiveness

of different components of C-PSM, we consider three different versions. The first

one is a “full version” which includes the FWS discussed in the last section. The

other two (Scheme-1 and Scheme-2), however, exclude the FWS (i.e., rj = 0,∀j)

and adopt the default congestion window size (i.e., θj = 31,∀j). The difference

between Scheme-1 and Scheme-2 is that Scheme-2 adopts the default Γ value

(γj = 1,∀j). We also consider the S-PSM in the evaluation. To sum up, we will

compare these four schemes in this subsection:

1. C-PSM : β∗, Γ∗, Θ∗,r∗;

2. Scheme-1: β∗, Γ∗, θj = 31, rj = 0;

3. Scheme-2: β∗, γj = 1, θj = 31, rj = 0;
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4. S-PSM : β = 100ms, γj = 1, θj = 31, rj = 0.

Given ∆, Table 4.5 shows the optimal PSM parameters obtained by the AP

in C-PSM under different traffic distributions.

Table 4.5. Optimal parameters in C-PSM for c = 2 (εβ = 2ms and εΘ = 8).
∆(ms) ρ distribution β∗(ms) Γ∗ Θ∗ r∗

[15; 25] 12.05% DET 10 [2; 3] [39; 31] [0; 0]
UNI 26 [1; 2] [39; 31] [0; 0]
EXP,PAR 38 [1; 2] [39; 31] [0; 0]

[15; 15] 15.07% DET 10 [2; 2] [31; 31] [0; 1]
UNI 10 [3; 3] [31; 31] [0; 1]
EXP,PAR 10 [5; 5] [31; 31] [0; 1]

Figure 4.11 depicts that C-PSM outperforms S-PSM on saving energy and

improving energy efficiency under different distributions when ∆ = [15; 25]ms.

C-PSM achieves lowest P and highest RT/P among four schemes. Note that

r∗j = 0,∀i for this scenario when γj (∀j) are relative prime. In this case, all

clients wake up at the beginning of simulation. Therefore, C-PSM and Scheme-1

differ only in the adoption of Θ∗. And Scheme-1 performs a little worse than C-

PSM, since it does not adopt Θ∗. Comparing with Scheme-1, Scheme-2 increases

power and decreases energy efficiency, since it does not use Γ∗. After adopting β∗,

Scheme-2 still outperforms S-PSM except under the DET distribution of traffic.

Scheme-2 is the worst under the DET distribution of traffic, because two clients

wake up much frequently ( every β∗ = 10ms) and both waste much energy on the

unnecessary wake-ups.

As shown in Table 4.6, C-PSM’s improvement over S-PSM can be very sig-

nificant. For example, C-PSM reduces power consumption by 29.37%, improves

energy efficiency by 43.01% and reduces average buffering delay by 54.8% under

exponential traffic distribution. C-PSM’s ηP and ηT/P are higher than Scheme-1’s
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(a) Total power P .

(b) Total energy efficiency RT/P .

Figure 4.11. A comparison of four PSM schemes for c = 2 and ∆ = [15; 25]ms.
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Table 4.6. Comparing the performance of C-PSM, Scheme-1 and Scheme-2 for

∆ = [15; 25]ms.
index, % scheme DET UNI EXP PAR
ηP C-PSM 25.41 28.75 29.73 28.13

Scheme-1 24.91 27.28 27.53 26.47
Scheme-2 -20.82 17.52 21.10 16.48

ηT/P C-PSM 34.63 41.18 43.01 39.76
Scheme-1 33.71 38.33 38.65 36.57
Scheme-2 -16.88 21.95 27.38 20.30

ηD C-PSM 82.33 68.79 54.80 54.18
Scheme-1 82.08 68.15 53.07 53.56
Scheme-2 94.54 79.79 69.88 68.75

ηT C-PSM 0.41 0.59 0.50 0.45
Scheme-1 0.40 0.60 0.48 0.42
Scheme-2 0.43 0.58 0.50 0.47

and Scheme-2’s. Therefore, employing β∗, Γ∗ and Θ∗ gives the best performance

in power saving and energy efficiency.

The results in Table 4.6 also show that the performance benefit of adopting

both β∗ and Γ∗ is significant, because Scheme-1 outperforms Scheme-2 by a large

margin in ηP , ηT/P and ηD. Without using Γ∗, Scheme-2’s performance is even

worse than S-PSM for a small number of cases. On the other hand, the perfor-

mance improvement due to Θ∗ is minor, because C-PSM outperforms Scheme-1

by only a small percentage for most of the cases (the largest deviation is recorded

in ηT/P for EXP).

We next probe into the factors responsible for C-PSM’s good performance. As

an example, we examine the exponential traffic distribution. First, Figure 4.12(a)

shows that C-PSM’s AP buffering delay is shorter than S-PSM’s. The clients

using C-PSM can consequently return to the sleep mode earlier, because the

frames with shorter buffering delay can be retrieved faster. C-PSM also improves

the fairness of clients, since it greatly decreases the delay difference of two clients
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(a) The AP buffering delay.

(b) The ratios of unnecessary wake-ups and si-

multaneous wake-ups

(c) The collision ratios.

Figure 4.12. Four schemes under the EXP traffic distribution for ∆ = [15; 25]ms.
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compared with S-PSM. C-PSM speeds up the retrieval of frames in the fast

client, for example, the delay of s1 is one sixth of that in S-PSM. Moreover,

Scheme-1’s delay is only slightly higher than C-PSM’s, suggesting that Θ∗ does

not have noticeable impact on the delay. On the other hand, Scheme-2 has shorter

delay of the slow client s2 than C-PSM. But its benefit is too small to affect the

performance.

Second, the metric RbB/B,2 in Figure 4.12(b) shows that C-PSM and Scheme-1

are successful in reducing the channel contention. Scheme-2 and S-PSM, on the

other hand, suffer from heavy channel contentions. The clients using Scheme-2

are involved in channel contentions at 68% of BIs, i.e., RbB/B,2 = 68% while the

RbB/B,2 in C-PSM is only 40%. In particular, the contentions occur in almost

every BI for S-PSM since RbB/B,2 ≈ 100%. The metric Ru/w in Figure 4.12(b)

also shows that C-PSM and Scheme-1 can reduce unnecessary wake-ups, as com-

pared with Scheme-2. The clients in Scheme-2 frequently wake up every β∗, but

almost 20% of the wake-ups are unnecessary. However, S-PSM’s Ru/w is very

low, because the two clients simultaneously wake up to compete for channel in

almost all epoches.

Third, Figure 4.12(c) illustrates that the collision ratios of PS-Poll and data

frames in C-PSM are less than those in Scheme-1. It means that Θ∗ is useful in

reducing channel collisions. That is why C-PSM performs better than Scheme-1

slightly. We also find that the collision ratios in Scheme-2 are higher than those

in C-PSM and Scheme-1. For example, the PS-Poll collision ratio in Scheme-2

is highest and nearly 1.5 times of that in C-PSM. Therefore, the clients using

Scheme-2 are less energy-efficient since they have to spend more energy to deal

with the collisions. Additionally, the collision ratios of ACK are much near to

zero. The reason is that one awaken client always returns ACK after it has
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finished receiving a data frame and a SIFS has elapsed. The channel is rarely

occupied by the other client or the AP within such a short SIFS. Therefore,

ACK rarely suffers from collisions especially when c = 2. If the number of

clients increases, the probability of ACK collisions will increase, since the channel

contention is more intensive.

C-PSM is also applicable to the two-client system when the clients are sym-

metric. Shown in Table 4.5, C-PSM uses β∗, Γ∗, the default CW values and the

nonzero vector r∗ when t = [15; 15]ms. FWS is adopted, since γ∗1 is equal to γ∗2

and larger than 1. r∗ = [0; 1] determines that s1 firstly wakes up at the beginning

of simulation while s2 delays one β∗ to wakes up for the first time.

C-PSM achieves the lowest P and the highest RT/P show in Figure 4.13. It

performs best among these four schemes after adopting all optimal parameters.

Especially, the simulation results validate that the ratio of simultaneous wake-

ups and the total collision ratios are all zero in C-PSM. The reason is that two

clients never wake up in the same BI epoch after using FWS. Without using FWS,

Scheme-1 still outperforms S-PSM. But it has lower total power and higher total

energy efficiency than C-PSM, which means that FWS is helpful to improve

energy efficiency. Without using Γ∗, Scheme-2 is worse than S-PSM, since two

clients wake up in all BI epochs (β∗ = 10ms) and consume much energy on the

frequent wake-ups.

Table 4.7 also shows that C-PSM outperforms other three schemes, since its

indices are highest under all traffic distributions. The values of ηT are near zero

while ηP , ηRT/P
and ηD are up to 49.87%, 100.21% and 88.47% individually. That

is, C-PSM largely reduces power consumption, increases energy efficiency and

shortens the AP buffering delay while keeping the throughput. Without FWS,

Scheme-1 using β∗ and Γ∗ only gets a little advantage over the standard scheme,
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(a) Total power P .

(b) Total energy efficiency RT/P .

Figure 4.13. A comparison of four PSM schemes for c = 2 and ∆ = [15; 15]ms.
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Table 4.7. Comparing the performance of C-PSM, Scheme-1 and Scheme-2 for

∆ = [15; 15]ms.
index, % scheme DET UNI EXP PAR
ηP Our PSM 25.71 39.30 49.87 49.10

Scheme-1 7.50 13.34 13.56 11.30
Scheme-2 -22.88 -19.76 -17.72 -21.80

ηRT/P
Our PSM 34.91 65.34 100.21 97.14

Scheme-1 8.35 15.78 16.00 13.04
Scheme-2 -18.44 -16.16 -14.64 -17.56

ηD Our PSM 88.47 80.46 70.93 69.97
Scheme-1 84.15 74.26 56.39 55.50
Scheme-2 93.74 91.49 92.46 92.13

ηT Our PSM 0.23 0.36 0.37 0.35
Scheme-1 0.23 0.33 0.27 0.27
Scheme-2 0.23 0.40 0.49 0.41

because ηP and ηRT/P
are about 0.1. Therefore, FWS is significant to improve the

PSM performance when the clients are symmetric. In contrast, Scheme-2 obtains

the negative performance indices. It greatly increases the power consumption and

reduces energy efficiency by using a small β∗ and letting two clients frequently

wake up in every BI epoch.

4.5.3 More Than Two Clients

We have applied C-PSM to the network including more than two PSM-enabled

clients. Firstly, we evaluate C-PSM when the number of clients increases from 3

to 6 and the level of traffic is light where ρ ∈ (10%, 30%). In these networks, two

or more clients are symmetric (i.e., at least two clients have the same mean of

inter-frame arrival times). According to each ∆, the main algorithm obtains the

optimal parameters of C-PSM, shown in Table 4.8. C-PSM must adopt FWS,

since some elements of Γ∗ are not relative prime numbers or even the same. For

example, four clients in C-PSM adopts Γ∗ = [1; 1; 2; 2] where γ3 and γ4 have a
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greatest common divisor 2, and then FWS is r∗ = [0; 0; 0; 1]. Such that s1, s2

and s3 wake up at the beginning of simulation while s4 defers the first wake-up

time for one β∗.

Table 4.8. Optimal parameters in C-PSM for c = 3 ∼ 6 (εβ = 2ms and εΘ = 8).

∆, ms ρ,% distribution β∗, ms Γ∗ Θ∗ r∗

[20;30;30] 13.18 DET 16 [1;2;2] [39;31;31] [0;0;1]
UNI 30
EXP,PAR 46

[20;20; 18.83 DET 16 [1;1;2;2] [39;39; [0;0;0;1]
30;30] UNI 30 31;31]

EXP,PAR 46
[20;20;30; 22.6 DET 14 [1;1;2;2;3] [47;47;39; [0;0;0;1;0]
30;30] UNI 28 39;31]

EXP,PAR 40
[20;20;20; 28.25% DET 14 [1;1;2;2;3;3] [47;47;39; [0;0;0;1;0;1]
30;30;30] UNI 28 39;31;31]

EXP,PAR 40

The positive indices in Table 4.9 show that C-PSM outperforms S-PSM in

terms of power saving, energy efficiency and AP buffering delay while keeping

or slightly increasing throughput when the number of clients changes from 3 to

6. For example, C-PSM in the three-client network reduces power consumption

by 36.78%, improves the energy efficiency by 59.11% and shortens the average

buffering delay by 52.16% under the EXP distribution of traffic while the total

throughput is kept, since its ηT is near zero. On the other hand, the indices

of C-PSM without FWS (in the column denoted as ’-FWS’) are less than the

ones of C-PSM under all traffic distributions. For example, without using FWS,

the ηT/P of C-PSM at most decreases by 22% under the EXP distribution of

traffic. Therefore, the FWS is much helpful to improve energy efficiency when

the symmetric clients exist.
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5example, in the six-client network where ρ is as high as

Next, we compare the simulation results of C-PSM, C-PSM without FWS

and S-PSM to explain the above findings. As an example, we study these three

schemes under the EXP traffic.

Table 4.10. Comparing the performance of C-PSM, Scheme-1 and Scheme-2

under the EXP traffic distribution for ∆ = [20; 30; 30]ms.
metrics C-PSM C-PSM without FWS S-PSM
P (Watt) 0.8242 0.9591 1.3037
T (105bps) 4.7538 4.7536 4.7257
RT/P (105bpJ) 5.7675 4.9563 3.6248
d1(ms) 34.4 36.3 234.2
d2(ms) 55.8 63.2 84.5
d3(ms) 54.9 64.7 87.4
Rc/t 1.44% 1.78% 2.14%
Ru/w 10.06% 10.66% 4.86%
RbB/B,2 83.83% 10.47% 7.64%
RbB/B,3 0 39.05% 92.29%

Shown in Table 4.10, C-PSM saves energy by shortening the period of channel

contention. The dj (∀j) of C-PSM are smallest than other two schemes. That

is, each client can receive its buffered frames most quickly and then enter to

sleep instead of spending much energy and time on idle mode during channel

contention. C-PSM also saves energy by reducing channel contentions. It pre-

vents all clients from simultaneously waking up to the channel, since RbB/B,3 is

zero while RbB/B,3 is as high as 92.29% in S-PSM. Moreover, C-PSM consumes a

small amount of energy on unnecessary wake-ups, since Ru/w is near 10% and re-

duces collisions (Rc/t) by about one-third. From what has been discussed above,

C-PSM outperforms S-PSM.

C-PSM without FWS outperforms S-PSM but degrades the performance of C-

PSM. The total power increases and the total energy efficiency decreases. With-

153



Figure 4.14. Total power verses c under the EXP traffic distribution for δj =

10cms, (j = 1, . . . , c).

out using FWS, three awaken clients compete for receiving data in 39.05% of BIs

while C-PSM can totally avoid such a situation after using FWS. On the other

hand, the RbB/B,2 in the C-PSM without FWS is smaller than the one in C-PSM.

It is helpful to save energy but does not dominate the energy consumption of all

clients. The reason is that more energy is consumed on channel contention when

all of three clients wake up simultaneously. In a global view, FWS is helpful to

improve energy efficiency, because the number of clients which wake up at the

same beacon epoch has been minimized.

Furthermore, we find that C-PSM is applicable for a large scale network

and saves more energy when the number of clients increases. These two sets

of simulations evaluate the performance of C-PSM when the number of PSM-

enabled clients increases up to 20.

In the first set of simulations, we let δj = 10c(ms), j = 1, . . . , c. The total
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amount of traffic of all symmetric clients will not change with c, since the total

arrival rate of frames λ always equals 100 frames per second. The traffic workload

is light since ρ = 11.3% < 30%. Under light traffic, S-PSM can save energy,

since the average power of each client is always lower than its idle power. For

example in Figure 4.14, P S is much less than the c times of client’s idle power

under the EXP distribution of traffic. C-PSM scheme can further reduce energy

consumption, since the power difference between P S and P ∗ is always larger than

zero. Moreover, this power difference increases with c. Therefore, C-PSM saves

more energy when the number of clients increases.

Table 4.11. The indexes of C-PSM verses the number of clients for δj = 10cms

(j = 1, . . . , c).
Index,% Tj c=2 c=4 c=8 c=12 c=16 c=20
ηP DET 22.30 63.75 79.20 71.54 75.52 72.98

UNI 45.37 72.52 78.82 70.58 71.74 72.22
EXP 51.09 70.33 76.07 70.98 72.27 72.14
PAR 50.76 70.43 76.68 69.77 70.91 70.33

ηRT/P
DET 29.07 177.76 396.05 263.65 325.31 286.14

UNI 83.50 265.28 384.96 251.95 270.96 281.65
EXP 105.04 238.69 327.07 257.23 277.64 281.02
PAR 103.89 239.39 338.50 241.89 260.80 255.76

ηD DET 92.35 87.63 85.78 87.47 90.18 89.21
UNI 73.94 70.37 84.07 85.57 87.28 88.11
EXP 64.09 70.89 82.68 85.02 87.04 88.43
PAR 62.93 69.48 82.25 85.78 87.10 88.19

ηT DET 0.29 0.70 3.17 3.51 4.10 4.32
UNI 0.24 0.40 2.72 3.55 4.83 6.02
EXP 0.29 0.48 2.19 3.68 4.73 6.14
PAR 0.40 0.37 2.27 3.36 4.94 5.55

Table 4.11 also shows that C-PSM achieves the significant improvements of

four main metrics in a large network. For example, the indices of ηP , ηT/P

and ηD in are as high as 76.07%, 327.07% and 82.68% individually when c = 8

under the EXP distribution of traffic. Moreover, C-PSM scheme improves clients’
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Figure 4.15. Total power verses c under the EXP traffic distribution for δj =

10 + 5jms (j = 1, . . . , c).

throughput in a large network, since ηT slightly increases with the number of

clients.

In the second set of simulations, we let δj = 10 + 5j(ms), j = 1, . . . , c. The

total frame arrival rate increases with the number of clients where ρ increases

from 13.18% to 49.51%. When c ≥ 8, the traffic is not light any more since

ρ ≥ 32%.

We firstly find that C-PSM has a wider applicability than S-PSM. When the

network supports many clients whose workload is not light, C-PSM is effective

to save energy. But S-PSM cannot save much energy, since the clients are too

busy to sleep. For example in Figure 4.15 under the EXP distribution of traffic,

P S is much close to the c times of client’s idle power when c ≥ 8. However, P ∗

is much less than the c times of client’s idle power even when c increases to 20.

That is, C-PSM is still effective to save energy even when the network workload
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is as high as ρ ≈ 50%. Moreover, C-PSM saves more energy when the number of

clients increases, since the power difference P S − P ∗ increases with c. Although

not shown here, the similar simulation results are obtained under other traffic

distributions.

Table 4.12. The indexes of C-PSM verses the number of clients for δj = 10+5jms

(j = 1, . . . , c).
Index,% Tj c=2 c=4 c=8 c=12 c=16 c=20
ηP DET 1.01 29.04 42.17 44.31 51.49 52.71

UNI 21.93 37.81 44.29 37.34 51.98 50.97
EXP 28.98 39.73 44.20 36.01 49.44 43.89
PAR 25.64 37.59 44.19 35.65 48.85 43.49

ηRT/P
DET 0.55 55.54 132.72 174.52 248.45 286.48

UNI 28.79 76.14 138.29 137.83 245.38 255.72
EXP 41.51 75.73 124.41 115.23 201.97 172.88
PAR 35.07 71.90 126.80 114.65 203.60 173.49

ηD DET 96.60 94.98 95.59 93.39 94.00 91.36
UNI 76.05 79.90 85.27 85.56 86.88 85.72
EXP 66.12 69.74 77.41 77.21 79.52 76.21
PAR 65.05 69.82 77.69 77.10 79.66 76.30

ηT DET 0.45 10.38 34.58 52.88 69.04 82.76
UNI 0.55 9.54 32.75 49.03 65.84 74.41
EXP 0.49 5.91 25.23 37.74 52.68 53.12
PAR 0.43 7.29 26.58 38.13 55.28 54.56

Table 4.12 also shows that C-PSM outperforms S-PSM on saving power, im-

proving energy efficiency, shortening delay and increasing throughput. When the

traffic is not light (i.e., c ≥ 8), C-PSM improves energy efficiency a lot, since it

not only reduces power consumption but also increases throughput greatly. For

example, compared with S-PSM, C-PSM saves 49.44% of power, increases 52.68%

of throughput and then finally achieves 201.97% higher energy efficiency in the

sixteen-client system under the EXP distribution of traffic.
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4.6 Effects of Power Consumption Model on C-

PSM

The power profile of wireless devices has a great impact on the performance

of energy-saving scheme using sleeping [129]. This profile includes the client’s

power consumption in the transmission/reception/idle/sleeping mode and the

cost of the mode transition (when the client wakes up from the sleeping mode

to active mode). The energy consumed on the client’s wake-up is the product of

wake-up power4 and wake-up time. The set of the above parameters are defined

as a power consumption model in this thesis.

We compare several power consumption models and explain why model A is

selected in our simulator. Next, we study the effects of these power consumption

models on the performance of C-PSM. The improvements of C-PSM over S-PSM

mainly depend on the client’s wake-up energy consumption (ew) and the ratio of

idle power to sleeping power denoted as RI/S.

4.6.1 Power Consumption Models

Table 4.13 lists several power consumption models discussed in this section.

They have been widely used in the previous PSM studies.

We adopt model A in the simulator, which is typical and widely used. Model

A is comparable to the hardware characteristics of many popular wireless inter-

face cards. The ratio of transmission power to reception power in model A is

approximately 160% which is similar to this ratio in ORiNOCO 11a/b/g Combo-

4During the mode transition, the client’s power consumption is near or higher than the
transmission power [163]. It could be estimated as two times of the idle power [94] (e.g.,
module A, B and E).
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Table 4.13. Five power consumption models.

Item model A model B model C model D model E
[58, 119] [94, 157, 118] [105, 13] [91] [32]

Transmission power 1.4W 1.65W 0.75W 1.3W 0.85W
Reception power 0.9W 1.4W 0.75W 0.95W 0.85W
Idle power 0.7W 1.15W 0.75W 0.79W 0.85W
Sleeping power 0.06W 0.045W 0.05W 0.17W 0.005W
RI/S 1167% 2556% 1500% 468% 17000%
Wake-up power 0.7*2W 1.15*2W 0.75W 0.51W 0.85*2W
Wake-up time 2ms 2ms 2ms 13ms 2ms
ew 0.003J 0.005J 0.0015J 0.0066J 0.0034J

Card [142], ORiNOCO 11a/b/g PCI card [143], CISCO AIRONET 802.11A/B/G

Wireless Cardbus adapter [49], CISCO AIRONET 350 Series Wireless LAN Client

Adapters [50] and Aironet’s PC4800 PCMCIA NIC [57]. In model A, the re-

ception power is near to the idle power, just like in the CISCO AIRONET

802.11A/B/G Wireless Cardbus adapter [49] and Aironet’s PC4800 PCMCIA

NIC [57]. Moreover, the sleeping power is about an order of magnitude lower

than the idle power in model A, and RI/S ≈ 1200% is also common in many

popular wireless network interface cards.

Model B is also widely applied in the PSM studies [94, 157, 118]5. But the

relationships of the power parameters in model B are quite different from the ones

in many popular products. We just study model B by comparing it with model

A. Here, we conservatively estimate ew as 2
1000

× 1.15W × 2 = 0.005J , which is

near two times of the ew in model A. And the RI/S in model B is approximately

two times of the RI/S in model A.

Model C [105, 13] models the power usage as 0.75W while the client is ac-

tive (i.e., sending data, receiving data and idle) and 0.05W while the client is

5Other papers [108, 134] uses model B but sets the power consumption of one client as
1.5W when it actively sends or receives frames.
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asleep. However, 802.11 NICs consume somewhat more power while sending

and receiving data than while idle in reality. Therefore, we should not adopt this

rough model in the simulator. According to the measurement results of Enterasys

RoamAbout NIC [105], we obtain ew = 0.0015J , which is about a half of the ew

in model A.

Model D is obtained by the measurements of Aironet 350 NIC [91] where the

sleeping power is as high as 0.17W and RI/S is lowest. On the other hand, model

E is obtained by the specifications of SDIO Wireless LAN Card [32] where the

sleeping power is very low, 0.005W. We compare model A with these two models

to study the effects of the sleeping power on C-PSM.

4.6.2 Performance of C-PSM in Different Power Consump-

tion Models

We study the performance of C-PSM in five different power consumption

models. As an example, we only consider the two-client system (∆ = [15; 25], ρ <

30%) under different distribution of light traffic. As mentioned before, C-PSM

could improve the energy efficiency of clients by reducing the channel contention.

Firstly, the clients save energy, since they consume much low power in the sleeping

mode, instead of consuming high power in the idle mode. If the idle power is low

or even near to the sleeping power (i.e., RI/S is small), the clients will benefit a

little on saving energy from C-PSM. Secondly, in order to reduce the simultaneous

wake-ups of clients, C-PSM generally adopts a small BI (i.e., β < 100ms), and

then the number of clients’ wake-ups increases. If ew increases, the energy saving

due to C-PSM will also reduce.

We have used Table 4.14 to show that the advantages of C-PSM decrease with
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ew and increase with RI/S. By comparing model A and model C, we find that

ηP and ηRT/P
decrease with ew when RI/S is similar. By comparing model A and

model E , we find that ηP and ηRT/P
increase with the RI/S when ew is similar.

By comparing model A and model D, we also find that the C-PSM achieves more

improvements when ew decreases and RI/S increases. Moreover, C-PSM achieves

the greatest improvement over S-PSM in model C, since its ηP and ηRT/P
are

highest under all traffic distributions. Comparing model C with other models,

the RI/S is middle and ew is lowest.

Table 4.14. Indexes of C-PSM in different power consumption models for c = 2

and ∆ = [15; 25].
Index Tj A B C D E
ηP DET 26.16 30.86 46.46 -4.86 38.44

UNI 27.72 32.32 42.12 5.65 38.73
EXP 28.99 33.72 39.63 12.69 39.58
PAR 29.56 34.37 40.31 13.02 40.30

ηRT/P
DET 36.25 45.52 87.91 -4.05 63.44

UNI 39.01 48.46 73.58 6.48 63.98
EXP 41.29 51.37 66.17 14.91 66.04
PAR 42.30 52.71 67.93 15.24 67.91

Next, we analyze the energy consumption on different modes to explain the

above findings. As an example, we only discuss the simulation results under the

EXP distribution of traffic. Shown in Figure 4.16(a), the fast client s1 using

C-PSM (since δ1 < δ2) consumes least total energy in model C. The ratio of s1’s

total energy using C-PSM to s1’s total energy using S-PSM is near 50%, which

is highest among five power consumption models. Therefore, s1 using C-PSM

achieves the largest improvements in model C. The reason is that the RI/S is

not large and the ew is lowest in model C. Using C-PSM, s1 greatly reduces the

energy consumed on the idle mode while slightly increases the energy consumed

on the sleeping mode and the wake-up duration. On the other hand, s1 using C-
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PSM in other power consumption models reduces the energy consumption on idle

while largely increasing the energy consumption on other modes. For example, in

model A, model B and model E , C-PSM obviously increase s1’s energy consumed

on its wake-ups, since the ew is very high. In model D, C-PSM increases s1’s

energy consumed on the sleeping mode, since its RI/S is very low.

Shown in Figure 4.16(b), the slow client s2 using C-PSM consumes least total

energy in model C. Therefore, both clients using C-PSM achieve the lowest

average power consumption in model C. But the effects of C-PSM on the slow

client are small, since the energy consumption of s2 in C-PSM is similar to the

one in S-PSM under all power consumption models. The main source of s2’s

energy saving in C-PSM is the reduction of energy in the idle mode. Here, the

inefficiency of C-PSM is the increase of s2’s energy on its wake-ups. For example

in model D, C-PSM cannot save much energy, since the ew is so high that s2

consumes 1.5 times of energy on its wake-ups compared with S-PSM.

Finally, we should point out that C-PSM is available to improve energy effi-

ciency of clients if RI/S is large and ew is small. Although we have not provided

their criteria in quantity, our simulation results have shown that C-PSM can ob-

viously outperforms S-PSM when RI/S > 1000% and ew < 0.006J . Among these

five power consumption models, model D (RI/S = 468% and ew = 0.0066J) does

not satisfy the criteria. Just in model D, C-PSM is worse than S-PSM under the

DET traffic (since ηP < 0 and ηRT/P
< 0) and only achieves a little improvement

under other three distributions of traffic (since ηP < 14% and ηRT/P
< 16%).
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(a) s1’s energy consumption using C-PSM and S-PSM.

(b) s2’s energy consumption using C-PSM and S-PSM.

Figure 4.16. Clients’ energy consumption under the EXP traffic distribution in

different power consumption models for c = 2 and ∆ = [15; 25]ms.
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Chapter 5

Conclusions and Future Work

In this thesis, we have considered the problem of improving the energy effi-

ciency for all clients in an IEEE 802.11 infrastructure network. We have proposed

and evaluated two access point (AP)-centric schemes: one based on the power

saving mode (PSM) and the other on the transmission power control (TPC).

Both PSM and TCP are the main instruments for saving clients’ energy. The

PSM allows an idle client to enter into the low-energy sleeping mode, whereas the

TPC enables a client to reduce the transmission power by operating in a lower

rate. However, many previous works concentrated on using them to reduce a

single client’s energy consumption and did not consider the impact of the inter-

action among multiple clients on their energy performance. Our main approach

is to exploit the AP’s knowledge about the clients’ traffic patterns to optimize

the TPC and PSM for optimizing all-client energy efficiency.

Firstly, we have optimized energy efficiency for all wireless clients in a polling-

based wireless network. The energy-efficient design has been deployed in the AP

which employs both the PSM and TPC to conserve energy as much as possi-

ble. Since the decrease in one’s transmission power could adversely affect other
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clients, we have formulated an optimization problem to minimize the energy con-

sumption during a polling cycle and, at the same time, to ensure that all clients

are stable, i.e., their queue lengths would not go unboundedly. The resulted

stability-constrained optimization formulation enables the AP to compute the

optimal power allocations for two polling schedules: phase grouping and mobile

grouping. The experiment results have shown that the mobile grouping schedule

is much more energy efficient, because it decreases the number of mode transi-

tions and allows a client to sleep for a longer time. Using simulation, we have

also investigated the impact of the optimal power allocations on the queueing

delay. The results show that the optimal power allocation does not degrade the

delay for over 90% of the time. Even when the average delay becomes longer,

the tradeoff is still considered beneficial as a whole. Furthermore, the simulation

results also show that an uncooperative user should not benefit from the delay

and energy performance when it changes the optimal transmission power. That

is, there are incentives for users to adopt the optimal power allocations computed

by the iterative algorithm.

There are a few directions to extend this work. For example, a logical next step

is to design a polling schedule that would optimize the network’s energy efficiency.

The iterative algorithm devised in this thesis serves a good starting point toward

that goal. It would also be useful to investigate the impact of the TPC on

the throughput of the individual clients and of the entire network. Additionally,

game theory is a good tool to analyze the complicated relationship among wireless

clients which compete for the same channel resource. We may study whether an

equilibrium state for all wireless clients exists in terms of one performance metric,

for example, delay, throughput and average power consumption.

Secondly, we have shown that the frequent unnecessary wake-ups of client, the
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simultaneous wake-ups of clients and channel collisions erode energy efficiency

and delay. Therefore, the avoidance or reduction of them will help improve the

PSM’s performance significantly. We have presented the centralized PSM (C-

PSM) to accomplish this goal. The AP obtains optimal beacon interval and listen

intervals based on the traffic characteristics of the clients. The jointly optimized

intervals could avoid frequent unnecessary wake-ups and reduce simultaneous

wake-ups which collectively translates into energy saving and reduction in the

buffering delay. Moreover, C-PSM obtains optimal congestion windows to reduce

buffering delay for clients assigned with large listen interval. It could also increase

energy efficiency by the first-wake-up schedule, which determines the first wake-up

times for clients, such that simultaneous wake-ups and channel collisions could be

reduced further. Extensive simulation results show that C-PSM could obviously

save more energy, increase energy efficiency and reduces the AP buffering delay

under different traffic patterns compared with the standard PSM. When the

number of clients increases, C-PSM still outperforms the standard PSM a lot.

Furthermore, we have found that the advantages of C-PSM over the standard

PSM depends on the power consumption model. C-PSM can obviously increases

clients’ energy efficiency only when the client’s wake-up energy consumption is

small, and the ratio of idle power to sleeping power is large.

In future works, we will improve the control algorithm by studying how to

configure its input parameters. According to our simulation studies, their settings

have a great impact on the scheme’s performance. We will also extend the scheme

to support more traffic models and distributions for the packet size, burst size,

and packet intervals. At the same time, we will extend our C-PSM into many

real application environments. For example, we will study a real wired-wireless

network where the senders are equipped with feedback channels, such as TCP

166



senders. We will evaluate whether C-PSM is also effective for this type of senders.

In this case, the AP should consider the characteristics of wired path when it

determines the set of optimal parameters.
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Appendix A

A List of Notations

Table A.1: Notations used in chapter 3.

Symbols Meanings

ec Column vector including c unit elements

E[ ] Expectation operation

c Number of clients in a WLAN

Cmax Optimal channel capacity in bps

R Real channel capacity in bps

α Ratio of R to Cmax

W Bandwidth in Hz

S Signal power consumption

N Noise power consumption

P Transmission power consumption of one device

A Attenuation which is the ratio of P to S
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Symbols Meanings

Mi The ith wireless client, i ∈ {1, . . . , c}

qi The ith queue, i ∈ {1, . . . , c}

SW Walk times of queues with the mean si for qi

SW0 Walk time of queues in PG’s downlink phase with the mean s0

Tx Transmission periods of queues, Txi for qi

Rx Receiving periods of queues, Rxi for qi

Θ Busy periods of queues, Θi for qi

V Vacation periods of queues, Vi for qi

C Cycle period

E Energy consumption of all queues per cycle, Ei for qi

F Sizes of packets for queues, Fi for qi

Ni Noise power of the wireless channel for qi

gi Power gain of the wireless channel between AP and qi

K Ki = giNi for qi

H Hi = 2E[Fi]/αW for qi

λd Vector of arrival rates for downlink, λd,i for qi

λu Vector of arrival rates for uplink, λu,i for qi

λ Vector of arrival rates, λi = λd,i + λu,i for qi

β Vector of downland percentage, βi for qi

b Vector of average service times for all packets, bi for qi

bu Vector of average service times for downlink packets, bu,i for qi

bd Vector of average service times for uplink packets, bd,i for qi in MG

bD Average service time for downlink packet in PG

ρ Vector of workload (i.e., utilization ratio) of queues , ρi for qi
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Symbols Meanings

Pmax Maximal power consumption of client

Pmin Minimal power consumption of client

PR Receiving power consumption of client, constant

PI Idle power consumption of client, constant

PV Sleeping power consumption of client, constant

PAP Transmission power consumption of the AP

P Vector of transmission power in clients

TD Vector of average delay of downlink packets in queues

TD Average delay of all downlink packets

TU Vector of average delay of uplink packets in queues

TU Average delay of all uplink packets

[bmin,bmax] Feasible region of average service times

[bP
min,bP

max] Region of average service times constrained by power limitations

[bρ
min,bρ

max] Region of average service times constrained by stability

n Iteration time

σ Step size

ε1, ε2 Accuracy tolerance parameters in the iterative algorithm

(0) Superscript for the initializations in the iterative algorithm

∗ Superscript of optimal solutions/schedules

P∗
A Optimum of P obtained from the algorithm

P∗
N Optimum of P obtained from the exhaustive method

eP Differential rate between P∗
A and P∗

N

d Average delay
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Symbols Meanings

σT Delay variance

re Energy inflation ratio

rd Delay inflation ratio

ERR Energy reduction ratio

DRR Delay reduction ratio

z Energy efficiency metric of all clients, z =
E[C]

∑c
i=1 λiFi

E[E]
(bpJ)

ϕ Metric of delay-energy tradeoff

ξ Abbreviation of energy consumption of E[E]

l Arrival rate of one queue in a symmetric system

qT Typical queue

t Subscript for results of the typical queue

o Subscript for results of other queues

s Subscript for results of the whole system

MG Subscript for results of MG schedule

PG Subscript for results of PG schedule

Table A.2: Notations used in chapter 4.

Symbols Meanings

c Number of clients in a infrastructure network

sj The jth wireless client, j = 1, . . . , c

T Vector of inter-packet arrival time distributions for c clients, Tj is for sj

∆ Vector of average inter-packet arrival times for c clients, δj is for sj

λ Total arrival rate of frames (in packets per second)
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Symbols Meanings

ρ Workload/utilization ratio of a network

b Mean service time of one frame with PSM

bmin Minimum service time for one data frame

β Beacon interval

Γ Vector of listen interval parameters, γj is for sj

Θ Vector of minimal contention windows, θj is for sj

tu Length of time unit in the simulator

ts Length of time slot in IEEE 802.11 protocol

tsim Simulation period

mp Maximal number of packets which arrive at one client during tsim

A Matrix of packet arrival times including c rows and maxPacket columns

βmin Minimal length of BI

n Number of BI candidates

εβ Step size of BI candidate

εΘ Step size of CW

L Vector of estimated LIs of clients, Lj is for sj

αj scaling factor of LI, i.e., Lj = αjδj for sj

Pr0 Empty probability that no packet for one client arrives within one LI

ξ Threshold of empty probability

βi The ith BI candidate, i = 1, . . . , n

Γi,v Three LI candidates for βi, v = 1, 2, 3

Γ∗i The best LI candidate for βi
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Symbols Meanings

τ Index of unit

ν Index of BI epoch

S Set of clients in the WSP problem

m Number of clients in S

ki(ν) The wake-up counter of client i at the νth BI epoch

wi(ν + u) The wake-up indicator of client i at the (ν + u)th BI epoch, u = 1, . . .

N(ν + u) Number of wake-up clients after the (ν + u)th BI epoch, u = 1, . . .

β∗ Optimal BI

Γ∗ Optimal vector of LI parameters, and γ∗j is for sj

Θ∗ Optimal vector of CWs, and θ∗j is for sj

r∗ Optimal vector of the first wake-up times for clients, and r∗j is for sj

P The total power consumed by the clients in watt (W)

T The total client throughput in bits per second (bps)

RT/P
T
P
, the total energy efficiency metric in bits per joule (bpJ)

dj The frame buffering delay of sj’s frames at the AP in millisecond

Nu The total number of unnecessary wake-ups by all clients

Nw The total number of wake-ups by all clients

Nu,j The number of unnecessary wake-ups by sj

Nw,j The number of wake-ups by sj

Ru/w
Nu

Nw
, the ratio of unnecessary wake-ups by all clients

Ru/w,j
Nu,j

Nw,j
, the ratio of unnecessary wake-ups by sj
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Symbols Meanings

NbB,k The number of BIs when k clients are involved in contention, k ≥ 2

NB The number of BIs

RbB/B,k
NbB,k

NB
, ratio of the simultaneous wake-ups by k clients

Nc The total number of collided frames by AP and all clients

Nt The total transmission attempts by AP and all clients

Rc/t
Nc

Nt
, ratio of the collided frames

ηP Performance index of power-saving

ηT Performance index of throughput

ηRT/P
Performance index of energy efficiency

ηD Performance index of AP buffering delay

RI/S Ratio of idle power to sleeping power

ew Energy consumption of one client when it wakes up, in joule
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Appendix B

Variables and Flow Charts in the

Simulator

Section 4.2 has presented the simulator architecture and introduced the main

functions of module BI AP CL, module notBI AP and module notLI CL. In this

appendix, we use the flow charts (Figure B.1-B.5) to illustrate how these modules

operate. The variables used in these modules are shown in Table B.11. According

to the output variables, we obtain the energy consumption and throughput of each

client, the number of wake-ups, the number of PS-Poll/ACK/Data frames, the

delay of each data frame at the AP and the number of collisions. Therefore, we

evaluate the performance of PSM in an infrastructure wireless network.

0. The index of the current unit is initialized as τ = 1. At the beginning of

one unit, the main program firstly judges whether any device has finished

receiving mp data frames. If it is true, at least one element of stopTimes

10(a, b) is a matrix with a rows b columns whose elements are all 0. 1(a, b) is a matrix with
a rows b columns whose elements are all 1. When a = 1 or b = 1, the matrix is reduced to a
vector. We use the bold form to show a matrix or a vector.
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will be larger than 0, and the simulation will stop. If the simulation goes

on, the main program will judge whether it is time for the AP to send a

beacon after updating τ according to counterU. If the current unit is a BI

epoch (i.e., τ = β
tu

), module BI AP CL will be called. If it is not a BI epoch,

the AP will operate module notBI AP, and the PSM-clients will operate

module notLI CL individually. After that, the main program simulates the

next unit after increasing τ by one. The flow chart of the main program

including module BI AP CL is shown as Figure B.1.

1. Module BI AP CL:

The AP creates a beacon frame, sets TIM and initializes existBeacon,

justwake and simC. TIM(j) = 1 if at least one data frame for sj is

buffered in the AP (i.e., A(j, frames(j) + 1) ≤ τ , where frames(j) is

the number of data frames which have been received by sj); otherwise,

TIM(j) = 0. If the channel is busy (i.e., busy = 0), the beacon will be

sent successfully, and the AP will set counterU(c + 1) = beacon units− 1.

Then the channel is recorded as busy (i.e., busy = 1), and the number of

beacons (i.e., beacons) is increased by 1.

The program also judges whether the current unit is a LI epoch for

sj, ∀j. If it is the LI epoch for sj (i.e., τ =
βγj

tu
), send dest(j) will be

set as 1 to record that sj is receiving the beacon frame. If TIM(j) = 1,

then the number of awakened clients (simC) will increase one. If sj is

originally in the sleep mode (i.e., powerMode(j) = 4), the wake-up ac-

tion will be recorded (i.e., justwake(j) = 1), and the number of wake-ups

(wakeups(j)) will be increased by 1. Then, sj updates powerUnit (i.e.,

powerUnits(j, powerMode(j))+ = counter − sum(powerUnits(j, :))) and
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Figure B.1. The main program including module BI AP CL.
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sets powerMode(j) = 2 to record that it goes to the receiving mode.2 If it is

not a LI epoch, sj will unset exstBeacon(j) and operate module notLI CL.

Finally, simWakeups records that simC clients wake up to receive buffered

frames in this BI where simWakeups(simC + 1) is increased by 1. When

the beacon frame is not received by any client (i.e., sum(send dest) = 0),

the index of the unit when this beacon transmission will finish is recorded

in nheardBeacon.

If the AP fails to send a beacon frame when busy = 1, the number

of beacon collision (beaconCol) will be increased by 1, and all elements of

existBeacon will be set as zero. If the current unit is not a LI epoch for sj

or sj is receiving or sending any frame, sj will operate module notLI CL. If

the current unit is a LI epoch for sj, the idle sj will update powerUnits and

then go to the sleeping mode (i.e., powerMode(j) = 4). And the sleeping sj

will wake up without hearing any beacon. If then, the number of wake-ups

(wakeups(j)) and the number of unnecessary wake-ups (unNWakeups(j))

will both increase one.

2. Module notBI AP:

When nHeardBeacon > 0, the AP is sending a beacon frame which is

not heard by any client. If τ = nHeardBeacon, this beacon transmission

will finish, and the channel resource will be released by busy = 0. At

the same time, nHeardBeacon is reset as zero. If nHeardBeacon = 0

and sum(send dest) > 0, the module will not take any action, because

the AP has been sending one beacon frame or one data frame. When

nHeardBeacon > 0 and sum(send dest) = 0, the idle AP determines

2In a matrix A with a rows b columns, A(:, b) (A(a, :)) shows a vector of the elements in the
bth (ath) column (row). The function ‘sum’ obtains the sum of all elements in one vector.
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Figure B.2. The notBI AP module.
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whether to send one data frame according to DCF.

If the channel is idle (i.e., busy = 0), the backoff timer (bc) and the waiting

timer of SIFS/DIFS (wait) will be checked. If wait < 0, the module will

not take any action, since the AP has not any frame to send. If wait > 0

and bc > 0, bc will be decreased by 1. If wait > 0 and bc = 0, wait

will be decreased by 1. If bc = 0 and wait = 0, the AP will randomly

select an awaken client whose index is denoted as rN , according to the

indicator vector of PS-Poll frames, revPsPoll. Then, the AP updates

revPsPoll(rN) = 0, dataSend(rN) = τ and powerUnits to record that

it begins to send one frame to srN
. Moreover, the busy channel is busy

(i.e., busy = 1), srN
enters the receiving mode (i.e., send dest(rN) = 1

and powerMode(j) = 2), and the AP’s CW returns to the default value

(i.e., 31). The AP also checks whether more frames for srN
are buffered. If

A(j, frames(j)+1) ≤ τ , the More Data bit will be set by moreP (rN) = 1.

frames(rN) and the number of data frames sent to srN
(i.e., num(rN , 3))

both increase one. And the AP sets counterU(c + 1) = data units− 1.

If the channel is busy, the AP will do nothing except when bc = 0 and

wait = 0. If the exception happens, the AP will fail to send a data frame

to the selected awakened due to channel collision. The AP doubles its CW

and resets bc according to the updated CW. Finally, num(rN , 3) and the

number of data collision cols(rN , 3) both increase one.

3. module notLI CL:

When sj (∀j) is not in a LI epoch, it operates module notLI CL according

to its current power mode. Four submodules are designed to deal with

each client on different power modes. If sj is in sleep mode, submodule
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notLI CL Sleep will not take any action. Only when all clients are sleeping

and the AP does not take any action (i.e., counterU(1) = 0), submodule

notLI CL Sleep will set counterU(j) = bpLeft − 1 when bpLeft > 1,

j = 1, . . . , c. If sj is active, the following three submodules: notLI CL Tx,

notLI CL Rx and notLI CL Idle are performed accordingly.

3.1. Submodule notLI CL Tx:

If sj is in the transmission mode (i.e., powerMode(j) = 1), submodule

notLI CL Tx will take actions only when one frame transmission is fin-

ished. If ack(j) = 1, sj will release the channel by busy = 0 and reset

the indicator of ACK by ack(j) = 0 after finishing an transmission

of ACK frame. If sj has received mp frames, it will update the stop

time of the simulation by stopT imes(j) = τ . Otherwise, sj will check

whether it has more buffered frames in the AP. If moreP (j) = 1, sj

will go to idle mode (i.e., powerMode(j) = 3), create a PS-Poll frame

(i.e., psPoll(j) = 1) and prepare for sending it by setting Waits(j).

If sj has not any buffered frame in the AP, it will go to sleep (i.e.,

powerMode(j) = 4) and unset psPoll(j) = 0, Waits(j) = −1. After

that, sj updates powerUnits(j, 1).

If psPoll(j) = 1, sj will release the channel by busy = 0 and reset the

indicator of PS-Poll by psPoll(j) = 0 after an transmission of PS-Poll

frame. sj goes to idle mode (i.e., powerMode(j) = 3) after updating

Waits(j) = −1 and powerUnits(j, 1). It also records the PS-Poll

arrival on the AP by revPsPoll(j) = 1 and psPollArl(j) = counter.

When wait = −1, the AP will set it as SIFS (in units) to prepare for

sending one data frame.

If sj is sending a data frame when ack(j) = 0 and psPoll(j) = 0,
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Figure B.3. The notLI CL Tx submodule.
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the uplink module should be called. We will discuss this case in the

future, since it is still under construction.

3.2. Submodule notLI CL Rx 3:

If sj is in the receiving mode (i.e., powerMode(j)=2), submodule

notLI CL Rx will take actions only when one frame reception is fin-

ished. If existBeacon(j) = 1, sj will reset send dest(j) = 0, existBeacon(j) =

0 and wait = −1 after receiving a beacon frame. If all awakened

clients finish receiving the beacon frame, the channel will be released

by busy = 0. Next, sj will check whether it has buffered frames in the

AP. If TIM(j) = 1, sj will go to idle mode (i.e., powerMode(j) = 3),

create a PS-Poll (i.e., psPoll(j) = 1) and prepare for sending it by

setting Waits(j) = DIFS and BC(j) = CW (j). If there is not any

buffered frame for sj (i.e., TIM(j) = 0), sj will go to sleep (i.e.,

powerMode(j) = 4) and set psPoll(j) = 0. In this case, sj wakes up

unnecessarily if justwake(j) = 1, and then the number of unneces-

sary wake-ups (unNWakeups(j)) increases one. Finally, sj updates

powerUnits(j, 2).

If sj finishes receiving a data frame, it will release the channel by

busy = 0, reset send dest(j) = 0 and wait = −1. It also goes to

the idle mode (i.e., powerMode(j) = 3), creates an ACK frame (i.e.,

ack(j) = 1) and prepares for sending it by setting Waits(j) = SIFS.

Similarly, sj updates powerUnits(j, 2).

3.3. Submodule notLI CL Idle:

If sj is in the idle mode (i.e., powerMode(j)=3), submodule notLI CL Idle

will let it transmit a frame when the conditions are satisfied. If the

3This submodule will later implement the ACK reception in clients for uplink traffic.
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Figure B.4. The notLI CL Rx submodule.
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Figure B.5. The notLI CL Idle submodule.
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channel is idle (i.e., busy = 0), the backoff timer (BC(j)) and the wait-

ing timer (Waits(j)) of sj will be checked. If Waits(j) < 0, the sub-

module will not take any action, since sj has not any frame to send. If

BC(j) > 0 and Waits(j) > 0, BC(j) will decrease one. If BC(j) = 0

and Waits(j) > 0, Waits(j) will decrease one. If BC(j) = 0 and

Waits(j) = 0, sj will send a frame and occupy the channel (i.e.,

busy = 1). After that, it resets the CW by the minimal value (i.e.,

CW (j) = θj), updates powerMode(j) = 1 and powerUnits(rN , 3).

If the frame is an ACK frame (i.e., ack(j) = 1), sj will record the

transmission time by ackSend(j, frames(j)) = τ , increase its number

of ACKs (nums(j, 2)) by 1 and set counterU(j) = ack units − 1. If

the frame is a PS-Poll frame (i.e., psPoll(j) = 1), sj will increase

its number of PS-Polls (nums(j, 1)) by 1 and set counterU(j) =

psPoll units− 1.

If the channel is busy, sj is frozen except when BC(j) = 0 and

Waits(j) = 0. If this exception happens, the client will fail to send the

frame due to a channel collision. Then sj doubles CW (j) and resets

BC(j) according to the updated CW (j). If the frame is an ACK frame

(i.e., ack(j) = 1), sj will increase its number of ACKs (nums(j, 2)) and

its number of ACK collisions (cols(j, 2)) by 1 individually. Moreover,

the frames(j)th frame will be retransmit after decreasing frames(j)

by 1. Similarly, if the frame is a PS-Poll frame (i.e., psPoll(j) = 1),

sj will increase its number of PS-Polls (nums(j, 1)) and its number of

PS-Poll collisions (cols(j, 1)) by 1 individually.

When the uplink traffic exists, the idle sj possibly prepares to send

a data frame when psPoll(j) = 0 and ack(j) = 0. This case will be
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implemented in the future.
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Table B.1: A list of variables used in the simulator.

Variable Default Definition

Inputs variables

c 2 Number of PSM-enabled clients, j = 1, . . . , c

tsim 30 Maximal arrival time of data frames

β 0.1s Length of beacon interval

Γ 1(c, 1) Vector of listen intervals of c clients, γj for sj

Θ 31*1(c, 1) Vector of minimal CWs of c clients, θj for sj

A 0(c, mp) Matrix of arrival times of data frames for clients,

A(j, :) is for sj, and mp is the maximal number of

data frames for one client during tsim

data units 57 Number of units for sending a data frame

beacon units 31 Number of units for sending a beacon frame

psPoll units 25 Number of units for sending a PS-Poll frame

ack units 25 Number of units for sending an Ack frame

Outputs variables

powerUnits 0(c, 4) Matrix of units when each client is in Tx/Rx/

Idle/Sleep modes, powerUnits(j, :) is for sj

dataSend 0(c, mp) Matrix of time when AP sends data frames to

each client, dataSend(j, :) is for sj

ackSend 0(c, mp) Matrix of time when each client returns ACKs,

ackSend(j, :) is for sj

frames 0(c, 1) Vector of frames received by c clients

beacons 0 Number of successful beacon frames
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Variable Default Definition

beaconLIs 0(c, 1) Vector of beacons heard by c clients

wakeups 0(c, 1) Vector of wake-ups on c clients

unNWakeups 0(c, 1) Vector of unnecessary wake-ups on c clients

simWakeups 0(c + 1, 1) Vector of the number of BIs when i clients

receive data, i = 0, 1, . . . , c

cols 0(c, 3) Matrix of PS-Poll/ACK/data collisions on each

client, cols(j, :) is for sj

nums 0(c, 3) Matrix of the numbers of PS-Poll/ACK /data

frames on each client, nums(j, :) is for sj

stopTimes 0(c, 1) Vector of time when AP receives the last ACK frame

from clients

State variables

τ 1 Index of the current unit

counterU 0(c + 1, 1) Vector of updated units, counterU(j) increased

by sj, and counterU(c + 1) is increased by AP

bpLeft 0 Number of units to the coming BI epoch

cw 31 Congestion windows of the AP

bc 0 Back-off timer of the AP

wait -1 Waiting timer of the AP, wait ≤ DIFS

busy 0 Indicator whether the channel is busy

nHeardBeacon 0 Unit when the transmission of a beacon frame which

is not received by any client finishes

revPsPoll 0(c, 1) Vector of PS-Poll indicators of c clients,
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Variable Default Definition

revPsPoll(j) = 1 when a PS-Poll is from sj

psPollArl 0(c, 1) Vector of arrival times of PS-Poll frames; AP receives

a PS-Poll frame from sj at psPollArl(j)

send dest 0(c, 1) Vector of indicators whether c clients are receiving

frame, send dest(j) = 1 when sj is in Rx mode

moreP 0(1, c) Vector of More Data Bits of c clients,

moreP (j) = 1 if frames are buffered for sj

powerMode 4 ∗ 1(c, 1) Vector of power modes of c clients, powerMode(j, i)

= 1/2/3/4 when sj is in Tx/Rx/Idle/Sleep mode

pMCounter 0(c, 1) Vector of the beginning unit of current power

mode on c clients

ACK 0(c, 1) Vector of ACK indicators of c clients, ack(j) = 1

when an ACK from sj exists

psPoll 0(c, 1) Vector of PS-Poll indicators of c clients,

psPoll(j) = 1, when a PS-Poll from sj exists

TIM 0(c, 1) Vector of TIM in a beacon, TIM(j) = 1 when AP

buffers frames for sj

simC 0 Number of awaken clients during a BI

CW Γ Congestion windows of c clients

BC 0(1, c) Vector of back-off timers of c clients

Waits −1 ∗ 1(1, c) Vector of waiting timers of c clients

existBeacon 0(c, 1) Vector of beacon indicators of c clients, when sj

is receiving a beacon existBeacon(j) = 1

justwake 0(c, 1) Vector records wake-up actions of c clients
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