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Abstract of thesis entitled 'An Evolutionary Approach to Adaptive Workflow
Management' submitted by Ng Chun Fai for the degree of M Phil at The Hong
Kong Polytechnic University in November 2002.

Workflow technologies are associated with the control and execution of operation
processes of an organization. An effectively managed workflow can mean the right
information being transferred to the right person at the right time. By considering
different participants of a workflow process as working together on different tasks in a
business process, we propose a technique to facilitate the optimal arrangement of

inter-dependent tasks.

Most workflow models are developed to handle static, predefined business processes.
However, business operations must be adaptive to the changing business environment,
and therefore, for most real-world applications, how tasks interact with one another will
also have to be captured and managed. A “dynamic” workflow model that is adaptive in
nature will thus be needed to cope with the constantly changing activities. In-particular,
since different departments within or between organizations may operate differently and
may have conflicting goals, an adaptive workflow model is expected to allow a business
process to be executed subject to different, possibly contradictory constraints. Given
these requirements, we propose an evolutionary approach to an adaptive workflow model.
The model can facilitate the handling of business activities in organizations that have to
cope with rapid changes in their business environment. It uses a Genetic Algorithm to
adaptively modify connections of the entry and exit points of each task so that maximum

throughput, in terms of effectiveness and efficiency, can be achieved.

A process can be regarded as a set of connected tasks. The tasks must be connected under
some precedence constraints, that is, certain tasks cannot go before some other tasks
because they require information or depend on the results from those tasks. Our work
optimizes the workflow process by changing the connection of the tasks while preserving
the validity of the process to the precedence constraints. We denote the connections by a
2-dimensional matrix. In our evolutionary algorithm, we implement crossover by
exchanging the connection configuration of randomly selected tasks from parents,
hopefully combining their advantages. In addition, we implement mutation by randomly
regenerating the connection configuration of randomly selected tasks to avoid the search

being stuck in some local maximums. We propose a recovery mechanism to enable the
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children from such genetic operations in our evolutionary algorithm to be valid to the
precedence constraints. Minimizing the feed backward distance of tasks is the objective
of our evolutionary algorithm. The objective function may be modified to allow for new

optimization objectives.

The proposed algorithm has been integrated into a workflow-process-modeling tool. The
technique is tested with simulated and real cases. The test results have shown that the
proposed technique can be very useful in different real applications including those of

logistics and supply chain management.
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1. Introduction

The E-Commerce infrastructure is concemned with the ability of performing business
online via the Internet. Businesses are not constrained to geographic locations any more.
The Internet infrastructure provides a means for people to communicate with the world.
Customers may contact companies all over the world for business transactions. For this
reason, companies have to collaborate with customers and suppliers worldwide. The
existence of the Intemet and WWW provides the hardware and communication
infrastructure for people to do business over the multi-organization environment in a
relatively inexpensive manner. It is important to control and coordinate business

collaboration with a comprehensive software infrastructure.

In an effort to coordinate and consolidate a large number of global activities and
communication processes while maintaining regional responsiveness and autonomy, a lot
of international fashion distributors and buying companies attempt to manage their global
activities from the perspective of an integrated organization by sorts of novel methods or
tools. One such effort is to plan and model the process system holistically so that the
information and opinions at all lévels of an enterprise can be shared, discussed and
revised effectively and collaboratively at the early phase of product conception and
embodiment, and the minimum changes in the later stages of production and distribution
can correspondingly be entailed. On such premises, the planning and modeling of the
processes should be based on an approach that emphasizes integrative and effective
process sequencing among the interacting activities. Extant theoretic concepts in
managing new product development posit that employing activity-process-flow

modeling-paradigm. Such paradigm and perspective gives rise to achievement of several



goals:

To identify how and when information is provided to a point of activity

processes so that the process can be executed sufficiently and completed in time.

To ensure a high level of accuracy and concurrency for activity interaction and
responsive identification of the essential attributes of ‘winning’ products at the
last possible moment in the course of new product development. Such winning
products are highly desirable in the market and best meet changing customer

requirements;

To schedule short life cycle products to markets in a timely manner so that the
profit potential of new products and market uncertainty can be reasonably

anticipated;

To aid in sequencing activity processes so that undesirable iteration for
information revision and review can be avoided and controlled; or the costly

product change at the later production stage can be anticipated and managed;

To provide a compact and highly transparent representation of the interactive
process or communication. With such representation, teams and facilities can be

more easily managed and consolidated in terms of resource and response time ;

To generate a descriptive model of the activity system that provides a
prescription for continuing organizational learning and improvement in project

management.

In our research work, we attempt to put forth these concepts to research an international

fashion and textiles buying company that is aiming at utilizing new methods for
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improving process planning and coordination of its global activities. At the initial
research stage, the company representatives discuss with the authors about the issues they
face in planning and organizing the activities for new product development and
implementation in the global market environment. A key issue they raise is the problem
of intractable interactions among a large number of interdependent activities that make
communication difficult to manage. Very often, information after passing through a
number of subsequent activities is detected and recognized to be inadequate, incorrect or
highly uncertain. It forces product development teams to call for upstream activity
processes to re-examine and adjust the information. This is attributable to the facts that
no single team or enterprise is able to perceive all the perspectives throughout all phases
of a product life cycle and anticipate all the possible influences by external environmental

market factors.

To illustrate the significance of this in the global fashion businesses, the company cites
one common exa:hple in which the marketing teams capriciously ask design teams to
revise the design of new products in the upstream processes in anticipation of probable
changes in market demand or affordability. After the design teams revise the design idea
and conceptions, the manufacturing teams correspondingly adjust the design of
production setup and re-schedule raw matenal distribution and financial arrangement.
Such changes would in turn necessitate the marketing teams to re-consolidate the
end-market operations in view of global image, pricing and quality consistence.
Inefficiency and ineffectiveness of activity communication and interactions at the stage
of new product development would result in a big change at the later stage of product
manufacturing and distribution, incurring significant cost despite having the problems

un-resolved. Managing interactions among interdependent activities becomes the key to



effective and timely new product design and development.

Workflow technology provides a software infrastructure to support people to work
together to achieve a common goal inside an organization, which is important for
E-Commerce applications. Workflow has to be extended so that it is capable of
supporting collaborative activities over a multi-organization environment for

E-Commerce Applications.

Before at our proposed solution, we would like to have an overview on the differents

aspects of the workflow technology.

1.1.Workflow and adaptive workflow

Workflow management refers to the domain, which focuses on logistics of business
activities. It can be defined as a computerized facilitation or automation of a business
process, in whole or part. [WIMC 96] The ultimate goal of workflow management is to
deliver the right information to the right person at the right time and ensure these people

execute proper actions at that time.

Business activities can be identified by cases. Each workflow instance is specifically for
a case. Workflow management aims to handle cases effeqtively and efficiently. Tasks
refer to sub-part of work done for a case. Executing tasks in a specific order fulfills this
objective. How the tasks are ordered is known as process definition. There may be many
cases that can be handled by a specific ordering of tasks. For this reason they share the

same process definition. The entity that executes the tasks is known as a resource.

We can see that workflow has three dimensions, namely case dimension, process

dimension and resource dimension. These dimensions can be visualized in Figure 1.1.



Resources Dimension

A

Activity 5 Case + Process + Resources

- Process Dimension

Work item = Case + Process

Case Dimension

Figure 1.1 Dimension of workflow management issues

Workflow technology has the following aspects:

® Routing of information/documents

® Allocation of tasks to actors

® Scheduling of tasks in time

® Scheduling of scarce resources

® Monitoring flow of work

® Handling exceptional situations



® Providing Management information

As cases may differ from one another and resources availability changes from time to
time, it is obvious that a static process definition is not fully compatible with each case.
Static mapping from resources to tasks also cannot fulfill the actual environment all the
time. Adaptive workflow aims to provide flexibility to workflow management by
supporting changes in process definition. The need of flexibility for current workflow

management technology is widely recognized.

1.2.Workflow for E-Commerce

Broadly speaking, e-commerce means performing selling and buying of products or
services electronically. It is widely perceived that being done electronically means being
done remotely over the Internet by Electronic Data Interchange (EDI), which plays an
important role in any business activities in E-Commerce such as transaction processing
and confirmation. The implication is that such activities no longer constrained to
geographical and organizational boundary and inter-organizational business process are
more difficult to be separated from intra-organizational ones. [Van der Aalist 99]
proposed the process aspect of E-Commerce by relating it to workflow management.
Traditional workflow technology must be extended to support the modeling of
inter-organizational business activities before being applied to E-commerce applications.
An inter-organizational workflow model provides the foundation to e-commerce
application, which must be capable of operating in a distributed environment involving
multiple parties with dynamic availability and a large number of heterogeneous

information sources with evolving contents.

Current research work for inter-organizational workflow concentrates on extending the



workflow model to incorporate capability for cross-organizational operation support.
The execution efficiency on process operation under such full-of-change environment is
seldom considered. The inter-organization process often incorporates iterations, each
step of which depends on information from other steps. Such iterations may repeat
previous work done since the information on which this work depends might have been
changed 1n other steps. Such repeated work incurs additional costs to the overall process,
in terms of time and other resources and hence affects business performance. Such

performance degradation can be avoided or minimized by re-arranging the activities.

1.3.Design Motivation

Workflow technology organizes business activities into structural processes and provides
management and control to the execution of these processes. Such processes consist of
tasks that are inter-connected. When a task is completed, the execution proceeds to the
next task connected to it. In the real world, the order of task connection is usually
governed by certﬁin constraints. Hence the tasks cannot be connected in an arbitrary
order. Because how some tasks are performed usually depends on information from other
tasks, such tasks cannot be executed before the tasks on which they depend are finished.
Such information dependency constrains the order of tasks execution, and hence the

process structure.

To illustrate the situation clearly we use a scenario in the fashion design industry. The
activities are based on the research results studied in the international fashion and textiles
buying company, which supports its existing worldwide fashion stores in product
development and sourcing. In the global fashion marketplace, product innovation
involves flows of information and opinions across a number of functional teams and
cross-country enterprises that collaboratively interpret market opportunities and

7



requirements and transforming them into a set of technology assumptions about product
features and utilities. In general, the innovation comes across several distinct processes,
(1) anticipating fashion trend and product opportunities; (2) developing product program
and specification; (3) sourcing and allocating fashion merchandise procurement; (4)

organizing production; and (5) arranging merchandise shipment.

1.3.1.Anticipation of fashion trend and product opportunities

Anticipation of such trend and opportunities involves market information search and
analytical planning to understand the concurrent market preferences and the major factors
of fashion adoption. This understanding is to foresee what fashion concepts will be
accepted in coming seasons. The anticipation includes observation of general
market-wide developments and the environmental opportunities for fashion innovation.
Furthermore, the process focuses on the characteristics of existing fashion products, and
their strengths and weaknesses on the basis of market popularity. Indeed the activities in
this phase define not only the product specifications and the basic physical features, but
also the augmented product values that will be perceived in customers’ mindsets. A
useful expression interpreting such product values includes a set of attributes, like fashion
aesthetic appealing, social conformity, technical performance appropriateness, perceived
quality, convenience and so on. Such information is very abstract and conceptual.
Because of this, the coordination across cross-country functional teams and enterprises is
much characternized by a high level of informal and context-specific communication.
Process effectiveness is therefore to a great extent determined by how the activity

processes are interfaced, and how well and how easy the information is transmitted and



understood. During this process of product innovation, communication is very
ambiguous and vulnerable. [Eckert et al. 00], [Jassawalla & Sashittal 98] and [Milne 00)
offer comprehensive discussions about the issues and associate them with techniques

proposed to capture and trace the interaction amongst innovation teams.

1.3.2.Development of product feature and specification

Following the identification of market trends and preferences at the previous stage of the
process chain, development teams comprnising designers, marketing teams, and technical
teams, attempt to define the criteria to develop the portfolio and product samples in terms
of fashion features that appeal to customers’ choice. This comprises the choice of colours,
cutting, silhouette, texture, trimming adoption and workmanship. A new seasonal design
collection is sometimes compiled as a portfolio that is established to extend the existing

product line, as shown in Figure 1.2. In practice, a variety of portfolios are developed and

screened for a season to select a final one consistent with the company’s objectives.
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Figure 1.2 Process of fashion product portfolio planning

In brief the processes at this stage are very methodological and have to be well controlled.
Product innovation in global marketplaces stems from recognition of market needs and
interpretatioln‘ of such needs into product carrying respective attributes that can convey
product values to customers. Logically thinking, product innovation is guided by
aggregate customer consumption patterns, which are evolutionary in nature and changing
in pace with all other socio-technological aspects. [Regan et al 97] survey and analyze in
much detail the difference and similarity between the engineering design process and the
apparel design process, both enllpirically and literally. The results reveal the facets to the
innovation for fashion and textile products are tractable more often than not and
methodological, and its success is much determined by how detailed the innovation can

be specified and communicated among all teams involved. [Plumlee & Little 98, Mills,
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98]

1.3.3.Merchandise sourcing and procurement

In this process the innovation activities include the search and selection for sourcing
possibilities, which are in principle able to produce novel product responsively and
agilely. The critical consideration during the process involves how to optimize profit,
assure the least uncertainty in the supply market, schedule timely delivery and arrange the
financing aspects. As observed, sourcing and procurement refer to activities of
purchasing, storing, handling traffic, receiving and inspecting incoming material and
salvage. The teams should anticipate and be alert to various sourcing restrictions and the
methods to allocate the bases of supply according to predetermined sets of business
criteria and company objectives. Very often, activities in this stage involve material
management and order placement to achieve a timely production schedule. In brief, they

include:

» researching information of supply market, trade or legal restriction (like quota
control or tariff variations);

 checking requisition;

e analyzing quotations of both material supply and the manufacturing process;

e evaluating and choosing suitable suppliers;

» scheduling delivery and order placement;

e negotiating and writing orders;

» checking regulatory conditions of trade;

11



o following up for delivery;

e verifying invoices;

e corresponding with suppliers and buyers.
1..3.4.0rganizing production.

This stage of the process-chain emphasizes how to arrange production, define quality
level, make schedule of material requirement and delivery, and allocate control personnel.
The process involves activities of expediting material orders and receipts, inspection,
resolving technical problems and arrangement of finished product packaging and

dispatch.
1.3.5.Design and selection of merchandise distribution channels

These last stage activities are to examine distribution channel member performance and
decide holistically the logistic systems. It involves planning and orchestrating
transportation methods and routes, packaging and handling methods, and finally advising

the best arrangement of delivery to all the other parties concerned.

Using our framework, we establish an IDEFo0 flowchart to represent the above observed
innovation process and model the product innovation activity structure and relationships

meticulously, as shown in Figure 1.3.
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Figure 1.3 Activities of fashion product innovation for global marketplaces

The flowchart corresponds with the structure of activity interdependency that is set forth
in the course of new product innovation and development. This workflow process can be
decomposed structurally into more detailed levels of an activity hierarchy, based on a
top-down analytical breakdown approach. Such decomposition provides the gradual
exposition of details by expanding the contents of the activity boxes on one level into
deeper and deeper levels. The box numbers act as convenient indices to search for levels
of exposition of activity tasks. Thoroughly indexed activities researched in the case are
listed in Table 5-5. As stated, there are 103 decomposed activities operated by a number
of technical and functional teams in different locations. A detailed listing of these tasks

and their information dependency relationship could be found in the Appendix.

¥

In the following example tasks “‘Plan on-floor product distribution cycle and schedule

and “Access brand profile” are dependent on information from task “Measure
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competitors profile”. For this reason, these two tasks cannot be executed before task

“Measure competitors profile”. Under such constraints, possible process structures are as

follows:
Examine distributor’s Examine distributor’s Examine distributor’s
performance performance performance
X Y Y
Measure competition Measure competition Measure competition
profiles profiles profiles
3 ) 4 \ Y
Access and fix capital
Access brand profiles Access brand profiles cosls P Access brand profiles
Y } 4 r
) Plan on-floor Plan on-floor
Access and fix capital production distribution production distribution
costs cycle and schedules cycle and schedules
\ Y '
Plan on-floor . Determin seasonat
T Access and f tal
production distribution cee COS[;X capt volume and buffers
cycle and schedules
4 : k4
Determin seasonat Determin seasonal
volume and buffers volume and buffers

Figures 1.4 Information dependency and feed-backwards

The dependency described concerns the normal flow of an execution. There is another
type of dependency. Due to exceptional cases such as unsatisfactory result or requests for
change, the flow of execution may have to roll back to some previous tasks. And the
tasks between the original and destination of rolled back have to be repeated. We call the
relationship between origin and destination of roil back information feed-backward. In

fact, this is another type of information dependency as the destination of feed-backward
14




depends on information from the ongin. The repeated tasks section of process forms an
iterative Joop, which may be repeated one or more times until a final satisfactory result

comes out. It is usual for business activities.

Improper arrangement of tasks may make some trrelevant or unnecessary tasks get inside
such loop. This incurs additional costs to overall business performance since the

irrelevant parts of the process are repeated with the iteration loop.

Examine distributor's
performance

!

. Measure competition
profites

t
|
|
)

g
1
g
2
)
i
i
B

I -
o
l
l

Plaxa on-floor
production distribution
cycle and schedules

:

Determin seasonal
volume and buffers

Figure 1.5 Feed-backward loops

If we re-arrange the tasks order, the repeat of irrelevant works could be eliminated.
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Figure 1.6 Shorter Feed-backward loops

From the above example, we believe that proper re-arrangement of tasks inside a process

for business activities should improve efficiency and performance.
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1.4. Problem Statement

Though workflow technology had been extended to support inter-organizational activities,
there are rooms for improvement. While concentrated on model capability, current

solutions do not focus on efficient execution.

Workflow enactment in the intra-organizational environment ensures each party achieves
the same goal. The inter-organizational activities can be managed as controlled processes.
These processes often contain iterations, which end only if a satisfactory final resuit
comes out. Before such result comes out, the iteration based on the improper
arrangement of operation incurs additional time and resources for repeatedly fixing
unacceptable/unsatisfactory results. If activities among organizations can be properly
arranged, the amount of repeate;d work can be minimized and the additional cost spent on

repeated work minimized.

Under all workflow models, business operations are processes consisting of tasks. In the
process structure, each task carries information from its preceding tasks. Preceding tasks
of a task are those that have either a direct or indirect connection to it. We use Pr to

denote such relationship. A process P can be defined as the following:

P=(T,E,R)

T={7.7T.,7,.T,|ijell.n}}

E ={Pr; |i,je{l..n}} where Pre, = Pi(7,,T;)
If Pre(Z,,T,)and Pre(7,,7, ) then Pre(7,,T,)
Where T is a set of n Tasks of the process

E = Set of connection among tasks

Pre = Precedence Relationship among tasks

Precedence constraint defines the necessary information required for each task. All tasks
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are dependent in nature. For this reason, if a task is dependent by other tasks, it must
precede all of those tasks. If a precede relationship holds for these dependent tasks, the

constraint is stratified. Such facts can be denote symbolically by following:

R={R,|i,je{l..n}} where R, = R(T,T))
Pre(TaUT:b) = R(Ta’n)

For a process to be valid in overall, all constraints must be fulfilled. That means the

precedence relationships among all tasks must cover all constraints requirement.

Preo> R

Inside the process structure, each tasks may have feed-backwards to its preceding task.

We denote the feed-backwards as the following:

F={F,..F)
Vxe{l.m}, F, = Pre(T.,T,)and F(T,,T, ), where ¢,d € {l..n}

Such feed-backwards will cause delay and incur extra costs. As all preceding tasks had to
be repeated, we define the duration of the delay from the point of feed-back again. If
there are multiple paths between the feed-backward pair, we will assume the cost is the

path with the maximum cost.

V(Pre(T,,T,)) =V (Pre,(T,,T,)) + 1 forsome T,
such that [T, =7, or Pre(T,,T;,)]and V' (Pre, (7, ,7,)) is maximum

We will try to find a connection set such that the total cost for the feed-backwards of the
process is minimum, provided that the process structure still is valid. The operation can

be illustrated as following:



> V(Pre(T,,T,))such that F(T,,T;)
In summary, the problem we are concemed with can be stated as follows. Given a set of

tasks and a set of constraints, we try to find out the process configuration, which
precedence relationship confines to the constraints requirement and the repeating task

incurred by feed-backwards in minimized.

The proposed solution to this problem will automates the process of ordering, that is
capable of adapting to changing constraints. Allowing accurate and objective evaluation

of its efficiency. It will be a fundamental impact to the modern business environment.

1.5.Proposed solution Overview

The problem of identifying a task arrangement, which is the most efficiency in execution,
is an optimizing searching problem. We use genetic algorithm to optimize the
inter-organization workflow by finding out the optimal arrangement of tasks inside the
process structure. The main advantage of using genetic algorithm is that it can potentially
accommodate new consideration for optimization by altering the design of the objective

function. Experimental result has shown that the approach provides positive results.

We use the problem downsize approach to solve the problem. For the inter-enterprise
environment, it makes sense to optimize the operation of each entity, then combine the

results of each entity to give the whole picture.

In our evolutionary algorithm, each workflow process is encoded in chromosome in the
form of a two-dimensional array, which indicates the connection graph of tasks in that
process. Initially we generate a set of feasible process structure randomly as our initial
population. We randomly select pairs of chromosome and swap the genetic information,

which is the connection configuration of randomly selected tasks for each process. After
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such swap, we add connections to recover the broken information dependency, if any,
during the swap. We may also randomly change the connection configuration of some
tasks in some process structures. Under such operations, we hope that some new process
structures better than that previously generated can be produced. We stop the algorithm
and arrive at a solution, which is the best chromosome in the population, when the fitness

of the population converges to a certain extent.

1.6.0utline of Thesis

This thesis is structured as follows. In section 2 describes current related work done on
using workflow technology to solve e-commerce application problems. In section 3 we
will have an overview of the evolutionary algorithm, which is the basis of our solution. In
section 4 we propose our solution to optimizing the workflow process by the evolutionary
algonthm, and gives the implementation details of the solution. In section 5 we gives
experimental results. In section 6 we introduce a system design and implementation of

the proposed solution. Section 7 concludes the thesis.
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2. Related Work

Before we go ahead to our literature review, we will first have a look at the architecture
issues of a comprehensive solution for workflow management. Then we will have a look
at how the work done in literature fulfills the requirements of these issues and their

inadequacy. Last, we will identify how our work complements this inadequacy.

2.1.Workflow Management
[Schulz and Orlowska 01] stated the issues on architecture of a Workflow Management

System (WIMS):

e Generic product structure

® Process definition

s Process definition meta model
» Client applications

¢ Invoked applications

e Interoperability

o Administration and monitoring

Generic product structure defines what the components of a WIMS should be and how
they interact or communicate. Process definition gives the formats and interfaces in
which business processes are defined. Process definition meta-model defines the

top-level entities contained in a process definition. It also defines the convention for
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grouping processes into a related model and the use of common definition data across a
number of different process definitions or models. Client applications concem the
application-programming interface (API) for WEMS user clients. Invoked application
concerns the API for interaction between WIMS and associated applications.
Inter-operability provides an abstract specification that defines the functionality
necessary to achieve a defined level of interoperability among two or more workflow
engines. Administration and monitoring provide the facilities for control and keeping
track of the progress and status of workflow instance, and perform corrective actions

upon exceptional cases.

These issues point out the things that should be considered when designing a
comprehensive workflow management solution. It is merely a guide and no concrete
implementation is provided. Some pieces of work in literature try to respond to these

issues, but we have not yet seen a complete one.

2.2. Adaptive workflow management

A workflow reference model only defines a framework for various WIMS
implementations. Some traditional implementations with a static process definition are
often cnticized for their “rigid” workflow models, which sometimes require manual
coordination outside the system to carry out the task forced upon the user by the system.
This issue introduces the need for an adaptive workflow approach. Adaptive workflow
implementation provides flexibility to workflow modeling which makes it possible to
adapt the actual execution environment of the process. Such feature is essential for a

large-scale workflow management system of an enterprise in a distributed environment.

The architecture issues stated in section 2.1 are fundamental to a workflow management
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system structure. Based on this, [Han, Sheth and Bussler 98] addressed the need of

adaptive workflow.

Evolution due to changing environment - Business activities and environment are highly
dynamic and subject to continuous change. For this reason, re-structuring and
optimization of existing business process will become indispensable for most effective

and efficiency operations.

Ad-hoc derivation during workflow execution, usually dynamic refinement, user
involvement, unpredictable events and erroneous situations, will cause the workflow
instance to perform ad-hoc changes. Such changes usually do not affect the workflow

schema. [Tang 99]
2.2.1.Level of abstraction

Proper ways of handling workflow adaptation should be advocated by a suitable strategy
of “separating concerns” for coping with adaptive workflow management. The following

diagram could demonstrate the level of abstraction for workflow adaptation concerns:
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Higher abstraction level

<N Domain — Adaptation of a workflow system
to a changing business context
Process ——- Model evolution
Ad-hoc changes to model instances
- Schema
- Tasks
Resource Resources adjustment:
- Software component oo - Component & Interface
- Organization model - Human resources
- Data model - Data-related adaptation
Infrastructure — Systems Re-configuration

Figure 2.1 Abstraction levels of workflow models

Domain level concerns the business context and the business system to which the
workflow system constitutes. Process level concerns the changes, including evolutionary
and ad-hoc changes of workflow models and their constituent workflow tasks. The
problem includes the redesign, substitution and version control of workflow models and
handling the possible impacts. Resource level concerns the change in assignment of
workflow supporting resources. Infrastructure level concerns how the workflow system

adapts to different underlining implementation platforms and technologies.

Adaptation of workflow system to different business context often requires
re-development and re-implementation of the system. Resource adaptation is another

important issue, but we will not discuss in detail here. We believe that process level
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adaptation would bring the most benefits to the organization in terms of performance and
efficiency. After integration with other levels of adaptation, the workflow system
architecture would become more comprehensive. For this reason, we discover that most
work in literature focuses on process level adaptation. We will look into the details in

section 2.3.

2.2.2.Dynamic and Flexible Process Approach

The dynamic and flexible process approach for adaptive workflow tries to overcome the
often-criticized too-rigid process structure definition of workflow management system.
It allows modification to the process structure and process instance to enable them to
adapt to changes in the execution environment and criteria. Such dynamic changes would
give rise to difficulties in mapping the instance back to its schema and handling potential

impact to other instances and referenced data.

GPSG proposed by [Glance, Pagani and Pareschi 96] view documents and tasks as duals
to one another and exploits constraints to express the soft dependencies among related
activities. It takes care of the process definition issue of WIMS, but does not consider
administration and monitoring issues. [Chang, Gautama and Dillion 01] proposed
extended activity diagrams for adaptive workflow modeling. It visualizes large and
complex workflow systems. Under this modeling, work for a process is divided into
actions with pre-conditions. An action is only fired when it matches the pre-conditions.
The arrangement of actions is done by human decision and is not automated. [Van der
Aalst 99] proposed a generic model to describe dynamic workflow and provide ways to
handle the impact from changes in process structure during execution. However how to

change the structure is a human decision and is not automated. [Ellis, Keddra and
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Rozenberg 95] also addressed on dynamic changes within workflow systems. They used
petr1 net to model workflow and give a set of operations to implement the dynamic
changes. This piece of work is merely a representation of a dynamic system but the way
that the structure changes is left to human decision and is not automated. [Bider and
Khomyakov 00] proposed a state-based flexible approach to workflow management.
However this approach imposes too few controls over the process flow, which may resuit
in loss of control. It addresses the process definition issue of WEMS architecture. [Tang
99, Tang and Xing 99] proposed ad-hoc recovery on workflow management. It discussed
the possible impact of ad-hoc modification to process instances under the execution

environment. It addressed the process definition issue.

[Ivanovic and Budimac 99] proposed a framework that merges information flow and
maintenance with the decision making process. It contributes to the generic-product
structure and interoperability issues of WIMS. [Joeris 97] integrates workflow and
document management by an agent-based approach. It addresses the invoked application
and interoperability issues of WIMS architecture. Ad hoc recovery proposed by [Tang 99,
Tang and Xing 99] addresses on the process definition issue. The approach is to enable
controlled flows of instances to be diverged at run time without modifying workflow

schema.

[Marazakis, Papadakis and Nikolaou 98] proposed a flexible workflow management
approach by dynamic reconfiguration of work sessions in a dynamic and heterogeneous
run-time environment. It provides a set of APIs for the monitoring framework. However,
it does not give systematical global planning to help the work to achieve its goal. The
works discussed are only partly addressing the speed-up in workflow instance in

literature. There are no speed-up facilities provided in products like Flowmark and
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InConcept.

[Kafeza and Karlapalem 01] proposed the speed-up of workflow instance by greedy
algorithm. In their work, they exploited alternative paths in the workflow model. Then
advanced scheduling based on greedy algorithm was applied to the alternative paths
available on the process definition to find out the way with the least cost to completion.
One disadvantage for greedy algorithm is that it may be trapped in a local maximum

when optimizing process performance.

[Lucertini, Pacciarelli and Pacifici 99] proposed a framework for building layout for
optimal performance in material flow management in assembly systems. In their research
work only a basic infrastructure is proposed. No actual method for optimization is

addressed.

[Huth, Smolnik and Nastansky 01] applies topic map to ad hoc workflows in order to
manage process knowledge. The accumulated knowledge improves the process structure
design. It addresses the process definition issue. [List, Schiefer and Bruckner 01] studied
the process warehouse approach for knowledge management in workflow process design.
It helps capture the practices and norms of an organization. It addresses the process
definition issue. [van der Aalst; Verbeek and Kumar 01] uses exchangeable routing
language (XRL), which describe processes at an instance level, to represent process
definitions. Since XRL is instance-based, workflow definitions can be changed on the fly
and sent across organizational boundaries. It addresses the process definition issue.
[Heinl, Horn, Jablonski, Neeb, Stein and Teschke 99] stated that there are two methods
for providing flexibility to workflow management, namely selection and adaptation.
Based on this idea, {Halliday, Shrivastava and Wheater 01] proposed OPENFlow system.

Flexibility by selection is achieved by ensuring that there are a number of execution paths
27



in the workflow process so that key decision points are well represented. Flexibility by
adaptation permits dynamic changes to process structures to include one or more new
paths. This work addressed the process definition issue of WFMS architecture.
[Zainudin and Hamdan 01] proposed a design for workflow engine, recursive definition
and execution of workflow tasks. It addresses the process definition issue. [Grigori,
Charoy and Godart 01] addressed flexible data management and execution to support
cooperative workflow. With the aid of Coo transaction protocol, modeling process
structure according to a pre-defined manual and controlling them as in actual enactment
becomes possible. It addresses the process definition issue of WFMS architecture.
[Haake and Wang 97] proposed Cooperative hypermedia based process support system
aimed at flexible business process support. It provides the coordination and
communication support for structured to unstructured business processes. It addresses
the process definition issue. [Borgida and Mufata 00] provided a framework for data and
process on workflow system. It enables tolerating exceptions during workflow execution.

It addresses the process definition issue.
2.2.3.Extended Inter-organizational Approach

The focus of research for inter-organization workflow is on data interchange rather than
business process support. In fact many activities in electronic communication involve
processes across multiple orgamizations. There are efforts on the inter-enterprise process

supported by Workflow technology [WFMC 96].

XML [W3C 01] provides a facility to model complex data structure in a commeon and
exchangeable format. It allows inter-enterprise data interchange for heterogeneous and

potentially incompatible systems. Internet scale standard interoperability of workflow is
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being proposed by WfMC [Hayes, Peyrovian, Sarin, Schmidt, Swenson & Weber 01]. A
message set based on XML is defined. This message set is used for communication
amongst agents from different organizations for workflow interoperability. In fact the
work provides a descriptive infrastructure for the e-commerce environment. It does not
provide facilities to speed up and increase the efficiency of the activities in the E
Commerce environment. Extensible Database system for E Commerce [DeFazio,
Krishnan & Srinivasan 01] is another approach for inter-operability in E Commerce.
With the technology of XML, extensible storage, indexing, computation, data projection
and representation are implemented on the Oracle 8i: DBMS platform. This project
provides only a descriptive infrastructure for the inter-organizational environment but not
an optimization and speed-up mechanism. XML is actually a declarative approach to
enterprise integration. It does not concern performance optimization of logic on activity

execution.

Component-based Software Development 1s used to provide a 3-tier Web-based
enterprise application in [Pour 99]. The aim of this approach is to provide a timely
manner to develop and improve reliability, maintainability and overall quality. The
benefit on performance of this approach is limited to software design only. Activity

semantics improvement cannot be expected.

Protocol for E-commerce [Xing, Wan, Rustogi & Singh 01, Papa, Bremer, Hale & Shenoi
01] provides an infrastructure for inter-enterprise communication and interpretability.
Sophisticated e-commerce applications should be further implemented based on this

primitive communication channel.

[Van der Aaist 99] proposed a process-oriented architecture for E-Commerce and

inter-organizational workflow. It considered the inter-organizational activities with two
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forms of interoperability: case transfer and loosely coupled. In the form of case transfer,
each business party owns a copy of the workflow process definition. Cases are actually
instances of the run-down of the process. Cases may be transferred from one party to

another. The following figure shows a case-based inter-organizational workflow:

client vendor distributor
t
start stat sthrt
ProductSampleSpec
Or ShipMaterial

—
MaterialRequisifion /

ShipMaterial
MaterialReceived I Y

T T MaterialShipped
ProduceSample
' Y
end end O end

Figure 2.2 Inter-organizational workflow process

Some local variation may exist and mapping of the states under different variations is
defined to allow proper transfer of cases. It does not concern performance optimization

of logic on activity execution.

[Gal & Montesi 99] proposed a model for inter-enterprise workflow management systems.
The model proposed attempts to extend the standard workflow to enable the description

and control of the full life cycle of activities in supply chain management. The objective
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of the model is to ensure collaboration, where all parts of the system work together for
achieving the same goal, and submission, where a central mechanism provides
instructions to be followed by the various parts of the system for a supply chain. Under
this model a common workflow model is extended to have points of entry and exit to
allow inter-enterprise communication. Workflow virtual machines are implemented in
each organization in order to allow storage of local variables and perform inter-enterprise
with each other based on these variables. However, this model does not consider how to

arrange the connection between entry points and exit points to give better performance.

Crossflow project [Hoffner, Ludwig & Culcu 00] attempts to support the dynamic
establishment and enactment of a business relationship between two organizations. It is
further enhanced by automating the set up of the contract enactment and supervision
infrastructure, and by connecting them together to allow the business process of the
partners to cross their organization boundaries. Crossflow uses a business end-to-end
approach to provide support to a business process cycle for the inter-organizational
environment, which includes service contract establishment, enactment, termination and
analysis. However, the main contribution of Crossflow lies in inter-enterprise operability,

and not in the idea of optimization of activity arrangement for better performance.

[Zeng, Ngu, Bentallah & O’Dell 01] build an agent based workflow architecture
supporting inter-organizational workflow using their component-based workflow model.
In this model, tasks may be dynamically assigned to service providers during the
enactment of a cross-enterprise workflow. However, the arrangement of tasks is not

optimized to give best efficiency.

XPECT [Andreoli, Pacull & Pareschi 00] uses Coordination Language F acility (CLF) to

coordinate distributed objects in a framework for E Commerce. It does not provide
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facilities to speed up and increase the efficiency of the activities in the E Commerce

environment,

[Ling and Loke 01] uses a mobile agent to enable inter-organizational workflow. An
itinerary algebra is developed to ensure the liveness of each agent, which is essential for
providing correct and reliable collaboration among all parties under the mobile
environment. It addresses the inter-operability issue. [Le Pallee and Vantroys 01]
proposed meta-object facility and inheritance to improve cooperation in WFMS and

hence to support inter-organizational workflow.

2.2.4.0ther Workflow Management Approaches

As workflow management system collaborates work of different members in
organization, there would arise an issue of concurrency control, which means handling
the coordination of workings by different concurrent parties and resolving potential
conflicts. [Lee, Han and Shim 01} analyze possible read-write and write-write conflicts

for concurrent workflow definitions. This is also important for WFMS inter-operability.

[Lee, Han and Lee 01] address how to handle the wireless environment with unreliable
connection when deploying workflow management application to such platform. With
the support of disconnected (offline) operation, adaptability to the mobile environment is

provided to WFMS. It addresses the inter-operability issue of WFMS architecture.

Knowledge management for workflow is studied in [List, Schiefer and Bruckner 01]. It
uses the process warehouse approach for knowledge management in workflow process
design. It helps capture the practices and norms of an organization. It addresses the

process definition issue.
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2.3.Concluding Remarks
The contribution of the researches discussed regarding WIMS architecture issues can be

summarized in the following table:

Table 2.1 Issues covered by literature in adaptive workflow management

Research work/Package Generic Process Process Client Invoked Interoper | Administ
Product Definition | Definition | Applicati | applicatio | ability ration
Structure Meta on ns and
Model moniterin
2

“

[Glance, Pagani and Pareschi
96]

<

{Chang, Gautama and Dillion
01]

[Aalst 99]

[Ellis and Rozenberg 95]

[Bider and Khomyakov 00}

[Tang 99, Tang and Xing 99]

SNRSEYRNEN

[Ivanovic and Budimac 99] v

[Joeris §7] v v

[Tang 99, Tang and Xing 99]

s

[Marazakis, Papadakis and
Nikolaou 98]

[Kafeza and Karlapalem 01]

AKX

[Lucertini,  Pacciarelli  and
Pacifici 99]

[Huth, Smolnik and Nastansky v
01]

[List, Schiefer and Bruckner 01] v

[van der Aalst; Verbeek and v
Kumar 01]

[Hailiday, Shrivastava and v
Wheater 01

[Zainudin and Hamdan 01] v

[Grigori, Charoy and Godart v
01]

[Hayes, Peyrovian,  Sarin, v
Schmidt, Swenson & Weber 01]

[Pour 991 v

A RN

[DeFazio, Krishnan & v
Srinivasan 01}

<

[Xing, Wan, Rustogi & Singh
2001, Papa, Bremer, Hale &
Shenoi 01]

Aalst 99]

[Gal & Montesi 99] v

Hofner, Ludwig & Culcu 00]

S RARNEN

[Zeng, Ngu, Bentaliah & O Dell
01]

b

[Andreoli, Pacull & Pareschi
00

[Ling and Loke 01]

[Le Paltee and Vantroys 01]

R RSN

[Lee, Han and Shim 01]

Lee, Han and Lee 01]

[List, Schiefer and Bruckner 01}

From the review in literature we see that the current research effort on adaptive workflow

focuses on dynamic feature modeling and on the capability to handle the impacts from
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dynamic changes in process structure. These approaches address the inter-operability
issue of workflow system architecture. However, few or even none of them concerns
automated performance optimization and evaluation of current practices, which should
address the administration and monitoring issues. Current adaptive workflow research
work is weak in this area despite that it plays an important role in a comprehensive

workflow management solution. We may check this fact out in the following diagram.

Work done on workflow adaptation and exceptional handling already provides a good and
robust but rather primitive basis for adaptive workflow management. We believe the
right directién for the delivery of a comprehensive solution for adaptive workflow
management is to build a framework for optimizing process structure and monitoring

performance of process instance.

Generic Product Structum Genaric Product Structure
Process Defintion and Procass Definition and
Waty Mode! i N
invoked Applications
Hstsmogansous Workflow
Systams
Client
Cllem Applications
Applicalions

Administration
and Monltoring

Interoparabiltty

Genaric Product Structurs

Procoss Definition and
M oga!

Invgked
Appiications

Clisnt
Appiications

Figure 2.3 Integration of proposed framework
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3. Overview of Genetic Algorithm

3.1.Preliminaries
3.1.1.The method

In the 1970s, Holland invented genetic algorithm as a computer program that mimics the
evolution process observed in the natural world. Such evolution has the following

features:

e Evolution operates on the encoding chromosome rather than on the object the

chromosome encodes for.

e The chromosome and the performance of the decoded structure are linked by natural
selection. Such linkage allows chromosome that encodes more successful structures

to reproduce more often.

® Evolution takes place when reproduction is performed. Such evolution includes
recombination of features from parents to form new children. Mutation may cause

such children to have some features not possessed by their parents.
Genetic algorithm has the following elements:
Population as search space to optimize

The algorithm manipulates a population, which is a set of candidates for possible

solutions to a problem. This forms the search space to an optimization problem.

Chromosome
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Chromosome is the encoded representation of a solution to a problem. There are many

ways to encode a solution to a chromosome. More discussion would be on section 3.2.

Genetic Operation

Genetic operations include selection, crossover and mutation. More discussion would be

on section 3.2.

Each encoded chromosome is associated with fitness

Each chromosome is associated with a fitness that reflects how good it is in solving a

problem.

A simple genetic algorithm can be demonstrated as follows:
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The genetic algorithm

1. Initialize a population of chromosomes

2. Evaluate the fitness of each chromosome in the population

3. Reproduce new chromosomes by mating current chromosomes. Mutation

may be applied as parents mate

4. Delete members in population to make room for new chromosomes

produced.

5. Evaluate the new chromosome and insert it into the population

6. If time is up, terminate the iteration and return the best chromosome as

solution. Otherwise go back to step 3.

Figure 3.1 The genetic algorithm

3.1.2.Encoding

Fundamental to the GA Structure, encoding is the process of representing competitive
features of a solution, known as phenotype, in a chromosome, namely the genotype of the
solution. The detailed way to encode solutions depends on the nature of the problem.

Usually chromosomes are in the form of a string of digits or binaries. Examples:

000001100611000010111
01689400665066

A large number of optimization problems have real-valued continuous vanables. A
common way to encode them is to use their integer representations. Each vanable is first

linearly mapped to an integer defined in a specified range, and the integer is encoded
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using a fixed number of binary bits. The binary codes of all the variables are then

contented to obtain a binary string.

3.1.3.Genetic Operations

Operations in Genetic Algorithm include parent selection, crossover and mutation. Each

operation has an occurring probability.

3.1.3.1. Roulette Wheel Parent Selection

In a natural evolution process, the fitter the population member, and the more the chance
it reproduces. Roulette wheel selection is a commonly used technique that tries to mimic

this fact.

Roulette Wheel Parent Selection

1. Sum the fitness of all the population mumbers; the result is kept as the total

fitness

2. Generate a random number, known as n, between 0 and total fitness

3. Find the first population member whose fitness, added to the fitness of the

preceding population member, is greater than or equal to n.

4. Return this member as the candidate.

Figure 3.2 Parent Selections
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3.1.3.2. One-point Crossover and Mutate

Crossover swaps randomly selected sections of two parents to produce two new children,
which are genetically different from their parents and are, hopefully, better than their
parents in fitness. Crossover is an extremely important component of genetic algorithm,
making it different from other optimization methods such as those using empirical tests.

If such operation is removed from the algorithm, the performance will be much lower.
3.1.4.Steady State GA

When new children are reproduced, they will replace existing members in the population.
To avoid the problem of some good members in the population not reproducing at all and
the good feature in the population being lost in crossover and mutation, a reproduction
technique must be employed. Steady-state GA replaces only one or two individuals at a

time rather than all the individuals in the population. It can prevent the above problem.

Steady-State Reproduction

1. With reproduction create n new children

2. To make space for these children, delete n members from the population

3. Evaluate and insert the children into population

Figure 3.3 Steady-State Reproductions

3.2.Genetic Algorithm and Graph problem
In the topology optimization problem proposed in {Schiffmann 00], a generic framework
for encoding in the evolution algorithm is proposed. The method is a combination of

direct encoding and parametric encoding. Direct encoding does not use a separate
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genotype representation, but encodes the phenotype directly. This is done by
representing the connection in a matrix. Parametric representation uses numeric values
such as the number of hidden layers, the number of hidden nodes and the connection
pattern among different layers to describe the network. The central idea is to interpret the
nodes tn the network graph as layers that are themselves further specified by parametric

representations.

Genetic algorithm has been proposed to solve optimization of graphs. [Barreto and
Barbosa 01] layout graphs using genetic algorithm. Their algorithm tries to minimize
several aesthetic criteria. In the graph-based approach for sorting network problem in
[Choi and Moon 01], each sorting network is represented by a chromosome. The
corresponding pair of input buses of comparator for sorting networks represents each
gene. Evolutionary approach for solving degree-constrained minimum spanning tree
problem has been proposed in [Knowles and Corne 00]. The genetic algorithm used
employs the randomized primal method (RPM). [Magyar, Johnsson and Nevalainen 00]
uses a hybrid genetic algorithm to solve the 3-matching (3MP) problem, and
NP-complete graph problem. It uses integer strings to represent the connected nodes in
the graph. Genetic algorithm is also used to optimize data flow graph with muitiple
objectives [Landwehr 99]. Under this approach, genes represent the sub-expression, and
gene forms the chromosome that represents the whole expression. Fuzzy-graph based
genetic algorithm is proposed in [Qian 99] with application to image interpretation. [All,
Nakao, Tan and Chen 99] presents an evolutionary algorithm for graph coloring problem.
Colors and edges are encoded in a 2-dimensional artificial string. As part of the routing
problem of all-optical network, the power assignment problem is solved by genetic

algorithm in [Ali, Ramamurthy and Deogun 99]. In [Tang, Eshraghian and Cheung 99]
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genetic algorithm is used to perform constrained via minimization. Via is a mechanism
(hole) through which wire segments that belong to the same net but distributed on
different layers are inter-connected. This is a typical optimization problem in very large
scale integrated circuit (VLSI) routing. In the proposed algorithm, a chromosome is a
switching plan in the form of a binary 2-dimensional matrix that denotes connections of
vertices. In [Chen, Fu and Lin 00}, a genetic algorithm embedded search strategy over a
hybrid color-timed Petri-Net for wafer fabrication is proposed. Indirect approach is used
in chromosome representation to phenotypes, which describes the features that set up the
routing. [Tabbara, Dana and Mansour 00] addresses the problem of decomposing a
weighted graph into a specified number of sub-graphs such that these graphs have
balanced sums of vertex weights and minimal sums of edge weights. In the proposed
hybrid genetic algorithm, vertex of the graph solutions are arranged in chromosomes, the
arrangement of which represents how they are connected. It is a direct approach for
encoding. Dynamic rule graph plays an important role in data mining applications. The
drawing process involves dynamic models. Genetic algorithm is proposed to solve the
problem in [Kuntz, Lehn and Briand 00]. In the proposed algorithm, chromosomes

represent the arcs in dynamic rule graph directly.

Design of optimal network is an optimization problem. Genetic algorithm has been
proposed to solve such problem. [Sawionek, Wojciechowski and Arabas 99] One
interesting part of the problem is how to encode graph design into chromosome string for

genetic algorithm. This is a special genetic algorithm encoding method.

3.3.Proposed Graph Optimization by Genetic Algorithm
Our proposed work tries to find an optimal arrangement of tasks in a process structure
with given constraints. This problem can be solved by the graphical approach. How the
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workflow problem being modeled by graph will be discussed more in detail in section 4.
A graph actually can be modeled with a set of nodes and edges, G = {N, E}. How a graph
differs from another lies in its different connection byedges between nodes. Hence we
may denote a connection in a graph by C = {N1, N2}. The graph design can be described
by all connections between the nodes. A 2-dimensional matrix may represent such
connections. In this matrix, each 1 in the matrix means there is a connection between the

nodes denoted by the row to the node denoted by the column.

Figure 3.4 Example of process as connection of nodes

HEROOD P
=

Figure 3.5 Corresponding connection matrix representation for the process

The above representation denotes a directed graph. An undirected graph may be denoted

by the union of the matrix with its transpose.
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Figure 3.6 Example of undirected graph

A B c D E F
A 1
B 1 1 1
C 1 1
D 1 1
E 1 1
F 1 1

Figure 3.7 Connection matrix for an undirected graph
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3.4.Difference between Job-shop scheduling problem
and proposed Workflow Process optimization

problem

Job shop scheduling is a problem of finding the optimal allocation of jobs to multiple
processors running in parallel [Fox 94]. This problem has some similarity to our process
optimization problem. However, it cannot handle many issues that our proposed solution
had considered. We should like to have a comparison of the two problems. The similarity

and difference between them is listed below:

Table 3.1 Similarity among job shop scheduling and process optimization

Similarity

Problem nature is that given a set of tasks or jobs, find the optimal arrangement
Supports sequencing of parallel jobs/tasks. Resultant sequence complies with given
constraints. '

Table 3.2 Differences among job shop scheduling and process optimization

Differences
Job shop scheduling Process optimization

Jobs are independent, use only time|Tasks are connected with precedence
sequence to indicated precedence|relationship

relationship '
Number of machines usually predefined. No explicit limit on concurrent tasks.
Hence limited concurrent jobs. |

In job shop scheduling problem, although there were multiple machines to run jobs
concurrently, we cannot trace out the relationship between jobs in different machime.
Although the time sequence indicates their precedence relationship, the information flow
was suppressed under the problem model. In process optimization, the task precedence
relationship is explicitly defined and emphasized. The difference shows that our work

provides a unique contribution to workflow process optimization.
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3.5.Remarks

The reason for us to choose genetic algorithm to be our solution to the workflow process
problem is that genetic algorithm has the ability to escape from local maximum in search
space and reach the global maximum. We believe that in our problem domain, some
similar process structure will have better performance and group together in the searcﬁing
space to form local maximums. As genetic algorithm has such characteristics, we believe

that it will be a good candidate to solve the described problem.

We have seen the traditional genetic algorithm and its variants. We have also seen how
genetic algorithm is modified to solve graph optimization problems. Since a workflow
process may be modeled by a graph, we can adopt such approach for our adaptive

workflow framework.
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4. Adaptive inter-organizational
workflow - Evolutionary
approach

4.1.0verview
We first have an overview on what the algorithm does. Given a set of tasks for a process,

we try to find an optimal arrangement for a process structure.

Figure 4.1 Tasks before optimization

The optimization process can be divided into three stages:

Segmentation - At this stage, we partition the task in the set into segments according to

organizational boundary.
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Figure 4.2. Segmentation

Optimization of each segment - At this stage, we optimize the task arrangement inside

each segment by evolutionary algorithm.
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Figure 4.3 Recombine after optimization

Re-combine - At this stage, we recombine the segments into a whole process structure for

the overall inter-organizational activities.

4.2.Segmentation of inter-organizational process
according to organizational boundary

Two problems arise if we find the solution by optimizing all the tasks together to yield
one large process structure. First the performance of such optimization would become so
slow that it makes the framework infeasible. Second, such optimization will produce

execution paths that go across organizations many times, which does not agree with the
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semantic of inter-organizational operations. For this reason, we have to partition the task

before we perform the optimization to yield the resultant process structure.

The idea of segmenting the process is to partition the unstructured tasks of the whole
inter-organizational process. Then we optimize each partition separately to form
sub-section of process. Finally we recombine these sub-sections to yield the whole

process as final solution.

There are many possible ways to perform the segmentation, i.e. define the boundary. We
may divide the process into partitions with the same number of tasks. We choose the way
of dividing the tasks of the process according to organization boundary, i.e. partition by
which organization performs the tasks. In this way, the optimization process aligns with

the semantics in the inter-organizational environment

4.2.1.Definition of segmentation

Given a set of tasks for an inter-organization process, we define sets for each
organization’s segments. We assign membership of each set to each task in the process.
Each segment may be considered as a sub-process and is to be executed sequentially. For
this reason, we could ensure that all tasks in a former segment are executed before those

in later segments.
4.2.2.Requirement of segmentation

The information dependency requirement should be fulfilled after segmenting the tasks.
To achieve this goal, we should not schedule any tasks before the tasks on which they
depend in the resultant process structure. For this reason, in the set of segments produced
n segmentation, former segments should not contain any task that depends on tasks in
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later segments in the structure.
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4.3.Evolutionary Algorithm for Workflow Optimization
4.3.1.0verall algorithm |

As stated in section 3.3, a process can be modeled by a directed graph, an a graph may be
encoded into genetic chromosome as a 2-dimensional array. We optimize such encoded
chromosome with the process of initialization of population, selection, reproduction,
fitness evaluation and, finally, the extraction of the optimal result. The overall algorithm

can be described by the pseudo code in figure 4.1.

Initialize Population
Selection
Reproduction
Crossover
Mutation
Fitness Evaulation
Repeat from Selection until Predefined Number of Loops

Figure 4.3. Pseudo code for genetic algorithm

We will give detailed explanation of the modeling approach and the implementation of

genetic operations in the coming sections.

4.3.2.Model of a process

4.3.2.1. Assumption

We assume that each workflow process consists of connected tasks. The connection
between each task is directional, indicating the process flow. Each process has one or
more startup and finishing tasks. For this reason, a workflow process can be represented

by a connected graph, as shown below:

50



Figure 4.4 A Process example

4.3.2.2. Process and precedence relationship of tasks

We had defined the formal representation of the problem in section 1.4. In our case each
process is actually a directed graph with nodes as tasks and edges as transitions from one
task to another. [Sawionek, Wojcichowski & Arabas 99] provided a solution for

optimizing graph design with evolution algorithm. As stated in section 1.4, we denote
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each process in this form, P = (T, E,R), where T is a p element set of nodes representing

tasks in the process and E is a q element set of edges representing transitions from one

task to another after it has been completed. A connection matrix for Pis a px p matrix

with the entry a;; equal 1 if there is a connection from the i™ node to j* node, and 0

otherwise (i,j=0,1,---p-1).

4.3.2.3. Constraints and feed-backward information

As one task is completed, information from it will be used by the next task. For each task,
there is a precedence relationship with other tasks. We have denoted such relationship in

section 1.4 as Pre(T,,T, )where T,, T, € T. Information dependency constraints specify

that for certain tasks they must contain information from some other tasks. Such

constraints could be regarded as a set of rules given by R(7,,7,), where7,, T, e T. A

process structure P is said to satisfy the constraints set D if the following condition holds:

Preo R

The precedence relationship amongst tasks is the basis of fulfillment of constraints to the
workflow structure. As some tasks depend on information or results from other tasks,
they cannot be executed before the tasks they depends on. The following examples show
some constraints and how they affect the workflow process structure. A process consists

of six tasks, namely Task A to F. Some constraints must be fulfilled for this set of tasks:

Constraint 0: All tasks must get information from Task A
Constraint 1: Task C must get information from Task B
Constraint 2: Task D must get information from Task B
Constraint 3: Task F must get information from all other

tasks
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The above constraints give the following set of constraint rules:

R={(R,..R,}

R =R(A,B},R, = R(A4,C), R, = R(B,0),
R, =R(A,D),R, = R(B,D),R, = R(4,E),
R, = R(A,F),R, = R(B,F), R, = R(C, F),
R, =R(D, F),R,, =R(E,F)

Figure 4.5 Constraint rules

Possible valid processes that fulfill these constraints include:

Pre={Pr, ...Pr,}

Pre, =(A4,B),Pre, =(4,C),Pre, =(4,D),
Pre, =(4,E),Pre, = (A,F),Pres =(B,0),
Pre, =(B,D),Pre, =(B,F),Pre, =(C,D),
Pre, =(C,F),Pre,, =(D,F),Pre,, =(E,F),
PreoR

(=)
(™

Figure 4.6 Information carriages of tasks
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o Pre ={Pr, ...Pr,;}
o Pre, =(4,B),Pre, = (4,0),Pre, =(4,D),
Pre, =(4,E),Pre, =(A4,F),Pre, =(B,C),
e.o Pre, =(8,D),Pre; = (B,E),Pre, =(B, F),
Pre, =(C,E),Pre, =(C,F),Pre,, =(D,E),

(e) Pre,, = (D,F),Pre, = (E, F),
Preo R
®

Figure 4.7 Information carriage of another process

Up till now we have assumed that all information dependencies are feed-forward.
Actually there may exist some dependency that is feed-backwards. This means that any
tasks between this feed back pair may need to be re-executed since information from the
tasks they depend on may be changed due to backward feeding. We distinguish such
information dependency from normal ones since such dependency will incur repeated

execution of certain tasks.

We used the following representation for such feed-backwards in section 1.4:

F={F..F}
Vxe{l..m},F, = P(T.,T,)and Z,(T.,T,), where c,d € {1...n}

Some examples of feed-backward information are as follows.

Feed Back 0: Task D may feed back to Task B

Feed back 0: Task E may feed back to Task A
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4.3.2.4. Cost incurred by feed-backward

Figure 4.8 Feed-backward

As suggested by the term feed-backward, such kind of dependency implies changes have
been made to work done previously. The repeated execution of previous tasks incurs
additional costs. Such cost can be measured by evaluating the amount of tasks to be

repeated.

How to count the amount to be repeated if a feed-backward occurs? To solve this
problem we have to evaluate the travelling distance from the destination to the origin of
feed-backward. However some parallel paths in such travel may exist. Since their effects
go in parallel, only the longer path, which incurs the larger cost, would be significant to
the overall performance. For this reason, we define the cost for a feed-backward as the
length of the longest path for traveling from the destination to the origin of the

feed-backward.
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4.3.3.Chromosome representation of workflow process

4.3.3.1. 2-dimensional matrix for task connection

[Sawionek, Wojciechowski & Arabas 99] used a two dimensional matrix to represent the
connections of nodes of a directed graph. Each row and column of the matrix represents
a node. If there exists a connection from node A to node B, a "1" is put into the
intersectidn of the row and column of the two nodes. This is suitable for representing
workflow, which is a set of connected tasks ‘as_we assume. Each column and row
represents a task. Each "1" element in the matrix indicates there is a connection from the

task of the row to the task of the column.
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Fitness:

Figure 4.9 Connection matrix for the example

4.3.4.Initia! Population Generation

To start the evolutionary algorithm, we need an initial population set of solutions, which
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is usually generated randomly. The connections among tasks should be randomly
established in order to generate random solutions. However, since the solutions should
fulfill the information dependency constraints, such connections could not be arbitrarily
established. For this reason, the “randomness™ should be constrained. As specified in
information dependency constraints, each task should have preceding and succeeding

tasks.

We use the following approach. For each task, we randomly select tasks from its
preceding and succeeding tasks in the constraint specification, instead of adopting the
whole set of tasks in the process. Then we assign connections from the selected
preceding task to the task, and from it to the succeeding tasks. In case the same
connection already exists, we do not add the connection in order to avoid too many

redundant paths among the process structure.

The following steps can illustrate the detailed algorithm design for population generation:
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Step 1: Randomly reorder the tasks, put into a list. Process the task in random order

To provide the randomness to the generated results, we process the task in random order.

This would provide more possibility in population generation.

ONONONGEONO

Figure 4.10 Tasks before optimization

Step 2: For each Task, identify all tasks that should be as its preceding task as specified in

the constraints.

We start from the beginning of the randomly ordered list and process each task. For each

task in process, we mark it as the current task.

H Current Task: D
Preceding Tasks for D: A,B
Figure 4.11 Information dependency for Task D

Step 3: For each preceding task, identify all tasks that contain information from it.

Most apparently, the task that contains information from the preceding task is the
preceding task itself. However, this task may have connection to other tasks, which may
also contain information from it. For this reason, it is equivalent for the current task to
assign connection from the preceding task or its successors. The set of task that contains
information from the preceding task, which includes the preceding task itself, and all its

successors, forms the candidate set for assigning connection to the current task.

ONONONGEONG
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Figure 4.12 Candidates for proceeding task of Task D
Step 4: Randomly select one from these tasks, assign connection from it to current task.

As one connection is enough, we randomly select a task from the candidates and assign

connection for selected candidate to the current task.

H Selected candidate: B
Assign connection from Bto D
Figure 4.13 Assignment of connection from Task B to Task D
H Preceding Task for D: A
Candidate for connection: A

Figure 4.14 Information dependency for Task D
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H Selected candidate: A
Assign connection from A to D

Figure 4.15 Assignment of connection from Task A to Task D

Step 5: Removal of Redundant link

Assigning connection in such way may produce many redundant connections, which are

in the following form:
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Redundant Link

Figure 4.16 Redundant Link Example

In the above example, the direct link we pointed out actually cannot be utilized since an
alternative with more transition of nodes exists. It cannot be executed before the longer
alternative finishes its execution. We have to remove these links to make the resultant
process structure more sensible. Detection and removal of such connection must be

performed each time we add new connections to the graph.

When we advance the algorithm to Task B, the above situation may occur:

GO O 60 O 6

U Current Task: B
Preceding Tasks for B: A

Figure 4.17 Information dependency for Task B

O OO O 6

Preceding Tasks for B: A
Candidate for connection: A, D

Since D contains info from B, reject

Figure 4.18 Candidate for preceding task of Task B
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H Selected candidate: A
Assign connection from Ato B

Figure 4.19 Assignment of connection from Task A to Task B

In this case, the link from A to D becomes a redundant link. We remove it from the graph.
Note that when we select a candidate for information requirement from A to B, we do not
choose D, which is a successor of A, as one of candidates. Since if we assign connection
from D to B, a loop will be formed in the process structure. We get rid of such case in our
algorithm by rejecting tasks that already contain information from current task as

candidate for connection.

H Reduntant link A to D removed

Figure 4.20 Redundant Link Removed

We advance the steps until all tasks in the list are processed.

Current Task: C
Preceding Tasks for C: A, B

Figure 4.21 Candidates for preceding task for Task C

ks

Preceding Task for C: A
Candidate for connection: A, B
Selected D, assign connection

Figure 4.22 Linked assigned to Task C
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Finished result

Figure 4.23. Finished result
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4.3.5.Genetic Operators Implementation

The following is a sample process specification with 20 tasks and their information

dependency constraints. This example will be used intensively for the following

presentation of genetic operations such as crossover, mutation and fitness evaluation.

Table 4.1 Experiment Tasks for the algorithm

Task No. [Name Successors (Feed Forwards) Successors
(Feed
backwards)

0]A2113 Determine markup-markdown policles]i,2,5
1|A2121 Plan on-floor product distribution|2,3,5.5,11,14,20,23
cycle and schedules I
2|A2122 Determine seasonal volume and|56,11
buffers
3]A2131 Develop/adapt logos and labels 4,5,6,7,8,10,11,18,19 1,
4]A2132 Design/deveiop visual merchandising |16,6,8.9,10,14,18,19 3,
5|A2141 Design material adopfion £0,10,11,12,17,18,19,20,2,22 3
6|A2142 Design accessories 10,10,11,12,17,18,19,20,2,22 X
7|A2143 Design construction methods and]!0,11,14,18 4,56
workmanship level
8|A2144 Designcolourwayiline combos 11,12,13,14,19,22 4,5
9]A2145 Select care instructions and tag-onjl0,12,13,14,i5 ]
materials
10]A215 Establish quality standard and policles ]2,13,14,18 56,7
11{A216 Develop portfolio sketch books 18,19,19,2,22 125678
12]A2311 Evaluate ad select dying processes 5,6,8.9
13]A2312 Evaluate and select add-ins finishing 5.6,8,9,12
properties
14]A232 Examine overall collection image and}13,19.2 1,5,10
quality consistence
15|A2331 Evaluate and select control quota]ls]18
categories
16]A2332 Evaluate contemporary taniff and duty| 18
Jrestrictions
17|{A2333 Examine contemporary blackiisted 3.6
materials & finishings
18|A2411 Fitting and sizing 20,22 7.14,15,16
19]A2412 Confirm colourways, prints, frames,]20,22 5.7.14,15
silhouette
20JA2413 Streamline collection components 1,3
21]A2421 Arrange collection presentation, trade|22,23 0,1.2,3,11,19,20
shows
22|A2422 Prepare catalogs 23, 34,5,6,8,18,19,20,2
23|A2423 Streamline collection breakdown 1,5,18,19,20
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4.3.5.1. Selection

Selection is the process of getting two randomly selected samples from the population to

be the parents of reproduction.

Selection
F, = Randomly selected from population
P, = Randomly selected from population

Figure 4.24. Selection

4.3.5.2. Crossover

The purpose of crossover in GA is to swap the genetic information of parents and hoping
that a better child is produced. During crossover we randomly select tasks as crossover
points. Then we swap the connection configuration of the tasks in two parents, producing
two new children. Since this process changes the connection structure of the process,
some information dependency constraints may no longer be fulfilled. We must apply the
recover algorithm to make the children comply with the constraints. The recover

algorithm will be discussed in detail in following section.

Given two randomly selected parents, Py and P2, from the population, the crossover

operation can be formally defined as follows:

Crossover

S{£) =Randomly selected positions
S(#,) = Randomly selected positions
A =(R-S(ANVS(A)

Py = (P, -S(R))VS(H)

Figure 4.25. Crossover
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Step 1: Select two samples from population as parents for crossover

We demonstrate the crossover by the following two parents
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Figure 4.26. Selected parents

Step 2: Select points for crossover

Points for crossover is randomly selected. To demonstrate the crossover operation in this

case, we crossover the two parents at points 1, 3,6, 9, 15,17, 18 and 23.
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First Child
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Figure 4.27 Crossover — Swap of connection configurations for selected tasks

Step 3: Swap connection configurations for selected points

The configurations of connection from preceding and to succeeding tasks for these tasks

are swapped.

Step 4. Recover the process structure to meet information dependency constraints

Since such swap may break the connection for depending tasks as specified in the

constraints, connections are added to restore the dependency. The approach for adding

connections is the same as that for initial population generation. Connection is assigned

to the preceding task itself or one of its successors, which is randomly selected.

Recovery

R:

Direct connections for all depending tasks that not connected

Redundant Links
(PUR)-X

X =

P=

The recovery algorithm can be represented in figure 4.28

Figure 4.28. Recovery algorithm
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Figure 4.29. Recovery of children in reproduction

4.3.5.3. Mutation

The purpose of mutation is to provide some chance for the searching points to escape

ts, hence increasing the chance for finding out a global

imum poin

from local max

maximum fitness solution. Mutation is performed in the following steps.
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Figure 4.30. Mutation —
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Step 1: Mutation points selection

Some tasks in the process structure are selected randomly as mutation points.

Step 2: Mutate the connection configurations of these points.

For these selected tasks; clear all original connection configurations. For all preceding
and succeeding tasks as specified in the dependency constraint, we randomly select from

them and assign connections between the mutation point and them.

Step 3: Recover process structure to fulfill information dependency constraint

Since this also breaks connections amongst between some inter-depending tasks, we must

apply recover algorithm to ensure the result is valid.

Given a randomly selected parent, P}, from the population, the mutation operation can be

formally defined as follows:

Mutation

M (F) = Randomly selected positions

M'(PB) =Randomly generated values for selected positions
P =(R~M(B)UM'(B)

Figure 4.31. Mutation algorithm
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4.3.6.Fitness and Stopping Criterion

4.3.6.1. Fithess Evaluation

Fitness determines how good a sample inside the population is, and usually the fitness of

the sample determines the chance of survival during the evolutionary algorithm.

Since our objective of optimization is to minimize the cost incurred by feed-backwards,
and the cost is usually in terms of tasks to be repeated, we must first define the cost for

proceeding from one task to another in terms of resources taken for such proceeding.

If there is only one path from the destination of feed-backward to origin, the distance is
simply the summation of resources taken by all tasks on this single path for proceeding

from the destination to origin again, including the destination itself.

A Measure
Dastination of feed backward competition profies g — — —

'

Asess brand
profiles
Distance from "Measure competition l
profiles” to “Plan on-floor production
distribution cycte and schedules®™: 5
Asess and fix
capitat costs

:

Asess line profiles

:

Measure
complementary
services/evaluate

ormance

Plan on-floor
. production |
Crrigin of feed backward distribution cycle

and schedules

Figure 4.32 Feed back path length measurement
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If there are multiple paths from the destination of feed-backward to origin, the distance is
the distance of the path taking the most resources among all paths. This is because we
want to measure the most significant impact of feed backwards in our evolutionary
algorithm.

Distance from "Measure competition
profiles” to "Plan on-floor production
distribution cycle and schedules™: 3

Destination of feed backward

Measure

competition préfiles [~~~ ]

=

los

! | —1— Longest path

(= o

Asess bran
profiles

b J i

Asess and fix
capital costs

¥

Measure
complementiry
l services/eval

Asess line profiles

o
@

performanc

w

3
Plan on—ﬂog r
. I productiory | i
Ongin of feed ba rd distribution cycle

and schedules

Figure 4.33 Longest Path

In the following example, the resources taken by each task are listed as follows:

Table 4.3 Resource taken for each alternative path

Task Resources taken

Measure competition profiles

Assess and fix capital costs

Assess line profiles

Assess brand profiles

Measure complementary services/evaluate performance

Wil N R R W b

Plan on-floor production distribution cycle and schedules
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From this information, we can calculate the resources taken by each path:

Table 4.3 Resource taken for each alternative path

Path Resources taken

Measure competition profiles -> Assess and fix capital costs|5

-> Plan on-floor distribution cycle and schedules

Measure competition profiles -> Assess line profiles -> Plan(4

on-floor distribution cycle and schedules

Measure competition profiles -> Assess brand profiles ->|6
Measure complementary services/evaluate performance ->

Plan on-floor distribution cycle and schedules

By calculation we know that the longest path is “Measure competition profiles -> Assess
brand profiles -> Measure complementary services/evaluate performance -> Plan

on-floor distribution cycle and schedules”.

We define the fitness of each chromosome as the total cost incurred by the longest path of
all feed backward pairs of tasks.
4.3.6.2. Stopping Criterion and Result

The reproduction will stop if the number of generation is equal to a predefined stopping
number. After the iteration stops, we return the best solution in the population as the

solution.
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5. Experimental Results

In this chapter, we present the results regarding the performance of the proposed
algonithm for process optimization. We use Java language to implement the algorithm. A
number of experiments were performed to verify the performance of the proposed
algorithm and evaluate its advantage over other approaches. In section 5.2.1, we
performed the experiment over simulated data, which provided fast performance for
evaluation of the feasibility of the algorithm. In section 5.2.2, we performed the

algorithm on real data to observe its performance under complicated cases.

5.1.The Experiment Details
5.1.1.Experimental Data

The data for expeniment are the definition of tasks and precedence constraints for

constructing process. Such data can be quantified by two main characteristics:
®  Number of Task Nt

® Number of constraints Nr, which is, the number of pair of tasks that the order for

them is constrained.

The experiment runs on real and simulated data. The real data is based on a real case in
the design, manufacture and distribution procedure from the textile industry. It contains
103 tasks and 926 constraints for task precedence requirement. These tasks are
partitioned into 3 segments according to the approach specified in section 4.2. The
simulated data is a set of 3 simplified versions of real data. They consist of the same set

(and number) of tasks and with 46, 86 and 125 constraints respectively.
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5.1.2.0bjective of Experiment

To inspect the influence of different factors to the performance of the proposed method,
we compared the output of the proposed algorithm with different searching approach on
different number of tasks and complexity. The different approaches used are namely
random approach and greedy approach. The random approach is randomly generating the
contents of thé chromosomes, which is the connection matrix as in section 4.2. We will

introduce the greedy approach in section 5.2.
5.1.3.Experiment Design

We run the each comparison for 10 trials and take the average result. We compare the best
fitness attained against the saxﬁples accessed in search space. For the greedy approach,
each generation creates 1 new sample. For the gehetic algorithm, approximately 8000
new solutions are created in 5000 generations. The new samples created in both search
algorithms can be regarded as the items accessed in the problem space during searching.
We compare the trend of the fitness versus the items accessed in the problem space during

the searching process.

5.2.Introduction to Greedy Apprbach

The greedy algorithm generates valid solutions as described in section 4.3.4. We keep the
best solution generated and go on to generate another solution. If a better solution is
generated, we replace the one we keep with the better one. The algorithm can be

illustrated in Figure 5.1.
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Loop

CurrentBestSolution = RandomGenerate(P)

if (Fitness(RandomGenerate(P'))) > CurrentBestSolution
CurrentBestSolution = RandomGenerate(P')

Until Pre - defined run - downs

Figure 5.1 The pseudo code for greedy algorithm

5.3.Performance comparison
5.3.1.Simulated data

Table 5.1 and Figure 5.2 shows the comparison on performance between genetic

algorithm and greedy algorithm for 103 tasks and complexity of 46.

Table 5.1 Searching performance for simulated data of 103 tasks and complexity of 46

Samples accessed (Genetic  |Greedy
100 1143 108.3
500 99.3 97.8
1000 89.8 05.4
2500 84 91.7
5000 81.7 90.6
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Figure 5.2 Searching performance for simulated data of 103 tasks and complexity of 46

Table 5.2 Searching performance for simulated data of 103 tasks and complexity of 86

Samples accessed |Genetic  |[Greedy
100 406.8 395.9
500 354.9 371.2
1000 312.5 364.5
2500 281.1 347.9
5000 253.8 340.3
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Figure 5.3 Searching performance for simulated data of 103 tasks and complexity of 86

Table 5.3 Searching performance for simulated data of 103 tasks and complexity of 125

Samples accessed [Genetic  Greedy
100 811.2 742.3
500 729.6 680.1
1000 652 642.4
2500 566.4 609
5000 504.1 596.4
8000 463.5 592.2
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5.3.2.Real Data

We performed a set of experiments on real workflow data from textile industry with more
restrictive constraints by three methods. The comparison of the results in terms of fitness

of the three methods is listed as follows.

Table 5.4 Searching performance for real data of 36 tasks and complexity of 197

Samples accessed |Genetic  |Greedy
100 211.2 742.3
500 729.6 680.1
1000 652 642.4
2500 566.4 609
5000 504.1 506.4
8000 163.5 592.2

Genetic
—— Greedy

0 1000 2000 3000 4000 SO00 6000 7000 8000 9000

Figure 5.5 Searching performance for real data of 36 tasks and complexity of 197
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Table 5.5 Searching performance for real data of 35 tasks and complexity of 245

Samples accessed [Genetic  (Greedy
100 664.4 663.2
500 622.2 632.6
1000 614.6 617.2
2500 614.6 611.4
5000 593.2 603.2
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Figure 5.6 Searching performance for real data of 35 tasks and complexity of 245

Table 5.6 Searching performance for real data of 31 tasks and complexity of 143

Samples accessed Genetic  [Greedy

100 664.4 663.2
500 622.2 632.6
1000 614.6 617.2
2500 614.6 611.4

5000 593.2 603.2
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5.4.Discussion

5.4.1.Advantage in performance over greedy approach

In the experiment, we noticed that there is an advantage on the proposed approach over
the greedy and pure random approaches. One difficulty in the experiment is that the
absolute optimal solution of the given problem is difficuit to determine. For this reason,
we can only give the relative advantage of the proposed solution over other approaches.
We can deduce that the main reason for such an advantage is the ability of genetic

algorithm to escape from local maximal dunng the search iteration.
5.4.2.Influence on performance by process size

At low complexity of constraints, we noticed that there is not much influence of process
size on the algorithm performance. Both large and small tasks sets give similar
convergence on fitness as generation grows. However, at high complexity, we discovered
that the process time of the algorithm increases with the number of tasks. Moreover,
given the same number of tasks, we discovered that the process time for the algorithm

increases with constraint complexity.
5.4.3.Influence on performance by constraint

From the experiment, we observe that the advantage for genetic algorithm over greedy
approach is less for real data with more restrictive constraints. This can be explained by

the fact that the search space is smaller under more restrictive constraints.
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6. System Design And
Implementation

6.1.Overview of the Workflow Process Modeling tool —
the Implementation Platform

The proposed framework is implemented on process-modeling component of IPPM
[Chung and Chan 99]. The process-modeling tool is implemented using Visual C++ with
visual environment features [Lam, Chan, Leung and Chung 97]. It provides a graphical
process editor for the user to construct a process model for automation. In [Yan and Chan
98], it employs a graphical editor to specify a workflow specification while the author
employs a graphical editor for process specification. With this easy-to-use graphical user

interface, processes, tasks, actors, forms and their relationships can be specified.

Process modeler can be launched to specify a process model. Under the implementation
of this modeler, each process consists of tasks, actors and forms. Each task is connected
by relationship elements, which are directional and indicate the flow of work. Each task
is associated with actors, which are the parties responsible for performing the tasks and

forms, which are the documents that the task may update or refer to.

When the process modeler is started, a graphical process editor will be displayed. With

this editor, users can either specify a new process or modify an existing one.
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Figure 6.1 Workflow Modeler Interface

The process modeler is divided into 2 panels. The process model components are
classified into task, actor and form. They are displayed in an expandable tree list format
on the left panel. By selecting an item on the tree list and clicking on the right mouse
button, a shortcut menu will appear. There are a number of items in the shortcut menu.
The properties of an item can be displayed, modified and removed by selecting and

clicking on “View Property”, “Modify Property” and “Delete” menu item respectively.

On the right panel, there is a graphical process editor. In the task-based view, a user can
drag and drop process components to construct a process specificatton. These
components include start process element, end process element, task element,
compulsory task relationship and optional task refationship. They can be added into the
process specification by clicking on the icons in the lower toolbar and putting them on the

right panel.
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The descriptions of the icons are shown in the table below.

:Icon. | Déscription 5.7

Jrer—

Insert a start process element

Iy
.

-d

° Insert a end process element

-
|‘ Insert a task element

{53?75 Construct a compulsory. (sequential) task relationship
% Construct an optiona! (conditional) task relationship

Table 6.1 Functions description
6.1.1.Process

To specify a new process, the system prompts the user to give a process name, a brief
description of the process and the associated application database in Lotus Notes. Actors
and forms defined in Lotus Notes are imported into the process modeler for process
specification.  The actor information specification files and form information
specification files can be selected from import actor dialogue and import form dialogue
respectively. With the specification files imported, the definition of actors and forms will

appear in the process modeler.

Figure 6.3 Task properties dialog box
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When a user wants to modify an existing process definition instead of creating a new one,
he/she can open a file that contains the model of a process. After the opening of an

existing process definition, the system will show a graphical process specification.
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Figure 6.4 Process structure
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6.1.2.Task

Whenever a new task is created or an existing task modified, a task property dialogue is

brought up.

B 1ask Peuperty

I baying s wnd bying bulfers_

Figure 6.5 Task properties for A244

In the task property dialog box, the user can define the task attributes, which include the
name of the task and a brief description, the preceding constraints and feed-backwards
information; the form it creates, modifies and references; the actor responsible for its

performance and the exception handling method for it.

The flow of work among the tasks can be specified by the relationship element.
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6.1.3.Limitation on original implementation

The original process modeler supports manual manipulation of process structures, tasks
and their associated forms and actors. Our main contribution is to provide an automatic
configuration of task arrangement that gives optimal efficiency under user-defined

constraints. -
6.1.4.Concluding remarks

Thére are many other sophisticated features in this process modeler,e.g. specification of
mode of task, which 1s etther manual or automatic. Forms and actors are resources
associated with each task. The process modeler also supports specification and allocation
of Forms and Actors for each workflow process. Since our work focuses on the process
structure and concerns liﬂie the associated information for process, we will not discuss

such features.
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6.2. Adaptive workflow feature on process modeling tool
6.2.1.The workflow data

To demonstrate the adaptive workflow feature, we will use a
workflow-tasks-and-constraints set as the demonstration data throughout this section.

Here is the description of the data.

The following is a set of data for a workflow process. It lists all the tasks that should be
performed under the process. It also describes the precedence constraints and
feed-backward information of the tasks. In the table, the first column is the task number
for identification. The second column is the name of the task. The third column indicates
the precedence constraints. It contains a set of task numbers. For tasks inside the column
it means that the task in this row would provide inf'ormation to them. For this reason,
those tasks must run after this task inside the process structure, no matter immediately

following this task or following its successors.

No |Task Name Task that should rum(Task that it may
after it Feed-backwards to

1 |A2411 Fitting and sizing 3,5,7,10,28,30 0

2 |A2412 Confirm colourways, prints, frames, sithouette  (3,5,7,10,11,28,30,31 0

3 JA2413 Streamline collection components 9.9,11,12,13,31 0

4  |A2421 Arrange collection presentation, trade shows 56,7,8,9,10,11.13,14,17,18,19, (0,23
20,21,23,24,29,30

5 |A2422 Prepare catalogs 6.89,10,11 0.1.2,3.4

6  |A2423 Streamline collection breakdown 7.89,10,11,12,13,14,16,17,18,2 |0,1.2,3
3,24,25,27.28,30,31,32,33

7 |A2424 Re-schedule material consumption 9,10,13,16,17,21,27,28,29,30,31 {0
32

8  1A2431 Open PDM files and item digital IDs 9,21,22,23,24,28,27,30,31,32,33(3.5.6

Q  [A2432 Consent delivery schedule 10,11,12,13,14,15,16,17.20.23,2[0.3,6
5.26,28,29,31,32

10 [A2433 Conclude material specification and variation;14,16,17,19.22 03,6

allowance

11 |A2#44 Issue buying plans and buying buffers 13,14,15,16,17,19,20,21,22,23,210,3,6,7,8
4,26,28.31

12 |A245 Determine procurement tactic and policies 13,14,16,17,18,19,20,21,22.23,2|0,3,6,9,10
4,27,28,29

13 |A246 Determine contingent orders for market|15,19,20,21,23,25,27,31.3235 0,11

uncertainties

88



14 |A3111 Evaluate materials/quantity availability in|16,17,18,20,24,29 0,9,10
countries

15 |A3112 Project uncertainty 20,25,26 0.11,13

16 iA3113 Design materials/production workflow process|17,18,20,21,23,25,26,27,29,31,3|0,10,14
amongst countries 5

17 |A3114 Evaluate and optimize cost and leadtime 18,19,27,28,31,34 6.79,11,12,14,16

18

A312 Allocate proportion of purchase orders to potential
suppliers

19,20,21,22,23,26,28,31

0,9,10,11,14,17

19 |A313 Assess individua! supplier performance 21,223,458 0,7,11,12,14,17,18

20 |A314 Decide critical order placement criteria 21,22,23,24,2521 03,17,18,19

21 |A3211 Accredit suppliers and open supply account 22.23.26,21,28.31,31,34 3,68.11,19

22 |A3212 Determine contractual relationships 23,24,28,29 0,11,14,15,18,19,21

23 |A3213 Develop affiliated sourcing agents and offices  |24,25,26,32,34,35 0

24 |A3214 Examine impacts of make-or-buy decisions 29,30 39,14,15,21,22

25 |A3221 Install communication infrastructure 29,33 0.8,10,19

26 [A3222 Design communication|29.33 0,8.10,19
proceduresidocumentation

27 |A323 Assign buying teams duties and supply site visits }28,29,30,31 6,12,13,14,15,18,21,24,25

28 |A331 Negotiate delivery terms - conditions 29,30,31,32,33,34,35

29 [A332 Adjust aflocation of purchase orders 30,31,32,3334,35 369,10

30 |A333 Adjust order details 31,32,33,34,35 0.6,7.9,10,29

31 |A341 Enter into procurement contract 32,33,34,35

32 |A342 Work out credit loan facitities 33,3435

33 |A343 Select financial supports and estimate periodic|34,35 32
capital retum

34 |A344 Plan credit sources {undertakings) 35 32,33

35 |A345 Confirm credit issuance 31,34

Table 6.2 Sample tasks data
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6.2.2.Initial Optimal Process Generation

The Generate process feature applies the proposed algorithm to give an optimal process
-structure under user defined constraints and feed-backward information. The overall
procedure is defining the task first. During the definition of a task the precedence
constraints are gathered from the user. Finally, the system generates the process for the

user. In this section, we will look into how the feature works.

6.2.2.1. Gathering of precedence constraints and feed-backward

information

In creating a new task or modifying an existing task, a task property dialogue is brought
up. Apart from the basic information of the task, the user has to specify the precedence
constraints, that is, all the tasks that must be performed before it. The user also has to

specify the feed-backward information, that is, those tasks that may feed backwards to the

current task when further iteration is required.

it

R214%, 2145, 8215, D2, Aaal, N, L o|

Figure 6.6 Information dependency constraints
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Finally, the user defines all the tasks. The user should not specify any relationship

elements and should leave the tasks unconnected.

T
2la) Hwl
T

Figure 6.7 Tasks before optimization
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6.2.2.2. Generation the process

After all tasks in the process are defined and their precedence constraints and
feed-backward information gathered, the next job is to generate the optimal process
structure for the tasks. The user should click the “Generate Process Plan” command in

the tools menu.
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Figure 6.8 Generating the optimal structure
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The system will perform the process generation algorithm as described in section 4. After
the process is finished, the screen will display the generation results. The flow of work
generated by the algorithm is specified by the relationship elements, and the system adds

all the required relationship elements to connect the tasks.

F ekt Mana Cetnin 1] (St}
3 I

bl Azt oy
(x A245 - L
EFR =
I-—vg annz | /”\ / o
l‘-g ann | . 3 -
i~ 0r A3IM4 o f - -)@ -DB --ig N o N [
.—g s:: "‘\l f\w uo\lnﬂyuﬁ ANl A u:r\ B
oo gy P
a4 ann b B i

L ARIZ =1l At A31 1
;—G a3 £ :\E ,’;r
-} Asle &
iv-g Axn - E&\ ;m [ER
—t ATES b-"‘ '
e \ ‘/u
0 Qh.(—{g FB(—G(—B(—S{- / i

| o o as A ase e e aom 0 . mn i
- 2] emeee !
-t

| 16 -

[ 3

4 B ‘
Roadyd sl i)

Figure 6.9 Generated optimal process structure
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6.2.3.Adaptation to changes in constraints for existing process

structures

After a process plan has been defined or even when production has already started, users
may require changing the precedence constraints and feed-backward information due to
the changes in business context and environment. For this reason, the existing process
plan may no longer be optimal since there may exist another process structure that is
supertor to the current one under the new constraints. The process modeler supports
re-optimizing the process structure to make it still optimal under the new constraints and

to make it adapt to the new environment.

In this section, we will look 1nto this feature for how it works.

6.2.3.1. Scenario

We will demonstrate the change in constraints by the following scenario. Recall the
workflow constraint data shown in section 6.2.1. Two of the tasks, namely A244 and
A245, depend on information from some other tasks. For this reason, they must go after
those tasks. Now these two tasks no longer require information from those tasks.
Therefore those preceding tasks should be removed from the precedence constraints. The

optimal task arrangement may be changed after the removal of such constraints.

The following listing repeats the task data listed in section X.1. In the original context,
task A244 provides information to tasks A246, A3111, A3112, A3113, A3114, A313,
A314, A3211 A3212, A3213, A3214, A3222, A331 and A341 respectively. In the mean
time, A245 provides information to A246, A3111, A3112, A3113, A3114, A313, A314,

A3211 A3212, A3213, A3214, A323, A331 and A332 respectively. For this reason, all
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tasks to which these two tasks provide information must go after them.

However, due to change in company policy, these two tasks no longer need to provide
information to A3111, A3112, A3113, A3114 and A313. Hence, these tasks do not need

to go after the two tasks anymore. Such change is marked with red lines in the following

table:

No |Task Name Task that should run|{Task that it may
after it Feed-backwards to

1 |A2411 Fitting and sizing 3,5,7,10,28,30 0

2 |A2412 Confirm colourways, prints, frames, silhouette  [3,5,7,10,11,28,30,31 0

3 |A2413 Streamline collection components 9,9,11,12,13,31 0

4  |A24H1 Arrange collection presentation, trade shows 56,78.2.10,11,13.14,17,18.19, |0,2,3
20,21,23,24,29,30

5  |A2422 Prepare catalogs 6,8,9,10,11 012,34

6 |A2423 Streamline collection breakdown 7.8.9,10,11,12,13,14,16,17,18,2 |0,1.23
3,24,2527,28,30,31,32,33

7  |A2424 Re-schedule material consumption 9,10,13,16,17,21,27,28,29,30,31 {0
132

8  [A2431 Open PDM files and item digital IDs 9,21,22,23,24,28,27,30,31,32,333,56

Q  |A2432 Consent delivery schedule 10,11,12,13,14,15,16,17,20,23,2|0,3,6

. 5,26,28,29,31,32
10 |A2433 Conclude material specification and variation|14,16,17,19,22 0,36
allowance

11 :{A244 Issue bur%n:rptansm buymgrbum

A oo

12+ Azuoéeemiinep
ﬁ.‘" g

15 ‘[A286 Detennlne " oonlingent orders for market 15, 19, 20212325 273132 35 i

uncertainties
14 |AM11  Evaluate materlals/quantity availability in|16,17,18,20,24,29 0,9,10
countries
15 [A3112 Project uncertainty 20,25,26 011,13
16 |A313 Design materialsiproduction workflow process|i7,18,20,21,23,25,26,27,29,31,30,10,14
amongst countries 5
17 |A3114 Evaluate and optimize cost and leadtime 18.19.27,28 31,34 6,7,9,11.12,14,16
18 |A312 Allecate proportion of purchase orders to potential|19,20,21,22,23,26,28,31 0,9,10,11,14,17
suppliers
19 |A313 Assess individual supplier performance 21,22,23,24,25,28 0,7,11,12,14,17,18
2() |A314 Decide critical order placement criteria 21,22,23,24,25,27 0,3.17,18,19
21 |A3211 Accredit suppliers and open supply account 22,23,26,27,28,31,31,34 3,6,8,11,19
22 1A3212 Determine contractual relationships 23.24,28.29 0,11,14,15,18,19,21
273 {A3213 Develop affiliated sourcing agents and offices 24,25,26,32,34,35 0
24 |A3214 Examine impacts of make-or-buy decisions 29.30 3,9,14,1521,22
25 |A3221 Install communication infrastructure 2033 0,8,10,19
26 [Ad222 Design communication{29,33 0,8,10,19
procedures/documentation )
27 |A323 Assign buying teams duties and supply site visits [28,29,30,31 6.12,13,14,15,18,21,24,25
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28 |A331 Negotiate delivery terms - conditions 29,30,31,32,33.34,35
2G |A332 Adjust allocation of purchase orders 30,31,32,33,34.35 36910
30 |A333 Adjust order details 31,32,33,34,35 0,6,7,9,10,29
31 {A3#1 Enter into procurement contract 32,33,34,35
32 |A342 Work out credit loan facilities 33,3435
33 |A343 Select financial supports and estimate periodic|34.35 k)
capital retum
34 {A344 Plan credit sources (undertakings) 35 2.3
35 {A345 Confirm credit issuance 31,34

Table 6.3 Change in information dependence as there are changes in business

environment

Under this change, there may be another process structure that is more efficient than the
existing one generated based on old constraints. We would like to find out this new

optimal process structure, and replace the existing one with it.

To perform the above job, first of all, we should modify the precedence constraints for

tasks A244 and A245 in the process modeler and save the changes. After this, we should

apply the evolutionary algorithm again to generate a new optimal process structure.

Finally, we replace the existing process structure with the newly generated one. In the

coming sections, we would demonstrate how to perform this procedure.

96



6.2.3.2. Changing precedence constraints and feed-backward information

onh existing process structure

The user should open the process structure using the process modeler. The screen will

display the existing process structure.
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Figure 6.10 Tasks affected in change

The user should right-click the task the constraints of which he/she wants to modify.

Select the “Modify properties” command in pop-up menu.
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Figure 6.11 Modification of properties for tasks
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The task property dialog box should appear. The existing constraints and feed-backward
information should appear. The user may edit the values and change to new constraints,

as he/she desires. In this case, we edit the constraints for task A244.

Figure 6.12 Modification for properties of task 4244

We delete tasks A3111, A3112, A3113, A3114 and A313 from the precedence constraint

field.
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Figure 6.13 Modification for properties of task A244
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Then we also double-click on task A245 in the process plan screen. The task properties

are displayed.

Figure 6.14 Modification for properties of task A245

Then we delete tasks A3111, A3113, A3114, A312, A313 from the precedence

constraints field.

Figure 6.15 Modification for properties of task A245
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After finishing editing, the user should click close button to close and save the changes.
- Or if the user wants to perform other commands after editing, he/she can click apply

button to save the changes without closing the dialog box.
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6.2.3.3. Re-optimize the workflow

The re-optimization of the workflow process structure makes it adapt to the changes in
constraints. After the constraints for the tasks are modified and the

generate-process-structure command is re-issued, a new process structure, optimal under

the new constraints, will be generated to replace the existing one.
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Figure 6.16 Re-generation of optimal process structure after changes in constraints
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7. Conclusion

7.1.Summary

Modeling and managing business process with workflow technology had be developed
and implemented for long time and the technology had become matured. Such workflow
consists of process, actors and forms. Processes in workflow are consists of tasks. Such
tasks are connected by the precedence relationships. Under predefined criteria such tasks
may be completed and invoked other successors. We had proposed the geno-type
representation of such tasks relationships. For this reason, the optimization of process
structure with evolutionary algorithm becomes possible. We also studied the model of
business decision iterations and identified information feed-backwards as the main
source of in-efficiency. This discovery provides the direction of our work to optimize

workflow by minimizing the delay due to such information feed-backwards.

The evolutionary approach for optimization of inter-organizational workflow process we
had presented improves process structures and task arrangement while maintaining its
compliance to the user-defined business constraints. The proposed method automates the
searching of the optimal task arrangement and eliminates the demand of human decision
together with the excessive effort and potential human error that may come with it. The
job of minimizing the delay due to feed-backwards that exists during the iteration cycles

for business decisions is automated.

Its performance is superior to other optimization approaches. Although the advantage in
performance depends on the complexity of constraints on process structures, we believe

that this limitation is reasonable. Because more restrictive constraints means less
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alternative ways for achieving the business goal, and hence the less the advantage in
performance for optimization, which is the process of finding out the optimal way among

many alternatives.

7.1.1.Unique feature of the proposed framework

There are readings on speed up of workflow instance in [Kafeza and Karlapalem 01].
However they have no strategic planing for coordination in inter-organizational
environment. Existing workflow solution cannot estimate the delay incurred by decision

iterations. The proposed framework can minimize such delay.

7.2.Future work
Further enhancements will be on extending our tool to organization level management. It
can be applied on inter-organizational activities management for the e-commerce

applications.
7.2.1.Application on e-commerce application

Inter-organizational business activities often involve complicated communication
channels and the way that information is passed among business parties is difficult to
trace and analysis. For this reason, many communication overheads are incurred and
make the work inefficient. Moreover, it is difficult to optimize the workflow process to
get rid of the problem. Our proposed framework may extend to handle inter-organization

business process and optimize the process for better performance.

The e-commerce changes the ways for operation of traditional organization. [Geisler 01]

stated 4 dimensions for structural analysis of organization
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® Formalization

® Departmentalization

® Centralization

® Complexity

In migration to e-commerce from traditional commerce, the impact to the above
dimensions must be considered. Our proposed framework provides a control to
inter-organizational activities. The formal specification of preceding and succeeding
tasks provides the formalization. The segmentation provides the departmentalization
concepts. The global re-arrangement of workflow tasks provides centralization. Our

framework is capable for optimization of complicated tasks.

Inter-organizational business activities often involve complicated communication
channels and the way that information is passed among business parties is difficult to
trace and analysis. For this reason, many communication overheads are incurred and
make the work inefficient. Moreover, it is difficult to optimize the workflow process to
get nd of the problem. Our proposed framework may extend to handle inter-organization

business process and optimize the process for better performance.

7.2.1.1. Inter-organizational activities support

Definition of organizational boundary and communication support may be augmented to
the proposed framework. This enables support of e-enterprise on worldwide scale. It is

important for e-commerce applications.
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7.2.2.Use of agents

Agent framework may be incorporated into the proposed framework. Intelligent agents

can implement the decision logic and mobility of inter-organizational business.

[Yan, Maamar and Shen 01] states two approaches for applying agent technology to
workflow management systems, namely agent-enhanced and agent-based. Agent
enhanced approach means that a large centralized system with functionality implements
as agents. For this reason, the agents under this approach do not know how to
communicate with other heterogeneous systems. Agent based approach means to
employ multi-agent system basis that binds multiple workflow management system
together. This can bind the WFMS of different organizations to form an

inter-organizational infrastructure for e-commerce applications.
7.2.3.Data Warehouse and Knowledge Management

Our framework exploited relationship between the arrangement of tasks and performance.
With such basis, data mining techniques such as association may be applied to the
optimization results. The result of mining provides an important knowledge for

organization to improve their business.
7.2.4.Application on Supply chain management

Global competition and rapidly changing requirement is the characteristic of the
environment for supply chain management. Workflow technology provides a good way
for organization to management their work. However traditional workflow management
systems are often criticized for they are too rigid and cannot adapt to the changing

environment. Our framework can provide workflow management the adaptability for
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this changing environment.
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