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Abstract

This study is concerned with empty container repositioning between multi-

ports with stochastic demand and lost sales over multi-periods. Unmet

demands due to the unavailability of empty containers will be lost forever

and will incur a stockout cost in view of the fact that maritime container

shipping is a highly competitive industry. The objective is to find an ef-

fective empty container repositioning policy by minimizing the total oper-

ating cost including container holding cost, stockout cost, importing cost

and exporting cost.

First, this study focuses on the empty container repositioning problem in

a single port. This problem is mathematically formulated as an inventory

problem over a finite horizon with stochastic import and export of empty

containers. The optimal policy for period n is characterized by a pair of

critical points (An, Sn), i.e., importing empty containers up to An when the
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number of empty containers in the port is fewer than An; exporting empty

containers down to Sn when the number of empty containers in the port

is more than Sn; and doing nothing, otherwise. A polynomial time algo-

rithm is developed to determine the two thresholds, i.e., An and Sn for

each period. Two numerical examples are provided to illustrate the solu-

tion procedures based on the normal distribution and uniform distribu-

tion, respectively. The results show that the proposed algorithm performs

highly effectively and efficiently.

Next, this study extends the single-port results to the multi-port case. The

multi-port problem is also mathematically formulated and a tight lower

bound on the cost function is determined. The concept of relative error

with respect to the tight lower bound is introduced, which is used to mea-

sure the performance of the algorithm. Based on the two-threshold op-

timal policy for a single port, a polynomial time algorithm is developed

to find an approximate repositioning policy for multi-ports. Simulation

results show that the proposed approximate repositioning algorithm per-

forms very effectively as the calculated average relative error with respect

to the tight lower bound is within 5 per cent for the normal distribution

and uniform distribution, respectively. Furthermore, the algorithm per-

iv



forms very efficiently due to its polynomial running time. The stability

of the algorithm improves as the number of ports increases. More im-

portantly, the approximate repositioning policy is easy to understand and

implement from a practical perspective as a result of its simplicity.
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Chapter 1

Introduction

1.1 Background and Motivation

Movement of goods by sea is the economic lifeblood of many countries.

The shipping business has been essential to the development of economic

activities as business transactions and trades need ships to transport car-

goes from the place of production to the place of consumption. Seaborne

shipping has become the major transport mode for international trade

since more than 90 per cent of global trade is carried by sea (Lun et al.,

2006). The world’s seaborne trade has experienced a remarkable increase

during the last decade: the volume of seaborne trade has grown from 6,027

million tonnes in 2001 to 8,373 million tonnes in 2010 shown in Figure 1.1.
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Figure 1.1: World Seaborne Trade

Source: Clarkson (2011b).

However, world seaborne trade has been seriously imbalanced. For ex-

ample, in the Trans-Pacific shipping route, 15.0 million twenty-foot equiv-

alent units (TEUs) were shipped from Asia to US, while only 4.7 million

TEUs were shipped from US to Asia in 2006. Trade imbalance has also

happened in other important international shipping routes, such as Asia-

Europe route, where 13.5 million TEUs were shipped from Asia to Eu-

rope, but only 5.2 million TEUs were shipped from Europe to Asia in 2008.

Moreover, the trend for trade imbalance is increasing more and more. The

data are summarized in Table 1.1.
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Table 1.1: Estimated Cargo Flows on Major Container Trade Routes (Mil-

lion TEUs)

Year Trans-Pacific Asia-Europe

Asia-US US-Asia Asia-Europe Europe-Asia

2003 10.2 4.1 7.3 4.9

2004 12.4 4.2 8.9 5.2

2005 12.4 4.4 10.8 5.5

2006 15.0 4.7 15.3 9.1

2007 15.2 5.0 17.2 10.1

2008 13.4 6.9 13.5 5.2

2009 11.5 6.9 11.5 5.5

Source: UNCTAD (2005, 2006, 2007, 2008, 2009, 2010).

Container shipment has become an increasingly popular mode for carry-

ing freight (Dejax and Grainic, 1987). The majority of liner cargo is carried

in containers (Lun et al., 2006). Container shipping is estimated to account

for more than 70 per cent of world seaborne trade (Drewry, 2005). World

container trade has gone through a significant growth over the last decade:

the volume of container trade has grown from 68.4 million TEUs in 2001

to 139.8 million TEUs in 2010 as shown in Figure 1.2.
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Figure 1.2: World Container Trade

Source: Clarkson (2011a).

In fact, container shipping has been the fastest growing sector of the mar-

itime industries in the last 20 years (Feng and Chang, 2008). Maritime con-

tainer shipping industry is highly competitive (Cheung and Chen, 1998).

A liner shipping company can gain competitive edge by managing its con-

tainers effectively to lower the operating costs. Typically, logistics man-

agers’ main concern is the transportation of laden containers and they

would prefer to ignore empty containers completely, but this is not possi-

ble since real-world container networks usually require empty containers

to account for the imbalances in loaded flows (Choong et al., 2002). World

trade imbalance makes Asia a demanding area for empty containers, and

US and Europe surplus areas for empty containers. In order to provide the
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shippers with the number of containers needed at the right time and place,

a liner shipping company has to reposition empty containers from the sur-

plus areas to the deficit areas and bear the container repositioning cost in-

curred. Song et al. (2005) point out that the repositioning cost for empty

containers is 27 per cent of the total world fleet running cost. In this sense,

empty container repositioning is a costly and inevitable activity for a liner

shipping company to guarantee that the entire shipping networks operate

efficiently. It is essential for a liner shipping company to find an effective

way to reposition its empty containers. Due to the increasing trade imbal-

ance and randomness of shippers’ demands, a liner shipping company is

confronted with severe challenges of effective repositioning of empty con-

tainers. It is therefore greatly significant to investigate how to reposition

empty containers effectively in order to satisfy the shippers’ demands and

reduce the operating costs in a stochastic and dynamic shipping environ-

ment.

This study aims to find an effective empty container repositioning policy

to minimize the total operating cost and improve customer satisfaction for

a liner shipping company faced with stochastic demand and lost sales.
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1.2 Main Contributions

1. To the best of our knowledge, it is the first time to solve the empty

container repositioning problem in a stochastic and dynamic settings

with lost sales. It is seen that the lost sales scenario substantially com-

plicates the derivation of the optimal policy mainly due to the max

operation on the state variables and others, which results in that the

function is not differentiable as a whole.

2. The single-port problem is mathematically formulated as an inven-

tory problem over a finite horizon with stochastic import and export

of empty containers. The two-threshold optimal policy is derived an-

alytically, i.e., for period n: importing empty containers up to An

when the number of empty containers in the port is fewer than An;

exporting empty containers down to Sn when the number of empty

containers in the port is more than Sn; and doing nothing, otherwise.

Furthermore, a polynomial time algorithm is developed to deter-

mine the two thresholds An and Sn for each period. Two numerical

examples are provided to illustrate the solution procedures based on

the normal distribution and uniform distribution, respectively. The

results show that the proposed algorithm performs effectively and
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efficiently.

3. The multi-port problem is mathematically formulated and a tight

lower bound (TLB) on the cost function is determined. The concept

of relative error with respect to the tight lower bound (RE-TLB) is in-

troduced, which can be used to measure the performance of a heuris-

tic algorithm. Based on the two-threshold optimal control policy es-

tablished for a single port, a polynomial time algorithm is developed

to find an approximate repositioning policy for multi-ports, which

can be easily implemented from a practical perspective. Simulation

results show that the proposed algorithm performs very effectively

since the average relative error with respect to the tight lower bound

(AVG-RE-TLB) is within 5 per cent. In addition, the proposed algo-

rithm performs very efficiently due to its polynomial running time.

1.3 Thesis Organization

The rest of this thesis is organized as follows. Chapter 2 presents a compre-

hensive literature review on empty container repositioning to date. Chap-

ter 3 focuses on the single-port case as the first step towards solving the

whole problem. Chapter 4 extends the single-port results to the multi-port
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case to completely solve the problem. Chapter 5 concludes this study.



Chapter 2

Literature Review

Empty container repositioning problem has aroused great interest of many

researchers. Much research has been conducted trying to improve the

efficiency of empty container repositioning. Many studies take a deter-

ministic approach. The stochastic characteristics have drawn researchers’

attention since the 1990s. Crainic et al. (1993) mathematically formulate

the container repositioning and distribution problems, given that demand

and supply are stochastic in nature. Crainic and Laporte (1997) identify

some of the main issues in freight transportation planning and opera-

tions, and present appropriate operations research models, methods and

computer based planning tools to address the issues. Cheung and Chen

(1998) construct a two-stage stochastic network model to study the dy-

9
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namic container repositioning problem, whereby they need to reposition

empty containers and determine the number of leased containers needed

to meet customer demand over time. Lopez (2003) studies the organiza-

tional choice of ocean carriers to reposition their empty containers in the

USA. Song et al. (2005) propose a formulation for modeling the global con-

tainer shipping network by considering the cost efficiency and movement

patterns. Francesco et al. (2009) propose a time extended multi-scenario

optimization model to address a container maritime repositioning prob-

lem. Song and Carter (2009) use a mathematical programming approach

to evaluate and contrast different strategies that shipping lines and con-

tainer operators could adopt to reduce the empty container repositioning

cost. Theofanis and Boile (2009) summarize several key factors affecting

empty container management at global, interregional, regional and local

levels. Song and Dong (2011b) propose two types of flow balancing mech-

anisms for empty container repositioning: one leads to a point-to-point

repositioning policy and the other leads to a coordinated repositioning

policy. The performance of these two policies is examined in both deter-

ministic and stochastic situations. Many of the above studies apply the

mathematical programming approach. However, the mathematical pro-

gramming models are usually complex and computationally demanding,
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and the policies are difficult to implement in reality because the underly-

ing logic of these models is hidden from the shipping operator (Du and

Hall, 1997).

Plenty of control policies have been proposed recently to address the empty

container repositioning issue. Most of them are optimal policies. Li et al.

(2004) find two-threshold optimal policies for the single-port empty con-

tainer repositioning problem under several criteria. Song (2005) inves-

tigates the empty vehicle redistribution problem in a two-depot service

system with random demands and uncertain transportation times, and

determines the optimal stationary policy of threshold control type. Song

(2007) studies a periodic-review shuttle service system with random de-

mand and finite repositioning capacity, and characterizes the structures

of the optimal stationary policies for both expected discounted cost and

long-run average cost. Monotonic and asymptotic behaviors of the opti-

mal policy are also established. Song and Carter (2008) study the empty

vehicle redistribution problem in a hub-and-spoke transportation system

with random demand and stochastic transportation times. They find an

implicit optimal control policy and then present a dynamic decomposition

procedure which produces a near-optimal policy. Song and Dong (2008)
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develop a three-phase threshold control policy to reposition empty con-

tainers in cyclic routes, which outperforms the other policies introduced

for comparison. Song and Earl (2008) investigate the way to determine

optimal control policies for empty vehicle repositioning and fleet-sizing in

a two-depot service system with some uncertainties. The optimal empty

repositioning policy for a particular fleet size is of threshold control type

and the optimal threshold values and fleet-size are also derived. Song

et al. (2010) consider the container-dispatching problem in a two-terminal

shuttle service system with finite shipping capacity and random customer

demand. They derive the optimal policy by using a Markov decision pro-

cess and propose a well-performed four-parameter threshold policy in an

explicit form, which is easy to implement. Song and Zhang (2010) formu-

late a fluid flow model to analyze empty container repositioning for a sin-

gle port and use a dynamic programming method to derive the optimal

policy in a closed form. Numerous inventory-based control policies are

threshold-type, which is easy to understand and implement. In addition,

some large shipping lines in UK indicate that they often adopt inventory-

based policy to manage their empty containers (Song, 2007).

Simulation methods and heuristic algorithms have attracted wide atten-
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tion. Lai et al. (1995) establish a simulation model to investigate the poli-

cies that yield the lowest operating cost in terms of leasing cost, storage

cost, and so on. Lam et al. (2007) apply a simulation based approximate

dynamic programming approach to derive an effective operational strat-

egy for a simple two-port two-voyage dynamic container repositioning

problem. The modeling and solution approach can be extended to a re-

alistic multiple-port multiple-voyage system. Li et al. (2007) extend the

findings of a single-port empty container repositioning problem to multi-

port case, and develop a heuristic algorithm to solve this problem. Shin-

tani et al. (2007) develop a genetic algorithm-based heuristics by simul-

taneously considering the design of container liner shipping service net-

works and empty container repositioning. Dong and Song (2009) study

the joint problem of container fleet sizing and empty container reposition-

ing in multi-vessel, multi-port and multi-voyage shipping systems with

dynamic, uncertain and imbalanced customer demand. They use simu-

lation approach based on genetic algorithms and evolutionary strategy.

Song and Dong (2011a) consider an empty container repositioning policy

with flexible destination ports, which has practical applications in indus-

try. They formulate the policy mathematically and use simulation to eval-

uate its effectiveness. The results show that it significantly outperforms
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the conventional policy. Heuristic algorithm combined with simulation

method has been shown to be an effective way to deal with the whole

complexity of this problem, which lies in the fact that many variables in-

volved in this problem stochastically evolve across the time periods in the

planning horizon.

A number of studies involve decision support systems. Shen and Khoong

(1995) develop a decision support system to solve the problem of imbal-

ance in supply and demand for empty containers. Cheang and Lim (2005)

investigate the dynamic distribution of empty containers, and develop a

decision support system to solve the empty container distribution prob-

lem. Bandeira et al. (2009) propose a decision support system integrating

empty and full containers transshipment operations to address the imbal-

anced export or import containers repositioning problem, and then use

experimental examples to evaluate the effectiveness of the system.

Several studies are on real cases. Choong et al. (2002) computationally

analyze the effect of the length of planning horizon on empty container

repositioning for intermodal transportation networks, and present a real

case. Olivo et al. (2005) propose a mathematical programming method for
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empty container repositioning, and present a case study of the Mediter-

ranean basin. Feng and Chang (2008) study empty container reposition-

ing planning by considering safety stock management and geographical

regions. The problem is treated as a two-stage problem, and case studies

of Taiwan Liner Shipping Company are provided to show the applications

of the model.



Chapter 3

Single-Port Case

This chapter presents an analysis for the single-port case as the first step

to solve the whole empty container repositioning problem for multi-ports.

We mathematically formulate the single-port repositioning problem and

derive the optimal policy. We also develop a polynomial time algorithm

to solve the model, and present two numerical examples to illustrate the

solution procedures based on the normal distribution and uniform distri-

bution, respectively.

3.1 Model

This section presents a mathematical formulation of the problem, and de-

rives the optimal policy for a single port.

16
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3.1.1 Notation

1. n: the current discrete decision period,

2. N : the total number of decision periods,

3. in: the inventory level of empty containers at the beginning of period

n, which is nonnegative, i.e., in > 0,

4. dn: a decision variable, which can be positive (importing empty con-

tainers), negative (exporting empty containers), or zero (doing noth-

ing) in period n,

5. un: the number of empty containers after making a decision in period

n, which is nonnegative, i.e., un = in + dn (un > 0),

6. Z1: the number of laden import containers in each period, which is a

nonnegative, independent and identically distributed (i.i.d.) random

variable across the decision periods, i.e., z1 > 0,

7. Z2: the number of laden export containers in each period, which is

a nonnegative, i.i.d. random variable across the decision periods,

independent of Z1, i.e., z2 > 0,

8. Z: the difference between Z1 and Z2, i.e., Z = Z1 − Z2, which is an

i.i.d. random variable across the decision periods,
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9. ch: the holding cost of an empty container per period,

10. cs: the stockout cost of an empty container per period,

11. ci: the importing cost of an empty container,

12. ce: the exporting cost of an empty container,

13. α: the discount factor, 0 < α 6 1.

In the last item, α is introduced as a result of time value of money, and

normally it can be evaluated as α = (1 + r)−1, where r is the risk-free

interest rate for a decision period.

3.1.2 Model Assumptions

1. This is a single commodity model, i.e., all containers are TEU.

2. Leasing policy is not considered as an option to supply empty con-

tainers in this model.

3. The lost sales scenario is assumed in this model.

4. Laden import containers will become empty containers available for

use by the end of each decision period.

5. The process of importing empty containers after making a decision

will finish by the end of each decision period.
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6. cs > αci − ch.

In reality, two types of containers, TEU and forty-foot equivalent unit

(FEU), are often used (Song, 2007). Because one FEU equals two TEUs

(Cheung and Chen, 1998), all containers are assumed to be TEU in this

model, i.e., a single commodity model. In fact, Assumption 1 is a standard

assumption widely adopted in the literature (e.g., Cheung and Chen, 1998;

Choong et al., 2002; Li et al., 2004, 2007; Song, 2007; Song et al., 2010; Song

and Zhang, 2010).

A number of previous studies assume that unlimited empty containers can

always be leased from leasing companies to avoid empty container un-

availability, and containers can be off-leased at any time (e.g., Cheung and

Chen, 1998; Li et al., 2004, 2007; Song, 2007; Song and Zhang, 2010). How-

ever, such short-term leasing and off-leasing are rather limited in reality,

in which shipping companies prefer to lease containers for long-term in

order to avoid the expensive short-term leasing (Song et al., 2010). On the

other hand, in recent years, the container leasing industry has been shift-

ing towards long-term leasing, and the majority of container leasing firms

increasingly place more newly-built containers on long-term leases (Lun

et al., 2006). Therefore, no short-term leasing is allowed in this model.

Such an assumption can also be found in Song et al. (2010). Moreover,
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long-term leased containers can be treated as owned containers by a liner

shipping company (Cheung and Chen, 1998). Due to the above reasons,

leasing policy is not considered as an option to supply empty containers

in this model as stated in Assumption 2.

Numerous previous studies assume that all demands must be satisfied.

If the owned containers are unavailable, unlimited empty containers can

always be leased from vendors to meet the demands (e.g., Cheung and

Chen, 1998; Li et al., 2004, 2007; Song and Zhang, 2010). However, it is

probable that not all demands can be satisfied in this model as Assumption

2 excludes the leasing policy. Moreover, maritime container shipping is

a highly competitive industry (Cheung and Chen, 1998). Therefore, for

a liner shipping company, unmet demands due to the unavailability of

empty containers will be lost forever and will incur a stockout cost, i.e.,

lost sales scenario is assumed in this model as stated in Assumption 3.

Some previous studies assume that laden import containers become empty

containers available for use immediately after arrivals (e.g., Choong et al.,

2002; Song and Zhang, 2010), and the process of importing empty con-

tainers will finish immediately after making a decision (e.g., Li et al., 2004,

2007). However, such simplification makes the model barely applicable
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because it takes some time to complete these two processes in reality, the

duration of which cannot be neglected. So our model relaxes their as-

sumptions by only assuming that such processes will finish by the end of

each decision period when the ship will sail for other ports, as stated in

Assumptions 4 and 5.

The last assumption is indeed a weak condition because stockout will in-

cur not only a loss of profit, but, more importantly, a loss of customer

goodwill, which will bring long-term adverse effects on companies. So it

is reasonable to set the stockout cost as a large value, which also highlights

the significance of lost sales.

3.1.3 Model Formulation

Given that the inventory level of empty containers at the beginning of the

current period n is in, the number of empty containers available for use

after making a decision is in + dn +Z1 due to Assumptions 4 and 5, and Z2

represents the demand for empty containers. Due to the lost sales scenario

in Assumption 3, the inventory level of empty containers at the beginning

of the period n+ 1 will be

in+1 = (in + dn + Z1 − Z2)
+ = (un + Z)+, (3.1)
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where x+ = max {x, 0} .

Let L (un) be the expected holding cost plus the stockout cost, which can

be expressed as follows:

L (un) = chE(un + Z)+ + csE(−un − Z)+. (3.2)

The sum of importing cost and exporting cost is

ci(un − in)+ + ce(in − un)+. (3.3)

The minimum expected discounted cost starting from period n to the last

period N represented by Vn (in) satisfies the following recursive relation

Vn (in) = min
un

{
ci (un − in)+ + ce (in − un)+ + L (un)

+ αEVn+1 (un + Z)+
}
,

(3.4)

where VN+1 (iN+1) ≡ 0 for all iN+1.

3.1.4 Optimal Policy

For convenience, we assume that all the variables are continuous in the

proofs below. Generally, the properties for the continuous case also hold

for the discrete case. Here we use fZ (·) and FZ (·) to represent the proba-

bility density function and cumulative distribution function of the random

variable Z, respectively. Now define

Gn (un) = L (un) + αEVn+1(un + Z)+. (3.5)
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Equivalently,

Gn (un) = L (un) + αEVn+1(un + Z)+

= ch

+∞∫
−∞

(un + z)+fZ (z) dz + cs

+∞∫
−∞

(−un − z)+fZ (z) dz

+ α

+∞∫
−∞

Vn+1(un + z)+fZ (z) dz

= ch

+∞∫
−un

(un + z)fZ (z) dz + cs

−un∫
−∞

(−un − z)fZ (z) dz

+ α

−un∫
−∞

Vn+1 (0)fZ (z) dz + α

+∞∫
−un

Vn+1 (un + z)fZ (z) dz.

(3.6)

According to Leibnitz’s rule,

Gn
′ (un) =

dGn (un)

dun

= ch

+∞∫
−un

fZ (z) dz − cs

−un∫
−∞

fZ (z) dz

+ α

+∞∫
−un

Vn+1
′ (un + z)fZ (z) dz.

(3.7)

Then we define two thresholds, i.e., (An, Sn) for period n as follows:

An = min {un : Gn
′ (un) > −ci} , (3.8)

Sn = min {un : Gn
′ (un) > ce} . (3.9)

Now we are ready to establish Theorem 3.1.
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Theorem 3.1. Vn (in) is twice differentiable and convex in in for all n and the

optimal policy for an n-period problem is characterized by (An, Sn).

Proof. We prove the result by induction. Note that VN+1 (iN+1) ≡ 0 is twice

differentiable and convex in iN+1 and VN+1
′ (iN+1) > −ci. Suppose that

Vk+1
′′ (ik+1) > 0 and Vk+1

′ (ik+1) > −ci. We next prove them for n = k.

According to Leibnitz’s rule,

Gk
′′ (uk) =

dGk
′ (uk)

duk

= (ch + cs) fZ (−uk)

+ α

 +∞∫
−uk

Vk+1
′′ (uk + z)fZ (z) dz + Vk+1

′ (0) fZ (−uk)


= (αVk+1

′ (0) + ch + cs) fZ (−uk)

+ α

+∞∫
−uk

Vk+1
′′ (uk + z)fZ (z) dz.

(3.10)

Due to the induction hypothesis and Assumption 6,

αVk+1
′ (0) + ch + cs > −αci + ch + cs > 0, (3.11)

Vk+1
′′ (uk + z) > 0. (3.12)

Thus,

Gk
′′ (uk) > 0. (3.13)

So Gk (uk) is convex and Gk
′ (uk) is monotone nondecreasing.
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Let

Tk (uk) = ci(uk − ik)+ + ce(ik − uk)+ + L (uk) + αEVk+1(uk + Z)+. (3.14)

Evidently, Tk (uk) is continuous.

Equivalently,

Tk (uk) =


ce (ik − uk) +Gk (uk) , uk < ik

ci (uk − ik) +Gk (uk) , uk > ik

. (3.15)

Thus,

Tk
′ (uk) =


−ce +Gk

′ (uk) , uk < ik

ci +Gk
′ (uk) , uk > ik

. (3.16)

Case 1: ik < Ak

1. For uk < ik:

Since Gk
′ (uk) < −ci and Tk

′ (uk) = −ce +Gk
′ (uk) < −ce − ci < 0,

so Tk (uk) is monotone decreasing.

2. For ik < uk < Ak:

Since Gk
′ (uk) < −ci and Tk

′ (uk) = ci +Gk
′ (uk) < 0,

so Tk (uk) is monotone decreasing.

3. For uk > Ak:

Since Gk
′ (uk) > −ci and Tk

′ (uk) = ci +Gk
′ (uk) > 0,

so Tk (uk) is monotone nondecreasing.
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To summarize, Tk (uk) is monotone decreasing for uk < Ak while mono-

tone nondecreasing for uk > Ak.

Since Tk (uk) is continuous,

Vk (ik) = min
uk

{Tk (uk)} = Tk (Ak) = ci (Ak − ik) +Gk (Ak) . (3.17)

Case 2: Ak 6 ik 6 Sk

1. For uk < ik:

Since Gk
′ (uk) < ce, Tk ′ (uk) = −ce +Gk

′ (uk) < 0,

so Tk (uk) is monotone decreasing.

2. For uk > ik:

Since Gk
′ (uk) > −ci, Tk ′ (uk) = ci +Gk

′ (uk) > 0,

so Tk (uk) is monotone nondecreasing.

To summarize, Tk (uk) is monotone decreasing for uk < ik while monotone

nondecreasing for uk > ik.

Since Tk (uk) is continuous,

Vk (ik) = min
uk

{Tk (uk)} = Tk (ik) = Gk (ik) . (3.18)

Case 3: ik > Sk

1. For uk < Sk:

Since Gk
′ (uk) < ce, Tk ′ (uk) = −ce +Gk

′ (uk) < 0,

so Tk (uk) is monotone decreasing.



CHAPTER 3. SINGLE-PORT CASE 27

2. For Sk < uk < ik:

Since Gk
′ (uk) > ce, Tk ′ (uk) = −ce +Gk

′ (uk) > 0,

so Tk (uk) is monotone nondecreasing.

3. For uk > ik:

Since Gk
′ (uk) > ce, Tk ′ (uk) = ci +Gk

′ (uk) > ci + ce > 0,

so Tk (uk) is monotone increasing.

To summarize, Tk (uk) is monotone decreasing for uk < Sk while monotone

nondecreasing for uk > Sk.

Since Tk (uk) is continuous,

Vk (ik) = min
uk

{Tk (uk)} = Tk (Sk) = ce (ik − Sk) +Gk (Sk) . (3.19)

Combining the above three cases, we find that the optimal policy for pe-

riod k is characterized by (Ak, Sk), i.e.,

Vk (ik) =



ci (Ak − ik) +Gk (Ak) , ik < Ak

Gk (ik) , Ak 6 ik 6 Sk

ce (ik − Sk) +Gk (Sk) , ik > Sk

. (3.20)

Hence,
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Vk
′ (ik) =



− ci, ik < Ak

Gk
′ (ik) , Ak 6 ik 6 Sk

ce, ik > Sk

. (3.21)

Vk
′′ (ik) =



0, ik < Ak

Gk
′′ (ik) , Ak 6 ik 6 Sk

0, ik > Sk

. (3.22)

Since Vk ′ (ik) is continuous and Vk
′′ (ik) > 0, Vk (ik) is convex. The con-

vexity of Vk (ik) guarantees that Vk ′ (ik) is monotone nondecreasing, so

Vk
′ (ik) > −ci. We have shown that Vk (ik) is convex and Vk

′ (ik) > −ci,

so the theorem is established.

According to Theorem 3.1, the optimal policy for period n is characterized

by (An, Sn), i.e., importing empty containers up to An when the number

of empty container in the port is fewer than An; exporting empty contain-

ers down to Sn when the number of empty containers in the port is more

than Sn; or doing nothing, otherwise. In other words, if the system is in

state in at the beginning of period n, the optimal policy d∗n (in) is as follows:
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d∗n (in) =



An − in, in < An, import containers to An

0, An 6 in 6 Sn, do nothing

Sn − in, in > Sn, export containers to Sn

. (3.23)

Propositions 3.1 and 3.2 prove that An must exist while under certain con-

ditions Sn does not exist, i.e., Sn = +∞. Thus, two special circumstances

need to be clarified here: (1)An = 0 indicates that optimal policy for period

n excludes the possibility of importing empty containers, and (2) Sn = +∞

indicates that optimal policy for period n excludes the possibility of ex-

porting empty containers. By convention, we include such degenerate

cases in the optimal policy defined above.

Proposition 3.1. An must exist for all n.

Proof. We prove the result by contradiction. Suppose that for all un,

Gn
′ (un) < −ci. Then according to the proof of Theorem 3.1, we know

Vn+1
′ (in+1) > −ci.
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Thus,

−ci > Gn
′ (un) = ch

+∞∫
−un

fZ (z) dz − cs

−un∫
−∞

fZ (z) dz

+ α

+∞∫
−un

Vn+1
′ (un + z)fZ (z) dz

> ch

+∞∫
−un

fZ (z) dz − cs

−un∫
−∞

fZ (z) dz

− αci

+∞∫
−un

fZ (z) dz

= (ch − αci)
+∞∫
−un

fZ (z) dz − cs

−un∫
−∞

fZ (z) dz.

(3.24)

As un → +∞, we have −ci > ch − αci. And this inequality indicates that

0 > ch + (1− α) ci > 0, which is a contradiction. Thus there exists at least

one un such that Gn
′ (un) > −ci, so An must exist. Furthermore, since n is

arbitrary in the above proof, the proposition holds for all n.

Proposition 3.2. If (1− α) ce > ch and ci > cs, doing nothing is the optimal

policy for all n.

Proof. An = 0 and Sn = +∞ for all n is equivalent to this proposition. In

Proposition 3.1, we have already shown that
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Gn
′ (un) > (ch − αci)

+∞∫
−un

fZ (z) dz − cs

−un∫
−∞

fZ (z) dz

= ch − αci − (ch + cs − αci)FZ (−un) .

(3.25)

Similarly, since Vn+1
′ (in+1) 6 ce,

Gn
′ (un) = ch

+∞∫
−un

fZ (z) dz − cs

−un∫
−∞

fZ (z) dz

+ α

+∞∫
−un

Vn+1
′ (un + z)fZ (z) dz

6 ch

+∞∫
−un

fZ (z) dz − cs

−un∫
−∞

fZ (z) dz

+ αce

+∞∫
−un

fZ (z) dz

= ch + αce − (ch + cs + αce)FZ (−un) .

(3.26)

Since 0 6 FZ (−un) 6 1, ch + cs − αci > 0 and ch + cs + αce > 0,

Gn
′ (un) > ch − αci − (ch + cs − αci)FZ (−un) > −cs, (3.27)

Gn
′ (un) 6 ch + αce − (ch + cs + αce)FZ (−un) 6 ch + αce. (3.28)

Thus −cs 6 Gn
′ (un) 6 ch + αce. Under two conditions: (1− α) ce > ch

and ci > cs, we have −ci 6 −cs 6 Gn
′ (un) 6 ch + αce < ce. Therefore

−ci 6 Gn
′ (un) < ce, and we obtain An = 0 and Sn = +∞ based on the



CHAPTER 3. SINGLE-PORT CASE 32

definitions ofAn and Sn in Equation 3.8 and 3.9, respectively. Furthermore,

since n is arbitrary in the above proof, the proposition holds for all n.

3.2 Algorithm

We develop a polynomial time algorithm to solve our model. As random

variable Z takes discrete values in practice, we need to discretize Z if Z

follows a continuous probability distribution. And here we use pZ (·) to

represent the probability mass function (PMF) of the random variable Z

after discretization. In reality, random variables Z1 and Z2 have an upper

bound R, so 0 6 z1, z2 6 R, and similarly, inventory level i has an upper

bound M , so 0 6 i 6M in Algorithm 3.1.

Before introducing Algorithm 3.1, we first elaborate the way used to cal-

culate the probability mass function of random variable Z and L (un), re-

spectively, since they are frequently computed in the algorithm.

Method of Calculating PMF for Random Variable Z

If random variable Z follows a continuous probability distribution, dis-

cretize Z:
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pZ (z) ≈
∫ z+0.5

z−0.5
fZ (z) dz ≈ fZ (z) . (3.29)

Else, i.e., random variable Z follows a discrete probability distribution, the

probability mass function pZ (z) is of itself.

The following method is proposed to calculate L (un), which represents

the sum of the expected holding cost and stockout cost. Since L (un) is

identical for any period, the subscript n is omitted for brevity.

Method of Calculating L (u)

L (u) = chE(u+ Z)+ + csE(−u− Z)+

≈ ch

R∑
z=−R

(u+ z)+pZ (z) + cs

R∑
z=−R

(−u− z)+pZ (z).

(3.30)

Algorithm 3.1 is proposed to calculate the two thresholds, i.e., An and Sn

for all periods, i.e., 1 6 n 6 N . This algorithm is developed based on

the definition of An and Sn in Equations 3.8 and 3.9, respectively, and the

monotonicity of the function Gn
′ (·).

Algorithm 3.1. AS

1. Set VN+1 (i) = 0 for all 0 6 i 6M .

2. Set n = N .
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3. If n > 1, do the following; else stop.

4. Set u = −1.

5. Do this step while Gn
′ (u) < −ci:

(a) Reset u = u+ 1.

(b) Calculate Gn (u):

Gn (u) = L (u) + αEVn+1(u+ Z)+

≈ L (u) + α
R∑

z=−R

Vn+1(u+ z)+pZ (z) .

(3.31)

(c) Calculate Gn (u+ 1):

Gn (u+ 1) = L (u+ 1) + αEVn+1(u+ 1 + Z)+

≈ L (u+ 1) + α
R∑

z=−R

Vn+1(u+ 1 + z)+pZ (z) .

(3.32)

(d) Calculate Gn
′ (u) approximately:

Gn
′ (u) ≈ ∆Gn (u) = Gn (u+ 1)−Gn (u) . (3.33)

6. Set An = u.

7. Reset u = u− 1.

8. Do this step while Gn
′ (u) < ce:

(a) Reset u = u+ 1.
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(b) Calculate Gn (u):

Gn (u) = L (u) + αEVn+1(u+ Z)+

≈ L (u) + α
R∑

z=−R

Vn+1(u+ z)+pZ (z) .

(3.34)

(c) Calculate Gn (u+ 1):

Gn (u+ 1) = L (u+ 1) + αEVn+1(u+ 1 + Z)+

≈ L (u+ 1) + α
R∑

z=−R

Vn+1(u+ 1 + z)+pZ (z) .

(3.35)

(d) Calculate Gn
′ (u) approximately:

Gn
′ (u) ≈ ∆Gn (u) = Gn (u+ 1)−Gn (u) . (3.36)

9. Set Sn = u.

10. Calculate Vn (i) for all 0 6 i 6M :

Vn (i) =



ci (An − i) +Gn (An) , i < An

Gn (i) , An 6 i 6 Sn

ce (i− Sn) +Gn (Sn) , i > Sn

. (3.37)

11. Reset n = n− 1, go to step 3.

Theorem 3.2. Algorithm 3.1 has time complexity O (MNR).

Proof. The result is self-evident.
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Theorem 3.2 demonstrates that Algorithm 3.1 is a polynomial time algo-

rithm, which performs very efficiently due to its polynomial running time.

3.3 Numerical Examples

This section presents two numerical examples to illustrate the solution

procedures based on the normal distribution and uniform distribution, re-

spectively. The following two examples share the same parameters listed

below:

M = 1000, R = 50, N = 12, α = 0.99,

ch = 180, ci = 150, ce = 150, cs = 1000.

The length of the planning horizon is important for empty container repo-

sitioning problem. Choong et al. (2002) point out that longer planning

horizon allows better management of container movement. In the follow-

ing two examples, the planning horizon contains 12 consecutive decision

periods. When it comes to determining the length of decision period, we

need to consider three factors: the time interval between each two consec-

utive ships, the time to convert laden import containers into empty con-

tainers available for use, and the time to import empty containers after

making a decision. Normally, each decision period can be approximately
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one or two weeks. In addition, empty containers can be shipped by dif-

ferent ships sailing on different routes with different shipping schedules

since a liner shipping company usually uses the vacancies left after load-

ing the laden containers to reposition the empty containers.

Since the normal distribution and uniform distribution are widely used

in the literature (e.g., Song, 2007; Song and Carter, 2009; Song and Dong,

2011b), we use them to illustrate the solution procedures in our examples.

The following results are calculated by running a C++ program on a PC

with Pentium 4 CPU 3GHz and 504MB of RAM.

3.3.1 Example I: Normal Distribution

Suppose random variables Z1 and Z2 follow the same normal distribution

with µZ1 = µZ2 and σ2
Z1

= σ2
Z2

= 50. Since Z1 and Z2 are independent, ran-

dom variable Z = Z1 − Z2 (−R 6 z 6 R) follows the normal distribution

with µZ = µZ1 − µZ2 = 0 and σ2
Z = σ2

Z1
+ σ2

Z2
= 100. We can calculate two

thresholds (An, Sn) for every period by Algorithm 3.1 and draw the graph

of the function V1 (i1). The results are shown in Table 3.1 and Figure 3.1.



CHAPTER 3. SINGLE-PORT CASE 38

Table 3.1: (An, Sn) under the Normal Distribution

Period n 1 2 3 4 5 6 7 8 9 10 11 12

An 8 8 8 8 8 8 8 8 8 8 9 9

Sn 14 14 14 14 14 14 14 14 14 14 14 16
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Figure 3.1: Graph of Function V1 (i1) under the Normal Distribution

3.3.2 Example II: Discrete Uniform Distribution

Lemma 3.1. If random variables Z1 and Z2 follow the same discrete uniform

distribution in the interval [0, R], then the probability mass function of random
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variable Z = Z1 − Z2 is as follows:

pZ (z) =


R− |z|+ 1

(R + 1)2
, −R 6 z 6 R

0, otherwise

. (3.38)

Proof. Here we use pZ1 (·) and pZ2 (·) to represent the probability mass

function of random variables Z1 and Z2, respectively.

For −R 6 z < 0:

pZ (z) =
R∑

z1=0

pZ1 (z1) pZ2 (z1 − z)

=
1

R + 1

R+z∑
z1=0

pZ2 (z1 − z)

=
1

R + 1

R + z + 1

R + 1

=
R + z + 1

(R + 1)2
.

(3.39)

For 0 6 z 6 R:

pZ (z) =
R∑

z1=0

pZ1 (z1) pZ2 (z1 − z)

=
1

R + 1

R∑
z1=z

pZ2 (z1 − z)

=
1

R + 1

R− z + 1

R + 1

=
R− z + 1

(R + 1)2
.

(3.40)
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For z < −R or z > R:

The fact that Z1 and Z2 follow the same discrete uniform distribution in

the interval [0, R] means 0 6 z1, z2 6 R, so −R 6 z 6 R. Thus in this case

pZ (z) = 0.

The probability mass function of random variable Z is obtained by com-

bining the three cases. Note that the sum of pZ (·) does equal one.

Suppose random variablesZ1 andZ2 follow identical discrete uniform dis-

tribution in the interval [0, R]. Based on Lemma 3.1, we can calculate two

thresholds (An, Sn) for every period by Algorithm 3.1 and draw the graph

of the function V1 (i1). The results are shown in Table 3.2 and Figure 3.2.

Table 3.2: (An, Sn) under the Discrete Uniform Distribution

Period n 1 2 3 4 5 6 7 8 9 10 11 12

An 13 13 13 13 13 13 13 13 13 13 13 13

Sn 31 31 31 31 31 31 31 31 31 31 32 39
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Figure 3.2: Graph of Function V1 (i1) under the Discrete Uniform Distribu-

tion

Figures 3.1 and 3.2 both show that V1 (i1) is convex in i1, i.e., the minimum

expected discounted cost over the whole planning horizon is a convex

function of the initial state of empty containers in the first period, which is

consistent with Theorem 3.1.

3.4 Summary

We have formulated the single-port empty container repositioning prob-

lem as an inventory problem over a finite horizon with lost sales and

stochastic import and export. By solving the stochastic dynamic model,

we have found the two-threshold optimal policy. We have also developed
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a polynomial time algorithm to determine the two thresholds for each pe-

riod. Then we have presented two numerical examples to illustrate the

solution procedures based on the normal distribution and uniform distri-

bution, respectively. The results show that the proposed algorithm per-

forms very effectively and efficiently. The findings in the single-port case

contribute to solving the whole repositioning problem as shown in the

next chapter.



Chapter 4

Multi-Port Case

This chapter extends the previous single-port case to multi-ports, which

becomes much more complicated mainly due to the multi-dimensional

variables concerned. We mathematically formulate the multi-port prob-

lem, determine a tight lower bound (TLB) on the cost function, and intro-

duce the concept of relative error with respect to the tight lower bound

(RE-TLB). We also develop an approximate polynomial time repositioning

algorithm and use simulation to test its performance based on the normal

distribution and uniform distribution, respectively.

43
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4.1 Model

This section presents a mathematical formulation of the multi-port prob-

lem and a tight lower bound on the cost function. The concept of relative

error with respect to the tight lower bound is introduced to evaluate the

performance of the proposed algorithm.

4.1.1 Notation

1. n: the current discrete decision period,

2. N : the total number of decision periods,

3. k: port k,

4. K: the total number of ports,

5. e: a vector containing a column of ones,

6. ikn: the inventory level of empty containers at the beginning of period

n at port k, which is nonnegative, i.e., ikn > 0,

7. in :=
(
i1n, i

2
n, · · · , iKn

)′
(in > 0),

8. In := e′in, the sum of inventory levels at the beginning of period n

over all ports, which is a constant in period n,
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9. dkn: the decision variable, which can be positive (importing empty

containers), negative (exporting empty containers) or zero (doing

nothing) in period n at port k,

10. dn :=
(
d1n, d

2
n, · · · , dKn

)′,
11. ukn: the number of empty containers after making a decision in period

n at port k, which is nonnegative, i.e., ukn = ikn + dkn
(
ukn > 0

)
,

12. un :=
(
u1n, u

2
n, · · · , uKn

)′, un = in + dn (un > 0),

13. Zk
1 : the number of laden import containers in each period at port k,

which is a nonnegative and i.i.d. random variable across the decision

periods, i.e., zk1 > 0,

14. Z1 :=
(
Z1

1 , Z
2
1 , · · · , ZK

1

)′,
15. Zk

2 : the number of laden export containers in each period at port k,

which is a nonnegative and i.i.d. random variable across the decision

periods, independent of Zk
1 , i.e., zk2 > 0,

16. Z2 :=
(
Z1

2 , Z
2
2 , · · · , ZK

2

)′,
17. Zk: the difference between Zk

1 and Zk
2 , i.e., Zk = Zk

1 −Zk
2 , which is an

i.i.d. random variable across the decision periods at port k,

18. Z :=
(
Z1, Z2, · · · , ZK

)′
= Z1−Z2 =

(
Z1

1 − Z1
2 , Z

2
1 − Z2

2 , · · · , ZK
1 − ZK

2

)′,
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19. ckh: the holding cost of an empty container per period at port k,

20. ch :=
(
c1h, c

2
h, · · · , cKh

)′,
21. cks : the stockout cost of an empty container per period at port k,

22. cs :=
(
c1s, c

2
s, · · · , cKs

)′,
23. cki : the importing cost of empty container per unit at port k,

24. ci :=
(
c1i , c

2
i , · · · , cKi

)′,
25. cke : the exporting cost of empty container per unit at port k,

26. ce :=
(
c1e, c

2
e, · · · , cKe

)′,
27. α: the discount factor, 0 < α 6 1.

For items 23 to 26, it is worth noticing that importing and exporting costs

are based on unit. Generally speaking, shipping one container involves

three different costs: lifting-on cost, lifting-off cost and shipping cost from

the source to the destination. Since a liner shipping company usually

uses the vacancies left after loading the laden containers to reposition the

empty containers, the shipping cost of empty containers can be neglected,

which means only lifting-on cost and lifting-off cost need to be taken into

consideration, equal to exporting cost and importing cost, respectively. So
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the exporting cost and importing cost are on a unit basis. cpe +cqi represents

the total operating cost involved in shipping one empty container from

port p to port q.

Definition 4.1. a > b iff ai > bi for all 1 6 i 6 K, where a = (a1, a2, · · · , aK)′

and b = (b1, b2, · · · , bK)′.

Definition 4.1 is used to simplify the notation when comparing two vec-

tors.

4.1.2 Model Assumptions

1. This is a single commodity model, i.e., all containers are TEU.

2. Leasing policy is not considered as an option to supply empty con-

tainers in this model.

3. The lost sales scenario is assumed in this model.

4. Laden import containers will become empty containers available for

use by the end of each decision period.

5. The process of importing empty containers after making a decision

will finish by the end of each decision period.

6. cs > αci − ch.
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Note that the assumptions here follow or extend those presented in Section

3.1.2, which ensures that the previous results obtained in the single-port

case can be applied here to analyze the multi-port case.

Definition 4.2. a+ :=
(
a+1 , a

+
2 , · · · , a+K

)′, where a = (a1, a2, · · · , aK)′.

Definition 4.2 is used to simplify the notation when formulating the model

for multi-ports.

4.1.3 Model Formulation

The system states evolve according to

in+1 = (in + dn + Z1 − Z2)
+ = (un + Z)+ . (4.1)

The sum of the total importing and exporting cost in period n is

ci
′ (un − in)+ + ce

′ (in − un)+ , (4.2)

Equivalently,
K∑
k=1

[
cki
(
ukn − ikn

)+
+ cke

(
ikn − ukn

)+]
. (4.3)

The sum of the total expected holding cost and stockout cost is

K∑
k=1

L
(
ukn
)
. (4.4)
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To put them together,

K∑
k=1

[
cki
(
ukn − ikn

)+
+ cke

(
ikn − ukn

)+
+ L

(
ukn
)]
. (4.5)

The total minimum expected discounted cost from period n to the last

period N represented by Vn (in) satisfies the following recursive relation

Vn (in) = min
un

{
K∑
k=1

[
cki
(
ukn − ikn

)+
+ cke

(
ikn − ukn

)+
+ L

(
ukn
)]

+ αEVn+1 (un + Z)+
∣∣∣∣e′un = In

}
,

(4.6)

where VN+1 (iN+1) ≡ 0 for all iN+1.

4.1.4 Tight Lower Bound

Now we define another similar function Ṽn (in) by removing the constraint

e′un = In as follows:

Ṽn (in) = min
un

{
K∑
k=1

[
cki
(
ukn − ikn

)+
+ cke

(
ikn − ukn

)+
+ L

(
ukn
)]

+ αEṼn+1 (un + Z)+
}
,

(4.7)

where ṼN+1 (iN+1) ≡ 0 for all iN+1.

Recall that in the single-port case, for a given port k, V k
n

(
ikn
)

is defined as
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follows:

V k
n

(
ikn
)

= min
uk
n

{
cki
(
ukn − ikn

)+
+ cke

(
ikn − ukn

)+
+ L

(
ukn
)

+ αEV k
n+1

(
ukn + Zk

)+}
,

(4.8)

where V k
N+1

(
ikN+1

)
≡ 0 for all ikN+1.

Theorem 4.1. Ṽn (in) =
∑K

k=1 V
k
n

(
ikn
)

for all n.

Proof. By induction. Note that ṼN+1 (iN+1) =
∑K

k=1 V
k
N+1

(
ikN+1

)
= 0. Sup-

pose that Ṽn+1 (in+1) =
∑K

k=1 V
k
n+1

(
ikn+1

)
, we next prove them for period n.

As in+1 = (un + Z)+, where Z is a random vector, in+1 is also a random vec-

tor. So EṼn+1 (in+1) =
∑K

k=1 EV k
n+1

(
ikn+1

)
, equivalently, EṼn+1 (un + Z)+ =∑K

k=1 EV k
n+1

(
ukn + Zk

)+.

Let

T̃n (un) =
K∑
k=1

[
cki
(
ukn − ikn

)+
+ cke

(
ikn − ukn

)+
+ L

(
ukn
)]

+ αEṼn+1 (un + Z)+ .

(4.9)

Due to

T k
n

(
ukn
)

= cki
(
ukn − ikn

)+
+ cke

(
ikn − ukn

)+
+ L

(
ukn
)

+ αEV k
n+1

(
ukn + Zk

)+
,

(4.10)
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Thus,

T̃n (un) =
K∑
k=1

[
cki
(
ukn − ikn

)+
+ cke

(
ikn − ukn

)+
+ L

(
ukn
)]

+
K∑
k=1

αEV k
n+1

(
ukn + Zk

)+
=

K∑
k=1

[
cki
(
ukn − ikn

)+
+ cke

(
ikn − ukn

)+
+ L

(
ukn
)

+ αEV k
n+1

(
ukn + Zk

)+]
=

K∑
k=1

T k
n

(
ukn
)
.

(4.11)

So min
un

{
T̃n (un)

}
= min

un

{∑K
k=1 T

k
n

(
ukn
)}

=
∑K

k=1 min
uk
n

{
T k
n

(
ukn
)}

, where

the second equality is based on the independence of the elements of un.

Since Ṽn (in) = min
un

{
T̃n (un)

}
and V k

n

(
ikn
)

= min
uk
n

{
T k
n

(
ukn
)}

, therefore,

Ṽn (in) =
∑K

k=1 V
k
n

(
ikn
)
.

Let u∗n (in) be the optimal un corresponding to Ṽn (in), and uk∗n
(
ikn
)

be the

optimal ukn corresponding to V k
n

(
ikn
)
. As in the real situation, all possible

values for un are finite, thus u∗n must exist. Theorem 4.1 shows that u∗n is

the collection of uk∗n for all n, i.e., u∗n =
(
u1∗n , u

2∗
n , · · · , uK∗n

)′ for all n.

Theorem 4.2. For all n, Vn (in) > Ṽn (in) and equality holds if (1− α) ce > ch

and ci > cs.

Proof. According to the optimization theory, the constrained minimum
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cannot be less than the unconstrained minimum, i.e., Vn (in) > Ṽn (in). Ac-

cording to Proposition 3.2, if (1− α) ce > ch and ci > cs, doing nothing

is the optimal policy for all ports in any period, so uk∗n = ikn for all k, thus

u∗n = in due to u∗n =
(
u1∗n , u

2∗
n , · · · , uK∗n

)′. Therefore, e′u∗n = e′in = In, so the

constraint e′un = In is satisfied, which means Vn (in) = Ṽn (in) in this case.

Futhermore, since n is arbitrary in the above proof, the theorem holds for

all n.

Theorem 4.3.
∑K

k=1 V
k
n

(
ikn
)

is a tight lower bound on Vn (in) for all n.

Proof. Due to Theorems 4.1 and 4.2, Vn (in) >
∑K

k=1 V
k
n

(
ikn
)

and equality

holds if (1− α) ce > ch and ci > cs. Furthermore, since n is arbitrary in the

above proof, the theorem holds for all n.

4.1.5 Relative Error with respect to the Tight Lower Bound

The relative error is used to measure the extent to which the cost given

by the heuristic algorithm deviates from the optimal value, which is di-

mensionless, making it convenient to compare. Analogically, the relative

error with respect to the tight lower bound is introduced to measure the

extent to which the cost given by the heuristic algorithm deviates from the

corresponding tight lower bound in this study.
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Lemma 4.1. For a given problem instance, the relative error is less than or equal

to the relative error with respect to the tight lower bound for positive minimization

problem.

Proof. Let I be a given problem instance, H (I) be the value obtained by

the heuristic algorithm, M (I) be the theoretical minimum value, TLB (I)

be the tight lower bound on M (I), and suppose H (I), M (I) and TLB (I)

are all positive values. Let RE (I) be the relative error. Given the prob-

lem instance I , RE (I) is defined as RE (I) := H(I)−M(I)
M(I)

= H(I)
M(I)

− 1 and

RE-TLB (I) := H(I)−TLB(I)
TLB(I)

= H(I)
TLB(I)

− 1. Due to M (I) > TLB (I) > 0 and

H (I) > 0, so RE (I) 6 RE-TLB (I).

Lemma 4.1 provides another possible way to evaluate the performance

of a heuristic algorithm. In the situation when the theoretical minimum

value is not easy or even impossible to calculate but a tight lower bound

is determined, we are still able to draw the conclusion that the heuristic

algorithm performs effectively as long as the calculated relative error with

respect to the tight lower bound is sufficiently small, say, less than 5 per

cent. It is because the underlying true relative error must be identical or

even smaller according to Lemma 4.1.
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4.2 Algorithm

Since it is extremely difficult to derive optimal policy in the multi-port

case, a polynomial time algorithm is developed to find an approximate

repositioning policy.

Suppose we have already calculated Ak
n and Sk

n for all 1 6 n 6 N and

1 6 k 6 K beforehand. We treat this multi-stage decision problem as a

sequence of several single-stage decision problems, and make a decision

at the beginning of each decision period sequentially when ikn for every

port is realized. Without loss of generality, assume that we are in the n-th

period, based on
(
Ak

n, S
k
n

)
for port k, we define three state sets as follows:

Ωa
n :=

{
k|ikn < Ak

n

}
Ωb

n :=
{
k|Ak

n 6 ikn 6 Sk
n

}
Ωc

n :=
{
k|ikn > Sk

n

}
It is clear that in every period, each port must fall into only one of the

three sets, and all ports therefore are classified into three different groups.

According to the optimal policy established in Theorem 3.1, in each period,

importing empty containers for k ∈ Ωa
n and exporting empty containers

for k ∈ Ωc
n can reduce the total operating cost, while either importing or

exporting empty containers for k ∈ Ωb
n will add to the total operating cost.

For any port k, importing one empty container will change the total oper-
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ating cost by

∆
k

n

(
ikn
)

= Gk
n

(
ikn + 1

)
−Gk

n

(
ikn
)

+ cki (4.12)

For any port k, exporting one empty container will change the total oper-

ating cost by

∆k
n

(
ikn
)

= Gk
n

(
ikn − 1

)
−Gk

n

(
ikn
)

+ cke (4.13)

Note that

For k ∈ Ωa
n : ∆

k

n

(
ikn
)
6 0, ∆k

n

(
ikn
)
> 0. (4.14)

For k ∈ Ωb
n : ∆

k

n

(
ikn
)
> 0, ∆k

n

(
ikn
)
> 0. (4.15)

For k ∈ Ωc
n : ∆

k

n

(
ikn
)
> 0, ∆k

n

(
ikn
)
6 0. (4.16)

For any port k, since cks > αcki − ckh is almost true in reality, Gk
n (·) is strictly

convex and the above inequalities hold strictly.

According to the optimal policy established in Theorem 3.1, it would never

be optimal, in any circumstance, to export empty containers for k ∈ Ωa
n or

import empty containers for k ∈ Ωc
n. Therefore, we re-define Delta used in

Algorithm 4.1 as follows:

∆
k

n

(
ikn
)

=


Gk

n

(
ikn + 1

)
−Gk

n

(
ikn
)

+ cki , ikn < Sk
n

a huge number, ikn > Sk
n

. (4.17)
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∆k
n

(
ikn
)

=


Gk

n

(
ikn − 1

)
−Gk

n

(
ikn
)

+ cke , ikn > Ak
n

a huge number, ikn 6 Ak
n

. (4.18)

Algorithm 4.1 is proposed to reposition the empty containers between

multi-ports. We have calculated the Ak
n and Sk

n for the whole planning

horizon, i.e., 1 6 n 6 N and all the ports involved, i.e., 1 6 k 6 K before-

hand by Algorithm 3.1. Since Algorithm 4.1 is applicable to any period,

we omit the subscript n for brevity.

Algorithm 4.1. Reposition

1. For each k within 1 6 k 6 K:

(a) If ik < Ak, add k to state set Ωa.

(b) If Ak 6 ik 6 Sk, add k to state set Ωb.

(c) If ik > Sk, add k to state set Ωc.

2. (a) If Ωa = ∅ and Ωc = ∅, stop.

(b) If Ωa 6= ∅ and Ωc 6= ∅, go to step 3.

(c) If Ωa = ∅ and Ωc 6= ∅,

If Ωb 6= ∅, go to step 4; else stop.
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(d) If Ωa 6= ∅ and Ωc = ∅,

If Ωb 6= ∅, go to step 5; else stop.

3. (a) Find the p with the minimum ∆
k (
ik
)

from k ∈ Ωa.

(b) Fine the q with the minimum ∆k
(
ik
)

from k ∈ Ωc.

(c) Reset ip = ip + 1.

(d) Reset iq = iq − 1.

(e) If ip = Ap,

• Delete p from Ωa;

• Add p to Ωb.

(f) If iq = Sq,

• Delete q from Ωc;

• Add q to Ωb.

(g) Go to step 2.

4. (a) Find the p with the minimum ∆k
(
ik
)

from k ∈ Ωc.

(b) Find the q with the minimum ∆
k (
ik
)

from k ∈ Ωb.

(c) If ∆p (ip) + ∆
q

(iq) > 0, stop; else

• Reset ip = ip − 1.

• Reset iq = iq + 1.
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• If ip = Sp, delete p from Ωc.

• If iq = Sq, delete q from Ωb.

• Go to step 2.

5. (a) Find the p with the minimum ∆
k (
ik
)

from k ∈ Ωa.

(b) Fine the q with the minimum ∆k
(
ik
)

from k ∈ Ωb.

(c) If ∆
p

(ip) + ∆q (iq) > 0, stop; else

• Reset ip = ip + 1.

• Reset iq = iq − 1.

• If ip = Ap, delete p from Ωa.

• If iq = Aq, delete q from Ωb.

• Go to step 2.

Theorem 4.4. Algorithm 4.1 has time complexity O (K).

Proof. The result is self-evident.

Theorem 4.4 demonstrates that Algorithm 4.1 is a polynomial time algo-

rithm, which performs very efficiently due to its polynomial running time.

Theorem 4.5. The overall time complexity for solving the whole empty container

repositioning problem is O (KMNR).



CHAPTER 4. MULTI-PORT CASE 59

Proof. Since Algorithm 4.1 is executed at the beginning of each decision

period when the inventory levels for all the ports are realized, the time

complexity corresponding to the whole planning horizon containing N

consecutive decision periods is O (KN). Moreover, Algorithm 3.1 is exe-

cuted K times beforehand to calculate the Ak
n and Sk

n for all the ports over

the whole planning horizon. Thus, the corresponding time complexity

is O (KMNR). Because max {O (KN) , O (KMNR)} = O (KMNR), the

overall time complexity to solve the whole problem is O (KMNR).

Theorem 4.5 demonstrates that the whole empty container repositioning

problem can be solved within a polynomial running time, which reflects

the high efficiency of the proposed Algorithms 3.1 and 4.1.

4.3 Simulation

This section presents the simulation procedures and evaluation of the per-

formance of Algorithm 4.1 under the normal distribution and uniform dis-

tribution, respectively.
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4.3.1 Simulation Procedures

Three subprocedures are proposed first since they are frequently called by

the simulation procedures.

Subprocedure 4.1 is used to reposition the empty containers and calculate

the corresponding operating costs in the simulation. The main part fol-

lows from Algorithm 4.1. To generate random number Z, we first generate

a pseudorandom number uniformly distributed over (0, 1), then generate

Z using the inverse transform method for the discrete uniform distribution

and the rejection method for the normal distribution (Ross, 2006). In prac-

tice, inventory level ik has an upper boundM , i.e., 0 6 ik 6M for all k and

random variables Zk
1 and Zk

2 have an upper bound R, i.e., 0 6 zk1 , z
k
2 6 R

for all k in Subprocedure 4.1.

Subprocedure 4.1. Reposition

1. Set n = 1.

2. If n 6 N , do the following; else stop.

3. For each k within 1 6 k 6 K:

(a) If ik < Ak,

• Add k to state set Ωa;
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• Set uk = Ak, according to the optimal policy;

• Reset ImportingTLB [k] = ImportingTLB [k] + cki
(
uk − ik

)
,

correspondingly.

(b) If Ak 6 ik 6 Sk,

• Add k to state set Ωb;

• Set uk = ik, according to the optimal policy.

(c) If ik > Sk,

• Add k to state set Ωc;

• Set uk = Sk, according to the optimal policy;

• Reset ExportingTLB [k] = ExportingTLB [k] + cke
(
ik − uk

)
,

correspondingly.

4. (a) If Ωa = ∅ and Ωc = ∅, go to step 8.

(b) If Ωa 6= ∅ and Ωc 6= ∅, go to step 5.

(c) If Ωa = ∅ and Ωc 6= ∅,

If Ωb 6= ∅, go to step 6; else go to step 8.

(d) If Ωa 6= ∅ and Ωc = ∅,

If Ωb 6= ∅, go to step 7; else go to step 8.

5. (a) Find the p with the minimum ∆
k (
ik
)

from k ∈ Ωa.
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(b) Fine the q with the minimum ∆k
(
ik
)

from k ∈ Ωc.

(c) Reset ip = ip + 1.

(d) Reset iq = iq − 1.

(e) Reset Exporting [q] = Exporting [q] + cqe, correspondingly.

(f) Reset Importing [p] = Importing [p] + cpi , correspondingly.

(g) If ip = Ap,

• Delete p from Ωa;

• Add p to Ωb.

(h) If iq = Sq,

• Delete q from Ωc;

• Add q to Ωb.

(i) Go to step 4.

6. (a) Find the p with the minimum ∆k
(
ik
)

from k ∈ Ωc.

(b) Find the q with the minimum ∆
k (
ik
)

from k ∈ Ωb.

(c) If ∆p (ip) + ∆
q

(iq) > 0, go to step 8; else

• Reset ip = ip − 1.

• Reset iq = iq + 1.

• Reset Exporting [p] = Exporting [p] + cpe, correspondingly.
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• Reset Importing [q] = Importing [q] + cqi , correspondingly.

• If ip = Sp, delete p from Ωc.

• If iq = Sq, delete q from Ωb.

• Go to step 4.

7. (a) Find the p with the minimum ∆
k (
ik
)

from k ∈ Ωa.

(b) Fine the q with the minimum ∆k
(
ik
)

from k ∈ Ωb.

(c) If ∆
p

(ip) + ∆q (iq) > 0, go to step 8; else

• Reset ip = ip + 1.

• Reset iq = iq − 1.

• Reset Exporting [q] = Exporting [q] + cqe, correspondingly.

• Reset Importing [p] = Importing [p] + cpi , correspondingly.

• If ip = Ap, delete p from Ωa.

• If iq = Aq, delete q from Ωb.

• Go to step 4.

8. For each k within 1 6 k 6 K:

(a) Generate a random number Z.

(b) If ik + Z > 0,

Reset Holding [k] = Holding [k] + ckh min{ik + Z,M};
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Else

Reset Stockout [k] = Stockout [k]− cks
(
ik + Z

)
.

(c) If uk + Z > 0,

Reset HoldingTLB [k] = HoldingTLB [k] + ckh min{uk +Z,M};

Else

Reset StockoutTLB [k] = StockoutTLB [k]− cks
(
uk + Z

)
.

(d) Reset ik = min
{(
ik + Z

)+
,M
}

.

9. Clear Ωa, Ωb, Ωc.

10. Reset n = n+ 1, go to step 2.

Lemma 4.2. U ′ = a+ (b− a)U ∼ U (a, b) if U ∼ U (0, 1).

Proof. The result is self-evident.

Lemma 4.2 is a well-known result, which is usually used to generate the

desired uniform variable from the standard uniform distribution in simu-

lation.

Subprocedure 4.2 is used to initialize the problem instance, which is de-

termined by the combination of 8 parameters ci, ce, ch, cs, i1, M , N and
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R, in which ci, ce, ch, cs and i1 are all vectors. The elements of each vec-

tor are all randomly generated from a given uniform distribution in order

to better test the effectiveness of Algorithm 4.1. The supports of the uni-

form distributions are defined by two preassigned values, respectively, i.e.,

(cmin
i , cmax

i ), (cmin
e , cmax

e ), (cmin
h , cmax

h ), (cmin
s , cmax

s ) and (imin, imax). Lemma

4.2 is applied to conduct the transformation of uniform variables.

Subprocedure 4.2. Initialization

For each k within 1 6 k 6 K:

1. (a) Generate a pseudorandom numberU uniformly distributed over

(0, 1).

(b) Set cki = cmin
i + (cmax

i − cmin
i )U to make cki uniformly distributed

over (cmin
i , cmax

i ).

2. (a) Generate a pseudorandom numberU uniformly distributed over

(0, 1).

(b) Set cke = cmin
e + (cmax

e − cmin
e )U to make cke uniformly distributed

over (cmin
e , cmax

e ).

3. (a) Generate a pseudorandom numberU uniformly distributed over

(0, 1).
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(b) Set ckh = cmin
h + (cmax

h − cmin
h )U to make ckh uniformly distributed

over (cmin
h , cmax

h ).

4. (a) Generate a pseudorandom numberU uniformly distributed over

(0, 1).

(b) Set cks = cmin
s + (cmax

s − cmin
s )U to make cks uniformly distributed

over (cmin
s , cmax

s ).

5. (a) Generate a pseudorandom numberU uniformly distributed over

(0, 1).

(b) Set ik = imin + (imax − imin)U to make ik uniformly distributed

over (imin, imax).

Subprocedure 4.3 is proposed to calculate the RE-TLB, which is used to

evaluate the performance of Algorithm 4.1.

Subprocedure 4.3. RE-TLB

1. Calculate the cost given by the heuristic algorithm by adding up

Importing [k], Exporting [k], Holding [k] and Stockout [k] for all

1 6 k 6 K, denoted as SumAlgorithm.

2. Calculate the TLB by adding up ImportingTLB [k], ExportingTLB [k],



CHAPTER 4. MULTI-PORT CASE 67

HoldingTLB [k] and StockoutTLB [k] for all 1 6 k 6 K, denoted as

SumTLB.

3. Calculate the RE-TLB as:

RE-TLB = SumAlgorithm/SumTLB − 1. (4.19)

The following simulation procedures are used to simulate the empty con-

tainer repositioning process between multi-ports over multi-periods and

then calculate the average relative error with respect to the tight lower

bound (AVG-RE-TLB) to evaluate the performance of Algorithm 4.1. We

run this simulation for numerous ports, ranging from Min-K to Max-K.

For each number of ports, we runNo. of Instances problem instances, and

in each instance we run this simulation No. of Iterations times and then

calculate the average values to obtain AVG-RE-TLB, making the results

more reliable.

Simulation Procedures

For each K within Min-K 6 K 6Max-K:

1. Set number = 1.

2. If number 6 No. of Instances, do the following; else stop.
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3. Randomly generate cki , cke , ckh, cks and initial ik for all 1 6 k 6 K

by Subprocedure 4.2.

4. Calculate Ak
n, Sk

n and V k
n (i) for all 1 6 n 6 N , 1 6 k 6 K and

0 6 i 6M +R by Algorithm 3.1.

5. Set ik1 = ik to copy initial ik to ik1 for all 1 6 k 6 K.

6. Set SumRE-TLB = 0.

7. Set Sum-Importing [k], Sum-Exporting [k], Sum-Holding [k] and

Sum-Stockout [k]; Sum-ImportingTLB [k], Sum-ExportingTLB [k],

Sum-HoldingTLB [k] and Sum-StockoutTLB [k] equal to 0 for all

1 6 k 6 K.

8. Do this step No. of Iterations times, in each times of execution:

(a) Set Importing [k], Exporting [k], Holding [k] and Stockout [k];

ImportingTLB [k], ExportingTLB [k], HoldingTLB [k]

and StockoutTLB [k] equal to 0 for all 1 6 k 6 K.

(b) Reposition the empty containers by Subprocedure 4.1.

(c) Calculate the corresponding RE-TLB by Subprocedure 4.3.

(d) Reset SumRE-TLB = SumRE-TLB +RE-TLB.
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(e) Add the values of Importing [k], Exporting [k], Holding [k]

and Stockout [k]; ImportingTLB [k], ExportingTLB [k],

HoldingTLB [k] and StockoutTLB [k]

to Sum-Importing [k], Sum-Exporting [k], Sum-Holding [k]

and Sum-Stockout [k]; Sum-ImportingTLB [k],

Sum-ExportingTLB [k], Sum-HoldingTLB [k] and

Sum-StockoutTLB [k], respectively, for all 1 6 k 6 K.

(f) Reset ik = ik1 to restore initial ik for all 1 6 k 6 K.

9. (a) Calculate the average values of Importing [k], Exporting [k],

Holding [k] and Stockout [k]; ImportingTLB [k],

ExportingTLB [k], HoldingTLB [k] and StockoutTLB [k]

as Sum-Importing [k], Sum-Exporting [k], Sum-Holding [k]

and Sum-Stockout [k]; Sum-ImportingTLB [k],

Sum-ExportingTLB [k], Sum-HoldingTLB [k] and

Sum-StockoutTLB [k] divided by No. of Iterations,

respectively, for all 1 6 k 6 K.

(b) Reset the values of Importing [k], Exporting [k], Holding [k]

and Stockout [k]; ImportingTLB [k], ExportingTLB [k],

HoldingTLB [k] and StockoutTLB [k] with their average values,

respectively, for all 1 6 k 6 K.
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10. Calculate the AVG-RE-TLB:

AV G-RE-TLB = SumRE-TLB/No. of Iterations. (4.20)

11. Output the following values:

(a) cki , cke , ckh, cks and initial ik for all 1 6 k 6 K.

(b) Ak
n and Sk

n for all 1 6 n 6 N and 1 6 k 6 K.

(c) Importing [k], Exporting [k], Holding [k] and Stockout [k]

for all 1 6 k 6 K.

(d) ImportingTLB [k], ExportingTLB [k], HoldingTLB [k] and

StockoutTLB [k] for all 1 6 k 6 K.

(e) AV G-RE-TLB.

12. Reset number = number + 1, go to step 2.

Due to the same reason stated in Section 3.3 for the single-port case, we

continue to use the normal distribution and uniform distribution to con-

duct the simulation, and the planning horizon also contains 12 consecutive

decision periods. The following parameters are used in the simulation.

M = 1000, R = 50, N = 12, α = 0.99, Min-K = 5, Max-K = 50,

No. of Instances = 10, No. of Iterations = 100, (cmin
i , cmax

i ) = (140, 160),
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(cmin
e , cmax

e ) = (140, 160), (cmin
h , cmax

h ) = (160, 200),

(cmin
s , cmax

s ) = (900, 1100), (imin, imax) = (0, 40).

We summarize the results, i.e., AVG-RE-TLB, in Tables A.1 and A.2 for the

normal distribution and discrete uniform distribution, respectively. We

next compute the maximum value, minimum value, average value and

standard deviation of the 10 problem instances for each number of ports,

abbreviated as Max, Min, Avg and SD in Tables A.1 and A.2 for the normal

distribution and discrete uniform distribution, respectively.

The data corresponding to Max, Min and Avg for all the ports are plotted

in Figures 4.1 and 4.3 for the normal distribution and discrete uniform

distribution, respectively. The data corresponding to SD for all the ports

are plotted in Figures 4.2 and 4.4 for the normal distribution and discrete

uniform distribution, respectively.

The simulation is conducted by running a C++ program on a PC with

Pentium 4 CPU 3GHz and 504MB of RAM.

4.3.2 Case I: Normal Distribution

Suppose random variables Zk
1 and Zk

2 for all k follow the same normal

distribution with µZk
1

= µZk
2

and σ2
Zk
1

= σ2
Zk
2

= 50. Since Zk
1 and Zk

2 are
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independent, random variable Zk = Zk
1 − Zk

2

(
−R 6 zk 6 R

)
follows the

normal distribution with µZk = µZk
1
− µZk

2
= 0 and σ2

Zk = σ2
Zk
1

+ σ2
Zk
2

= 100.

The results are shown in Figures 4.1 and 4.2.
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Figure 4.1: AVG-RE-TLB under the Normal Distribution

Figure 4.1 shows that the maximum values for all the cases are less than

7 per cent, and the average values appear to be stable at 3 per cent level,

which means that Algorithm 4.1 is very effective under the normal distri-

bution.
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Figure 4.2: Standard Deviation under the Normal Distribution

Figure 4.2 shows that the standard deviation approaches 0 with the num-

ber of ports increasing, which is due to the fact that the AV G-RE-TLB ap-

proaches a constant as the number of ports increases. Therefore, the range

in Figure 4.1 also approaches 0, namely, two dashed lines converge to the

middle real line with the number of ports increasing, which means that

the stability of Algorithm 4.1 improves as the number of ports increases

under the normal distribution.

4.3.3 Case II: Discrete Uniform Distribution

Suppose random variables Zk
1 and Zk

2 for all k follow the same discrete

uniform distribution in the interval [0, R]. Thus random variable Zk =

Zk
1 − Zk

2

(
−R 6 zk 6 R

)
follows the discrete triangular distribution estab-
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lished in Lemma 3.1. The results are shown in Figures 4.3 and 4.4.
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Figure 4.3: AVG-RE-TLB under the Discrete Uniform Distribution

Figure 4.3 shows that the maximum values for all the cases are less than

4 per cent and the average values approach 0 as the number of ports in-

creases, which means that Algorithm 4.1 is very effective under the dis-

crete uniform distribution.
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Figure 4.4: Standard Deviation under the Discrete Uniform Distribution

Figure 4.4 shows that the standard deviation approaches 0 with the num-

ber of ports increasing, which is due to the fact that the AV G-RE-TLB ap-

proaches a constant as the number of ports increases. Therefore, the range

in Figure 4.3 also approaches 0, namely, two dashed lines converge to the

middle real line with the number of ports increasing, which means that

the stability of Algorithm 4.1 improves as the number of ports increases

under the discrete uniform distribution.

4.4 Summary

We have extended the single-port case to multi-ports in this chapter. We

have mathematically formulated the multi-port empty container reposi-
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tioning problem with stochastic demand and lost sales. After determining

a tight lower bound on the cost function, we have introduced the concept

of relative error with respect to the tight lower bound, which can be used

to measure the performance of Algorithm 4.1 in accordance with Lemma

4.1. Based on the two-threshold optimal policy established for a single

port in Theorem 3.1, we have developed a polynomial time Algorithm 4.1

to find an approximate repositioning policy for multi-ports and then use

simulation method to test its performance. Simulation results show that

the average relative error with respect to the tight lower bound is within 5

per cent under the normal distribution and uniform distribution, respec-

tively. Thus the underlying true relative error must be within 5 per cent or

even smaller according to Lemma 4.1, which indicates Algorithm 4.1 per-

forms very effectively for the multi-port empty container repositioning.

Furthermore, Algorithm 4.1 performs very efficiently due to its polyno-

mial running time. The stability of Algorithm 4.1 improves as the number

of ports increases. More importantly, Algorithm 4.1 is easy to understand

and implement from a practical perspective because of its simplicity.



Chapter 5

Concluding Remarks

In this study, we have analyzed the multi-period empty container repo-

sitioning problem with stochastic demand and lost sales. Maritime con-

tainer shipping is a highly competitive industry. Therefore, we assume

that unsatisfied customer demand due to the unavailability of empty con-

tainers will be lost forever, and will incur a stockout cost, i.e., we assume

lost sales scenario in our model. We do not consider leasing policy as an

option to supply empty containers in our model based on the reasonable

justifications. We aim to establish an effective empty container reposition-

ing policy with the objective to minimize the total operating cost, i.e., con-

tainer holding cost, stockout cost, importing cost and exporting cost.

77
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First, we have mathematically formulated the single-port case as an inven-

tory problem over a finite horizon with stochastic import and export of

empty containers. We have analytically established the two-threshold op-

timal policy for a single port, i.e., for period n: importing empty containers

up to An when the number of empty containers in the port is fewer than

An; exporting empty containers down to Sn when the number of empty

containers in the port is more than Sn; and doing nothing, otherwise. We

have also developed a polynomial time algorithm to numerically calcu-

late the two thresholds An and Sn for each period. We have provided two

examples to illustrate the solution procedures based on the normal distri-

bution and uniform distribution, respectively. The results show that the

proposed algorithm performs highly effectively and efficiently.

Next, we have extended the single-port case to multi-ports. We have also

mathematically formulated the multi-port problem and determined a tight

lower bound on the cost function. We then introduce the concept of rela-

tive error with respect to the tight lower bound, which is used to measure

the performance of the proposed algorithm. Based on the two-threshold

optimal policy established for a single port, we have developed a polyno-

mial time algorithm to find an approximate repositioning policy for multi-
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ports and then use simulation approach to test its performance. The sim-

ulation results show that the proposed approximate repositioning algo-

rithm performs very effectively since the calculated average relative error

with respect to the tight lower bound is within 5 per cent under the nor-

mal distribution and uniform distribution, respectively. Furthermore, the

algorithm performs very efficiently as a result of its polynomial running

time. The stability of the proposed algorithm improves as the number of

ports increases. More importantly, the proposed approximate reposition-

ing algorithm features being easy to understand and implement from a

practical perspective. In reality, a liner shipping company manager can

first calculate the two thresholds for all ports in all periods at the begin-

ning of the whole planning horizon; then at the beginning of each decision

period, the manager can apply the repositioning algorithm to determine

the specific repositioning policy for this period.

There are several promising directions for future research. For example,

it can examine the effect of shipping capacity on empty container reposi-

tioning, i.e., it means that there is an upper bound on the number of repo-

sitioning empty containers, and thus the recursive relation is minimized

under the constraint, which may change the structure of the optimal pol-
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icy. Furthermore, this study can be extended by analyzing the empty con-

tainer repositioning problem over an infinite planning horizon, e.g., one

can discuss the convergence of two thresholds in an infinite setting.
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Appendix B

Papers Arising from the Thesis

• Zhang, B., C.T. Ng, T.C.E. Cheng. A stochastic dynamic model for

empty container management in a single port. Under 2nd round

review in Journal of the Operational Research Society.

• Zhang, B., C.T. Ng. A threshold control based heuristic algorithm for

empty container repositioning between multi-ports with stochastic

demand and lost sales. Working Paper.
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Appendix C

Conference Presentations

• Zhang, B., C.T. Ng, T.C.E. Cheng. Empty container management

with lost sales in a single port. The Second POMS-HK International

Conference, Hong Kong, January 6-7, 2011.

• Zhang, B., C.T. Ng. Empty container allocation between multi-ports

with lost sales. The 22nd Annual POM Conference, Reno, Nevada,

USA, April 29 - May 2, 2011.
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