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In this project, three-dimensional (3D) Finite element method (FEM) embedded global optimization method is applied to obtain optimal design electric devices. FEM with nodal basis function and edge basis function are used to analysis magnetic field and the eddy current problem in electric devices. Time step FEM with slave master technique, circuit coupling technique is applied to simulate the performance of electric motor. Global optimization method including Genetic algorithm (GA), simulated annealing (SA), taboo search (TA) and particle swarm optimization (PSO) are coupled with FEM program to find the parameters of the optimal design. Parameter extraction technique is applied to extract the mass parameters of electric motor to accelerate the computation speed of optimization process. Moving least square (MLS) based surface response model is applied to reduce the optimization time. The coupled FEM with optimization method is applied to optimize the performance of surface mounted PM motor, magnetic gear and an axial flux magnetic motor.

In the thesis, the following work has been done:
(1) 2 D and 3D FEM program for eddy current have been implemented and couple with optimization method.
(2) A two-grid FEM has been studied for reducing the 3-D FEM computation time to reduce the computation time of nonlinear problems. TEAM Workshop problem 13 is used to test the two-grid method and the results obtained using the two-grid algorithm are compared with those using conventional methods. Since the two-grid method requires less computing time, it can be effectively applied to study large-scale nonlinear problems.
(3) Particle swam optimization (PSO) optimal algorithm and genetic algorithm (GA) have been implemented for optimization computation. A surrogate based on moving least squares (MLS) method has been developed to approximate the expected fitness evaluations, which would replace many times of FEA computation and would save much computation time. FEM with embedded GA has been applied to optimize the shape design of permanent magnet (PM) in motors to reduce the cogging torque.
(4) Moving mesh FEM has been proposed for coupling FEM with optimization method.
(5) The state of art programming method with object oriented programming technique for FEM is introduce to faculae the complexity of programming.

The major contributions of the thesis are reflected in the following aspects:
It proposes a novel moving mesh method to handle the mesh re-generation in the optimization step; Two-grid method is introduced to reduce the computational time of the nonlinear Maxwell system with nonlinear materials, and an effective interpolation of the FE solution from coarse grid to non-nested fine grid is proposed. 3D nodal and edge FEMs are implemented to analyze the eddy current problem involved in electric devices, and coupled with some global optimization process to design optimal electric devices. The FEM with global optimization method is applied to optimize the performance of PM motors and magnetic gears. Slave master technique is extended for 3D FEM computations to handle the non-conforming meshed on the interface between the moving and static parts of the devices. Time step FEM along with the slave master
technique and circuit coupling technique is used to simulate the performance of the electric motors.
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## 1. INTRODUCTION

### 1.1. ApPLICATION OF FEM in ELECTROMAGNETISM

Finite element method (FEM) was introduced to and applied in computational electromagnetism since 1950. With the development and wide application of FEM in electrical engineering, it has become a powerful tool to simulate the magnetic field and eddy current in electric devices, especially in electric motor. In the past, $\boldsymbol{A}$-formulation, $\boldsymbol{A}-\varphi$ formulation and $\boldsymbol{T}-\Omega$ formulation are applied to solve Maxwell Equations.

When FEM is applied to simulate the motion of electric motor, the mesh on the rotor rotates with the rotor while the mesh on the stator remains static, and thus non-conforming mesh on the interface between the stator and the rotor is usually encountered. Slave master method is usually applied to deal with such problem. In the thesis, such method is extended to 3D problem for simulation of the dynamic performance of the electric motor.

Edge element is the newly constructed vector based element for solving Maxwell equations. The advantage of edge element is that it ensures the continuity of the tangential component of the vector variable and does not impose the continuity on the normal component. The vector potential $\boldsymbol{A}$ is approximated by edge element, and thus the jump of the normal component of $\boldsymbol{A}$ will provide the jump of flux density $\boldsymbol{B}$ on the iron-air interface.

The type of vector elements was first described by Whitney [1] in 1957. In 1980, Nedelec constructed edge elements on tetrahedral element for 3D computation [2]. M. L. Barton and Z. J. Cenders introduced the new vector basis functions for 3D magnetic field conputation [3]. In application, Bosavit applied edge element method to 3D eddy
current problems [4]. Biro analyzed the characteristic of the matrix of $\boldsymbol{A}$-method, $\boldsymbol{A} \boldsymbol{-} \boldsymbol{\varphi}$ method by using edge element [5].

There are many ways to implement FEM programming with computer language on computer. State-of-the-art programming techniques for implement of FEM by object oriented programming language for electromagnetic field computation are presented in the thesis. It covers program structure, data structure and algebraic matrix equation.

In the FEM programming, linear solver such as ICCG, BICG-stable and Pardiso solver are used. The FEM computation efficiency is determined mostly by the efficiency of linear equation solver. The stiff matrix of Maxwell Equations obtained by FEM are not positive definite and usually are singular. However, if the right hand side conforms to the curl-free, the linear equation will converge when iteration method are used. Pardiso solver is a high-performance serial and parallel sparse linear solver and it is used in the program to accelerate the computation speed.

### 1.2. OPTIMIZATION METHOD FOR ElECTROMAGNETICS

In electric engineering, the performance of the electric devices as a whole is considered and the objective is to improve its performance. The design of devices is represented by several parameters, which are the optimization variables in optimization method. Global optimization method is usually used to find the optimal solution of design to improve its performance.

Global optimization methods are more suitable for the inverse problem in electromagnetic problems because of its ability to find the global optimal solution. Several global optimization methods including genetic algorithm (GA), taboo search (TA), simulated annealing (SA), particle swarm optimization (PSO) method, ant colony algorithm and are artificial neural network (ANN) invented through the analysis and
simulation of the natural phenomena, society activity and physical progress. Such optimization methods are good at finding the global solution, which are more suitable in the optimization electromagnetic devices. The objective function of the optimization of electromagnetic devices is usually constructed to maximize the performance or to minimize the loss of energy of the devices.

### 1.3. COUPLING FEM with Optimization Method

In the thesis, global optimization method and FEM are coupled to obtain the optimal design of electric devices. In the coupling algorithm, FEM is applied to compute the electric and magnetic field. Then the result of FEM is used to calculate the objective function of the optimization method.

There are several difficulties in coupling FEM program with optimization method.
(1) The slow convergence of global optimization method;
(2) The computation time for FEM is too long, especially for 3D problems;
(3) The mesh regeneration for FEM is not convenient for coupling the FEM with optimization method;

In the thesis, moving mesh method is proposed to facilitate the complexity of regenerating mesh in the optimization step.

It is difficult to couple commercial FEM software with optimization method. Most commercial FEM software does not provide variable interface open to the user. The aim of most prevail FEM software is to analysis the fixed model of the devices.
(1) It is not convenient to get the result to do post process in commercial software;
(2) It is not convenient to embed the execute program of commercial software to the optimization algorithm;
(3) New algorithms are not convenient to be implemented with the commercial software

In order to accelerate the convergence and reduce the computation time, MLS based surface response model (SRM) is constructed to approximate the objective function. Several hundreds times results of FEM computation are used to construction the SRM and then the objective function is calculated by the SRM which will then reduce the computation time.

### 1.4. Research Objectives

The research objectives in the project are:
(1) FEM programming for 2 D and 3 D electromagnetic problem is implemented for simulating electromagnetic field. The objective oriented $\mathrm{C}++$ programming language is used to implement the FEM program. The implemented program can be used to analysis the forward problem in electromagnetic problem.
(2) Optimization methods are investigated and applied to obtain optimal design of electromagnetic devices. The coupled optimization method with FEM program is applied to several application of electromagnetic devices design to improve its performance.
(3) The proposed method is applied to optimize the design of an axial flux magnetic motor.

### 1.5. THESIS OUTLINE

The scope of the dissertation covers the basic literature review of Maxwell equations and the potential formulation. Finite element method with nodal and edge basis functions are discussed and the programming structure for implement FEM are
illustrated. Field - circuit coupling for simulation the dynamic characteristic of electric devices is analyzed. Several global optimization methods are discussed and the surface response model (SRM) based on MLS is applied to an application example. The structure of coupled FEM with optimization method is illustrated.

There are seven chapters in this thesis. In chapter one, the main point of the thesis and the objective of the project are introduced. In chapter two, the basic literature on computational electromagnetism and optimization methods are reviewed. FEM programming technique involving eddy current problems is proposed in charter three. In chapter four, two grid techniques for reduce computation time are investigated. In chapter five, optimization methods are introduced and the moving mesh method for coupling optimization method with FEM is proposed. In chapter six, three applications of coupled FEM with optimization method in electric motor are introduced. Conclusion and recommendation are discussed in chapter 7.

## 2. LITERATURE REVIEW ON EDDY Current Problem and Optimization Method

### 2.1. MAXWELL EQUATIONS

Maxwell equations describe the whole basic dieseline that electric field and magnetic field observe. The differential form of Maxwell equations shows as:

$$
\begin{gather*}
\nabla \times \boldsymbol{H}=\boldsymbol{J}+\frac{\partial \boldsymbol{D}}{\partial t}  \tag{2.1}\\
\nabla \times \boldsymbol{E}=-\frac{\partial \boldsymbol{B}}{\partial t}  \tag{2.2}\\
\nabla \cdot \boldsymbol{B}=0  \tag{2.3}\\
\nabla \cdot \boldsymbol{D}=\rho \tag{2.4}
\end{gather*}
$$

The variables are: $\boldsymbol{E}$ electro field intensity (volt/meter), H magnetic field intensity (ampere/meter), $\boldsymbol{D}$ electric flux density (coulomb/meter ${ }^{3}$ ), $\boldsymbol{B}$ magnetic flux density (tesla), $\boldsymbol{J}$ electric current density (ampere/meter ${ }^{2}$ ), and $\rho$ is electric charge density (coulomb/meter ${ }^{3}$ ). These variables may be functions of coordinate $(x, y, z)$ and time $t$. The continuity equation which derived from (2.1) and (2.4) is:

$$
\begin{equation*}
\nabla \cdot \boldsymbol{J}+\frac{\partial \rho}{\partial t}=0 \tag{2.5}
\end{equation*}
$$

The following constitution relationships in Maxwell's equations describing the material property of a medium are:

$$
\begin{equation*}
\boldsymbol{B}=\mu \boldsymbol{H} \tag{2.6}
\end{equation*}
$$

$$
\begin{gather*}
\boldsymbol{D}=\varepsilon \boldsymbol{E}  \tag{2.7}\\
\boldsymbol{J}=\sigma \boldsymbol{E} \tag{2.8}
\end{gather*}
$$

In the research scope of the project, the applications are focused on low frequency electromagnetic field. In low frequency problem, the frequency of the source varies slowly with time such that the wavelength is immensely longer than the size of geometry in the considering domain. Thus the field varies instantaneously with the change of the source other than lagging behind the change of the source. Many electric devices in engineering application belong to the low frequency problems. For such problem, the displace current density $\frac{\partial \boldsymbol{D}}{\partial t}$ in (2.1) is so small that it can be ignored when compared with conducting current density $\boldsymbol{J}$. The problems in electromagnetic field without considering the displace current density are called eddy current problem.

### 2.2. Potentials for Eddy Current Problem

Usually the domain of eddy current problem is divided into two parts for further research, one part $V_{l}$ is eddy current region which includes the conduct media but not includes the source current and the other part $V_{2}$ is source region which includes the current source but not includes the conduct media [6]. Maxwell equations (2.1) - (2.4) for eddy current problems are shown as:

In eddy current region $V_{l}$ :

$$
\begin{gather*}
\nabla \times \boldsymbol{H}=\sigma \boldsymbol{E}  \tag{2.9}\\
\nabla \times \boldsymbol{E}+\frac{\partial \boldsymbol{B}}{\partial t}=0  \tag{2.10}\\
\nabla \cdot \boldsymbol{B}=0 \tag{2.11}
\end{gather*}
$$

In non eddy current region $V_{2}$ :

$$
\begin{gather*}
\nabla \times \boldsymbol{H}=\boldsymbol{J}_{s}  \tag{2.12}\\
\nabla \cdot \boldsymbol{B}=0 \tag{2.13}
\end{gather*}
$$

The boundary conditions are:

$$
\begin{gather*}
\boldsymbol{B} \cdot \boldsymbol{n}=\mathbf{0}  \tag{2.14}\\
\boldsymbol{H} \times \boldsymbol{n}=\mathbf{0} \tag{2.15}
\end{gather*}
$$

On the interface of $V_{1}$ and $V_{2}$, the boundary conditions are:

$$
\begin{align*}
\boldsymbol{B}_{1} \cdot \boldsymbol{n}_{12} & =\boldsymbol{B}_{2} \cdot \boldsymbol{n}_{12}  \tag{2.16}\\
\boldsymbol{H}_{1} \times \boldsymbol{n}_{12} & =\boldsymbol{H}_{2} \times \boldsymbol{n}_{12} \tag{2.17}
\end{align*}
$$

Where, $\boldsymbol{J}_{s}$ represents for source current density, $\boldsymbol{n}$ for the unit normal direction on surface, $\boldsymbol{n}_{12}$ for the unit normal direction from region $V_{1}$ to $V_{2}$.

In the numerical method used for solving eddy current equations, several formulations are used. There are three kind of potentials applied typically which are scalar potential $\varphi$ formulation, vector potential $\boldsymbol{A}-\varphi$ formulation and vector formulation $\boldsymbol{T}-\Omega$ formulation. In the scope of the thesis, vector potential $\boldsymbol{A}-\varphi$ formulation is applied.

### 2.2.1. $\boldsymbol{A}-\Phi$ FORMULATION

$\boldsymbol{A}-\varphi$ formulation is usually applied to solve equation (2.9) - (2.13). The computation domain is divided into eddy current region and non-eddy current region. In eddy current region, vector potential $\boldsymbol{A}$ for magnetic field and scalar potential $\varphi$ formulation for electric field is applied; in non-eddy current region, only vector potential for magnetic field is applied.

From (2.11) and (2.13), there exists vector function $\boldsymbol{A}$, which satisfies:

$$
\begin{equation*}
\boldsymbol{B}=\nabla \times \boldsymbol{A} \tag{2.18}
\end{equation*}
$$

Then substitute (2.18) to (2.10), we get:

$$
\begin{equation*}
\nabla \times\left(\boldsymbol{E}+\frac{\partial \boldsymbol{A}}{\partial t}\right)=0 \tag{2.19}
\end{equation*}
$$

From (2.19), there exists a scalar $\varphi$ which satisfies:

$$
\begin{equation*}
\boldsymbol{E}+\frac{\partial \boldsymbol{A}}{\partial t}=-\nabla \varphi \tag{2.20}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{E}=-\frac{\partial \boldsymbol{A}}{\partial t}-\nabla \varphi \tag{2.21}
\end{equation*}
$$

Substitute (2.18) - (2.19) to eddy current equations (2.9) - (2.13), we get the equations based on the vector potential $\boldsymbol{A}$ and scalar potential $\varphi$ :

In region $V_{l}$ :

$$
\begin{equation*}
\nabla \times(\nu \nabla \times \boldsymbol{A})=-\sigma \frac{\partial \boldsymbol{A}}{\partial t}-\sigma \nabla \varphi \tag{2.22}
\end{equation*}
$$

In region $V_{2}$ :

$$
\begin{align*}
\nabla \times(\nu \nabla \times \boldsymbol{A}) & =\boldsymbol{J}_{s}  \tag{2.23}\\
\boldsymbol{n} \cdot \nabla \times \boldsymbol{A} & =\boldsymbol{0}  \tag{2.24}\\
\nu \nabla \times \boldsymbol{A} \times \boldsymbol{n} & =\boldsymbol{0}  \tag{2.25}\\
\boldsymbol{n}_{12} \cdot \nabla \times \boldsymbol{A}_{l} & =\boldsymbol{n}_{12} \cdot \nabla \times \boldsymbol{A}_{2}  \tag{2.26}\\
\left(v_{1} \nabla \times \boldsymbol{A}_{l}\right) \times \boldsymbol{n}_{12} & =\left(v_{2} \nabla \times \boldsymbol{A}_{2}\right) \times \boldsymbol{n}_{12} \tag{2.27}
\end{align*}
$$

Where, $v=1 / \mu$ is the magnetic reluctance. Due to the definition of vector potential $\boldsymbol{A}$ in (2.18) ensures the divergence free of flux density $\boldsymbol{B}, \nabla \cdot \boldsymbol{B}=0$ in (2.11) and (2.13) satisfies automatically.

However, (2.21) - (2.25) does not ensures the uniqueness of vector potential $\boldsymbol{A}$. Coulomb gauge need to be imposed in order to ensures the uniqueness of vector potential $\boldsymbol{A}$ [7]. The divergence free of A is imposed by Coulomb gauge.

$$
\begin{equation*}
\nabla \cdot \boldsymbol{A}=0 \tag{2.28}
\end{equation*}
$$

The Coulomb gauge is combined into equation (2.20) and (2.21) using penalty method, which lead to:

In $V_{l}$ region:

$$
\begin{equation*}
\nabla \times(\nu \nabla \times \boldsymbol{A})-\nabla(\lambda \nabla \cdot \boldsymbol{A})+\sigma \frac{\partial \boldsymbol{A}}{\partial t}+\sigma \nabla \varphi=0 \tag{2.29}
\end{equation*}
$$

In $V_{2}$ region:

$$
\begin{equation*}
\nabla \times(\nu \nabla \times \boldsymbol{A})-\nabla(\lambda \nabla \cdot \boldsymbol{A})=\boldsymbol{J}_{s} \tag{2.30}
\end{equation*}
$$

Where $\lambda$ is the penalty coefficient and it can be chosen to be same as $v$.

In $V_{l}$ region, $\nabla \cdot \boldsymbol{J}_{e}=0$ implies that $\nabla \cdot \sigma \boldsymbol{E}=0$ and the following equation should be satisfied:

$$
\begin{equation*}
\nabla \cdot\left(-\sigma \frac{\partial \boldsymbol{A}}{\partial t}-\sigma \nabla \varphi\right)=0 \tag{2.31}
\end{equation*}
$$

Finally the $\boldsymbol{A}-\varphi$ formulation for eddy current equations (2.9) - (2.17) can be synthetically expressed as [6]:

In $V_{l}$ region:

$$
\begin{gather*}
\nabla \times(\nu \nabla \times \boldsymbol{A})-\nabla(\lambda \nabla \cdot \boldsymbol{A})+\sigma \frac{\partial \boldsymbol{A}}{\partial t}+\sigma \nabla \varphi=0  \tag{2.32}\\
\nabla \cdot\left(-\sigma \frac{\partial \boldsymbol{A}}{\partial t}-\sigma \nabla \varphi\right)=0 \tag{2.33}
\end{gather*}
$$

In $V_{2}$ region:

$$
\begin{equation*}
\nabla \times(\nu \nabla \times \boldsymbol{A})-\nabla(\lambda \nabla \cdot \boldsymbol{A})=\boldsymbol{J}_{s} \tag{2.34}
\end{equation*}
$$

On the boundary of computation domain:

$$
\begin{gather*}
\boldsymbol{n} \times \boldsymbol{A}=\boldsymbol{0}  \tag{2.35}\\
\boldsymbol{n} \cdot \nabla \times \boldsymbol{A}=\boldsymbol{0}  \tag{2.36}\\
\boldsymbol{n} \cdot \boldsymbol{A}=0  \tag{2.37}\\
\nu \nabla \times \boldsymbol{A} \times \boldsymbol{n}=\boldsymbol{0} \tag{2.38}
\end{gather*}
$$

On the interface of two different materials:

$$
\begin{gather*}
\boldsymbol{A}_{l}=\boldsymbol{A}_{2}  \tag{2.39}\\
\boldsymbol{n}_{l 2} \cdot \nabla \times \boldsymbol{A}_{l}=\boldsymbol{n}_{l 2} \cdot \nabla \times \boldsymbol{A}_{2}  \tag{2.40}\\
\left(v_{1} \nabla \times \boldsymbol{A}_{l}\right) \times \boldsymbol{n}_{l 2}=\left(v_{2} \nabla \times \boldsymbol{A}_{2}\right) \times \boldsymbol{n}_{12}  \tag{2.41}\\
\boldsymbol{n} \cdot\left(-\sigma \frac{\partial \boldsymbol{A}}{\partial t}-\sigma \nabla \varphi\right)=0 \tag{2.42}
\end{gather*}
$$

The advantages of $\boldsymbol{A}-\varphi$ formulation are:
(1) Due to the uniqueness of $\boldsymbol{A}-\varphi$, the stable numeric solution for any eddy current problem can be obtained;
(2) The boundary condition on internal interface are normal boundary condition which enable the such boundary condition will be automatically satisfied when FEM is applied;
(3) Such method is valid for multiply connected conductor domain;
(4) It is very convenient to deal with the current source;
(5) High accuracy solutions will be obtained by using $\boldsymbol{A}-\varphi$ formulation.

### 2.3. Finite Element Method for Eddy Current Problem

The weak form of eddy current equation (2.32) - (2.42) and the Galerkin finite element method for solving it will be introduced. Because stiff matrix calculation on element is a crucial step for establish the linear equation for FEM, the detailed stiff matrix computation based on nodal element and edge element will be deduced.

### 2.3.1. GALERKIN FINITE ELEMENT METHOD

Partial differential equations are usually solved in Soblev space and the equations are satisfied in weak sense [8]. The weak form of equation (2.32) - (2.42) is deduced below. For the function $(\delta \boldsymbol{A}, \delta \varphi)$ in test function space, the weak form of equation (2.32) - (2.34) becomes:

$$
\begin{gather*}
\int_{V}\left(\nabla \times(\nu \nabla \times \boldsymbol{A})-\nabla(\lambda \nabla \cdot \boldsymbol{A})+\sigma \frac{\partial \boldsymbol{A}}{\partial t}+\sigma \nabla \varphi\right) \delta \boldsymbol{A} d V=\int_{V} \boldsymbol{J}_{s} \delta \boldsymbol{A} d V  \tag{2.43}\\
\int_{V} \nabla \cdot\left(-\sigma \frac{\partial \boldsymbol{A}}{\partial t}-\sigma \nabla \varphi\right) \delta \varphi d V=0 \tag{2.44}
\end{gather*}
$$

Equation (2.32) in region $V_{1}$ and (2.34) in region $V_{2}$ are written into (2.44) and in region $V_{2}, \sigma=0$; in region $V_{1}, \boldsymbol{J}_{\mathrm{s}}=0$.

From the basic formulation of vector function:

$$
\begin{align*}
& \nabla \cdot(\boldsymbol{a} \times \boldsymbol{b})=\boldsymbol{b} \cdot(\nabla \times \boldsymbol{a})-\boldsymbol{a} \cdot(\nabla \times \boldsymbol{b})  \tag{2.45}\\
& \int_{V}(\nabla \times(\nu \nabla \times \boldsymbol{A})) \delta \boldsymbol{A} d V=\int_{V}(\nu \nabla \times \boldsymbol{A}) \nabla \times \delta \boldsymbol{A} d V+\int_{V} \nabla \cdot((\nu \nabla \times \boldsymbol{A}) \times \delta \boldsymbol{A}) d V \\
& =\int_{V}(\nu \nabla \times \boldsymbol{A}) \nabla \times \delta \boldsymbol{A} d V+\int_{\partial V}(\nu \nabla \times \boldsymbol{A}) \times \delta \boldsymbol{A} \cdot \boldsymbol{n} d s  \tag{2.46}\\
& =\int_{V}(\nu \nabla \times \boldsymbol{A}) \nabla \times \delta \boldsymbol{A} d V+\int_{\partial V}((\nu \nabla \times \boldsymbol{A}) \times \boldsymbol{n}) \cdot \delta \boldsymbol{A} d s
\end{align*}
$$

From the boundary condition (2.38), we have $\int_{\partial V}((\nu \nabla \times \boldsymbol{A}) \times \boldsymbol{n}) \cdot \delta \boldsymbol{A} d s=0$.
Therefore, (2.45) can be written as:

$$
\begin{equation*}
\int_{V}\left(\sigma \frac{\partial \boldsymbol{A}}{\partial t} \delta \boldsymbol{A}+(\nu \nabla \times \boldsymbol{A}) \nabla \times \delta \boldsymbol{A}+\lambda \nabla \cdot \boldsymbol{A} \nabla \cdot \delta \boldsymbol{A}+\sigma \nabla \varphi \delta \boldsymbol{A}\right) d V=\int_{V} \boldsymbol{J}_{s} \delta \boldsymbol{A} d V \tag{2.47}
\end{equation*}
$$

From the basic formulation of vector function,

$$
\begin{equation*}
\nabla \cdot(\alpha \boldsymbol{a})=\alpha \nabla \cdot \boldsymbol{a}+\boldsymbol{a} \cdot \nabla \alpha \tag{2.48}
\end{equation*}
$$

The left term of (2.44) can be written as:

$$
\begin{align*}
& \int_{V} \nabla \cdot\left(-\sigma \frac{\partial \boldsymbol{A}}{\partial t}-\sigma \nabla \varphi\right) \delta \varphi d V \\
& =\int_{V} \nabla \cdot\left(\left(-\sigma \frac{\partial \boldsymbol{A}}{\partial t}-\sigma \nabla \varphi\right) \delta \varphi\right)-\int_{V}\left(-\sigma \frac{\partial \boldsymbol{A}}{\partial t}-\sigma \nabla \varphi\right) \nabla \delta \varphi d V  \tag{2.49}\\
& =\int_{\partial V}\left(-\sigma \frac{\partial \boldsymbol{A}}{\partial t}-\sigma \nabla \varphi\right) \delta \varphi \cdot \boldsymbol{n} d s+\int_{V}\left(\sigma \frac{\partial \boldsymbol{A}}{\partial t}+\sigma \nabla \varphi\right) \nabla \delta \varphi d V
\end{align*}
$$

Substitute the boundary condition in (2.42) to (2.49), we obtain:

$$
\begin{equation*}
\int_{V}\left(\sigma \frac{\partial \boldsymbol{A}}{\partial t} \nabla \delta \varphi+\sigma \nabla \varphi \nabla \delta \varphi\right) d V=0 \tag{2.50}
\end{equation*}
$$

Equation (2.47) and (2.50) are the weak form of equation (2.32) - (2.42).
When applying Galerking FEM, the computation domain is firstly divided into a set of nonintersecting elements. Then a set of basis functions defined locally on the nodes of elements $\left\{\boldsymbol{A}_{1}, \boldsymbol{A}_{2}, \ldots, \boldsymbol{A}_{3 N}\right\}$ and $\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{N}\right\}$ are constructed. The unknown variable $\boldsymbol{A}$ and $\varphi$ is express as the linear combination of the basis functions.

$$
\begin{align*}
\boldsymbol{A} & =\sum_{i=1}^{3 N} a_{i} \boldsymbol{A}_{i}  \tag{2.51}\\
\varphi & =\sum_{i=1}^{N} b_{i} \varphi_{i} \tag{2.52}
\end{align*}
$$

Where $N$ is the number of the nodes on the division of the computation domain; $a_{i}$ and $b_{i}$ are defined on nodes and represent the value of unknown $(A, \varphi)$ on the $i^{\text {th }}$ node.

The test function $(\delta \boldsymbol{A}, \delta \varphi)$ can be chosen as $\left(\boldsymbol{A}_{i}, \varphi_{j}\right), i=1, \ldots, 3 N, j=1, \ldots, N$.

$$
\delta \boldsymbol{A}=\left(\begin{array}{l}
N_{x i} \\
0 \\
0
\end{array}\right) \quad \delta \boldsymbol{A}=\left(\begin{array}{l}
0 \\
N_{y i} \\
0
\end{array}\right) \quad \delta \boldsymbol{A}=\left(\begin{array}{l}
0 \\
0 \\
N_{z i}
\end{array}\right)
$$

Substitute (2.51) and (2.52) and the test function into the weak form (2.47) and (2.50), one can obtain a linear equation of the unknowns $\left(a_{i}, b_{i}\right)$. After solving the linear equation and the unknowns $\left(a_{i}, b_{i}\right)$ will be obtained and then the solution of eddy current equation will be obtain by (2.51) and (2.52).

### 2.3.2. NODAL ELEMENT

In the section, stiff matrix calculation on element by using nodal element will be introduced. Firstly, a general method for stiff matrix calculation will be illustrated by using hexahedral element. Secondly the commonly used analysis basis functions on tetrahedral will be introduced.

Take the hexahedral element for example. A transformation from original coordinate $(x, y, z)$ to reference coordinate $(\xi, \eta, \zeta)$ will be found to transform it to the standard cube as shown in Fig. 2.1. The transformation is defined as:

$$
\begin{equation*}
x=\sum_{i=1}^{8} x_{i} N_{i}(\xi, \eta, \zeta) \quad y=\sum_{i=1}^{8} y_{i} N_{i}(\xi, \eta, \zeta) \quad z=\sum_{i=1}^{8} z_{i} N_{i}(\xi, \eta, \zeta) \tag{2.53}
\end{equation*}
$$

Where

$$
\begin{equation*}
N_{i}(\xi, \eta, \zeta)=\left(1+\xi_{i} \xi\right)\left(1+\eta_{i} \eta\right)\left(1+\zeta_{i} \zeta\right) / 8 \tag{2.54}
\end{equation*}
$$

is the linear interpolation basis functions on reference coordinate.
Where $\left(\xi_{i}, \eta_{i}, \zeta_{i}\right)$ are the reference coordinate of $i^{\text {th }}$ vertex; for example, the reference coordinate of vertex 1 is $(-1,-1,-1)$.


Fig. 2.1 The standard cube
The derivate of the basis function to the reference coordinate are:

$$
\begin{aligned}
& N_{i}^{(\xi)}(\xi, \eta, \zeta)=\xi_{i}\left(1+\eta_{i} \eta\right)\left(1+\zeta_{i} \zeta\right) / 8 \\
& N_{i}^{(\eta)}(\xi, \eta, \zeta)=\left(1+\xi_{i} \xi\right) \eta_{i}\left(1+\zeta_{i} \zeta\right) / 8 \\
& N_{i}^{(\zeta)}(\xi, \eta, \zeta)=\left(1+\xi_{i} \xi\right)\left(1+\eta_{i} \eta\right) \zeta_{i} / 8
\end{aligned}
$$

The computation of Jacobian matrix and the derivate of the basis function to the original coordinate are shown below.

According to the chain derivation law,

$$
\begin{aligned}
& \frac{\partial N_{i}}{\partial \xi}=\frac{\partial N_{i}}{\partial x} \frac{\partial x}{\partial \xi}+\frac{\partial N_{i}}{\partial y} \frac{\partial y}{\partial \xi}+\frac{\partial N_{i}}{\partial z} \frac{\partial z}{\partial \xi} \\
& \frac{\partial N_{i}}{\partial \eta}=\frac{\partial N_{i}}{\partial x} \frac{\partial x}{\partial \eta}+\frac{\partial N_{i}}{\partial y} \frac{\partial y}{\partial \eta}+\frac{\partial N_{i}}{\partial z} \frac{\partial z}{\partial \eta}
\end{aligned}
$$

$$
\frac{\partial N_{i}}{\partial \zeta}=\frac{\partial N_{i}}{\partial x} \frac{\partial x}{\partial \zeta}+\frac{\partial N_{i}}{\partial y} \frac{\partial y}{\partial \zeta}+\frac{\partial N_{i}}{\partial z} \frac{\partial z}{\partial \zeta}
$$

Therefore, we can write:

$$
\left[\begin{array}{l}
\frac{\partial N_{i}}{\partial \xi}  \tag{2.55}\\
\frac{\partial N_{i}}{\partial \eta} \\
\frac{\partial N_{i}}{\partial \zeta}
\end{array}\right]=\left[\begin{array}{lll}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} & \frac{\partial z}{\partial \xi} \\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta} & \frac{\partial z}{\partial \eta} \\
\frac{\partial x}{\partial \zeta} & \frac{\partial y}{\partial \zeta} & \frac{\partial z}{\partial \zeta}
\end{array}\right]\left[\begin{array}{c}
\frac{\partial N_{i}}{\partial x} \\
\frac{\partial N_{i}}{\partial y} \\
\frac{\partial N_{i}}{\partial z}
\end{array}\right]=\boldsymbol{J}\left[\begin{array}{c}
\frac{\partial N_{i}}{\partial x} \\
\frac{\partial N_{i}}{\partial y} \\
\frac{\partial N_{i}}{\partial z}
\end{array}\right]
$$

From the transformation defined in (2.53), we obtain

$$
\begin{array}{lll}
\frac{\partial x}{\partial \xi}=\sum_{i=1}^{8} x_{i} \frac{\partial N_{i}}{\partial \xi} & \frac{\partial y}{\partial \xi}=\sum_{i=1}^{8} y_{i} \frac{\partial N_{i}}{\partial \xi} & \frac{\partial z}{\partial \xi}=\sum_{i=1}^{8} z_{i} \frac{\partial N_{i}}{\partial \xi} \\
\frac{\partial x}{\partial \eta}=\sum_{i=1}^{8} x_{i} \frac{\partial N_{i}}{\partial \eta} & \frac{\partial y}{\partial \eta}=\sum_{i=1}^{8} y_{i} \frac{\partial N_{i}}{\partial \eta} & \frac{\partial z}{\partial \eta}=\sum_{i=1}^{8} z_{i} \frac{\partial N_{i}}{\partial \eta} \\
\frac{\partial x}{\partial \zeta}=\sum_{i=1}^{8} x_{i} \frac{\partial N_{i}}{\partial \zeta} & \frac{\partial y}{\partial \zeta}=\sum_{i=1}^{8} y_{i} \frac{\partial N_{i}}{\partial \zeta} & \frac{\partial z}{\partial \zeta}=\sum_{i=1}^{8} z_{i} \frac{\partial N_{i}}{\partial \zeta}
\end{array}
$$

Therefore, the Jacobian matrix $\boldsymbol{J}$ defined as:

$$
J=\left(\begin{array}{lll}
x_{\xi} & y_{\xi} & z_{\xi}  \tag{2.56}\\
x_{\eta} & y_{\eta} & z_{\eta} \\
x_{\zeta} & y_{\zeta} & z_{\zeta}
\end{array}\right)
$$

can be obtained by the coordinate of the nodes and the derivate of the basis functions to reference coordinate. Thus, the inverse of Jacobian matrix $\boldsymbol{J}^{1}$ can be obtained through $\boldsymbol{J}$.

$$
J^{-1}=\left(\begin{array}{ccc}
\xi_{x} & \eta_{x} & \zeta_{x}  \tag{2.57}\\
\xi_{y} & \eta_{y} & \zeta_{y} \\
\xi_{z} & \eta_{z} & \zeta_{z}
\end{array}\right)
$$

It is noted that the Jacobian matrix and the inverse of Jacobian matrix in defined on the Guass integration point.

After the inverse of Jacobian matrix is obtain, the derivate of basis function to original coordinates can be obtained by

$$
\left[\begin{array}{c}
\frac{\partial N_{i}}{\partial x}  \tag{2.58}\\
\frac{\partial N_{i}}{\partial y} \\
\frac{\partial N_{i}}{\partial z}
\end{array}\right]=\boldsymbol{J}^{-1}\left[\begin{array}{c}
\frac{\partial N_{i}}{\partial \xi} \\
\frac{\partial N_{i}}{\partial \eta} \\
\frac{\partial N_{i}}{\partial \zeta}
\end{array}\right]
$$

For tetrahedral element as shown in Fig. 2.2, the linear basis function can be expressed as the function of original coordinate directly.


Fig. 2.2 Tetrahedral element

The basis functions on tetrahedral element are:

$$
\begin{equation*}
N_{i}=\frac{1}{6 V}\left(p_{i}+q_{i} x+r_{i} y+s_{i} z\right) \quad i=k, m, n, l \tag{2.59}
\end{equation*}
$$

Where $V$ is the volume of the tetrahedral element,

$$
\begin{aligned}
& p_{k}=\left|\begin{array}{lll}
x_{m} & y_{m} & z_{m} \\
x_{n} & y_{n} & z_{n} \\
x_{l} & y_{l} & z_{l}
\end{array}\right| p_{m}=-\left|\begin{array}{lll}
x_{k} & y_{k} & z_{k} \\
x_{n} & y_{n} & z_{n} \\
x_{l} & y_{l} & z_{l}
\end{array}\right| p_{n}=\left|\begin{array}{ccc}
x_{k} & y_{k} & z_{k} \\
x_{m} & y_{m} & z_{m} \\
x_{l} & y_{l} & z_{l}
\end{array}\right| p_{l}=-\left|\begin{array}{lll}
x_{k} & y_{k} & z_{k} \\
x_{m} & y_{m} & z_{m} \\
x_{n} & y_{n} & z_{n}
\end{array}\right| \\
& q_{k}=-\left|\begin{array}{lll}
1 & y_{m} & z_{m} \\
1 & y_{n} & z_{n} \\
1 & y_{l} & z_{l}
\end{array}\right| \quad q_{m}=\left|\begin{array}{lll}
1 & y_{k} & z_{k} \\
1 & y_{n} & z_{n} \\
1 & y_{l} & z_{l}
\end{array}\right| \quad q_{n}=-\left|\begin{array}{lll}
1 & y_{k} & z_{k} \\
1 & y_{m} & z_{m} \\
1 & y_{l} & z_{l}
\end{array}\right| \quad q_{l}=\left|\begin{array}{lll}
1 & y_{m} & z_{m} \\
1 & y_{n} & z_{n}
\end{array}\right| \\
& r_{k}=\left|\begin{array}{lll}
x_{m} & 1 & z_{m} \\
x_{n} & 1 & z_{n} \\
x_{l} & 1 & z_{l}
\end{array}\right| \quad r_{m}=-\left|\begin{array}{lll}
x_{k} & 1 & z_{k} \\
x_{n} & 1 & z_{n} \\
x_{l} & 1 & z_{l}
\end{array}\right| \quad r_{n}=\left|\begin{array}{lll}
x_{k} & 1 & z_{k} \\
x_{m} & 1 & z_{m} \\
x_{l} & 1 & z_{l}
\end{array}\right| \quad r_{l}=-\left|\begin{array}{lll}
x_{k} & 1 & z_{m} \\
x_{n} & 1 & z_{n}
\end{array}\right| \\
& s_{k}=-\left|\begin{array}{lll}
x_{m} & y_{m} & 1 \\
x_{n} & y_{n} & 1 \\
x_{l} & y_{l} & y_{l}
\end{array}\right| s_{m}=\left|\begin{array}{lll}
x_{k} & y_{k} & 1 \\
x_{n} & y_{n} & 1 \\
x_{l}
\end{array}\right| \quad s_{n}=-\left|\begin{array}{lll}
x_{k} & y_{k} & 1 \\
x_{m} & y_{m} & 1 \\
x_{l} & y_{l} & 1
\end{array}\right| \quad s_{l}=\left|\begin{array}{lll}
x_{k} & y_{k} & 1 \\
x_{m} & y_{m} & 1 \\
x_{n} & y_{n} & 1
\end{array}\right|
\end{aligned}
$$

### 2.3.3. Edge ElEMENT

The advantage of edge element in electromagnetic is analyzed in [5]. When using nodal element method, not only the tangential component but also the normal component of the vector potential $\boldsymbol{A}$ are assumed to be continuous on all the surfaces. However, the continuous of normal component of the vector potential $\boldsymbol{A}$ on any surfaces does not follow any physical consideration. On the iron-air interface, the tangential component of flux density can be written as

$$
\begin{equation*}
\boldsymbol{B}_{t 1}=\frac{\partial \boldsymbol{A}_{n}}{\partial t_{2}}-\frac{\partial \boldsymbol{A}_{t 2}}{\partial n} \tag{2.60}
\end{equation*}
$$

where $t_{1}$ and $t_{2}$ are two tangential coordinates and $n$ stands for the normal direction. if $\boldsymbol{A}_{n}$ is continuous on the iron-air interface, the first term $\frac{\partial A_{n}}{\partial t_{2}}$ is continuous and only the second term $\frac{\partial \boldsymbol{A}_{t 2}}{\partial n}$ can represent the necessary jump in $B_{t 1}$. Since $\boldsymbol{A}$ is unique, it may
turns out that in many case, the continuous term is much larger than the discontinuous one and thus the approximation of the discontinuity is numerically difficult.

If the continuity of $A_{n}$ is not imposed, the jump in the tangential component of the flux density can be easy to satisfy.


Fig. 2.3 The order of edge in tetrahedral element

The basis functions of edge element can be derived from nodal element basis functions (2.59).

$$
\begin{equation*}
\boldsymbol{N}_{i j}=\left(N_{i} \nabla N_{j}-N_{j} \nabla N_{i}\right) l_{i j} \tag{2.61}
\end{equation*}
$$

where $\boldsymbol{N}_{i j}$ is the basis function on edge $i-j$ and $\boldsymbol{N}_{i}$ is the basis function of $i^{t h}$ node; $l_{i j}$ is the length of edge $i-j$.

The feature of the edge element is analyzed below [9].
Firstly, it is easy to see that the basis function $N_{i j}$ is divergence free $\nabla \cdot\left(\nabla N_{i}\right)=0$ because $N_{i}$ is linear interpolation basis functions.

$$
\frac{\nabla \cdot \boldsymbol{N}_{i j}}{l_{i j}}=N_{i} \nabla \cdot\left(\nabla N_{j}\right)+\nabla N_{i} \nabla N_{j}-N_{j} \nabla \cdot\left(\nabla N_{i}\right)-\nabla N_{j} \nabla N_{i}=0
$$

Secondly, $\boldsymbol{N}_{i j}$ has a constant tangential component along edge $i-j$ and at the same time has no tangential component along the other edges. Let $\boldsymbol{e}$ denotes the unit vector pointing from node $i$ to node $j$. Since $N_{i}$ is a linear function that varies from 1 at node $i$ to zero at node $j$ and $N_{j}$ is a linear function that varies from 1 at node $j$ to zero at node $i$, $\boldsymbol{e} \cdot \nabla N_{i}=-\frac{1}{l_{i j}}$ and $\boldsymbol{e} \cdot \nabla N_{j}=\frac{1}{l_{i j}}$. Therefore,

$$
\begin{equation*}
\boldsymbol{e} \cdot \boldsymbol{N}_{i j}=\boldsymbol{e} \cdot\left(N_{i} \nabla N_{j}-N_{j} \nabla N_{i}\right) l_{i j}=N_{i}+N_{j}=1 \tag{2.62}
\end{equation*}
$$

Further, from the definition of $N_{i}$ and $N_{j}$, it is easy to see that $N_{i j}$ has no tangential component along the other edges.

From the definition $N_{i}=\frac{1}{6 V_{e}}\left(p_{i}+q_{i} x+r_{i} y+s_{i} z\right), i=1,2,3,4$, the basis function of edge element can be expressed as:

$$
\begin{aligned}
& \frac{\boldsymbol{N}_{12}}{l_{12}}=N_{1} \nabla N_{2}-N_{2} \nabla N_{1}=N_{1} \frac{1}{6 V_{e}}\left(\begin{array}{l}
q_{2} \\
r_{2} \\
s_{2}
\end{array}\right)-N_{2} \frac{1}{6 V_{e}}\left(\begin{array}{l}
q_{1} \\
r_{1} \\
s_{1}
\end{array}\right) \\
& \frac{\boldsymbol{N}_{13}}{l_{13}}=N_{1} \nabla N_{3}-N_{3} \nabla N_{1}=N_{1} \frac{1}{6 V_{e}}\left(\begin{array}{l}
q_{3} \\
r_{3} \\
s_{3}
\end{array}\right)-N_{3} \frac{1}{6 V_{e}}\left(\begin{array}{l}
q_{1} \\
r_{1} \\
s_{1}
\end{array}\right) \\
& \frac{\boldsymbol{N}_{14}}{l_{14}}=N_{1} \nabla N_{4}-N_{4} \nabla N_{1}=N_{1} \frac{1}{6 V_{e}}\left(\begin{array}{l}
q_{4} \\
r_{4} \\
s_{4}
\end{array}\right)-N_{4} \frac{1}{6 V_{e}}\left(\begin{array}{l}
q_{1} \\
r_{1} \\
s_{1}
\end{array}\right) \\
& \frac{\boldsymbol{N}_{23}}{l_{23}}=N_{2} \nabla N_{3}-N_{3} \nabla N_{2}=N_{2} \frac{1}{6 V_{e}}\left(\begin{array}{l}
q_{3} \\
r_{3} \\
s_{3}
\end{array}\right)-N_{3} \frac{1}{6 V_{e}}\left(\begin{array}{l}
q_{2} \\
r_{2} \\
s_{2}
\end{array}\right) \\
& \frac{\boldsymbol{N}_{24}}{l_{24}}=N_{2} \nabla N_{4}-N_{4} \nabla N_{2}=N_{2} \frac{1}{6 V_{e}}\left(\begin{array}{l}
q_{4} \\
r_{4} \\
s_{4}
\end{array}\right)-N_{4} \frac{1}{6 V_{e}}\left(\begin{array}{l}
q_{2} \\
r_{2} \\
s_{2}
\end{array}\right)
\end{aligned}
$$

$$
\frac{\boldsymbol{N}_{34}}{l_{34}}=N_{3} \nabla N_{4}-N_{4} \nabla N_{3}=N_{3} \frac{1}{6 V_{e}}\left(\begin{array}{l}
q_{4} \\
r_{4} \\
s_{4}
\end{array}\right)-N_{4} \frac{1}{6 V_{e}}\left(\begin{array}{l}
q_{3} \\
r_{3} \\
s_{3}
\end{array}\right)
$$

According to the weak form of eddy current equation (2.63)

$$
\left\{\begin{array}{l}
\sigma \frac{1}{\delta t}(A, \delta A)+\nu(\nabla \times A, \nabla \times \delta A)+\sigma(\nabla \varphi, \delta A)=\sigma \frac{1}{\delta t}\left(A^{n-1}, \delta A\right)  \tag{2.63}\\
\sigma(A, \nabla \delta \varphi)+\delta t \sigma(\nabla \varphi, \nabla \delta \varphi)=\sigma\left(A^{n-1}, \nabla \delta \varphi\right)
\end{array}\right.
$$

The element matrix can be obtained from (2.64),

$$
\begin{align*}
& (A, \delta A)_{M N}=\int_{V^{e}} N_{i j} N_{k l}=l_{i j} l_{k l} \int_{V^{e}}\left(N_{i} \nabla N_{j}-N_{j} \nabla N_{i}\right)\left(N_{k} \nabla N_{l}-N_{l} \nabla N_{k}\right) d v \\
& =l_{i j} l_{k l} \int_{\Delta}\left(N_{i} N_{k} \nabla N_{j} \nabla N_{l}-N_{i} N_{l} \nabla N_{j} \nabla N_{k}\right) d v \\
& +l_{i j} l_{k l} \int_{\Delta}\left(-N_{j} N_{k} \nabla N_{i} \nabla N_{l}+N_{j} N_{l} \nabla N_{i} \nabla N_{k}\right) d v  \tag{2.64}\\
& =l_{i j} l_{k l}\left(\frac{q_{j} q_{l}+r_{j} r_{l}+s_{j} s_{l}}{36 V_{e}^{2}} \frac{\delta_{i k}}{20} V_{e}-\frac{q_{j} q_{k}+r_{j} r_{k}+s_{j} s_{k}}{36 V_{e}^{2}} \frac{\delta_{i l}}{20} V_{e}\right) \\
& +l_{i j} l_{k l}\left(-\frac{q_{i} q_{l}+r_{i} r_{l}+s_{i} s_{l}}{36 V_{e}^{2}} \frac{\delta_{j k}}{20} V_{e}+\frac{q_{i} q_{k}+r_{i} r_{k}+s_{i} s_{k}}{36 V_{e}^{2}} \frac{\delta_{j l}}{20} V_{e}\right)
\end{align*}
$$

According to the following equations,

$$
\begin{aligned}
& \int_{V^{e}} L_{1}^{m 1} L_{2}^{m 2} L_{3}^{m 3} L_{4}^{m 4} d V=\frac{m 1!m 2!m 3!m 4!}{(m 1+m 2+m 3+m 4+3)} 6 V^{e} \\
& \nabla \times N_{i j}=\nabla \times\left(N_{i} \nabla N_{j}-N_{j} \nabla N_{i}\right) l_{i j}=2 \nabla N_{i} \times \nabla N_{j} l_{i j} \\
& =2 \frac{1}{36 V_{e}^{2}}\left(\begin{array}{c}
q_{i} \\
r_{i} \\
s_{i}
\end{array}\right) \times\left(\begin{array}{c}
q_{j} \\
r_{j} \\
s_{j}
\end{array}\right) l_{i j}=\frac{1}{18 V_{e}^{2}} l_{i j}\left(\begin{array}{c}
r_{i} s_{j}-s_{i} r_{j} \\
s_{i} q_{j}-q_{i} s_{j} \\
q_{i} r_{j}-r_{i} q_{j}
\end{array}\right)
\end{aligned}
$$

The integration of shape function of edge element and that of nodal element can be written as (2.65):

$$
\begin{align*}
& (\nabla \varphi, \delta A)_{1 j}=l_{12} \int_{V^{e}} \nabla N_{j} \cdot N_{12}=l_{12} \int_{V^{e}} N_{1} \nabla N_{j} \cdot \nabla N_{2}-N_{2} \nabla N_{j} \cdot \nabla N_{1} \\
& =l_{12}\left(\frac{q_{j} q_{2}+r_{j} r_{2}+s_{j} s_{2}}{36 V_{e}^{2}} \int_{V^{e}} N_{1}-\frac{q_{j} q_{1}+r_{j} r_{1}+s_{j} s_{1}}{36 V_{e}^{2}} \int_{V^{e}} N_{2}\right)  \tag{2.65}\\
& =l_{12} \frac{q_{j} q_{2}+r_{j} r_{2}+s_{j} s_{2}-\left(q_{j} q_{1}+r_{j} r_{1}+s_{j} s_{1}\right)}{144 V_{e}}
\end{align*}
$$

By this way, the stiff matrix on each element can be calculated out.

## 3. TECHNIQUES FOR FEM APPLICATION

Several techniques for FEM application in electromagnetic are proposed in the chapter. Electromagnetic applications have its own features and need special techniques when FEM is applied to. Slave master method is usually applied to treat with the problems with rotation part [10]. Circuit coupling with field computation is always used to simulate the whole performance of the electric devices [11]. Parameter extraction is the method used to extract the mass circuit parameter of the devices [12]. Such technique was used to 2D FEM computation in reference. In the thesis, slave master technique is extended to 3D FEM computation. Circuit coupling and parameter extraction method are used in coupled 3D FEM and optimization method. In last part of the chapter, the state of art programming technique is proposed to illustrate the implement FEM by object oriented programming method.

### 3.1. TECHNIQUES FOR MOVING OBJECT

### 3.1.1. SLAVE MASTER TECHNIQUE

For problem with moving object on computation domain, in traditional FEM the moving part are studied in Euler coordinate which lets the coordinates of the moving part remain stable and at the same time will result in an additional convection term $(v \cdot \nabla) \boldsymbol{A}$ in the equation. The convection term $(v \cdot \nabla) \boldsymbol{A}$ will bring with numeric oscillation when the speed $v$ is large and so it should be avoid bringing into the Maxwell

Equations. Another method is to study the moving part in Lagrange coordinate and the coordinates of the moving part will change according to its speed. Using such method, the mesh on the interface of moving part and static part always will not conform. Slave master method is an efficient method for dealing with the non-conform mesh. In the thesis, slave master method is extended to 3D FEM computation for solving axial flux PM motor.


Fig. 3.1 Slave master nodes on the interface
The slave master method is illustrated by 2D example by triangular element as shown in Fig. 3.1. The nodes in the red triangular and the black triangular are not accord with the requirement of traditional FEM. Therefore, slave master method is applied. The nodes $A_{2}, A_{5}, A_{3}$ marked with star in the red triangular are defined as slave and nodes $M_{1}$, $M_{2}, M_{3}, M_{4}, M_{5}$ marked with dot in the black triangular are defined as master. The value $A$ on the slave node can be expressed by the value on the master nodes as:

$$
\begin{aligned}
& A_{2}=\lambda_{21} M_{1}+\lambda_{22} M_{2}+\lambda_{23} M_{3} \\
& A_{5}=\lambda_{51} M_{1}+\lambda_{52} M_{2}+\lambda_{53} M_{3} \\
& A_{3}=\lambda_{31} M_{3}+\lambda_{32} M_{4}+\lambda_{33} M_{5}
\end{aligned}
$$

There is a two order interpolation function M on line $M_{1} M_{3}$. The interpolation function can be expressed as $M=M_{1} N_{1}+M_{2} N_{2}+M_{3} N_{3}$, where $N_{1}, N_{2}, N_{3}$ are defined as: $N_{i}\left(M_{i}\right)=1$ and $N_{i}\left(M_{j}\right)=0$ when $i \neq j$. Therefore, $\lambda_{i j}$ can be obtained by the coordinates of
node $i$ and the interpolation function $M$. The freedom in the element becomes $A^{\prime}=\left(A_{1}, M_{l}\right.$, $\left.M_{2}, M_{3}, A_{4}, M_{4}, M_{5}, A_{6}\right)^{T}$ and the transform between the original freedom $A=\left(A_{1}, A_{2}, A_{3}\right.$, $\left.A_{4}, A_{5}, A_{6}\right)^{T}$ and the new freedom is:

$$
\left[\begin{array}{l}
A_{1}  \tag{3.1}\\
A_{2} \\
A_{3} \\
A_{4} \\
A_{5} \\
A_{6}
\end{array}\right]=\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \lambda_{21} & \lambda_{22} & \lambda_{23} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \lambda_{31} & 0 & \lambda_{32} & \lambda_{33} & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & \lambda_{51} & \lambda_{52} & \lambda_{53} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
A_{1} \\
M_{1} \\
M_{2} \\
M_{3} \\
A_{4} \\
M_{4} \\
M_{5} \\
A_{6}
\end{array}\right]
$$

We abbreviate (3.1) as

$$
\begin{equation*}
A=T A^{\prime} \tag{3.2}
\end{equation*}
$$

When calculating the stiff matrix on element which contains slave nodes, we get the original form of stiff matrix and the load:

$$
\left[\begin{array}{cccccc}
a_{11} & & & & & a 16  \tag{3.3}\\
\ldots & a_{22} & & & & \\
\ldots & & a_{33} & & & \\
\ldots & & & a_{44} & & \\
\ldots & & & & a_{55} & \\
a 61 & & & & & a_{66}
\end{array}\right]\left[\begin{array}{c}
A_{1} \\
A_{2} \\
A_{3} \\
A_{4} \\
A_{5} \\
A_{6}
\end{array}\right]=\left[\begin{array}{c}
F_{1} \\
F_{2} \\
F_{3} \\
F_{4} \\
F_{5} \\
F_{6}
\end{array}\right]
$$

We abbreviate (3.3) as

$$
\begin{equation*}
S A=F \tag{3.4}
\end{equation*}
$$

Substitute (3.2) to (3.4),

$$
\begin{equation*}
T^{T} S T A^{\prime}=T^{T} F \tag{3.5}
\end{equation*}
$$

The new stiff matrix and new load on the element becomes to be $T^{T} S T$ and $T^{T} F$ respectively. Then the stiff matrix and load can be added on the total stiff matrix automatically.

### 3.1.2. FEM AND FVM COUPLED TECHNIQUE

For problem with moving part on computation domain, in traditional FEM such moving part are studied in Euler coordinate which lets the coordinates of the moving part remain stable and at the same time will result in an additional convection term $(v \cdot \nabla) \boldsymbol{A}$ in the equation. For eddy current problems, an additional induction electrical field $\boldsymbol{E}_{v}=\boldsymbol{v} \times \boldsymbol{B}$ will arise. The eddy current analysis in electromagnetic devices with high speed moving conductors therefore becomes a convection-diffusion problem with high Peclet number [13]. The governing equations of $\boldsymbol{A}-\varphi$ method for such problem are:

$$
\begin{gather*}
\nabla \times \frac{1}{\mu} \nabla \times \boldsymbol{A}-\sigma[\boldsymbol{v} \times \nabla \times \boldsymbol{A}-j \omega \boldsymbol{A}-\nabla \varphi]=\boldsymbol{J}_{s}  \tag{3.6}\\
\nabla \cdot \sigma[\boldsymbol{v} \times \nabla \times \boldsymbol{A}-j \omega \boldsymbol{A}-\nabla \varphi]=0 \tag{3.7}
\end{gather*}
$$

where; $\boldsymbol{A}$ and $\varphi$ are magnetic vector potential and electrical scalar potential, respectively; $\mu$ and $\sigma$ are permeability and conductivity, respectively; $\boldsymbol{v}$ is the velocity of the media relative to the motion.

Equation (3.6) is a typical convection-diffusion problem. Because the solutions of (3.6) - (3.7) are exponential functions, spurious oscillations will arise when dealing with the convection process using linear or polynomial basis function in standard FEM [14]. Finite difference method (FDM) with upwind scheme is usually used to deal with such convection-diffusion problems [15]. However, it is difficult to use FDM to deal with geometry models with complex boundaries and arbitrary shape triangles or tetrahedron elements. Streamline upwind Petrov-Galerkin FEM (SUPG FEM) is proposed to overcome the oscillations due to the convection term [16]. However, the optimal stabilization parameters in SUPG method are difficult to choose. A finite analytic element method (FAEM) has therefore been proposed to analyze this problem [13]. Nonetheless, FAEM is too complex for implementation in practical applications because the method requires finding of the exact solutions of the characteristic equation [17].

FVM with upwind scheme is used to solving convection dominated equations. FVM possess the merits of having eliminated the numerical oscillations in the solutions. Diffusion problem leads to second order differential equation and it may contain complex boundary conditions. However, it is difficult to deal with the complex boundary condition using FVM. Moreover, FEM is more widely used to solving diffusion problems compared with FVM [18].

Convection-diffusion problems are viewed as coupling of two different physical processes: convection and diffusion. The two physical processes result in different characteristic stiff matrixes mathematically and therefore need to be discretized by a suitable method for each other. FVM is well suited for dealing with convection dominant problems having oscillations in their numerical solutions, whereas FEM is widely used to solve diffusion problems on complex geometry shapes. In this paper, a conformal discretization scheme for FEM and FVM on the same mesh is proposed to allow the designer to combine the two methods when solving convection-diffusion problems.

For linear conductive medium, with Lorentz gauge $\nabla \cdot \boldsymbol{A}=-\mu \sigma \varphi$, the equivalent form of (3.6) - (3.7) can be written as follows:

$$
\begin{gather*}
\nabla\left(\frac{1}{\mu} \nabla \cdot \boldsymbol{A}\right)+\sigma(\boldsymbol{v} \times \nabla \times \boldsymbol{A}-j \omega \boldsymbol{A})=-\boldsymbol{J}_{s}  \tag{3.8}\\
\nabla^{2} \varphi-j \omega \mu \sigma \varphi=0 \tag{3.9}
\end{gather*}
$$

For simplification, the proposed coupled FEM and FVM algorithms will be derived in two-dimension (2D). Equation (3.8) in 2D becomes:

$$
\begin{equation*}
\nabla\left(\frac{1}{\mu} \nabla \cdot \boldsymbol{A}\right)+\sigma(\boldsymbol{v} \cdot \nabla A)+k^{2} A=0 \tag{3.10}
\end{equation*}
$$

where $k^{2}$ is defined as $k^{2}=-j \omega \mu \sigma$.
Equation (3.10) includes diffusion terms $\nabla\left(\frac{1}{\mu} \nabla \cdot \boldsymbol{A}\right), k^{2} A$ and convection term $\sigma(v \cdot \nabla A)$. The diffusion terms with the boundary conditions are discretized by standard

FEM with linear basis functions (or second order functions) and the convection term $\sigma(v \cdot \nabla A)$ is discretized by one order upwind scheme FVM (or two order upwind schemes FVM). The detail discretization of upwind FVM is illustrated below.

On the FEM mesh (triangle element or quadrilateral element) in the computation domain, the dual mesh is defined virtually for the FVM discretization analysis. Taking the triangle for example, as shown in Fig. 1, for each node $P_{i}$ in FEM mesh, there is a set of affected elements which contain it. The circumcenter $M_{i}$ (or orthocenter) of all the affected elements can be found and all the circumcenter of the affected elements are then linked. The included area (the area surrounded by the dotted line in Fig. 3.2 is called the control volume of $P_{i}$. The control volumes of the entire vertexes in FEM mesh are called the dual mesh of FVM which covers the whole computation domain.


Fig. 3.2 The control volume of vertex $P_{i}$.


Fig. 3.3 Triangle vertex $K, M, N$.
The discretization of the convection term $(v \cdot \nabla A)$ is.

$$
\begin{equation*}
\int_{\Omega}(\boldsymbol{v} \cdot \nabla A) d x d y=\sum_{i=1}^{N} \int_{\Omega i}(\boldsymbol{v} \cdot \nabla) A d x d y \tag{3.11}
\end{equation*}
$$

where $N$ is the number of the control volume and $\Omega_{i}$ is the i-th control volume.

$$
\begin{equation*}
\int_{\Omega i}(\boldsymbol{v} \cdot \nabla) A d x d y=\int_{\Omega i} \nabla \cdot(\boldsymbol{v} A) d x d y-\int_{\Omega i} A \nabla \cdot \boldsymbol{v} d x d y \tag{3.12}
\end{equation*}
$$

The first part of the right hand side of (3.12):

$$
\begin{equation*}
\int_{\Omega i} \nabla \cdot(\boldsymbol{v} A) d x d y=\oint_{\partial \Omega i}(\boldsymbol{v} \cdot \boldsymbol{n}) A d s=\sum_{j=1}^{M} \int_{M j M j+1}(\boldsymbol{v} \cdot \boldsymbol{n}) A d s \tag{3.13}
\end{equation*}
$$

Using first order upwind scheme to represent of $A$ on line $M_{j} M_{j+l}$,

$$
\begin{equation*}
A_{\overline{M j M j+1}}=r_{i j} A_{i}+\left(1-r_{i j}\right) A_{j} \tag{3.14}
\end{equation*}
$$

where $r_{i j}$ is the upwind parameter which is defined by Samarskii scheme:

$$
r_{i j}=1-\frac{1}{z_{i j}}\left(1-\frac{z_{i j}}{e^{z_{i j}}-1}\right)
$$

where $Z_{i j}=\int_{\Gamma i j}(\boldsymbol{v} \cdot \boldsymbol{n}) d s$, which means the flux on the edge $\Gamma_{i j}$.
The second part of the right hand side of (3.12) is:

$$
\begin{equation*}
\int_{\Omega i} A \nabla \cdot \boldsymbol{v} d x d y=A_{i} \int_{\Omega i} \nabla \cdot \boldsymbol{v} d x d y=A_{i} \oint_{\partial \Omega i} \boldsymbol{v} \cdot \boldsymbol{n} d s=A_{i} \sum_{j=1}^{M} \int_{M j M j+1}(\boldsymbol{v} \cdot \boldsymbol{n}) d s \tag{3.15}
\end{equation*}
$$

Equation (3.12) can be written as:

$$
\begin{align*}
& \int_{\Omega i} \boldsymbol{v} \cdot \nabla A d x d y=\sum_{j}^{M}\left(r_{i j} A_{i}+\left(1-r_{i j}\right) A_{j}\right) \int_{\bar{M} M M j+1}(\boldsymbol{v} \cdot \boldsymbol{n}) d s-A_{i} \sum_{j=1}^{M} \frac{\int}{M j M j+1}(\boldsymbol{v} \cdot \boldsymbol{n}) d s  \tag{3.16}\\
& =\sum_{j}^{M}\left(1-r_{i j}\right)\left(A_{j}-A_{i}\right) \int_{\frac{M j M j+1}{}}(\boldsymbol{v} \cdot \boldsymbol{n}) d s
\end{align*}
$$

In each triangle on the finite element mesh based on (3.16) the FVM discretization matrix of convection term $(v \cdot \nabla A)$ is:

$$
\begin{align*}
& \left(1-r_{k m}\right)\left(A_{m}-A_{k}\right) F L U X_{k m}+\left(1-r_{k n}\right)\left(A_{n}-A_{k}\right) F L U X_{k n}  \tag{3.17}\\
& \left(1-r_{n k}\right)\left(A_{k}-A_{n}\right) F L U X_{n k}+\left(1-r_{n m}\right)\left(A_{m}-A_{n}\right) F L U X_{n m}  \tag{3.18}\\
& \left(1-r_{m k}\right)\left(A_{k}-A_{m}\right) F L U X_{m k}+\left(1-r_{m n}\right)\left(A_{n}-A_{m}\right) F L U X_{m n} \tag{3.19}
\end{align*}
$$

where $A_{i}$ is the unknown variable on node $i, F L U X_{i j}$ is the flux $Z_{i j}=\int_{\Gamma i j}(\boldsymbol{v} \cdot \boldsymbol{n}) d s$ on edge $\Gamma_{i j}$.

Equations (3.17), (3.18) and (3.19) are the discretization of the convection term $\sigma(v \cdot \nabla A)$ of FVM on nodes $k, m$ and $n$, respectively, as shown in Fig. 3.3, which have the same form of stiff matrices of the FEM on the element. Therefore, the discretization form of FVM can be added to the stiff matrix of the FEM stiff matrix directly to form a total stiff matrix.

The FEM and FVM coupled method is firstly verified by a classical onedimensional convection-diffusion equation:

$$
\left\{\begin{array}{l}
u "-2 P u^{\prime}+k^{2} u=0 \quad \text { in }(0,1)  \tag{13}\\
\left.u\right|_{x=0}=0,\left.u\right|_{x=1}=1
\end{array}\right.
$$

where; $P=v \sigma \mu / 2 ; P_{e}=P h=v \sigma \mu h / 2$ is the Peclet number; $h$ is nodes scale; $\sigma$ and $\mu$ are conductivity and permeability, respectively.


Fig. 3.4 Comparison of the SUPG FEM and the proposed method.

There are 21 nodes distributed in the solving domain: 19 nodes for interior and 2 nodes for boundary. Peclet number $P_{e}=3$. The numerical solutions of SUPG FEM and the proposed algorithm are compared with the analytical solution in Fig. 3. It can be seen that the proposed algorithm obtains essentially the analytical solution without suffering the oscillations encountered using SUPG FEM.

### 3.1.3. MLS APPROXIMATION BASED INTERFACE ELEMENT

Modeling the sliding-surface between stator and rotor in motor on which the mesh is not conforming has been studied for decades. Many researches are focused on it and many techniques have been proposed: the moving band technique, the locked-step approach, the use of Lagrange multipliers, the nodal interpolation method [19], the mortar-element approach, to name but a few. Each of this method presents advantages and drawbacks and many adaptations have been proposed to improve them.

Recently, a moving least-square (MLS) approximation based interface element method (IEM) is introduced to deal with non-conformed meshes [20]. IEM shows
distinguish advantage on other methods. At the non-conform mesh interface, the continuity is satisfied automatically while Lagrange multipliers based methods guarantee it only in variation sense. Secondly, the construction of new shape functions on element with variation nodes allow IEM to use the frame of conventional finite element method (FEM), therefore the stiff matrix remains symmetric and positive defined. In this section, new IEM shape functions on triangular element are constructed and applied to deal with the sliding-surface in modeling the rotation of electric machines. Shape function of variable-node elements will be introduced in the following.
Fig. 3.5 shows that when the rotor rotates, the nodes between the rotor and stator will always not coincide with each other.


Fig. 3.5 The sliding surface between stator and rotor.
The nodes on the sliding interface $\Gamma$ are not conforming and so the shape functions of general FEM become incompatible on the sliding interface. New shape functions need to be constructed to ensure continuity on the sliding surface. The procedural of construction of the new shape functions is as follows.

Firstly, map the triangular element to the standard element in $(\xi, \eta)$ plane according to the vertex of the element, as shown in Fig. 3.6.


Fig. 3.6 Mapping triangle element with variable nodes to $(\xi, \eta)$ plane.

On the element with 5-node as shown in Fig. 3.6, the new shape functions are expressed as follows, where $N_{i}$ denotes the shape function associated with node $i$.

$$
\begin{aligned}
& N_{1}=W(\xi, 1,0), N_{2}=W\left(\eta, 1, \eta_{4}\right), N_{3}=W\left(1-\xi-\eta, 1, \eta_{5}\right), \\
& N_{4}=W\left(\eta, \eta_{4}, \min \left(\left|\eta_{4}-\eta_{5}\right|,\left|\eta_{4}-\eta_{2}\right|\right)\right), \\
& N_{5}=W\left(\eta, \eta_{5}, \min \left(\left|\eta_{5}\right|,\left|\eta_{5}-\eta_{4}\right|\right),\right.
\end{aligned}
$$

where,

$$
W\left(x, x_{0}, x_{1}\right)= \begin{cases}\left(1-6 \bar{x}^{2}-8 x^{3}-3 \bar{x}^{-4}\right) & \text { for } \bar{x}=\left|\frac{x-x_{0}}{x_{1}-x_{0}}\right| \leq 1  \tag{3.20}\\ 0 & \text { for } \bar{x}=\left|\frac{x-x_{0}}{x_{1}-x_{0}}\right| \geq 1\end{cases}
$$

The quadratic spline in (3.20) is the popular weight functions in MLS-based methods. It is easy to check that $N_{i}\left(x_{i}\right)=1$ and $N_{i}\left(x_{j}\right)=0$ when $j \neq i$ and it will be proved in full paper that the shape functions are compatible on the sliding surface.

If the triangular element is constituted by $(m+3)$ nodes, the uniform expression of shape functions can be constructured in the same way.

### 3.2. State-of-the-art Programming Techniques OF FEM

State-of-the-art programming techniques of implement of FEM by object oriented programming language for electromagnetic field computation are presented in the chapter. It covers program structure, data structure and algebraic matrix equation. The advantages of the proposed program structure are that multi-developers are empowered to work on different solvers and share common algorithms. The beauty of the proposed data structure is that two-dimensional FEM, multi-slice FEM and three-dimensional FEM can share the same data structure. It allows quick access to all data and is efficient for organizing FEM programs and convenient for mesh generation. It can also deal with motion problems readily. The merits of the matrix equation solver are that it can automatically deal with Dirichlet boundary conditions, master-salve boundary conditions and all other constraints in sparse matrix equations. The sub-matrix operation technique allows the electric circuit equations to be coupled easily with electromagnetic field equations.

### 3.2.1. Introduction

Finite element method is a proven powerful numerical method for electromagnetic field computation. Most prior art focus either on means to improve the efficiency of FEM to reduce the computation time when dealing with complex nonlinear problems or on new algorithms to reduce the numerical errors of FEM [21][22]. Many of the researches are on procedure-oriented programming technologies. However, these programs are inflexible in dealing with the data transmission among different solvers and since there is a high consistence requirement for data storage, it is inconvenient for several developers to organize, maintain and extend the programs.

FEM is usually utilized to model problems with complicated geometry and different materials, and the basic characteristics of these elements, such as the materials, coordinates, potentials have to be stored in arrays and tables [23]. For the modeling of many different electric devices, different models such as two-dimensional model, multi-slice model or three-dimensional model may be used in FEM [23]. They simulate the same problem at different levels. The multi-slice and 3-D models have higher accuracy but long computing time is needed. It is usually a good practice to use 2-D model to get a rough initial solution, then followed by multi-slice and 3-D models to consider the effects due to skewed slots and end-windings. As all of these models need to access to the same basic data of elements, it is convenient for the developers to adopt object-oriented program to solve the FEM problems [23].

In object-oriented programming, the data structure is the foundation of all algorithms [24][25]. In this chapter, a new data structure based on C++ object-oriented programming technique and a program structure are proposed. An equation solver is also presented. In the program structure, multi-developers can work on different solvers and share common algorithms. 2-D FEM, multi-slice FEM and 3-D FEM can also share the same data structure [26]. Hence it is convenient to switch among these three models when simulating the same problems. It allows quick access to all data and is efficient for organizing FEM programs, convenient for mesh generation and the proposed algorithm can also be used to address motion problems readily. The equation solver can automatically deal with Dirichlet boundary conditions, master-salve boundary conditions and all other constraints in sparse matrix equations. The sub-matrix operation technique allows the electric circuit equations to be easily coupled with electromagnetic field equations.

Many other aforementioned advantages are included in the proposed programming techniques. For example, the geometry has a nested structure so it is easy to deal with holes inside the geometry. The mesh is a property of face and volume objects. The mesh generation starts from the innermost internal object, first on faces, then on volume
objects [27]. It is convenient to deal with mechanical motion. Overall, the proposed software offers a convenient platform to allow data to be accessed quickly.

### 3.2.2. Programming Structures

The FEM program adopts object-oriented technology, and inheritance is one of the main concepts of the proposed software. The base class defines the interface, and the derived one provides implementations that are specific to this derived class. Virtual functions can be used to define a set of interfaces for the base class. It is convenient to share the codes and maintain as well as extend the software efficiently. Template is another technology to express the commonality. With it the programmers can regenerate the entire family of related classes [28]. With object-oriented technology, the FEM program structure allows multi-programmers to work on different solvers and share common algorithms.

The FEM program comprises of pre-processing, the solvers and post-processing modules, and the solvers have the functions of meshing, pre-assembly, assembly, matrix equation solver. In the FEM program, the base class of the solver is named the FeSolverBase. All other solvers are derived from it. The sizes of the included data items in the solver, such as FeData, FeVertex, FeFace and etc. are not known beforehand, so it is convenient to organize them in a dynamic data structure and a template class is used here.

In each base class, if necessary, it has the functions of reading data and writing data. Each solver can easily derive its own class from the base classes and the functions of reading data and writing data are always shared by different solvers. Therefore the input and output data formats can be kept unchanged. All solvers follow the same formats of input and output files to allow the FEM data files to be readily transferable.

The derived solvers are FeSolver2d, FeSolverMs, FeSolver3d, and they are developed by different programmers and can be used to solve the 2-D, multi-slice and 3-D problems conveniently.

### 3.2.3. DATA STRUCTURES

To develop a FEM program, a proper data structure is of paramount importance. In our program, the data of a FEM project before meshing is all defined in the class FeData. The FeData has its own methods of reading and writing, so it is easy to pass the data among the pre-processor, the solvers and the post-processor. All data files use standard and structured Extensible Markup Language (XML) so it is convenient for the FEM program to communicate with other software. Fig. 3.7 shows the main data members of FeData.


Fig. 3.7 The class FeData.

Besides the geometry information, the class FeData also contains solver setup information, motor and circuit data which are necessary in electromagnetic computation and post processing. Another advantage of this class is that it integrates the data of 2-D FEM, or multi-slice FEM or 3-D FEM into one class.

The class Geometry contains the geometry data as shown in Fig. 3.8. It has a nested structure. The top is the background object. It contains the face list of the external boundaries, the volume list inside the background object, etc. Each volume object in the internal volume list is also a sub-set of the class Geometry, so that the background object and all internal volume objects have the same data structure and nested structure.

Each face has a pointer which points to the volume object to which it belongs. So it is quick to finding the face from the volume object, or finding the volume object from the face.


Fig. 3.8 The class Geometry.

The class Face is shown in Fig. 3.9. It contains an edge list of the external boundaries. For the 2-D FEM and multi-slice FEM, the face is not limited to a triangle, as it can be a straight line, triangle, square or polygon. For each face we define the external edges and internal faces. In the 3-D model the class Face may contain a list of internal faces. Each face in the face list is also a subset of the class Face, so that all faces have the same data structure.


Fig. 3.9 The class Face.

The class Edge is shown in Fig. 3.10. It contains a vertex list. For the 2-D model the vertex list only has one vertex; for multi-slice model, the vertex list has two vertexes.


Fig. 3.10 The class Edge.

The relationship of the main classes is demonstrated in Fig. 3.11. The solid line means one class's dependence on another class. The dash line means the dependence and access of one class to another. In our design the material class is related with Volume and Face. Inciting Source is connected with Volume, Face and Edge. Volume, Face, Edge and Vertex all can be set as Boundary conditions.


Fig. 3.11 The logic relationship of the data.

Another important class is the FeMeshData which is created from FeData or imported from mesh files. Class FeMeshData is general enough to take into consideration a great number of element types such as triangle or quadrilateral for 2-D programs, and as cubes or tetrahedrons for 3-D programs. It has similar structure to that of FeData. But it contains all mesh information which are necessary for equation
solving. The mesh generation uses refining quality, optimal meshing methods and considers all possible conditions such as holes, boundaries, multi-domains.

Mesh information usually includes many volume elements, face elements, edges element, and nodes element. Class MeshVolume, MeshFace, MeshEdge and MeshVertex are used to descript it coordinately. Each class contains one pointer which point to the geometry volume or face it belongs to. Therefore the material property and boundary condition on mesh can be found from the geometry by such pointers. All the MeshVolume in mesh are stored in a vector called MeshVolume list and they are the same for class MeshFace, MeshEdge and MeshVertex. The class FeMesh contains the MeshVolume list, MeshFace list, MeshEdge list and MeshVertex list as its members. The mesh on the computation domain may be divided into several parts according to its different usage, so the mesh on each part is assigned to one instance of FeMesh. Several instances of FeMesh form one vector of FeMesh, which is a member of FeMeshData. FeMeshData actually manages all the meshes on computation domain. The structure of class FeMeshData is shown in Fig. 3.12.

The structure of FeMeshData is convenient for dealing with mesh moving problems, because the meshes on the static part and moving part are separated to form two instances of FeMesh. It is also easy to implement for dual-mesh method, because two sets of meshes are constructed to solve the same problem and two sets of meshes are stored in two instances of $\mathbf{F e M e s h}$.


Fig. 3.12 The class FeMeshData.


Fig. 3.13 The class FeSolverBase.

### 3.2.4. EQUATION SOLVERS

The top class in the proposed programming techniques is the FeSolverBase, which contains FeData and FeMeshData as data members, as show in Fig. 3.13. The classes of the 2-D FeSolver2d, multi-slice FeSolverMs, and 3-D solvers FeSolver3d are derived from the base-class FeSolverBase, so different solvers can be developed independently but they share the same data structure. The FeSolverBase contains not
only the basic common data for the solver, such as FeData and FeMeshData, sparse matrix equation and so on. It also contains several common libraries, including the input and output library, basis function library, linear equation solver library and basic algorithm library. The input and output library is mainly used as read data to setup class FeData and FeMeshData and write out the results after solving the equations. Basis function library includes all the one-order and two-order polynomial basis functions of triangular, quadratic, tetrahedron, prism and hexahedra elements. It also includes the basis functions of edge element method. Basic algorithm library includes common algorithms used in FEM, such as the library of discretization on the time dependent variables,as well as the library to deal with nonlinear equations, circuit-field coupling, slave-master boundary conditions, moving objects and so on. Based on the class FeSolverBase, several classes are derived to solve different types of equations, such as static linear equations, static nonlinear equations, dynamic linear equations, dynamic nonlinear equations and harmonic equations.

### 3.2.5. SPARSE MATRIX

The equation solver can solve symmetric, asymmetric, and complex-valued sparse-matrix equations. It can automatically deal with Dirichlet boundary conditions, master-salve boundary conditions and all other constraints in sparse matrix equations. The sparse matrix storage technique allows the contributions to be added to the matrix at any time. It does not need to pre-determine the positions of non-zero elements. It supports many matrix operations. Sub-matrixes can be added into the main coefficient matrix conveniently which allows that electric circuit equations to be easily coupled with the electromagnetic field equations. The organization of the data structure as as described below.

Firstly, a row data structure in sparse matrix, namely class MatrixSparseRow, is defined as a map in standard template library (STL). The first key is the column number
of sparse matrix and the datum entry is the type of the element in the matrix, which can be real number or complex number. In this way, only none-zero elements in stiff matrix are stored and their positions are marked. None-zero elements can be added to MatrixSparseRow anytime because its length is dynamically allocated. Secondly, the class MatrixSparse is defined as a vector of MatrixSparseRow and the vector size can also be dynamically allocated.

In FEM, the number of rows in sparse matrix is usually determined by the unknowns while the number of columns is not determined for the sparse characteristic of stiff matrix. The data structure of class MatrixSparse is very efficient and effective for storing the sparse FEM stiff matrix.

In traditional FEM method, the number of none zero is fixed according to the freedom on the nodes or edges before the sparse matrix is created, therefore a new sparse matrix should be allocated when dealing with circuit coupling and when new variables need to add into the equation. When using MatrixSparse, the stiff matrix can be calculated by FEM first. The new variables of the circuit can be added to the sparse matrix without any modification on its structure because the sparse matrix can be dynamically allocated after the matrix is created.

### 3.2.6. SUMMARY

The applications of this proposed FEM programming techniques have been reported in many our previous publications [21][22][26][29][30][31][32][33], but this chapter is the first documentation of the methodology in a systematic manner.

This chapter presents the state-of-the-art programming techniques of FEMs for electromagnetic field computation. A new data structure based on $\mathrm{C}++$ object-oriented programming technique and a novel program structure is comprehensively described together with an equation solver. Multi-developers working on different solvers and sharing common algorithms have been proposed. The algorithm allows quick access to
all data and is efficient for organizing FEM programs to look into motion problems. It is also convenient for mesh generation and the equation solver can automatically deal with Dirichlet boundary conditions, master-salve boundary conditions and all other constraints in sparse matrix equations. The sub-matrix operation technique allows the electric circuit equations to be easily coupled with electromagnetic field equations.

## 4. Two Grid Techniques for FEM Computation

A two-grid finite element method to reduce the computing time of nonlinear magnetic problems is presented in the chapter. It is shown that the initial solution of the nonlinear iteration on the fine grid can be derived from the solutions of the coarse grid, thereby saving the computation time for iterations on the fine grid. A numerical technique based on the nonlinear functional is proposed to reduce the complexity of the discretization of the nonlinear term. The interpolation method from coarse grid to fine grid is discussed in this chapter. A method to optimize the relaxation factor of Newton-Raphson iteration is also reported. The proposed method is applied to TEAM Workshop problem 13 and the results obtained by using the proposed algorithm are compared with those using conventional methods.

### 4.1. INTRODUCTION

when nonlinear magnetic materials such as steel are included in the study of electromagnetics, the Maxwell's equations become nonlinear. Convergence property and iteration number are the two main factors when numerical methods are used to solve nonlinear equations. Newton-Raphson method is usually used because of its second order convergence characteristics. However it still needs several iterations before it converges. As a result, when three-dimensional (3D) nonlinear problems with a large number of elements are solved by finite element method (FEM), the nonlinear iterations are time consuming.

Two-grid finite element technique and convergence estimation are proposed in [34] to reduce the computation time of nonlinear problems. In that method, two finite element subspaces $v_{H}$ and $v_{h}$ (with mesh size $h \ll H$ ) are employed for the FEM discretization. On the coarse space $v_{H}$, the standard FEM discretization is used to obtain a rough approximation $u_{H} \in v_{H}$ and a linearized equation based on $u_{H}$ is solved to produce the corrected solution $u^{h} \in v_{h}$. With the use of that method, solving a nonlinear equation is not much more difficult than solving a linear equation, since $\operatorname{dim} v_{H} \ll \operatorname{dim} v_{h}$ and the effort for solving $u_{H}$ is relatively insignificant.

Considering that Maxwell's equations are fully nonlinear equations, the method presented in this chapter is not to simply solve the linearized equations on the fine grid, instead it is proposed to continue the nonlinear iteration until it becomes convergent. Because iteration on the fine grid as proposed in this chapter ensures the accuracy of the solution is high, the nonlinear iteration on the coarse grid is only required to produce a reasonably good approximation solution. Consequently the space $v_{H}$ can be extremely coarse ( $H^{2}<h$ ), and the total computing time can be significantly reduced. After several iterations on the coarse grid, the solution on the coarse grid is interpolated to give the solution in the fine grid.

The number of iterations on the coarse grid affects the efficiency of the method. The initial convergence criteria on the coarse grid is set to be the same or slightly higher than that of the fine grid and the speed of the residual reduction is being watched carefully. When it is too slow the iteration on the coarse grid will stop.

Another difference between the proposed method and the method presented in [34] is that the finite element space $v_{H}$ does not need to be a subspace of $v_{h}$. This feature allows the independent generation of the coarse and fine meshes. But new difficulties arise when the solution on the coarse mesh is interpolated to produce the solution in the fine mesh. Hence an interpolation technique designed to address this issue will be presented in this chapter.

In the chapter, the proposed two-grid FEM is applied to TEAM Workshop problem 13 and the numerical results obtained using the proposed algorithm are compared with those using conventional methods.

### 4.2. Formulations and Numeric Scheme

Assume the nonlinear magneto-static field equation is governed by,

$$
\left\{\begin{array}{l}
\nabla \times \boldsymbol{H}=\boldsymbol{J}  \tag{4.1}\\
\nabla \cdot \boldsymbol{B}=0 \\
\boldsymbol{H}=v(\boldsymbol{B}) \boldsymbol{B}
\end{array}\right.
$$

where $\boldsymbol{B}$ is the flux density and $v(\boldsymbol{B})$ is the magnetic reluctivity varying with $\boldsymbol{B}, \boldsymbol{J}$ is the source current density.

The coupling of magnetic vector potential and scalar potential method is used to solve the equation [35].

The computation domain is divided into two regions: $\Omega_{1}$ which comprises of nonmagnetic materials such as air and coil with permeability $\mu_{o} ; \Omega_{2}$ which comprises of iron with high permeability $\mu$ or low reluctivity $v$.

In region $\Omega_{l}$, the magnetic field can be derived from the magnetic scalar potential and is written as:

$$
\begin{equation*}
\boldsymbol{H}=\boldsymbol{H}_{S}-\nabla \phi \tag{4.2}
\end{equation*}
$$

where $\boldsymbol{H}_{s}$ is the magnetic field due to the coils and it can be computed from Biot-Savart's Law. Hence,

$$
\begin{equation*}
\nabla \times \boldsymbol{H}_{s}=\boldsymbol{J} \tag{4.3}
\end{equation*}
$$

Therefore, the magnetic scalar potential of (4.1) in region $\Omega_{l}$ satisfies the differential equation:

$$
\begin{equation*}
-\nabla \cdot\left(\mu_{0} \nabla \phi\right)=0 \tag{4.4}
\end{equation*}
$$

In region $\Omega_{2}$ of iron where the current density is zero, the magnetic field can be derived from the magnetic vector potential gauged by Coulomb gauge and written as:

$$
\begin{gather*}
\boldsymbol{B}=\nabla \times \boldsymbol{A}  \tag{4.5}\\
\nabla \times(\nu \nabla \times \boldsymbol{A})-\nabla(\nu \nabla \cdot \boldsymbol{A})=0 \tag{4.6}
\end{gather*}
$$

On the interface of the region $\Omega_{1}$ and $\Omega_{2}, \Gamma_{12}$, the continuity of the normal component of the flux density as well as the tangential component of the magnetic field intensity have to be satisfied:

$$
\begin{array}{r}
\nu \times \boldsymbol{A} \times \boldsymbol{n}+\boldsymbol{H}_{s} \times \boldsymbol{n}-\nabla \phi \times \boldsymbol{n}=0 \\
\mu_{0} \nabla \phi \cdot \boldsymbol{n}-\boldsymbol{H}_{\boldsymbol{s}} \cdot \boldsymbol{n}-\nabla \times \boldsymbol{A} \cdot \boldsymbol{n}=0 \tag{4.8}
\end{array}
$$

Consequently the Galerkin weak form of (4.4) and (4.6) is obtained as follows:

$$
\begin{align*}
& \int_{\Omega_{1}} \mu_{0} \nabla \phi \nabla N d \Omega+\int_{\Gamma_{12}} \mu_{0} \nabla \phi \cdot \boldsymbol{n} N d \Gamma+\int_{\Omega_{2}} v \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{N} d \Omega \\
& +\int_{\Omega_{2}} \nu \nabla \cdot \boldsymbol{A} \nabla \cdot \boldsymbol{N} d \Omega-\int_{\Gamma_{12}} v(\nabla \times \boldsymbol{A}) \times \boldsymbol{n} \cdot \boldsymbol{N} d \Gamma=0 \tag{4.9}
\end{align*}
$$

For the magnetic reluctivity $v(\|\boldsymbol{B}\|)$ which is varying with $\boldsymbol{B}$ in the iron region $\Omega_{2}$, the Galerkin weak form gives rise to a nonlinear equation. A numerical technique based on nonlinear functional algorithm is proposed to reduce the complexity of the discretization of the nonlinear term. For simplification, the linear term of (4.9) is omitted and it is assumed the following nonlinear equation is to be solved.

$$
\begin{align*}
& \int_{\Omega_{2}} \nu \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{N} d \Omega+\int_{\Omega_{2}} \nu \nabla \cdot \boldsymbol{A} \nabla \cdot \boldsymbol{N} d \Omega  \tag{4.10}\\
& -\int_{\Gamma_{12}} v(\nabla \times \boldsymbol{A}) \times \boldsymbol{n} \cdot \boldsymbol{N} d \Gamma=0
\end{align*}
$$

A functional $F(\boldsymbol{A})$ is introduced as,

$$
\begin{align*}
& F(\boldsymbol{A})=\int_{\Omega_{2}} v(\|\nabla \times \boldsymbol{A}\|) \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{N} d \Omega \\
& +\int_{\Omega_{2}} v(\|\nabla \times \boldsymbol{A}\|) \nabla \cdot \boldsymbol{A} \nabla \cdot \boldsymbol{N} d \Omega  \tag{4.11}\\
& -\int_{\Gamma_{12}} v(\|\nabla \times \boldsymbol{A}\|)(\nabla \times \boldsymbol{A}) \times \boldsymbol{n} \cdot \boldsymbol{N} d \Gamma
\end{align*}
$$

The nonlinear equation to be solved is,

$$
\begin{equation*}
F(\boldsymbol{A})=0 \tag{4.12}
\end{equation*}
$$

Newton-Raphson method is used to linearize equation (4.12),

$$
\begin{equation*}
F(\boldsymbol{A}+\Delta \boldsymbol{A})=F(\boldsymbol{A})+F^{\prime}(\boldsymbol{A}) \Delta \boldsymbol{A}=0 \tag{4.13}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
F^{\prime}(\boldsymbol{A}) \Delta \boldsymbol{A}=-F(\boldsymbol{A}) \tag{4.14}
\end{equation*}
$$

Adding $F^{\prime}(\boldsymbol{A}) \boldsymbol{A}$ to both sides of (4.14) gives,

$$
\begin{equation*}
F^{\prime}(\boldsymbol{A}) \Delta \boldsymbol{A}+F^{\prime}(\boldsymbol{A}) \boldsymbol{A}=F^{\prime}(\boldsymbol{A}) \boldsymbol{A}-F(\boldsymbol{A}) \tag{4.15}
\end{equation*}
$$

Let $\boldsymbol{w}=\boldsymbol{A}+\Delta \boldsymbol{A}$, where $\boldsymbol{w}$ means the unknown variable of the current step, $\boldsymbol{A}$ is the iteration solution from the previous step. Consequently,

$$
\begin{align*}
& F^{\prime}(\boldsymbol{A}) \boldsymbol{w}=F^{\prime}(\boldsymbol{A}) \boldsymbol{A}-F(\boldsymbol{A})  \tag{4.16}\\
& F^{\prime}(\boldsymbol{A}) \boldsymbol{w}=\int_{\Omega} v^{\prime}(\|\nabla \times \boldsymbol{A}\|) \boldsymbol{w} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{N} d \Omega \\
& +\int_{\Omega_{2}} v(\|\nabla \times \boldsymbol{A}\|) \nabla \times \boldsymbol{w} \cdot \nabla \times \boldsymbol{N} d \Omega+\int_{\Omega_{2}} v^{\prime}(\|\nabla \times \boldsymbol{A}\|) \boldsymbol{w} \nabla \cdot \boldsymbol{A} \nabla \cdot \boldsymbol{N} d \Omega  \tag{4.17}\\
& +\int_{\Omega_{2}} v(\|\nabla \times \boldsymbol{A}\|) \nabla \cdot \boldsymbol{w} \nabla \cdot \boldsymbol{N} d \Omega-\int_{\Gamma_{12}} v^{\prime}(\|\nabla \times \boldsymbol{A}\|) \boldsymbol{w}(\nabla \times \boldsymbol{A}) \times \boldsymbol{n} \cdot \boldsymbol{N} d \Gamma \\
& -\int_{\Gamma_{12}} v(\|\nabla \times \boldsymbol{A}\|)(\nabla \times \boldsymbol{w}) \times \boldsymbol{n} \cdot \boldsymbol{N} d \Gamma
\end{align*}
$$

The term $v^{\prime}(\|\nabla \times \boldsymbol{A}\|) \boldsymbol{w}$ is as follows.

$$
\begin{aligned}
& v^{\prime}(\|\nabla \times \boldsymbol{A}\|) \boldsymbol{w}=\left(\frac{\partial(v(\|\nabla \times \boldsymbol{A}\|))}{\partial \boldsymbol{A}}\right) \boldsymbol{w} \\
= & \left(\frac{\partial v(\|\nabla \times \boldsymbol{A}\|)}{\partial\|\nabla \times \boldsymbol{A}\|} \frac{\partial\|\nabla \times \boldsymbol{A}\|}{\partial \boldsymbol{A}}\right) \boldsymbol{w}=\left(\frac{\partial v(\|\boldsymbol{B}\|)}{\partial\| \| \boldsymbol{B} \|} \frac{\partial\|\nabla \times \boldsymbol{A}\|}{\partial \boldsymbol{A}}\right) \boldsymbol{w}
\end{aligned}
$$

Now consider the G-derivative $\frac{\partial\|\nabla \times \boldsymbol{A}\|}{\partial \boldsymbol{A}} \boldsymbol{w}$.

$$
\begin{aligned}
& \frac{\partial\|\nabla \times \boldsymbol{A}\|_{\boldsymbol{w}}}{\partial \boldsymbol{A}}=\lim _{\Delta \boldsymbol{A} \rightarrow 0} \frac{\sqrt{(\nabla \times(\boldsymbol{A}+\Delta \boldsymbol{A}), \nabla \times(\boldsymbol{A}+\Delta \boldsymbol{A}))}-\sqrt{(\nabla \times \boldsymbol{A}, \nabla \times \boldsymbol{A})}}{\Delta \boldsymbol{A}} \boldsymbol{w} \\
& \quad=\lim _{\Delta A \rightarrow 0} \frac{(\nabla \times(\boldsymbol{A}+\Delta \boldsymbol{A}), \nabla \times(\boldsymbol{A}+\Delta \boldsymbol{A}))-(\nabla \times \boldsymbol{A}, \nabla \times \boldsymbol{A})}{\Delta \boldsymbol{A}(\sqrt{(\nabla \times(\boldsymbol{A}+\Delta \boldsymbol{A}), \nabla \times(\boldsymbol{A}+\Delta \boldsymbol{A}))}+\sqrt{(\nabla \times \boldsymbol{A}, \nabla \times \boldsymbol{A})})} \boldsymbol{w} \\
& \quad=\frac{(\nabla \times \boldsymbol{A}, \nabla \times \boldsymbol{w})}{\sqrt{(\nabla \times \boldsymbol{A}, \nabla \times \boldsymbol{A})}}=\frac{1}{\|\boldsymbol{B}\|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{w}
\end{aligned}
$$

$$
\begin{aligned}
& F^{\prime}(\boldsymbol{A}) \boldsymbol{w}=\int_{\Omega_{2}} \frac{1}{\|\boldsymbol{B}\|} \frac{\partial v}{\partial\|\boldsymbol{B}\|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{w} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{N} d \boldsymbol{\Omega} \\
& +\int_{\Omega_{2}} v(\|\nabla \times \boldsymbol{A}\|) \nabla \times \boldsymbol{w} \cdot \nabla \times \boldsymbol{N} d \Omega+\int_{\Omega_{2}} \frac{1}{\|\boldsymbol{B}\|} \frac{\partial v}{\partial\|\boldsymbol{B}\|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{w} \nabla \cdot \boldsymbol{A} \nabla \cdot \boldsymbol{N} d \Omega \\
& +\int_{\Omega_{2}} v(\|\nabla \times \boldsymbol{A}\|) \nabla \cdot \boldsymbol{w} \nabla \cdot \boldsymbol{N} d \Omega-\int_{\Gamma_{12}} \frac{1}{\|\boldsymbol{B}\|} \frac{\partial v}{\partial\|\boldsymbol{B}\|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{w}(\nabla \times \boldsymbol{A}) \times \boldsymbol{n} \cdot \boldsymbol{N} d \Gamma \\
& -\int_{\Gamma_{12}} v(\|\nabla \times \boldsymbol{A}\|)(\nabla \times \boldsymbol{w}) \times \boldsymbol{n} \cdot \boldsymbol{N} d \Gamma \\
& F^{\prime}(\boldsymbol{A}) \boldsymbol{A}-F(\boldsymbol{A})=\int_{\Omega_{2}} \frac{1}{\|\boldsymbol{B}\|} \frac{\partial v}{\partial\|\boldsymbol{B}\|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{A} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{N} d \Omega \\
& +\int_{\Omega_{2}} \frac{1}{\|\boldsymbol{B}\|} \frac{\partial v}{\partial\|\boldsymbol{B}\|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{A} \nabla \cdot \boldsymbol{A} \nabla \cdot \boldsymbol{N} d \Omega \\
& -\int_{\Gamma_{12}} \frac{1}{\|\boldsymbol{B}\|} \frac{\partial v}{\partial\|\boldsymbol{B}\|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{A}(\nabla \times \boldsymbol{A}) \times \boldsymbol{n} \cdot \vec{N} d \Gamma
\end{aligned}
$$

Hence (4.16) can be written as,

$$
\begin{align*}
& \int_{\Omega_{2}} v(\|\nabla \times \boldsymbol{A}\|) \nabla \times \boldsymbol{w} \cdot \nabla \times \boldsymbol{N} d \Omega+\int_{\Omega_{2}} v(\|\nabla \times \boldsymbol{A}\|) \nabla \cdot \boldsymbol{w} \nabla \cdot \boldsymbol{N} d \Omega \\
& -\int_{\Gamma_{12}} v(\|\nabla \times \boldsymbol{A}\|)(\nabla \times \boldsymbol{w}) \times \boldsymbol{n} \cdot \boldsymbol{N} d \Gamma+\int_{\Omega_{2}} \frac{1}{\|\boldsymbol{B}\|} \frac{\partial v}{\partial\|\boldsymbol{B}\|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{w} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{N} d \Omega \\
& +\int_{\Omega_{2}} \frac{1}{\|\boldsymbol{B}\|} \frac{\partial v}{\| \| \boldsymbol{B} \|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{w} \nabla \cdot \boldsymbol{A} \nabla \cdot \boldsymbol{N} d \Omega-\int_{\Gamma_{12}} \frac{1}{\|\boldsymbol{B}\|} \frac{\partial v}{\partial\|\boldsymbol{B}\|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{w}(\nabla \times \boldsymbol{A}) \times \boldsymbol{n} \cdot \boldsymbol{N} d \Gamma  \tag{4.18}\\
& =\int_{\Omega_{2}} \frac{1}{\|\boldsymbol{B}\|} \frac{\partial v}{\partial\|\boldsymbol{B}\|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{A} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{N} d \Omega+\int_{\Omega_{2}} \frac{1}{\|\boldsymbol{B}\|} \frac{\partial v}{\partial\|\boldsymbol{B}\|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{A} \nabla \cdot \boldsymbol{A} \nabla \cdot \boldsymbol{N} d \Omega \\
& -\int_{\Gamma_{12}} \frac{1}{\|\boldsymbol{B}\|} \frac{\partial v}{\partial\|\boldsymbol{B}\|} \nabla \times \boldsymbol{A} \cdot \nabla \times \boldsymbol{A}(\nabla \times \boldsymbol{A}) \times \boldsymbol{n} \cdot \boldsymbol{N} d \Gamma
\end{align*}
$$

In solving (4.9), the nonlinear iteration is based on the weak form of (4.18). It is convenient to calculate $\nabla \mathrm{x} \boldsymbol{A}$ and $\nabla \cdot \boldsymbol{A}$, because $\boldsymbol{A}$ is the known solution of the previous step.

### 4.3. THE TWO-GRID FEM TECHNIQUE

To apply the two grid FEM technique, it is necessary to generate an auxiliary coarse mesh on the solution domain. This means there are two meshes, the coarse one and the fine one. Hence two finite element subspaces $v_{H}$ and $v_{h}$ (with mesh size $h \ll H$ ) are employed for the FEM discretization. The following nonlinear equation is solved first until the convergent solution $\left(\phi_{H}, \boldsymbol{A}_{H}\right)$ is obtained.

$$
\begin{aligned}
& \int_{\Omega_{1}} \mu_{0} \nabla \phi_{H} \nabla N_{H} d \Omega+\int_{\Gamma_{12}} \mu_{0} \nabla \phi_{H} \cdot \boldsymbol{n} N_{H} d \Gamma+\int_{\Omega_{2}} v \nabla \times \boldsymbol{A}_{\boldsymbol{H}} \cdot \nabla \times \boldsymbol{N}_{\boldsymbol{H}} d \Omega \\
& +\int_{\Omega_{2}} \nu \nabla \cdot \boldsymbol{A}_{\boldsymbol{H}} \nabla \cdot \boldsymbol{N}_{\boldsymbol{H}} d \Omega-\int_{\Gamma_{12}} v\left(\nabla \times \boldsymbol{A}_{\boldsymbol{H}}\right) \times \boldsymbol{n} \cdot \boldsymbol{N}_{\boldsymbol{H}} d \Gamma=0
\end{aligned}
$$

The solution $\left(\phi_{H}, \boldsymbol{A}_{H}\right)$ is then interpolated to produce $\left(\phi_{h}, \boldsymbol{A}_{\boldsymbol{h}}\right)$ on the fine mesh. Then assume $\left(\phi_{h}, \boldsymbol{A}_{h}\right)$ be the initial solution of the nonlinear iteration on the fine mesh and the following nonlinear equation would have to be solved until the convergent solution ( $\phi_{h}, \boldsymbol{A}_{\boldsymbol{h}}$ ) is obtained.

$$
\begin{aligned}
& \int_{\Omega_{1}} \mu_{0} \nabla \phi_{h} \nabla N_{h} d \Omega+\int_{\Gamma_{12}} \mu_{0} \nabla \phi_{h} \cdot \boldsymbol{n} N_{h} d \Gamma+\int_{\Omega_{2}} v \nabla \times \boldsymbol{A}_{\boldsymbol{h}} \cdot \nabla \times \boldsymbol{N}_{h} d \Omega \\
& +\int_{\Omega_{2}} v \nabla \cdot \boldsymbol{A}_{h} \nabla \cdot \boldsymbol{N}_{\boldsymbol{h}} d \Omega-\int_{\Gamma_{12}} v\left(\nabla \times \boldsymbol{A}_{\boldsymbol{h}}\right) \times \boldsymbol{n} \cdot \boldsymbol{N}_{h} d \Gamma=0
\end{aligned}
$$

The flow chart of the two-grid technique is shown in Fig. 4.1.


Fig. 4.1 Flow chart for the two-grid FEM technique

### 4.4. Interpolation Method

The accurate interpolation of the solution from coarse grid to fine grid is an important procedure of the proposed method. The nonlinear iteration solution needs to be mapped to the fine grid as accurately as possible. The proposed interpolation is based on the FEM space $v_{H}$. Given the basis function on $v_{H}$ is $\left\{\psi_{i}\right\}_{i=1}^{n}$, and the solution is $\left\{u_{i}\right\}_{i=1}^{n}$, then if the node $v(x, y, z)$ is in the fine mesh, the interpolation value on node $v$ is:

$$
\begin{equation*}
u(v)=\sum_{i=1}^{n} u_{i} \psi_{i}(\xi(x, y, z), \eta(x, y, z), \zeta(x, y, z) \tag{4.19}
\end{equation*}
$$

where $(\xi, \eta, \zeta)$ are the reference coordinates. In order to determine the reference coordinates of node $v$, the coarse mesh element which contains it must be found
according to its global coordinates $(x, y, z)$. There are two procedures to find the element. Firstly one must determine a set of elements that probably contain the point according to the global coordinates of the node in the element. The second step is to solve the following nonlinear algebraic transformation equation by Newton iteration method on each element in the set:

$$
\left\{\begin{array}{l}
x=f(\xi, \eta, \zeta)  \tag{4.20}\\
y=g(\xi, \eta, \zeta) \\
z=h(\xi, \eta, \zeta)
\end{array}\right.
$$

since the isoparametric elements $f, g, h$ are shape functions.
With this method, the reference coordinates $(\xi, \eta, \zeta)$ can be obtained in the set of elements. If $(\xi, \eta, \zeta)$ is in the defined range, the element that contains the node is found and the interpolation values on the node can be calculated by (4.19).

### 4.5. Newton-Raphson Method with a Relaxation Factor

Newton-Raphson method is commonly used to solve nonlinear equations. In ordinary Newton-Raphson method, the relaxation factor is set to be 1 at every iteration step. An adjustment of the relaxation factor will influence the convergence procedure and iteration number, especially when the problem is strongly nonlinear [36]. In order to guarantee the convergence on the coarse mesh, an efficient method to adjust the relaxation factor based on the inner product between the increments of the solution is proposed.

For the nonlinear iteration, the relaxation method used is:

$$
\begin{equation*}
u^{k+1}=u^{k}+\alpha^{k} \delta u^{k} \tag{4.21}
\end{equation*}
$$

where $u$ is the variable for the solution, $\alpha$ is the relaxation factor, $\delta u$ is the increment of $u$, and the superscripts denote the iteration number. Relaxation factor $\alpha$ is adjusted by
the inner product between the increments of the present solution $\delta u^{k}$ and the previous solution $\delta u^{k-1}$. The cosine of the angle between $\delta u^{k}$ and $\delta u^{k-1}$ will be used to determine whether to enlarge or reduce the relaxation factor; and the relaxation factor is controlled to be smaller than or equal to 1.0 . A concrete implementation of the adjustment in the chapter is shown below.

Step 1 : $\quad$ set $\alpha^{0}=1.0$
Step 2: for $k=1, n$ do:

$$
\begin{aligned}
& c c=\cos \left\langle\delta u^{k}, \delta u^{k-1}\right\rangle=\frac{\left\langle\delta u^{k}, \delta u^{k-1}\right\rangle}{\left\|\delta u^{k}\right\|\left\|\delta u^{k-1}\right\|} \\
& \text { if }(c c>0.8) \quad \alpha^{k}=\alpha^{k-1} \cdot 2.0 \\
& \text { if }(c c<0.3) \quad \alpha^{k}=\alpha^{k-1} \cdot 0.5 \\
& \text { if }(c c<-0.4) \quad \alpha^{k}=\alpha^{k-1} \cdot 0.5 \\
& \text { if }(c c<-0.8) \alpha^{k}=\alpha^{k-1} \cdot 0.5 \\
& \text { if }\left(\alpha^{k}>1.0\right) \quad \alpha^{k}=1.0
\end{aligned}
$$

### 4.6. NUMERICAL EXPERIMENT

TEAM Workshop problem 13 [37] as shown in Fig. 4.2 and Fig. 4.3 is taken as a test example and the results derived from the two-grid method are compared with those obtained using a general method.


Fig. 4.2 TEAM 13 model for the two-grid method (plan view)


Fig. 4.3 TEAM 13 model for the two-grid method (front view)

In the FEM analysis, first-order tetrahedral elements are used. There are 4136 nodes and 17599 elements in the coarse mesh as well as 25877 nodes and 117895 elements in the fine mesh.

The common $B-H$ curve of the steel is used and the curve of high flux density ( $B>1.8 \mathrm{~T}$ ) is approximated by the following equation:

$$
\begin{array}{ll}
B=\mu_{0} H+\left(a H^{2}+b H+c\right) & (1.8 \leq B \leq 2.22 T) \\
B=\mu_{0} H+M s & (B \geq 2.22 T) \tag{4}
\end{array}
$$

where $\mu_{o}$ is the permeability of free space and the constants $a, b, c$ are $-2.23 \times 10^{-10}, 2.327 \times 10^{-5}, 1.590$, respectively. $M s$ is the saturation magnetization (2.16T) of the steel.

In the numerical experiment, the incomplete Cholesky-conjugate gradient method is used as the algebraic equation solver. Table 4-I compares the iteration number and CPU time required to obtain a converged solution. It is found that the solution time on the fine mesh is about 10 times as long as that on the coarse mesh in every iteration step. The total solution time of the two-grid FEM which includes the 66 seconds interpolation time is only about $75 \%$ of that of the general FEM. The residue of each iteration step as shown in Fig. 4.4 reveals that after iteration on the coarse grid, the residue of interpolation solution on the fine grid is 0.00030 . It is the same as that of the $5^{\text {th }}$ residue on the fine grid. That means, the effect of the iteration on the coarse mesh is equivalent to that of five iterations on the fine mesh. However the computation time on the coarse mesh is about 55 s whereas the computation time of the first 5 iteration steps on the fine mesh is about 300 s .

Table 4-I Iteration Number and CPU Time

| Method |  | Iteration Number | One step solution <br> time | Total Time |
| :---: | :---: | :---: | :---: | :---: |
| Two-grid <br> method | Coarse grid | 11 | $4-5 \mathrm{~s}$ |  |
|  | Fine grid | 6 | $64-71 \mathrm{~s}$ |  |


| General method <br> on fine grid | 11 | $46-79 \mathrm{~s}$ | 766 s |
| :---: | :---: | :---: | :---: |



Fig. 4.4 Convergence of the two-grid method and conventional method

### 4.7. SUMMARY

Finite element method is an accurate numerical method for analyzing the performance of electric motors. However, the disadvantage of FEM is its long computation time, which has become a main obstacle for optimal design of motors. In the chapter, the two-grid FEM algorithm is suggested to reduce the computation time and meanwhile conserves the computation accuracy of the simulation results. TEAM Workshop problem 13 is used to test the proposed method and the results obtained by using the proposed algorithm are compared with those using conventional methods. The
computing time using the proposed method is only $75 \%$ of that by using the conventional method. Since the two-grid method requires less computing time, it can be effectively applied to study large-scale nonlinear problems.

## 5. Coupling FEM with Optimization Method

Electromagnetic devices such as permanent magnet (PM) motors are widely used in industry. Properly designed PM motors can greatly reduce the energy losses during energy conversion from electric power to mechanical power. The design of PM motors is time consuming as each product needs to meet special specifications or requirements. In order to design a PM motor satisfying the demand of applications, many parameters of the motors should be determined. For each design of the PM motors, a numerical model is needed to precisely evaluate its performance. Numerical techniques can approach the practical complicated models under fewest assumptions. They enable the designer to solve the problems which are difficult to consider by using the analytical approach. Many empirical factors then become not necessary when using numerical methods. The actual flux distribution is then found from the given current or voltage waveforms. Although the development of numerical computation in the study of electromagnetic fields dates back only about 20 years ago, it has been maturing into an independent subject with high commercial potential. Among the various numerical methods, the finite element method (FEM) has a dominant position because it has the merits of versatility, strong interchangeability and ready incorporation into standard programs.

Many researchers have studied the performances of electric machines using FEM. The most complete model at present is to use a time stepping FEM coupled with circuit and mechanical equations. Time stepping method can deal with transient problem, and can also be used to calculate steady eddy-current fields when current and magnetic
waveforms are non-sinusoidal. When circuit and mechanical equations are coupled with FEM, the currents and torque can be obtained readily without any iteration. The correct saturation of different parts, the eddy-current effect, the distribution of high-order harmonics and mechanical motion are readily accounted for.

Due to the advance of time stepping FEM in recent years, many assumptions, which are essential when using equivalent circuit model, static FEM model and complex FEM model, are not necessary. The time stepping FEM is becoming popular in the analysis of induction machines.

In order to find the best design and reduce the complexity of the motor design, an optimization method need to be used to maximize the performance of the motors and at the same time reduce the energy losses. In the chapter, the coupling FEM with optimization method will be introduced.

In the study of optimal motor design method, the motor design process often needs a comprehensive consideration of the total performance of the motor. Attention also needs to be paid to reduce core loss and reduce PM material. Therefore, the objective function of the optimization method is proposed to consider both to improve the performance and to reduce the loss for the PM motor designs.

### 5.1. OPTIMIZATION METHOD

In electric device design, the problems to obtain a good performance of a device by adjust its design parameters are often encountered. Such problems are called inverse problem. The performance of the devices is indicated by several performance index or objective. Therefore, inverse problem can be expressed as an optimization problem:

$$
\begin{equation*}
\min f(x) \quad x \in D \text { or } \quad \max f(x) \quad x \in D \tag{2.41}
\end{equation*}
$$

Where $f(x)$ is the function which indicates the performance index of the device and it is called as the objective function; $\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}, \ldots, x_{n}\right)^{T}$ is the vector of design
parameters and also called as optimization variable; $\boldsymbol{D}$ is the range of the optimization variable $\boldsymbol{x}$.

### 5.2. Introduction of Coupling FEM with Optimization Method

To meet an ever-increasing demand for high quality products to function in variable operating situations, the study of optimal motor design methodologies and techniques has become a new topical area in design during the last two decades [38] [48]. The difficulty in optimal motor design is mainly that the time needed for computing the performance of the designed motors is too long [49] and the optimization method to find the global optimal solutions is too slow. So many approximate methods are proposed to reduce the evaluation time for new motor design and at the same time some new optimization methods have been proposed to reduce the time needed for finding the global optimal solutions.

The flow chart of coupling FEM with optimization method is show in Fig. 5.1. In the coupling FEM with optimization method, the data transfer from the variables of the optimization method to new meshes in FEM computation is always a challenge. In section 5.1, moving mesh method is proposed to facilitate the problem.


Fig. 5.1 Flow chart of coupling FEM with optimization method

### 5.3. MOVING MESH METHOD

An efficient moving mesh algorithm with fast solver is proposed for remeshing the parameterized computation domain so as to embed finite element methods into optimization algorithms for optimizing the shapes of electromagnetic devices. The proposed method has the merits of conserving the original mesh structure with minimal mesh deformation. The developed algorithm has been applied to TEAM workshop problem No. 25 . The reported results are used to showcase the efficiency and validity of the algorithm.

### 5.3.1. Introduction

Optimization of the shapes of electromagnetic devices has become an important issue in product design. In the optimization procedure, FEM is usually used to compute objective functions [50]. During the optimization process, the shapes of electromagnetic devices are inevitably changed; therefore the mesh of the devices needs to be regenerated for each FEM computation, as shown in Fig. 5.2(a). It is also well known that data transfer from the variables of the optimization method to new meshes in FEM computation is always a challenge. For example, if the geometry of the computation domain is built and the mesh on that is generated by commercial software which is separated from the FEM program, it is always difficult to rebuild the geometry and regenerate the meshes automatically. Also, the regeneration of FEM mesh is time consuming, especially in 3 dimensional (3D) problems; and the newly generated mesh generally has no relationship with the previous one, making the previous FEM solution not directly available for the new FEM computation in solving nonlinear problem.

Mesh smoothing algorithms have been extensively exploited to improve the mesh quality and, among others, Laplacian smoothing is one of the most popular methods [51]. Lately a related type of smoothing, namely Winslow smoothing, is proposed to alleviate or guard against mesh folding in the process of mesh smoothing [52]. Optimization-based smoothing methods are used to guarantee an improvement in the mesh quality by minimizing a particular mesh quality metric [53]. After an initial mesh is generated on the computation domain, these methods are used to adjust the position of the interior nodes in the meshes so as to obtain better element shapes and the positions of the boundary nodes are kept unchanged.

In this chapter, mesh smoothing methods are introduced to move the meshes in the optimization procedure in which the positions of the nodes on the boundaries are changed. An efficient moving mesh algorithm with a fast solver is proposed for moving the meshes on the parameterized computation domain while embedding FEM into the
optimization method in order to optimize the shapes of electromagnetic devices. Fig. 5.2(b) gives the flowchart to illustrate how the proposed algorithm replaces the procedure of rebuilding geometry and mesh regeneration.

In the proposed algorithm, the mesh of the initial shapes of the electromagnetic devices is generated and then with a change in the shapes of the device, the initial mesh will be moved adaptively to the new design. The proposed algorithm can be applied to remesh complex two-dimensional (2D) and three-dimensional (3D) geometrical shapes and save considerable time when regenerating the meshes. The new moving mesh algorithm has the merits of conserving the original structure of the mesh with minimal mesh deformation, as the mesh smoothing methods can smooth out the incremental positions of all the mesh points in the computation domain. Another merit of the proposed method is that when solving time stepping equation or nonlinear equation, the result of the previous FEM solution can serve as a good initial solution for subsequent FEM computation, as the increment of each point is small and each point is in the same material after reconstruction of the mesh. Furthermore, in the proposed algorithm, the mesh information is stored and modified in memory, which avoids the need to retrieve the mesh information from the disk at each optimization step.


Fig. 5.2 (a) Procedure of coupling optimization method with FEM. (b) Moving mesh algorithm in the procedure of coupling FEM in the optimization algorithm.

### 5.3.2. Moving Mesh Algorithm

When optimizing several parameters of an electromagnetic device, the shapes of the device are changed at each optimization step. A novel moving mesh algorithm is proposed to obtain the new mesh according to the new shape of the device, instead of rebuilding the geometry and regenerating the mesh.

In the proposed moving mesh algorithm, an initial shape of the electromagnetic device is set up according to the range of the optimization parameters. Usually the parameters of the initial shape are the average value of its upper and lower bounds. An
initial mesh is generated on the initial shape of the device. At each optimization step, changes in the parameters of the device can be considered as a change in the boundaries of the device. According to the changes in the boundaries of the computation domain, the mesh can be moved based on the initial mesh. In this chapter, the moving mesh algorithm is described in 2D, but it can be extended to 3D problems in a straightforward manner.

## Laplacian Smoothing

The basic idea of the moving mesh algorithm based on Laplacian smoothing can be illustrated by a simple example in Fig. 5.3. The initial mesh of a fixed initial shape of the electromagnetic device is shown in Fig. 5.3. The shape of the boundary $\Gamma_{1}$ is parameterized and it needs to be optimized while the shape of $\Gamma_{2}$ remains unchanged.


Fig. 5.3 (a) Mesh on the original geometry. (b) Mesh on the geometry of the changed shape.


Fig. 5.4 Initial mesh.


Fig. 5.5 Mesh after changes in the die molds.

When the shape of $\Gamma_{1}$ in Fig. 5.3(a) needs to be changed to $\Gamma_{c}$ as shown in Fig. 5.3(b), the coordinates of some interior mesh points in Fig. 5.3(a) should be adjusted
accordingly. The incremental coordinates of each interior points $\boldsymbol{u}=(\Delta x, \Delta y)$ are variables and satisfy the following Laplace's equation, as the Laplace's equation can smooth out the incremental coordinates of the mesh points inside the computation domain:

$$
\begin{gather*}
-\frac{\partial}{\partial x}\left(\frac{\partial \boldsymbol{u}}{\partial x}\right)-\frac{\partial}{\partial y}\left(\frac{\partial \boldsymbol{u}}{\partial y}\right)=0, \text { in } \Omega,  \tag{5.1}\\
\boldsymbol{u}=\mathbf{0}, \\
\boldsymbol{u}=\boldsymbol{u}_{0}(b)-\boldsymbol{u}_{0}(a), \text { on } \Gamma_{1} .
\end{gather*}
$$

where; $\boldsymbol{u}_{0}(b), \boldsymbol{u}_{0}(a)$ are the coordinates of the point on $\Gamma_{1}$ and $\Gamma_{\mathrm{c}}$, respectively.
The mesh point coordinates in Fig. 5.3(b) can be obtained by the sum of the solution of (5.1) and their original coordinates in Fig. 5.3(a).

Moving mesh algorithm based on Laplacian smoothing is very effective in problems in which the new shape of the device is a minor modification of the initial shape [54]. As a numerical example, the initial mesh of the example mentioned is shown in Fig. 5.4 while the mesh after changing the size and positions of the die molds is shown in Fig. 5.5.

## Weighted Laplacian Smoothing

Laplacian smoothing method is easy to implement and efficient. However the method is not guaranteed to work sometimes when inverting mesh elements. A weighted Laplacian smoothing method based on optimization method which is more resilient to mesh folding is introduced in [53]. The weighted Laplacian smoothing method is used with the aim to guarantee an improvement in the mesh quality by minimizing a particular mesh quality metric. Compared to other smoothing method, their main drawback is their computational expense in evaluating the weight on each edge in the mesh. However, in the moving mesh problem being studied, the initial mesh is fixed,
and the computation needs to be done only once. The weights are then stored in memory for subsequent several hundreds times of computation.

The first step in the algorithm is to use nonlinear programming to generate a set of weights for each interior node that represents the relative distances of the node to each of its neighbors. The new position of the boundary nodes is then specified. Using these new positions for the boundary nodes and the sets of weights from the original mesh, a system of linear equations to determine new positions is solved for the interior nodes.

Let $\left(x_{i}, y_{i}\right)$ denote the $x$ - and $y$-coordinates respectively of the $i^{\text {th }}$ interior node in the initial mesh and assume the $x$ - and $y$-coordinates of its adjacent vertices be given by $\left\{\left(x_{j}\right.\right.$, $\left.\left.y_{j}\right): j \in N_{i}\right\}$, where $N_{i}$ denotes the set of neighbors of node $i$. In order to find the set of weights $w_{i j}$, where $w_{i j}$ is the weight of node $j$ on the interior node $i$, the $\log$ barrier function from linear programming is used to formulate the following optimization problem for each $i$ :

$$
\begin{equation*}
\max _{w_{i j}, j \in N_{i}} \sum_{j \in N_{i}} \log \left(w_{i j}\right) \tag{5.2}
\end{equation*}
$$

Subject to:

$$
\begin{gather*}
w_{i j}>0  \tag{5.3}\\
\sum_{j \in N_{i}} w_{i j}=1  \tag{5.4}\\
x_{i}=\sum_{j \in N_{i}} w_{i j} x_{i}  \tag{5.5}\\
y_{i}=\sum_{j \in N_{i}} w_{i j} y_{i} \tag{5.6}
\end{gather*}
$$

The weights of all interior points $w_{i j}$ can be obtained by solving (5.2)-(5.6) with the Projected Newton Method. This method can be applied to solve optimization problems of the following form:

$$
\begin{aligned}
& \min _{x} f(x) \\
& \text { Subject to } \quad A x=b
\end{aligned}
$$

The optimality conditions for the above problem are:

$$
\begin{gather*}
\nabla f(x)-A^{T} \lambda=0  \tag{5.7}\\
b-A x=0 \tag{5.8}
\end{gather*}
$$

Here $\lambda$ denotes the vector of Lagrange multipliers. Equation (5.8) is a system of nonlinear equations in $x$ and $\lambda$; thus Newton's method can be used to solve for $x$ and $\lambda$. If the initial point is feasible (i.e., $b-A x_{0}=0$ ), then $p_{k}$ must satisfy $A p_{k}=0$ where $x_{k+1}=$ $x_{k}+p_{k}$, i.e., $p_{k}$ is the Newton direction at iteration $k$. This implies that $p_{k}=Z v_{k}$ for an $(n$ $-m$ )-dimensional vector $v_{k}$, where $Z$ is the basis for the null space of $A$. It is easy to deduce that the resulting equation for $p_{k}$ is given by

$$
\begin{equation*}
P_{k}=-\left(H^{-1}-H^{-1} A^{T}\left[A H^{-1} A^{T}\right]^{-1} A H^{-1}\right) \nabla f\left(x_{k}\right) \tag{5.9}
\end{equation*}
$$

where $H=\nabla^{2} f\left(x_{k}\right)$ [55].
Once the weights have been generated, the new shape of the device is applied to move the boundary nodes to new locations. The final step is to use the positions of the boundary nodes and the sets of weights to simultaneously determine the final positions for the interior nodes by solving the following linear system of equations:

$$
\begin{align*}
& \sum_{j \in N_{i}} w_{i j} x_{j}=x_{i}  \tag{5.10}\\
& \sum_{j \in N_{i}} w_{i j} y_{j}=y_{i} \tag{5.11}
\end{align*}
$$

where $x_{i}$ and $y_{i}$ are the new position of the interior node. The linear systems from (5.10) and (5.11) are both $m \times m$, where $m$ is the number of interior nodes and so the solution is unique.


Fig. 5.6 A piece of iron surrounded by air.


Fig. 5.7 Dividing air domain into several convex domains.


Fig. 5.8 The new shape of iron.


Fig. 5.9 The initial mesh.


Fig. 5.10 The folding mesh on non-convex domain.


Fig. 5.11 The non-folding mesh.

## Non-Convex Domain Decomposition

Laplacian smoothing over a convex domain is guaranteed to obtain a no-folding mesh [56]. But for large deformation in non-convex domain, even weighted Laplacian smoothing may result in mesh folding. In the moving mesh algorithm, in order to avoid mesh folding on non-convex domain, the domain should be decomposed to several convex domains and the smoothing method can then be applied.

In electromagnetic field computation, the computation domain includes both the device and the surrounding air. The domain of the device is often convex and the domain of the air is often non-convex. As a numerical example shown in Fig. 5.6, there is a piece of iron surrounded by air, and the length of the iron needs to be optimized. Here the node position on the shared boundary of the device and the air, namely, $\Gamma_{\text {Iron }}$, needs to be changed according to the changes in the optimization variables as shown in Fig. 5.8. It is obvious that the air domain is not convex. If the boundary of the air deforms significantly, the solution of the Laplacian equation on the non-convex domain with such Dirichlet boundary condition may become singular, therefore the moved mesh in the air domain may be folding, as shown in Fig. 5.10. So the air domain should be divided into several convex domains as shown in Fig. 5.7. At the same time the new boundary of the air domain should be applied in accordance to the changes in the optimization variable. The non-folding mesh is shown in Fig. 5.11 after the non-convex domain decomposition.

## Multi-step Moving Mesh Technique

Laplacian smoothing method is efficient and easy to implement. However the method does not work sometimes when inverting mesh elements. For large deformation in non-convex domain, Laplacian smoothing may result in mesh folding, which is illustrated by the example shown in Fig. 5.10.

In the section, multi-step moving mesh algorithm is proposed to avoid mesh folding when using Laplacian smoothing. Instead of moving the boundary to the destination shape at one step, the mesh is moved gradually for several steps and finally moved to the destination shape. Therefore the following equation (5.12) needs to be solved N times to before mesh moving is completed.

$$
\begin{array}{cc}
-\frac{\partial}{\partial x}\left(\frac{\partial \boldsymbol{u}}{\partial x}\right)-\frac{\partial}{\partial y}\left(\frac{\partial \boldsymbol{u}}{\partial y}\right)=0, & \text { in } \Omega,  \tag{5.12}\\
\boldsymbol{u}=0, & \text { on } \Gamma_{2},
\end{array}
$$

$$
\boldsymbol{u}=\frac{\boldsymbol{u}_{0}(b)-\boldsymbol{u}_{0}(a)}{N}, \text { on } \Gamma_{1} .
$$

The boundary condition on $\Gamma_{1}$ in (5.12) shows that the position of boundary point moves gradually $N$ times and the sum of moving distance of all the steps will finally reach its destination position. If no mesh operation is performed after each step movement, the mesh will still be folded because (5.12) is a linear equation and, according to the superposition principle, the solution will be the same as that of (5.1). Hence mesh reconstruction method is adopted after each step to improve the mesh quality.

The first mesh reconstruction technique is to exchange the diagonal line. For two adjacent and largely deformed triangular elements, if their shared edge faces two obtuse angles, then the diagonal line of the two elements are exchanged (e.g. a crossed edge is added and the shared edge deleted) to form two new adjacent elements. As shown in Fig. 5.12, elements 1 and 2 share the common edge AD and the angle $\angle \mathrm{ACD}$ and $\angle \mathrm{ABD}$ are obtuse angles. In other words the criteria are satisfied and a crossed edge BC is added with the edge AD deleted to form two new triangular elements 1 and 2. After exchanging the diagonal line of the two adjacent and largely deformed triangular elements, the quality of the two elements is improved.

The diagonal line exchange operation is very efficient for largely deformed triangular elements around the moving boundary. However the operation is not suitable if the two elements are of different materials, because one triangular element will then contain two type of materials that makes it overly complex to realize the exchange operation. Diagonal line exchange operation is imposed only on the largely deformed elements within a certain distance from the moving boundary and not on all elements in the computation domain.

The second mesh reconstruction technique is collapsing element. In the initial mesh, the nodes of the element are arranged in anti-clockwise order. When one point in the triangular element crosses its faced edge from one side to another side, the nodes order then become clockwise and mesh folding occurs in that element which is named the
folded element. Folded element should be avoided, otherwise the area of such element calculated by FEM will become negative and such element will not satisfy the requirements of FEM. The criteria for an element to be collapsed are when there is one obtuse angle and adjacent elements are of different materials. In such case, as shown in Fig. 5.13, the largely deformed element $\triangle \mathrm{ADC}$ will be deleted and the two edges AC and DC besides the obtuse angle $\angle \mathrm{ACD}$ will collapse to the third edge AD in the element. A new point E is then created on edge AD which is then divided into two newly created edges AE and ED, as shown in Fig. 5.13. Point C in the initial mesh is replaced by point E in the new mesh and all elements containing point C will be changed to contain point $E$. The newly created point $E$ is linked with point $B$ in the adjacent element to form two new elements $\triangle \mathrm{ABE}$ and $\triangle \mathrm{BDE}$. Collapsing element operation is very efficient in avoiding folded element and is imposed only on largely deformed elements within a certain distance from the moving boundary.

(a)

(b)

Fig. 5.12 (a) Large deformed triangular element. (b) Triangular element after exchanging diagonal line.


Fig. 5.13 (a) Large deformed triangular element (b) Two new created element after collapsing element.

### 5.3.3. Boundary Tracking Moving MESH Algorithm

In the optimization of electromagnetic devices, changes of boundary may be very significant. Thus moving the boundary points in the initial mesh to its destination place may result in large deformation on these elements. Also, the distribution of nodes on the computation domain is changed significantly and the density of the node in the vicinity of the moving boundary may be not as balanced as before. In the proposed boundary tracking moving mesh technique, a set of points in the initial mesh, which are very closed to the new boundary of the devices, are found and the corresponding distances for them to move are determined. The surrounding points are moved to the new boundary by solving (5.1) to form the new mesh. The merit of the boundary tracking technique is that the moving distance of the point in the initial mesh is very slight and it is indeed the same as that for the mesh deformation. Details of boundary tracking technique are described blow.

Assume $y=f(x)$ describes the destination of the new boundary shapes. Then,
Step 1: A random point $\left(x_{0}, y_{0}\right)$ is selected on the new boundary. Search among all elements to find one element, namely E1, which contains ( $x_{0}, y_{0}$ ), and then mark it with a flag. After element E1 is found, the three edges of E1 are expressed as linear functions $y=k_{i} x+b_{i}\left(x_{i 0} \leq x \leq x_{i 1}\right)$, where $x_{i 0}$ and $x_{i 1}$ are the $x$ coordinates of two terminal points of the $i$-th edge of E1. Solving (5.13) gives:

$$
\left\{\begin{array}{l}
y-f(x)=0  \tag{5.13}\\
y=k_{i} x+b_{i}
\end{array}\right.
$$

The solutions ( $x_{i}, y_{i}$ ) which are in the range ( $x_{i 0} \leq x \leq x_{i 1}$ ) are the coordinates of intersection points of the destination boundary and the three edges of element E1.

Step 2: The outward normal of the destination boundary can be determined by an arbitrary fixed internal point and two intersection points, as shown in Fig. 5.14. The nodes of E1 outside the moving boundary are specified by the outward normal, namely N1 and N2 (if two nodes are outside the moving boundary). N1 and N2 are marked as moving nodes if N1 and N2 have not been marked before.

Step 3: Determine the location at which points N1 and N2 should be moved to. If N1 and N2 have not been marked before, move N1 to one of the intersection points, namely NB1, which is closer to N1 and the same is repeated for N2. If either N1 or N2 has been marked before, then move N 1 (suppose N 2 is marked) to the nearest point among the two intersection points of NB1, NB2 and the middle point of these two points. Therefore, the point N1 are marked with Dirichlet boundary condition and $\Delta \boldsymbol{u}=\boldsymbol{u}$ (NB1) $-\boldsymbol{u}(N 1)$ is the moving distance on the $x$ and $y$ coordinates.


Fig. 5.14 Intersection of element and new boundary


Fig. 5.15 Moving direction of the point surrounding the destination boundary

Step 4: There are three adjacent elements which share the same edge with triangular element E1, and they are E2, E3, and E4. Solve (3) to find the intersection
points of E2, E3, E4 and the destination boundary. If the element intersects with the destination boundary and if it has not been marked before (supposing E2), then mark this element and repeat the steps from 1-3.

Repeat step 4 until all the elements which intersect with the destination boundary are found to form a close polygonal line linked by an outside point surrounding the destination boundary as shown in Fig. 5.15. Solve (5.1) with the boundary condition on the polygonal line to move the point on the polygonal line to the destination boundary.

The last step is to determine the material inside the destination boundary. One fixed point $O_{\text {in }}$ inside the destination boundary is chosen for reference. For each triangular element, link its inner point with $O_{i n}$ to form a line segment which is expressed as $y=$ $k x+b\left(x_{0} \leq x \leq x_{1}\right)$. Solve (5.13) to find if there exist intersection points with the destination boundary. If it exists, the triangular element is outside. If there is no such intersection point, then the triangular element is in the destination boundary. Then assign the element with the optimized devices material property.

The proposed boundary tracking moving mesh technique is also valid for moving objects in the computation domain.

### 5.3.4. FAST SOLVER

In each step of optimization, moving mesh algorithm will be called to move the mesh on the initial device adaptively to a new mesh of the newly designed device. In the optimization procedure, the Laplacian smoothing equation or weighted Laplacian equation will be solved on the same initial mesh many times and the difference among the equations in each time is the boundary condition. Assume $u_{m}$ to denote the unknowns on the interior nodes and $u_{n}$ to denote the fixed position of the nodes on the boundary, the resulting linear system from (5.1) or (5.10) and (5.11) can be expressed as:

$$
\left[\begin{array}{ll}
A_{11} & A_{12}  \tag{5.14}\\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{l}
u_{m} \\
u_{n}
\end{array}\right]=\left[\begin{array}{l}
f_{1} \\
f_{2}
\end{array}\right]
$$

$u_{n}$ is known from the applied boundary condition. So the following linear equation needs to be solved:

$$
\begin{equation*}
A_{11} u_{m}=f_{1}-A_{12} u_{n} \tag{5.15}
\end{equation*}
$$

Matrix $A_{11}, A_{12}$ and vector $f_{1}$ is the same in each step of the optimization procedure because the equation is solved on the same initial mesh. Thus the matrixes and vector can be computed only once and the solutions are then stored for subsequent computations to save the computing time for the element stiff matrix. To solve linear equation (5.15), matrix $A_{11}$ needs to be decomposed and the decomposition result can also be stored to save the subsequent decomposition time.

Matrix $A_{11}$ is symmetric, so two methods are usually used to solve the above equation: LDL $^{\mathrm{T}}$ decomposition method and Incomplete Cholesky Conjugate Gradient (ICCG) method.

In $\operatorname{LDL}^{\mathrm{T}}$ decomposition method, a lower triangular matrix with diagonal element being equal to 1 and a diagonal matrix $D$ can be found to satisfy $A_{11}=L D L^{T}$, where $L^{T}$ denotes the transpose of the matrix $L$. From (5.15),

$$
\begin{equation*}
L D L^{T} u_{m}=f_{1}-A_{12} u_{n} \tag{14}
\end{equation*}
$$

Equation (5.14) can be solved by a back substitution progress.
In ICCG method, the preconditioner of $A_{11}$ is computed and stored together with $A_{11}$ for the following steps in solving the linear equation.

In solving 2 D problem, $\mathrm{LDL}^{\mathrm{T}}$ decomposition is fast for the narrow band width of $A_{11}$ and so LDL ${ }^{\mathrm{T}}$ decomposition method is usually used. While in 3D problem, LDL ${ }^{\mathrm{T}}$ decomposition is slow for the wide band width of $A_{11}$, so ICCG method is usually employed.

### 5.3.5. NUMERICAL EXPERIMENT

The proposed method is applied to TEAM workshop problem No. 25 [57]. The goal of this problem is to optimize the shape of a die mold to obtain the best performance of permanent magnets. Fig. 5.16 is the model of the die mold with the electromagnet for the orientation of the magnetic axis of the magnetic powder. The die press and electromagnet are made of steel. The die mold is described by an internal circle of radius $R 1$ and by an external ellipse represented by $L_{2}, L_{3}$ and $L_{4}$, as shown in Fig. 5.17. The objective function $W$ for the optimization problem is given by:

$$
W=\sum_{i=1}^{n}\left[\left(B_{x p_{i}}-B_{x o_{i}}\right)^{2}+\left(B_{y p_{i}}-B_{y o_{i}}\right)^{2}\right]
$$

where $n$ is the number of specified points $(n=10) ; B_{x p i}$ and $B_{y p i}$ are computed values along the line $e-f ; B_{x i}$ and $B_{y o}$ are specified as $B_{x o}=1.5 \cos (\theta), B_{y o}=1.5 \sin (\theta)(\mathrm{T})$.

The constraints of $R_{1}, L_{2}, L_{3}$ and $L_{4}$ can be represented as follows: $5<R_{1}<9.4$; $12.6<L_{2}<18 ; 14<L_{3}<45 ; 4<L_{4}<19$.


Fig. 5.16 Die mold with electromagnet.


Fig. 5.17 Optimization parameter of the die mold.

Fig. 5.18 is the decomposition of the non-convex domain of air. Fig. 5.19 shows the initial shape of the die mold. The parameters that define the initial shape are: $R_{1}=7.2, L_{2}$ $=15.3, L_{3}=29.5$ and $L_{4}=11.5$.

The mesh on the optimal shape of die mold with the parameters $R_{1}=8.94, L_{2}=$ 17.85, $L_{3}=15.28, L_{4}=16.68$ is shown in Fig. 5.20. Two cases of extreme deformation of the shape of the die mold are studied and there is no folding in the mesh, as shown in Fig. 5.21 and Fig. 5.22, respectively.

To do 100 times of remeshing, it takes about 21 seconds using moving mesh algorithm while 55 seconds are needed to regenerate mesh with commercial software. In other words, a significant of computing time can be saved using the proposed technique.

### 5.3.6. SUMMARY

In order to facilitate the procedure for obtaining a new mesh on the newly designed device defined by the optimized parameters and to reduce the time of regenerating mesh, a moving mesh algorithm with fast solver is presented in this chapter. TEAM Workshop problem 25 is used to test the resistance of mesh folding of the proposed algorithm and also to evaluate the computing time saved when using the proposed fast solver. The result shows that the moving mesh algorithm has successfully overcome the difficulty of data transfer when coupling FEA and optimization method.


Fig. 5.18 Decomposition of the non-convex domain of air.


Fig. 5.19 Mesh on initial shape of die mold.


Fig. 5.20 Mesh on optimal shape of the problem.


Fig. 5.21 Mesh on first case of extreme deformation of the die mold.


Fig. 5.22 Mesh on second case of extreme deformation of the die mold

# 6. APPLICATION OF THE COUPLED METHOD IN OPTIMIZATION OF Electromagnetic Motor 

### 6.1. Reduction of Cogging Torque by Coupled GAAND FEM

### 6.1.1. INTRODUCTION

Uneven distribution of permanent magnets is an effective way to minimize the cogging torques of PM motors. A novel and efficient finite element method is proposed to calculate the cogging torque of PM motors by using coupling FEM with optimization method when the PM distribution is uneven.

Cogging torque is intrinsically an inherent feature of PM motors due to their salient geometrical structures. Because cogging torques impair the starting performance of motors, produces both noise and mechanical vibrations, it is important to reduce the cogging torque in PM motors. The use of uneven distribution of PM, as shown in Fig. 6.1, is one feasible way to reduce the cogging torques of PM motors [58] - [59]. It is however essential to determine exactly how and where each magnet should be shifted. Typically it takes one to two hours to evaluate the cogging torque of one design using general finite element method (FEM) and most optimization methods have to execute the object function many hundreds times before arriving at the optimal solution, several months are required to optimize the performance of PM motors.

To minimize the cogging torques by uneven distribution of the PM in optimization studies, the computing time to evaluate cogging torque must be reduced. In this paper an efficient FEM to compute the cogging torque is presented. The computing time of the proposed algorithm is only $0.06 \%$ of that required by general FEM. With the use of the proposed FEM, it is feasible to use genetic algorithm (GA) to optimize the PM distribution so as to minimize the cogging torque of the motor.


Fig. 6.1 Uneven distribution of PM in motor

### 6.1.2. Cogging Torque Computation by Using FEM

In the proposed method, a surface-mounted PM motor is investigated, and a 2-dimensional (2D) FEM model of the motor is used. The cogging torque can be computed according to the magnetic field computation when there are no armature currents. Maxwell's equations will give rise to the diffusion equation (6.1) as follows,

$$
\left.\begin{array}{ll}
\nabla \times\left(\frac{1}{\mu} \nabla \times \boldsymbol{A}\right)=0 & \text { in irons and air gap } \\
\nabla \times\left(\frac{1}{\mu_{P M}} \nabla \times \boldsymbol{A}\right)=\nabla \times\left(\frac{1}{\mu_{P M}} \nabla \times \boldsymbol{M}\right) & \text { in permaent magnets } \tag{6.1}
\end{array}\right\}
$$

where, $\boldsymbol{A}$ stands for the magnetic vector potential, $\mu$ is the permeability of the materials, $\boldsymbol{M}$ is the remanent flux density of the PM, $\mu_{P M}$ is the permeability of the PM. The weak form of equation (6.1):

$$
\left.\begin{array}{ll}
\nabla \times\left(\frac{1}{\mu} \nabla \times \boldsymbol{A}, \nabla \times \boldsymbol{N}\right)=0 & \text { in irons and air gap } \\
\nabla \times\left(\frac{1}{\mu_{P M}} \nabla \times \boldsymbol{A}, \nabla \times \boldsymbol{N}\right)=\nabla \times\left(\frac{1}{\mu_{P M}} \nabla \times \boldsymbol{M}, \nabla \times \boldsymbol{N}\right) & \text { in permaent magnets } \tag{6.2}
\end{array}\right\}
$$

where $N$ is the shape function. For cogging torque computation, the nonlinear characteristic of the permeability is negligible. Equation (6.2) can therefore be expressed as linear equations:

$$
S U=F, U=\left(A_{1}, A_{2}, \ldots\right)^{T}, A_{i} \text { is the value of } A \text { on the node } i
$$

where, $S$ stands for the stiff matrix, $U$ is the solution of the magnetic potential $\boldsymbol{A}$, and $F$ is the load.

The electromagnetic torque can be computed using Maxwell stress tensor method [60]. The force on the stator can be expressed as:

$$
\begin{equation*}
\boldsymbol{F}=L \oint_{l} \frac{\boldsymbol{1}}{\mu_{0}}(\boldsymbol{n} \cdot \boldsymbol{B}) \boldsymbol{B}-\frac{\boldsymbol{1}}{2 \mu_{0}} B^{2} \boldsymbol{n} d \boldsymbol{l} \tag{6.3}
\end{equation*}
$$

where, $\boldsymbol{n}$ stands for the normal direction, $L$ is the axial length of the stator and rotor cores, $\boldsymbol{B}=\nabla \times \boldsymbol{A}=\frac{\partial A_{z}}{\partial y} \boldsymbol{i}-\frac{\partial A_{z}}{\partial x} \boldsymbol{j}$ is the flux density on the air surface, $l$ is the length of any closed path in the air gap surrounding the stator. The cogging torque $T=F_{\text {tan }} \cdot R$, where $F_{\text {tan }}$ is the tangential component of magnetic force $\boldsymbol{F}, R$ is the distance from the center of the stator to the closed path $l$.

In the proposed FEM method in the section, every magnet is considered as being constituted by several radically and seamlessly jointed magnet slices as shown in Fig. 6.2.


Fig. 6.2 Divide the PM to seamlessly jointed slices

Notice the two facts: 1) The cogging torque is computed when the nonlinear characteristic of the permeability is negligible, so $\mu_{\text {iron }}=$ const; 2) For PMs in motor $\mu_{P M}$ $\approx 0.9995 \mu_{0}$, so $\mu_{P M}$ can be considered as equivalent to $\mu_{0}$. That means if the PM is divided logically into several blocks, the magnetic vector potential and the flux density excited by the PM is the sum of the excitations by each PM block.

Note that $\boldsymbol{M}=\sum \boldsymbol{M}_{\boldsymbol{i}}$ and $\boldsymbol{M}_{\boldsymbol{i}}$ is the remanent flux density of each slice. So the load $F=\sum F_{i}$, where $F_{i}=\left(\frac{1}{\mu_{P M}} \boldsymbol{M}_{i}, \nabla \times \boldsymbol{N}\right)$. Notice that for the permanent magnets in the PM motor $\mu_{P M} \approx 1.0005 \mu_{0}$, thus $\mu_{P M}$ can be approximately equal to $\mu_{0}$. Hence if the magnetic vector potential $\boldsymbol{A}$ caused by two magnetic slices are required, it can be obtained by the following procedure:
(1) Calculate the magnetic vector potential $\boldsymbol{A}_{1}$ when slice 1 exists and the material on the position of slide 2 is air;
(2) Calculate the magnetic vector potential $\boldsymbol{A}_{2}$ when slice 2 exists and the material on the position of slide 1 is air;
(3) $\boldsymbol{A}=\boldsymbol{A}_{1}+\boldsymbol{A}_{2}$.

That is, the almost equivalence of the reluctance of PM and air makes the stiff matrix roughly the same when either PM or air is occupying the physical position being considered.

$$
\left(\frac{1}{\mu} \nabla \times \boldsymbol{A}, \nabla \times \boldsymbol{N}\right)=\left(\frac{1}{\mu_{P M}} \nabla \times \boldsymbol{A}, \nabla \times \boldsymbol{N}\right) \text {, on the circle where } \mathrm{PM} \text { is placed }
$$

Equation (6.2) can be written as,

$$
\begin{equation*}
\left(\frac{1}{\mu} \nabla \times \boldsymbol{A}, \nabla \times \boldsymbol{N}\right)=\sum_{i}\left(\frac{1}{\mu_{P M}} \boldsymbol{M}_{i}, \nabla \times \boldsymbol{N}\right) \tag{6.4}
\end{equation*}
$$

Then,

$$
\begin{gather*}
\left(\frac{1}{\mu} \nabla \times \boldsymbol{A}_{i}, \nabla \times \boldsymbol{N}\right)=\left(\frac{1}{\mu_{P M}} \boldsymbol{M}_{i}, \nabla \times \boldsymbol{N}\right), \quad \boldsymbol{A}=\sum_{i} \boldsymbol{A}_{i}  \tag{6.5}\\
S \sum_{i} A_{i}=\sum_{i} F_{i}, \quad \boldsymbol{B}=\nabla \times \boldsymbol{A}=\nabla \times \sum_{i} \boldsymbol{A}_{i}=\sum_{i} \boldsymbol{B}_{i} \tag{6.6}
\end{gather*}
$$

That means the magnetic vector potential and the flux density excited by the PM is the sum of the excitations of each PM slice. If the basic solution excited by each slice is obtained, the principle of superposition applies. When the rotor rotates, the solution can also be obtained by a proper combination of the basic solutions; no further FEM is required. Thus only the magnetic vector potential and the flux density excited by each slice need to be computed and solved once only.

### 6.1.3. IMPLEMENTATION OF THE FEM METHOD

Implementation procedure of the proposed FEM method is:
(1) Divide the circle where the PM may be apportioned into $N$ slices according to the required accuracy of the shift position of PM, so each slice occupies $360 / \mathrm{N}$ degrees. The shift of the PM position in the optimization method should be an integer multiple of the width of the slice.
(2) Supposing that there is only one slice on the circle which is filled with PM and other spaces are filled with air, the magnetic vector potential and the flux density excited by this slice only is obtained by FEM. For each slice of PM on the circle, a solution of the vector potential $\boldsymbol{A}$ and the flux density $\boldsymbol{B}$ is obtained as the basis of the solution obtained by general FEM. In N equals 360 , there are 360 different positions where the PM slice can be filled in, so only 360 solutions of the magnetic vector potential and their corresponding flux densities are obtained. All the solutions of the flux density for the computation of the cogging torque are then stored for subsequent computations. Fig. 6.3 shows the simulation result of the vector potential $\boldsymbol{A}$ when only one slice exists.


Fig. 6.3 Vector potential $\boldsymbol{A}$ when only one slice exists
(3) When the rotor rotates at a constant angular velocity $v$, the step time should be chosen as $2 / N / v$, which means the rotor rotates exactly by one slice of PM width for each time step. In such case, one slice of PM will exactly fall into the position of the previous slice of PM after one time step. Hence the solution of this case can be a combination of the basis solutions.
(4) For any given distribution of the PMs, a combination of the slices can be selected to constitute the real case. When the combination of the slices for constituting the PM is known, it is not necessary to solve the linear equation $S U=F$, as the flux density $\boldsymbol{B}$ can be obtained by adding the stored result $\boldsymbol{B}_{i}$ according to the position of the PM (as the magnetization direction is radial, the difference between S-pole and N-pole is only on the sign). The cogging torque $T$ can be computed according to all of the $\boldsymbol{B}_{i}$ values on the point of the closed path as shown by (6.3).

As a result, the computation time of cogging torque is decreased significantly using this method.

### 6.1.4. OPTIMIZATION PROCEDURE

Genetic algorithm (GA) is good for finding global optimal solutions [61] and it is exploited in the proposed optimization process for finding the distribution of PM so as to minimize the cogging torque of the motor.

The object function is chosen as $F=5.0-\max \left(a b s\left(T_{i}\right)\right)$, where $T_{i}$ is the cogging torque on each position when the rotor rotates through 360 degrees. The choice of the object function governs the minimum cogging torque produced.

The shift position of each PM is the variable to be optimized for the proposed algorithm.

For the 8-pole and 12-slot motor, the distribution of the PM needs to be optimized in order to minimize the cogging torque. The circle where the PM is placed is divided into 8 equivalent parts and each pole is in one part, as shown in Fig. 6.4. The position of
the PM is described by polar coordinates and each PM occupies 27 degrees and air takes 18 degrees. In one part, there are 18 different positions where the PM can be filled, as shown in Fig. 6.5 and Fig. 6.6. If the PMs are getting too close to each other, the leakage of flux on one side of each PM becomes excessively high. In order to avoid such situation, only 16 different positions for each PM are allowed.


Fig. 6.4 Poles in 8 equivalent parts

The initial position of each PM is set as $p_{i}=(i-1) \cdot 45$ degrees $(i=1,8)$, as shown in Fig. 6.4. Assume the position variable $\delta_{\mathrm{i}}$ is the angle between the initial position $p_{i}$ and the start position of one PM, as shown in Fig. 5, then $0 \leqq \delta_{1} \leqq 15$ and $\delta_{\mathrm{i}}$ is an integer because each slice of PM occupies 1 degree. Variables $\delta_{i}(i=1,8)$ are needed for the shift of 8 poles and $\delta_{i}$ shares the same characters of $\delta_{1}$.
Code and decode

In GA, the variable should be presented by a binary code. A 4-bit code can be used for the variable $\delta_{i}$ because $2^{4}=16$, which is the exactly the range of $\delta_{i}$ and 32 bits are needed for all the variables $\delta_{i} \quad(i=1,8)$.

In the process of decoding, the position variable $\delta_{i}$ of the $i^{\text {th }}$ PM is determined according to the 32 bits code being used. Firstly, the 32 bits code is divided by 8 groups and each group has 4 bits that represent the shift degree of one PM. The position variable $\delta_{i}$ of the $i^{\text {th }} \mathrm{PM}$ is the initial position $p_{i}$ plus its binary code. For example, if the initial position $p_{1}=0$ and also if binary code for $p_{1}$ is 1010 , then the position for the $1^{\text {st }} \mathrm{PM}$ is $\delta_{1}=p_{1}+1010=8$ degrees.


Fig. 6.5 Initial position of one PM
The main parameters to determine the general behavior of GA are as follows: the number of population is 100 ; the number of maximum generation is 200 ; the probability of crossover is 0.7 and the probability of mutation is 0.01 .


Fig. 6.6 Different position of PM

Fig. 6.7 shows the optimization procedure of GA.


Fig. 6.7 Optimization procedure of GA
Fig. 6.8 shows the proposed method which has been implemented to a surface-mounted PM machine with 8 poles and 12 slots.


Fig. 6.8 Surface-mounted PM machine with 8 poles and 12 slots

The main parameter of the motor is listed in table I. The FEM discretization of the computation domain consists of 40559 nodes and 80006 triangle elements, as shown in Fig. 6.9 and Fig. 6.10.

TABLE 6-I MAIN PaRAMETER OF MOTOR

| Parameters | Value | Units |
| :--- | :---: | :---: |
| Pole number | 8 |  |
| Slot number | 12 |  |
| Stator outer diameter | 110 | mm |
| Stator inner diameter | 50 | mm |
| Rotor PM inner diameter | 111 | mm |
| Rotor core inner diameter | 130 | mm |
| Stack length | 65 | mm |
| Slot opening width | 2.5 | mm |


| Relative permeability of PM | 0.99971 |  |
| :--- | :---: | :---: |
| Remnant flux density of PM | 690015 | $\mathrm{~A} / \mathrm{m}$ |



Fig. 6.9 The global view of mesh on $1 / 4$ part of motor.


Fig. 6.10 The zoom in local view of mesh on the air gap

Because of the uneven distribution of the PM, the cogging torque $T$ on each position as the rotor rotates through a complete cycle of 360 degrees needs to be computed. In the numerical experiment, it takes 9 seconds to obtain the torque of one time step. Therefore, it needs about 2.7 hours to compute all the time steps if general FEM is used. But it only takes 6 seconds to obtain the torque of all time steps using the proposed method. Numerical experiment also shows that the results obtained by the two methods are the same.


Fig. 6.11 Cogging torque when PMs are distributed at the general position and at the optimal position

The cogging torque is shown in Fig. 6.11 when the PMs are distributed at the same distance and at the optimized position. By using the FEM and GA, the peak cogging torque decreases from $1.768 \mathrm{~N} \cdot \mathrm{~m}$ to $0.436 \mathrm{~N} \cdot \mathrm{~m}$. The position variable of each PM is given in Table II.

TABLE 6-II Position Variables of Each PM

| PM No. | I | II | III | IV | V | VI | VII | VIII |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Position variable | 8 | 10 | 5 | 1 | 11 | 15 | 3 | 6 |

The position of the PM distributed at the same distance and at the optimized position is shown in Fig. 6.12.

The flux crossing the air gap is examined to check whether it will be reduced by the short distance between two PMs. Numerical experiment shows that in the process of the optimization, the average flux does not change significantly from a minimum of $1.296 \times 10^{-3} \mathrm{~Wb}$ to a maximum of $1.327 \times 10^{-3} \mathrm{~Wb}$. When the PMs are at the general position and the optimal position, the average flux is 1.327 Wb and $1.324 \times 10^{-3} \mathrm{~Wb}$, respectively, indicating that the flux level is almost constant.


Fig. 6.12 The optimized PM positions

### 6.1.5. OPTIMIZATION THE SHAPE OF PM TO REDUCE THE Cogging Torque

Changes in the PM shape are reported as an efficient way to reduce the cogging torque [62]. In the section the same algorithm as proposed in section 6.1.2 is applied to minimize the cogging torque of surface-mounted PM (SPM) brushless motor by optimizing the surface profile of permanent magnet. The air gap between the stator and rotor of a surface-mounted PM motor is non-uniform in the radial direction but uniform in the axial direction, so a 2-dimensional model of the motor is needed. The cut section of the surface of the PM is not a circular arc but an arbitrary curve to be optimized. The optimal shape of the PM surface is to minimize the cogging torque of the motor. The couple FEM and optimization method is applied, which requires only $0.017 \%$ of CPU time when compared to that required by general FEM, to precisely compute the cogging torque.

In the section, the boundary of PM is approximated by fold line other than smooth curve, as shown in Fig. 6.13.


Fig. 6.13 Fold line to approximate the boundary of PM

The region where PM is fitted conventionally is divided logically into two parts at the radiate direction: a fixed PM region, and a flexible PM region, and divided logically
into 60 parts at the circumferential direction, which means one part occupies 6 degree, as shown in Fig. 6.14 and Fig. 6.15. The flexible PM region is divided logically into some parts at the radiate direction further and so many small PM blocks will be obtained in the flexible region. In the PM shape design process, the fixed PM region will not be changed and some blocks in the flexible PM region will be changed into air to constitute the real shape of PM.

Hence if the magnetic vector potential $\boldsymbol{A}$ caused by two magnetic blocks are required, it can be obtained by the following procedure:
(1) Calculate the magnetic vector potential $\boldsymbol{A}_{1}$ when block 1 exists and the material on the position of block 2 is air;
(2) Calculate the magnetic vector potential $\boldsymbol{A}_{2}$ when block 2 exists and the material on the position of slide 1 is air;
(3) $\boldsymbol{A}=\boldsymbol{A}_{1}+\boldsymbol{A}_{2}$.

That means the magnetic vector potential $\boldsymbol{A}$ and the flux density $\boldsymbol{B}$ excited by the PM are the sum of the excitations of each PM block. If the basic solution excited by each block is obtained, the principle of superposition applies. When the rotor rotates, the solution can also be obtained by a proper combination of the basic solutions; no further FEM is required. Thus only the magnetic vector potential and the flux density excited by each slice need to be computed and solved by FEM once only.


Fig. 6.14 Dividing the PM into two part logically


Fig. 6.15 One PM block in fixed PM region

The following steps are shown how to get the basis solutions. First, obtain four basis solutions of the magnetic vector potential $\boldsymbol{A}_{\boldsymbol{i}}$ and the excitation flux density $\boldsymbol{B}_{\boldsymbol{i}}$ by:
(1) one PM block in the fixed PM region, as shown in Fig. 6.16(a);
(2) one PM block in the fixed PM region and one PM block in the flexible PM region, as shown in Fig. 6.16(b);
(3) one PM block in the fixed PM region and two PM blocks in the flexible PM region, as shown in Fig. 6.16(c);
(4) one PM block in the fixed PM region and three PM blocks in the flexible PM region, as shown in Fig. 6.16(d).

By using general FEM and at the same time assuming that the other region where the PM occupies is filled with air, a solution of magnetic vector potential $\boldsymbol{A}$ of case (4) is obtained as shown in Fig. 6.17.

Secondly, let the four cases of PM blocks rotate 0.5 degree anticlockwise to the new position and then obtain another four basis solutions by FEM. By doing the same procedure, after the four cases of PM blocks rotate 360 degree, $4 \times 720=2880$ basis solutions of magnetic vector potential and the flux density are obtained.

Thirdly, find all the points on the closed path $l$ which is the integral path to compute cogging torque, as shown in (6.3). Then pick out the flux density on those points from the basis solutions and store for further calculation.

For a given design shape of the PM, as shown in Fig. 6.13, a combination of the four cases of PM blocks, as shown in Fig. 6.16 (a)-(d) and their rotation cases can be selected to constitute the PM. When the combination of the blocks for constituting the PM is known, it is not necessary to solve the linear equation $S U=F$, as the flux density $\boldsymbol{B}$ can be obtained by adding the stored result $\boldsymbol{B}_{i}$ according to the position of the PM (as the magnetization direction is radial, the difference between S-pole and N-pole is only on the sign). By adding the corresponding basis solutions, the solution flux density of that design can be obtained.

When the rotor rotates 0.5 degree in one time step, the solution is the same as the that when the PM rotates 0.5 degree. Thus the solution can be obtained by adding the corresponding basis solutions also. When the rotor rotates one circle, the cogging torque $T$ can be computed according to all of the $\boldsymbol{B}_{i}$ values on the point of the closed path $l$ as shown by (6.3).

As a result, the computation time of the cogging torque with the use of the proposed methodology is decreased significantly.


Fig. 6.16 (a) One PM block in the fixed PM region. (b) One PM block in the fixed PM region and one PM block in the flexible PM region. (c) One PM block in the fixed PM region and two PM blocks in the flexible PM region. (d) One PM block in the fixed PM region and three PM blocks in the flexible PM region.


Fig. 6.17 Solution of magnetic vector potential.
Then by adding the corresponding basis solutions, the solution flux density of that design can be obtained.

GA is applied in the optimization process to find the distribution of PM to minimize the cogging torque. The objective function is chosen as $F=$ $\left(f l u x_{i} / L\right)^{8} \cdot 10^{12} \cdot n u^{0.1} / \max \left(a b s\left(T_{i}\right)\right) . T_{i}$ is the cogging torque on each position when the rotor rotates through 360 degrees, flux $_{i}$ is the flux crossing the air gap at the position when $T_{i}$ reaches its maximum, $L$ is the axial length of the stator and rotor cores and $n u$ is the total number of flexible PM blocks. The flux crossing the air gap is calculated in the objective function to assure the flux is not be unduly reduced by changes in the PM shape. The total number of flexible PM blocks in the objective function ensures the number of flexible PM blocks will not be reduced too much. The choice of the objective function governs the minimum cogging torque produced.

The number of flexible block $n$, as shown in Fig. 6.16 in each PM block is chosen to be the variable for the optimal algorithm and $n$ can be $0,1,2,3$ in each PM block. For the 4 -pole motor, because each PM block occupies 6 degrees at the circumferential
direction and each pole include 9 blocks, there are $4^{9 \cdot 4}=2^{72}$ different kinds of PM shape. So a 72-bit binary code is needed.

The main parameters to determine the general behavior of GA are, namely, the number of population, 200; the number of maximum generation, 400; probability of crossover, 0.7 and probability of mutation, 0.05 .

Fig. 6.18 shows the proposed method when the proposed algorithm is used to study the 4-pole, 12-slot SPM machine.


Fig. 6.18 Surface-mounted PM machine with 4 poles and 12 slots.
The main parameters of the motor are listed in TABLE 6-III.

TABLE 6-III Main Parameter of Motor

| Parameters | Value | Units |
| :---: | :---: | :---: |
| Pole number | 4 |  |
| Slot number | 12 |  |
| Stator outer diameter | 110 | mm |
| Stator inner diameter | 50 | mm |
| Fixed PM inner diameter | 113 | Mm |


| Flexible PM inner diameter | 111 | mm |
| :---: | :---: | :---: |
| Rotor core inner diameter | 123 | mm |
| Stack length | 65 | mm |
| Slot opening width | 2.5 | mm |
| Relative permeability of PM | 0.99971 |  |
| remanent flux density of PM | 690015 | $\mathrm{~A} / \mathrm{m}$ |
| Pole embrace | 0.6 |  |

The FEM discretization of the computation domain consists of 21119 nodes and 41495 triangle elements, as shown in Fig. 6.19 and Fig. 6.20.


Fig. 6.19 The global view of the mesh on $1 / 4$ part of motor.


Fig. 6.20 Mesh on the zoon in local view of mesh on the air gap.
Because of the non-uniform air gap in the motor, the cogging torque $T$ on each position as the rotor rotates through a complete cycle of 360 degrees needs to be computed. In the numeric experiment, it needs about 0.75 hour for computing 720 time steps if general FEM is used, however it needs only 0.45 second to obtain the motor torque using the proposed technique. Numerical experiment also shows that the results obtained by the two methods are the same.

In the numerical method, the cogging torque, flux and the quantity of the objective function with the full set of flexible PM blocks and without flexible PM blocks are compared and shown in TABLE 6-IV. The result shows the quantity of objective function of the former is bigger than that of the later, which means the quantity function encourages the use of more flexible PM blocks and therefore to ensure the flux crossing the air gaps are virtually unchanged.

TABLE 6-IV Comparison between Full of and No Flexible PM Blocks

|  | Cogging <br> torque <br> $(\mathrm{N} \cdot \mathrm{m})$ | $f l u x / L$ <br> $(\mathrm{~Wb} / \mathrm{m})$ | Quantity of <br> objective <br> function |
| :---: | :---: | :---: | :---: |
| Full set of <br> flexible PM <br> blocks | 1.770 | 0.0432 | 11.026 |
| No flexible <br> PM blocks | 0.816 | 0.0360 | 3.485 |

The cogging torques when the PMs are of the general shape and at the optimized shape are shown in Fig. 6.21. By using the FEM and GA, the peak cogging torque decreases from 1.770 Nm to 0.716 Nm . The value of $f l u x / L$ of the former and latter is 0.0432 and 0.0408 , respectively. The optimal shape of each PM represented by the number of flexible PM blocks is given in table III.

Table. III
Optimal Shape of Each PM Represented by the Number of Flexible PM Blocks

| Block | I | II | III | IV | V | VI | VII | VIII | IX |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 1 | 3 | 1 | 3 | 3 | 3 | 3 | 2 | 1 |
| B | 0 | 2 | 3 | 1 | 3 | 2 | 1 | 3 | 2 |
| C | 1 | 3 | 2 | 1 | 3 | 2 | 1 | 2 | 1 |
| D | 0 | 3 | 3 | 3 | 3 | 3 | 2 | 2 | 0 |



Fig. 6.21 Cogging torque when PMs are of the general shape and optimal shape.

### 6.1.6. SUMMARY

In this chapter, an efficient FEM based on finding the basis solutions of the magnetic field of PM slices and then combined to constitute the solutions for arbitrary PMs is proposed. It is then used to optimize the distribution of PMs in a surfacemounted PM motor and to optimize the shape of PMs in a surface-mounted PM motor so as to reduce the cogging torque. The computing time of the proposed FEM method for solving this problem is significantly reduced to only $0.06 \%$ of that required by using general FEM. GA is used in the optimization and after optimizing the position of the PMs in the motor. The maximum cogging torque is reduced to about $24.7 \%$ of that produced by a motor having evenly distributed PMs. Numerical experiment also shows that when the PMs are placed at the optimal position, the average magnetic flux is almost the same as that in a motor having the PM located in a general position.

### 6.2. OPTIMIZATION FOR MAGNETIC GEARS

### 6.2.1. INTRODUCTION

Permanent magnet materials can be used to produce a constant magnetic field and exert magnetic force without any energy consumption. They are widely used in numerous industry applications. However, with the skyrocketed price of rare earth PM materials, how to efficiently use the PMs and reduce the cost of the PM associated products becomes a practical and urgent problem to be resolved [63][64].

Magnetic gears (MGs) are one class of magnetic devices to transmit torque between two rotating parts with different magnetic pole pairs through flux modulation poles [65][66]. The reason why MGs gather more attention than ever before is that their contactless operation can effectively reduce mechanical loss and acoustic noise which is inevitable and harmful in mechanical gears. Unfortunately, under the worldwide shortage of rare earth PM supply, excessively using PM materials in MGs and PM motors leads to a severe increase in the cost of the products. Hence, it is necessary and important for researchers to find approaches to optimize the design of PM gears and improve the utilization rate of PM materials.

Finite element method has been successfully used in the design of electric devices and serves as indispensable tools in the static and dynamic performance analysis of electromagnetic devices. Compared with analytical method, the advantages of FEM are its applicable to any complicated geometrical structures, its high accuracy and reliability. However, when dealing with optimization problems, the numerical computation is time-consuming, because new meshes need to be regenerated repeatedly according to the variations of geometrical parameters of designs.

A PSO based mesh adjusting optimization approach is applied in the MG design to maximize the torque output with a limited usage of PMs. The coordinates of the meshes
are adjusted according to our proposed dimension modification method, which is introduce in chapter 5. The dimension displacements are determined by the PSO algorithm. Consequently, the time-consuming geometry rebuilding and mesh regeneration process are avoided and a global optimum is reached at a relatively fast speed of convergence.

The design optimizations of a SPM MGs are presented, which realizes with the defined utilizations of PMs to reach a maximum of torque output. Optimal results confirm the proposed method. The optimized designs can effectively use the PM materials, as well as improve the torque density.

### 6.2.2. CONFIGURATION AND OPTIMIZATION PROBLEMS

Fig. 6.22 shows the constructions of the SPM MGs to be optimized. In this MG, the pole pair number of NdFeB PMs in the high speed rotor is $p_{h}=4$ and that in the low speed rotor is $p_{l}=22$, and the flux modulation pole number is $p_{p}=26$. Consequently, the gear ratio is $G_{r}=p_{l} / p_{h}=-5.5$. It means that if the flux modulation poles are stationary and the high speed rotor rotates in positive direction, the low speed rotor will rotate in negative direction. The outside diameters of the MG are designed as $r_{m}=126 \mathrm{~mm}$, the shaft diameter is $r_{n}=30 \mathrm{~mm}$ and the stack length $l=50 \mathrm{~mm}$. The volume of PMs in the MG is set as $0.1125 \mathrm{~m}^{3}$. Each of airgap length is 1 mm . These values are kept unchanged during the optimization process. According to [67], the torque on the low speed rotor can be expressed as:

$$
\begin{equation*}
T_{l}=\frac{l B_{r l} B_{r h} h_{m o} h_{m i} P_{0} P_{1}}{2 \mu_{0}} \cos \left(p_{h} \theta_{0}^{h}-p_{l} \theta_{0}^{l}\right) \tag{6.7}
\end{equation*}
$$

where, $h_{m o}$ and $h_{m i}$ are the thicknesses of the outer PMs and the inner PMs, respectively; $B_{r l}$ and $B_{r h}$ are the remanences of the outer and inner PMs; $\theta_{0}^{h}$ and $\theta_{0}^{l}$ are the initial position of low speed and high speed rotor. The magnetic permeance in radial direction is expressed as:

$$
\begin{equation*}
P(\theta)=P_{0}+\sum_{k=1,2,3, \ldots} P_{k} \cos \left(k p_{p} \theta\right) \tag{6.8}
\end{equation*}
$$

where $P_{0}$ and $P_{1}$ are the coefficients of permeance. The width of slot is set to be equal to that of flux modulating pole to get the satisfactory modulation effect [67]. From (6.7), it is illustrated that the torque output is directly related to the dimensions of PMs and the flux modulating poles as well as the initial position of the rotor.


Fig. 6.22 The structure of MG.


Fig. 6.23 Design parameters of MG.
With the initial dimension of the MG, the static torque is obtained by FEM with the high rotor rotating at 150 rpm and the low rotor and the flux modulating poles stationary. The flux line distribution is shown in Fig. 6.24. The torque waveforms are shown in Fig. 6.25 and it is verified that the torque ratio is -5.5 almost at any position which is consistent with the principle of MG. It is shown that when the MG dimensions are predetermined, there is one position at which the output torque is the maximum. Then at this postion, the radial dimensions of PMs and modulating poles are need to be optimized to get the maximum value of the torque.


Fig. 6.24 Magnetic flux distribution in magnetic gears.


Fig. 6.25 Static torque waveforms.

### 6.2.3. OPTIMAL PROBLEM

The design constrains are that outer radius $r_{m}=126 \mathrm{~mm}$ and the area of PMs are $S_{p m}=2250 \mathrm{~mm}^{2}$. The design variables can be expressed as:

$$
\begin{align*}
& r_{o m}=r_{01}+\Delta a+\Delta k  \tag{6.9}\\
& r_{o n}=\sqrt{\left(r_{01}+\Delta a\right)^{2}-S_{p m} / 2}  \tag{6.10}\\
& r_{i m}=r_{02}+\Delta b  \tag{6.11}\\
& r_{i n}=\sqrt{r_{i m}^{2}-\left[S_{p m}-\left(r_{o m}^{2}-r_{o n}^{2}\right)\right]} \\
& =\sqrt{\left(r_{02}+\Delta b\right)^{2}-S_{p m} / 2+\left(r_{01}+\Delta a+\Delta k\right)^{2}-\left(r_{01}+\Delta a\right)^{2}} \tag{6.12}
\end{align*}
$$

where, $r_{o m}, r_{o n}$ are outer and inner radius of outer PMs and $r_{i m}, r_{\text {in }}$ are that of inner PMs. Assuming the initial PM areas in lower speed rotor and higher speed rotor are equal, $r_{01}$ and $r_{02}$ are initial dimensions of outer radius of inner and outer PMs. $\Delta a$ and $\Delta b$ are the adjustment of outer radius of outer PMs and inner PMs, while keeping the PM area unchanged; $\Delta k$ is the additional adjustment of outer radius of outer PMs to change the PM area in inner and outer rotors. In this paper, the initial values are $\Delta a=\Delta b=\Delta k=0 \quad, \quad r_{o m}=r_{01}=115 \mathrm{~mm}, \quad r_{o n}=110 \mathrm{~mm}, r_{i m}=r_{02}=101 \mathrm{~mm}$ and $r_{i m}=95.26 \mathrm{~mm}$. Since the airgap length is fixed, once the radii of inner and outer PMs are obtained, the whole dimensions of MG are determined. The optimal objective is simplified as:

$$
\begin{equation*}
\max T(x)=T(\Delta a, \Delta b, \Delta k) \tag{6.13}
\end{equation*}
$$

### 6.2.4. PSO ALGORITHM

The PSO algorithm can be expressed as:

$$
\begin{align*}
& v_{d}^{k+1}=\omega_{i} v_{i}^{k}+c_{1} r_{1}\left(p_{d}^{i}-x_{d}^{i}(k)\right)+c_{2} r_{2}\left(g_{d}^{i}-x_{d}^{i}(k)\right)  \tag{12}\\
& x_{d}^{i}(k+1)=x_{d}^{i}(k)+v_{d}^{i}(k+1)
\end{align*}
$$

where, $v_{d}^{k+1}$ and $x_{d}^{k}$ are the velocity and position; $g_{d}^{i}$ represents the best particle position among the entire population; $c_{1}$ and $c_{2}$ represent the acceleration coefficients; $r_{1}$ and $r_{2}$ are two uniform random functions; $p_{d}^{i}$ is the previous best
particle position; $\omega$ is the inertial weight to adjust the global and local optimization capability of the method.

In optimal problem of electromagnetic devices, the optimization variables are always within a certain range. Therefore, bound control should be imposed to ensure the variables are in the demanded range. If the position $x_{d}^{k+1}$ of one particle is out of range, its speed is changed according to the following formular:

$$
\begin{equation*}
v_{d}^{i}(k)=\operatorname{sign}\left(r_{3}\right) \cdot \alpha \cdot v_{d}^{i}(k) \tag{14}
\end{equation*}
$$

where, $\alpha<1, r_{3}$ is a ramdom number in [0,1], sign is the symbolic function, which is defined as:

$$
\operatorname{sign}(r)= \begin{cases}1 & (r \geq 0.5)  \tag{15}\\ -1 & (r<0.5)\end{cases}
$$

Then the new position $x_{d}^{k+1}$ is updated according to (13).
The PSO method is a stochastic searching and optimization algorithm, in which the trajectory of each particle is gracefully adjusted towards its own best position and the global best position discovered by its neighbors, as well as the whole swarm [69][70]. Since the PSO method has the capability in searching the global optimum with high probability and its convergence rate is fast, it is advantageous to be combined in FEM to determine the dimension changes of MGs.

### 6.2.5. RESULTS

This mesh adjusting with weighted Laplacian smoothing method is convenient and effective to implement in the design optimization of MGs. During the optimization, the initial mesh of the MG mentioned is shown in Fig. 6.26, while the mesh changing in the MG during the optimal procedure is shown in Fig. 6.27. It is shown that, the mesh quality is still high, which guarantees the accuracy of numerical calculation.

There are three variables which need to be adjusted in the optimization procedure, namely $\Delta a, \Delta b$ and $\Delta k$. The geometry constraints are listed below: $\Delta a \in[-5.0 \mathrm{~mm}, 5.0 \mathrm{~mm}], \Delta b \in[-5.0 \mathrm{~mm}, 5.0 \mathrm{~mm}], \Delta k \in[-3.0 \mathrm{~mm}, 3.0 \mathrm{~mm}]$.

The final optimized results are obtained as $\Delta a=3.1 \mathrm{~mm}, \Delta b=-4.0 \mathrm{~mm}, \Delta k=1.1 \mathrm{~mm}$. With the optimized dimensions, as shown in Fig. 6.28, the torque performance of MG is shown in Fig. 6.29. The torque is 147.9 Nm . Compared with the initial design, the outer diameter is unchanged, but the torque density of the machine is improved by $10.3 \%$.


Fig. 6.26 Original mesh.

(b)

Fig. 6.27 Adjusted mesh result.


Fig. 6.28 The flux line results with the optimized dimensions.


Fig. 6.29 The torque transient waveforms on the lower speed rotor while the lower speed rotor with -27.27 rpm and higher speed rotor with 150 rpm .

### 6.2.6. SUMMARY

A PSO based mesh adjustable finite element method is utilized to optimize a MG dimensions and the aim is to get the maximized torque output with defined utilization of PMs. With the mesh adjustable finite element algorithm, the coordinates of mesh vertexes can be moved according to the dimension changes, while the mesh quality can still kept high. The PSO algorithm guarantees a reliable convergence to the global optimum. With this method, the torque density of MG is improved by $10.3 \%$. Optimal results confirm the validity and effectiveness of the proposed algorithm.

## 7. Conclusions and Recommendations

In the thesis, three dimensional (3D) Finite element method (FEM) embedded global optimization method are applied to obtain optimal design electric devices. FEM with nodal basis function and edge basis function are used to analysis magnetic field and the eddy current problem in electric devices. Time step FEM with slave master technique, circuit coupling technique is applied to simulate the performance of electric motor. Global optimization method including Genetic algorithm (GA), simulated annealing (SA), taboo search (TA) and particle swarm optimization (PSO) are coupled with FEM program to find the parameters of the optimal design. Parameter extraction technique is applied to extract the mass parameters of electric motor to accelerate the computation speed of optimization process. Moving least square (MLS) based surface response model is applied to reduce the optimization time.

State-of-the-art programming techniques of implement of FEM by object oriented programming language for electromagnetic field computation are presented. It covers program structure, data structure and algebraic matrix equation. The advantages of the proposed program structure are that multi-developers are empowered to work on different solvers and share common algorithms.

Two-grid FEM algorithm is suggested to reduce the computation time and meanwhile conserves the computation accuracy of the simulation results. TEAM Workshop problem 13 is used to test the proposed method and the results obtained by using the proposed algorithm are compared with those using conventional methods. The computing time using the proposed method is only $75 \%$ of that by using the conventional method. Since the two-grid method requires less computing time, it can be effectively applied to study large-scale nonlinear problems.

In order to facilitate the procedure for obtaining a new mesh on the newly designed device defined by the optimized parameters and to reduce the time of regenerating mesh, moving mesh algorithm with fast solver is presented. TEAM Workshop problem 25 is
used to test the resistance of mesh folding of the proposed algorithm and also to evaluate the computing time saved when using the proposed fast solver. The result shows that the moving mesh algorithm has successfully overcome the difficulty of data transfer when coupling FEA and optimization method.

An efficient FEM based on superposition principle of PMs is proposed. It is used to optimize the distribution of PMs in a surface-mounted PM motor and to optimize the shape of PMs in a surface-mounted PM motor so as to reduce the cogging torque. The computing time of the proposed FEM method for solving this problem is significantly reduced to only $0.06 \%$ of that required by using general FEM. A PSO based mesh adjustable finite element method is utilized to optimize a MG dimensions and the aim is to get the maximized torque output with defined utilization of PMs. With the mesh adjustable finite element algorithm, the coordinates of mesh vertexes can be moved according to the dimension changes, while the mesh quality can still kept high. The PSO algorithm guarantees a reliable convergence to the global optimum. With this method, the torque density of MG is improved by $10.3 \%$. Optimal results confirm the validity and effectiveness of the proposed algorithm.
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