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ABSTRACT

The cloud computing has become an increasingly populadgarefor Internet service host-

ing. It increases the operational efficiency by freeing thers from the trivial matters, such
as software and hardware configuration, electricity powanagement, to name but a few.
To run their applications on the cloud, enterprises shouggtatte their data, computing, and

operations to the cloud side.

Though this migration trend is clear, there are many diffieal The applications
migrated to the clouds usually face multiple online usetth wiidely diverse requirements;
and the number of users can sharply increase or decreaseefdree it is challenging for
an enterprise to migrate its applications to the cloudsevhibviding stable services to the

users with minimum infrastructure costs and minimum resea@onsumption.

In this thesis, we conduct a systematic study on this probkrat, we conduct stud-
ies on user traffic pattern as we believe the migration isliggloupled with user behavior.
Second, we design a stable workload management schemedimaams service quality and
adapts to user traffic dynamics. Third, we study how to deploplications to the cloud

servers with minimized deployment cost.

Our thesis completes the cycle with user behavior undedstgnuser service quality
maintenance and cost minimization. Our results show thauser traffic of the Internet
applications can be affected by various factors. For exantpé external links may increase
the video popularity in the video sharing site like Youku B2d. Our workload management
scheme can stably optimize the resource allocation un@etdythamics of user traffic, and
our deployment scheme can save the costs by 30% as compénedriaditional deployment

scheme.



In detail, we firstly study how one special factor of the viddnaring sites, external
links, affects the video sharing sites popularity. Thesereal links is provided by video
sharing sites, for videos to be embedded into external wgegaClearly, the purpose of such
function is to increase the distribution of the videos. Dties function fulfill its purpose?

In this part of our thesis, we provide a comprehensive mes

isent study and analysis on
these external links to answer this question. With the sacdlected from two major video
sharing sites, YouTube and Youku of China, we show that thereal links have impacts
on the popularity of the video sharing sites. More specificdbr videos that have been
uploaded for eight months in Youku, around 15% of views came&drom external links.

We also show that if a video is popular itself, it is likely taye a large number of external

links.

In the second scenario, we design a stable workload managestigeme to adapt
for user traffic dynamics. To assure the service qualitySbevice Level Agreement (SLA)
is widely adopted. However, as the resource of the servigeigher is limited and the user
requests are dynamic and online, the SLA can be violated Witliincur a loss, in money or
in the number of users. As such, an important objective o$éneice provider is to minimize
such loss. A widely adopted scheme for SLA maintenance iscas the prediction of the
request arrival rate. In the study of this part, we will shbzsttsuch scheme cannot always
achieve a good minimization as they neglect the close lobwpdsn the predicted request
arrival rate and response time. We propose an improved wadkinanagement scheme
based on Iterative Extended Kalman Filter that can optirarad stabilize the system under
SLA constraints. Based on analysis and real experimentshow that our scheme can
minimize the loss from SLA violation and achieve stabilityder fluctuating request arrival

rates.

Finally, we further consider the deployment schemes wigothiective of minimiza-
tion the deployment cost. To deploy the Internet applicetjmowadays, end users purchase

from one service provider. As there are an increasing numblatforms that can support



applications to run cross different providers, we proposeusti-provider scheme to select
different service instances from multiple providers toese@sts in this part of our thesis. We
formulate this multi-provider selection problem. We showattthe problem is NP-complete.
We develop an optimal algorithm for a special case and a naat(1 + ¢) approxima-

tion algorithm for the general problem. We further study temiants and develop efficient
algorithms. We systematically evaluate our algorithmseaurtifferent configurations and
we conduct a case study for a real online MMORPG web-game. hafe shat by sharing

services on Amazon, GoGrid and Rackspace, we can reducdltbe 80%.
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CHAPTER 1
INTRODUCTION

These years, the cloud computing has become increasinglylgrofor the Internet service
offering. It greatly increases the operation efficiencylad tisers by providing infrastruc-
ture services as an alternative to implementing the reedstriucture. By leveraging cloud
computing, the users can avoid the financial and operatwosis from the efforts such as
hardware and software configuration, and the electricityggananagement. According to
the evaluations in [83] and [113], cloud computing can dbtuaduce the costs other than

just transferring the expenditures from the systems tolthelcservice providers.

Since the technical and economical benefits are seductoxgd computing become
a promising solution for the enterprise decision makersast their Internet applications
[110] [111]. However, migrating applications to the clowabshdifficulties, and the frequently
asked questions are as follows: 1) what are the scales oltinder of users; 2) to be cost-
efficient, which cloud servers should we choose and how mériyemn should we buy to
accommodate those users; 3) how can we maintain optimal tabte quality of service
under the fluctuation in the number of users? This is espgamportant when the number
of users goes beyond the service capacities, and causegdhaddtion of the quality of
service. However, these questions are still far from theltrea of the non-technology based
enterprises, which can be possible cloud users. Devel@mayerall model to solve these
frequently asked questions can clear critical barriersioti®ig the widespread uses of cloud

computing.

In these thesis, we systematically work on the universatgutares of migrating an
applications to the cloud servers, which aims to help thetechnology based enterprise

users to do cloud migration. To do this, we should do a corapktearches from the whole



The server layer: we consider the migration of the
Internet applications to cloud (Chapter 5).
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The bottom layer: we focus on how the user behavior
(Chapter 3).

Figure 1.1. The research architecture of our thesis

cloud architecture. A widely adopted one [88] is shown asigs E.1. The whole system
contains three layers. The bottom layer is comprised by igeusers, which delivers their
requests to the proxies of the cloud servers. In the middler|ahe proxies redirect the
requests from users to the application servers in the tagr,layith the objective to do the
workload management. At last, the application serversernolp layer actually execute the

applications and make responses to the end users.

To solve the previous addressed problems, we firstly measwtestimate the user

traffic, and then do the workload management and the deployaceording to result of the



estimation. In detail, the procedure is as follows:

e For the end users in the bottom layer, we study the how mucleeifgpadvertising
scheme increase the user traffic. For his, we do a measuremeérmstimation. We
analyze one type of special advertising features of theovadaring site, the external
links, and try our best to characterize how much they affeetideo popularity on the
video sharing sites. Besides that, we also study their latiwa with video popularity

and other factors in the video sharing sites. We presenstady in Chapter 3.

e For the proxies, we think about the workload managementceSimat no estimation
algorithm can assure 100situation of failing to accuragsiymate the scale of the user
traffic. However, underestimating the scale of the usefitrain cause the system
overloaded and then degrade the user experience. For thisfusly the workload
management schemes to assure the user experience as walbiéigesthe system
performance (e.g. the request response time) under thedhireg user traffic. This

study is given in Chapter 4.

e For the application servers in the top layer, we study on &effisient deployment
scheme, according to the measurement and estimation pesvitied by the study in
Chapter 3. The innovation of this part of study lies in usimg ¢loud servers provided

by different service providers. This study is given in Cleag.

1.1 The User Behavior of the Video Sharing Sites

1.1.1 Examples of the Links in Video Sharing Sites

The User Generated Content (UGC) sites gain world-wide laoiyi these years. In these
sites, people are not only the information consumers, layt tlan also actively upload con-
tents of their own. Different UGC sites have different enmgibaFor example, Facebook is
built as a general online community, Flickr is best known abato sharing site, and twitter

is unique in its short message distributions. Among the U@€3 sthis thesis will focus
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Figure 1.2. An example of an external link of YouTube.

more specifically on video sharing sites, which are bestessgrted by YouTube [106] and
Youku [107].

The video sharing sites provide numerous functionalibesxdpedite video distribu-
tion. There are the related video links (See Fig. 1.3) whichrege videos by similar topics.

There are mechanisms inside video sharing sites to orgasers and videos together.

To further popularize the video distribution, video shgrsites introduce external
links. An example of the external link is shown in Fig.1.1\e can see that for each video
in YouTube, an embedded link is provided. The user can coplypaste this embedded
link into anywhere such as their personal webpages, blagsyen forums. When people
watch the videos outside the video sharing sites, trafficcinkl counts go through YouTube.
Clearly, the external links allow YouTube videos to be entdsztlin non-YouTube sites to

attract views. This can further accelerate video distidout

1.1.2 The Internal Interactions and External Interactions

A common belief of the success of the UGC sites is that themdébion generated by users

can be distributed much faster through the UGC sites. Ungallyp in video sharing sites,
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Figure 1.3. An example of an internal link, the related vitiek (R-link).

the information distribution is accelerated by externak$ and related video linked. From
the previous subsection, we see that these external liekeeay different from those func-
tions and features that arrange the internal contents,asitte videos and users. To be more
generally, we can divide the factors that accelerate thelalision of videos into two types

of interactions as follows:

e Internal interactions: we define the internal interactisnuaer-to-user, user-to-video,
and video-to-video relationship inside the video shariitgss Clearly, the related

video links organize internal interactions.

e External interactions: We define the external interactiamghe referencing of the
videos outside the video sharing sites, such as hyperlmkset videos. We can also

see that external links facilitate external interactions.

However, to the best our knowledge, the current studies ®nitteo sharing sites generally
focuses on internal interactions. That is, the relatigmsiiuser-to-user, video-to-video and
user-to-video relationship inside the video sharing sitiée list the current studies on the

internal interactions as follows:



e User-to-video relationship: one example of this relatiopss the behavior of users
viewing videos in the video sharing sites, which is représgioy the popularity of
videos. The studies on video popularity are such as [20] 2B[d Here, the conclusion
that video total views follow the power distribution is madBesides that, possible
ways to improve the content delivery efficiency for videorsigsites, such as proxy

caching, and peer-to-peer techniques are discussed mitine® studies.

e User-to-user relationship: one typical example of the -tigerser relationship is the
friend relationship in YouTube. This type of relationshipthe video sharing sites is
also studied in [70]. The observation is made that in thenétieetwork in YouTube
has a strong connected core, which is made up by users wigh tarmber of friends.
It implicates that the content distribution, as well as tires, can be accelerated by

these strong connected cores.

¢ Video-to-video relationship: the video-to-video relaship can be represented by the
related video links, which is shown in Fig. 1.3. The relatatko links are also studied
in [100], and it is observed that the related video links cantgbute to 30% of the

video total views.

1.1.3 The Necessity of Studying External Interactions

Although the internal interactions, which are illustrabiethe previous subsection, have been
widely studied, to the best of our knowledge, there is sldick of studies on the external in-
teractions. Generally, the internal interactions affeettideos and the users inside the video
sharing sites. Improving the internal interactions, sustha user relationship, or the related
video links, can only directly affect the content popubanitside the video sharing site. Nev-
ertheless, the external interactions are able to affeatsbes outside the video sharing sites.
As it is shown in Fig. 1.4, we study the external interactiaswell as the relationship be-
tween the external and internal environment, so as to ha/edmplete knowledge of the
environment both inside and outside the video sharing,sstess to further accelerate the

content distribution.
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Figure 1.4. External and Internal interactions

Therefore, we study the external links of the video sharitegsn our thesis, as an
example of external environment of the UGC sites. Compai#dpast studies on the inter-
action between users and videos within the video sharieg,site are the first to concentrate
on external links to videos of these sites. We aim to reveairtipact of these external links
on the video sharing sites, as well as its correlation wighititernal interactions. The detail

studies on external links is given in Chapter 3.

The difficulties of the studying on the external links of vadeharing site lies in the
data collection. In detail, from YouTube and Youku, we catydrave the information of
“top” external links, which are calculated based on the nends views contributed to the
videos since the videos were uploaded. Since we cannot haweformation of all external
links for one video, we admit that the lack of total infornuatiof all external links affects
the accuracy of our studies. In the study of Chapter 3, we hisdailowing techniques to

overcome this difficulty.

e We fucus on the studies that are less affected, e.g. coropasfahe total views from

these external links in different video age groups.

e \We may use curve fitting techniques to estimate the totals/fesm unknown external

links.



1.2 The Stability of the Resource Allocation of the InternetApplications

1.2.1 The General Internet Application Architecture

Just as other Internet applications, the cloud applicatglrould also provide services for
multiple users. While facing the great heterogeneity ofahé user requests, resource allo-

cation and workload management can be challenging taskisd@ystem service provider.

To cope with this difficulty, the service providers use seauifferentiation to achieve
categorized monetization. The service providers use thacgd_evel Agreement (SLA) for
the cloud customers. For example, SLA can specify severaicgeclasses with different
response time targets and the importance or priority to rtieete response time targets.

Such kind of SLA indicates the following:

e Each user of the web applications belongs to one servics aldh one specific re-

sponse time target;

e While the response time target is violated, penalty (sucth@doss of money or the

loss of user number) can be caused to the service providers.

e Therefore, for the service providers with such kind of SLApimizing the loss of

money with a limited resource can be an important target.

To fulfill the minimization of the loss of money of service prders, a general system
(adopted by IBM) is shown as Fig. 1.5, which uses three hibras: the front-end HTTP

servers, the proxies, and the application servers. Thaildare as follows:

e Generally, the HTTP servers are to filter out invalid regsiest

e The proxy categorizes the request to its correspondingcgenlass and assigned a

service rateand then dispatches the requests to application serveegdoution.

e The application servers also estimate their maximum wawkknd provide feedbacks
to the proxies. Such mechanism prevents the proxies totdispaore requests to a

server than that it can handle.



Therefore, we can see that the proxy is the key player in qgethie requests, work-

load management and SLA maintenance.
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Figure 1.5. A General Architecture for the Cloud Environinen

1.2.2 Methodologies for Resource Allocation

As the resources in the application servers are limited¢ating the service rate for different

service classes becomes a challenge.

e Static resource allocation cannot satisfy our SLA systelms ©s because the work-
load is changing from time to time, static resource allasativould inevitably cause
the resource over-allocation or under-allocation. OWeeation for one service class
results in the resource under-utilization. Under-allapatauses violation imequest

response timéthe time between the request made by the user and the respsns

ceived).

e For online resource allocation algorithms, which solverésource allocation accord-

ing to the arrival requests piece by piece, cannot have thigaknowledge of the



request arrival rate. Therefore, the online algorithmsamerally sub-optimal.

To achieve better resource allocation, we can use predib@sed mechanism to dynami-

cally allocate the resources. We solve the resource aitwcptoblems as follows.

e Firstly, we perform estimation for the request arrival sabé all service classes.

e Secondly, we perform optimization for the resource allmegtwith the objective to
achieve the optimal response time that minimizes the oversd from the target re-

sponse time violation.

Obviously, if the request arrival rates can be accurateddioted, the workload man-
agement can be optimal, and the minimization of the loss afey@an be achieved. How-
ever, since there are no prediction algorithms assurin@d@@diction accuracy, the system

still has underlying perils of workload management failure

1.2.3 The Stability Problem in the Prediction-based Worklad Management Scheme

In our thesis, we focus on the cloud applications with setjagobs. As it is studied in [28],
the request arrival rate of a single user is determined byirtteg-arrival time, which is
defined as the duration between the two continuous requisis.is shown in Fig. 1.6, the
inter-arrival time has two parts. The first part is the reggotime of the previous request,
and the second part is the think time, which is the duratiortie user to perform some

actions after receiving the response and before initiaigng request.

Therefore, we should notice that there is a close loop betwee predicted request
arrival rate and the response time (the time between theestdpitiated and the response
received). Firstly, the predicted request arrival rate@¥ the response time. This is because
that the assigned service rate increases as a larger regjtest rate is predicted, and vice
versa. Therefore, the response time is affected. Secahélyesponse time has impacts on
the predicted request arrival rate in return. This is beedhs request arrival rate of each

session is determined by the request inter-arrival timeghvis comprised by the think time
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Figure 1.6. The lllustration of the Inter-arrival time

and the response time. Since the response time is affetiedctual request arrival rate
is also affected. As the predicted request arrival comes tite past actual request arrival

rates, the prediction is hence impacted.

Since the close loop exists, a question arises that whétbeesponse time prediction
error can reduce to zero if an error happens in request hrat@prediction. To solve this
problem, we have to face the following difficulties. Firstlye have to model the instability,
from the close loop between the predicted request arritalaiad the request response time.
This model aims to illustrate in what circumstance the sydtecoming instable. Secondly,
we have to find the solution for the instability problem, and explore the solutions to
control methods such as PID controller, Kalman filter. We agplore different types of
Kalman filters for our problem. Thirdly, we should also balarbetween the prediction

accuracy and the system stability.

In our thesis, we define this problem as the stability probland we focus on and

then solve this problem in Chapter 4.

1.3 Multi-provider Selection Scheme For the Cloud Deploymet

Cloud computing has become an increasingly popular parathginternet resource access-

ing for these years. Generally, cloud computing serviceigess deliver three categories of
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services over the Internet: software as a service (Saa&foph as a service (PaaS) and
infrastructure as a service (IaaS). In this thesis, we facutaaS, which delivers the cus-
tomized hardware resource, such as CPU cycles, memory dsasvetorage capacity as

services over the Internet.

The key benefit of laaS services lies in that they free thepnse customers from fo-
cusing on the trivial matters, such as hardware and platéanfiguration, electricity power
management and even the infrastructure cooling, and ibgestis to simply run and manage
the applications that enterprises require. However, saddine laaS services have developed
today, we can witness there have been a large number of laaSesproviders available in

market, such as Amazon EC2, GoGrid, and Rackspace.

Each of these service providers has a seestice instancegheir “products”, with
different hardware configurations and also prices. The Bouwf laaS providers in the mar-
ket brings various available service instances for thesuddevertheless, the users may not
always find a charming service instance from a single vensl@uatomer applications can

vary more significantly than the service instances provided

Recently, there are solutions and platforms developecctramanage different ser-
vice instances from different laaS providers at the same,terg., to monitor resource us-
ages, to spotlight problems, to develop and to deploy aniggifn on different service
instances. For example, Zenoss [122], Nagios [115] andBpl9] can provide a uniform
interface to monitor and spotlight cloud server problenm] Aneka [25] is designed for

application development and deployment on different cleemdice providers.

We believe in the foreseeable future, the number of cloudeeproviders and the
number of independently developed tools that can manaégrelit service providers will
increase. It is therefore interesting for a user to thinkdsthhis applications using service

instances from multiple providers, in order to achievedyatost-efficiency.

The benefit of the multiple provider strategy can be explhingh an example. Sup-
pose three laaS vendors, A, B, and C provide a total of sixaemstances (see Table 1.1).

Suppose the user application needs at least 13 CPU coré&sRAMs and 1060 storage

12



Vendor | Index Service instance resource Price
A 1 1 core CPU, 1.7GB RAM, 160 GB Storage $8.5
A 2 4 core CPU, 7.5GB RAM, 850 GB Storage$34.0
B 3 4 core CPU, 1GB RAM, 50 GB Storage $50.0
B 4 10 core CPU, 4GB RAM, 200 GB Storage$200.0
C 5 5 core CPU, 4GB RAM, 160 GB Storage $24.0
C 6 5 core CPU, 8GB RAM, 320 GB Storage $48.0

Table 1.1. Vendors and service instances

space. If we can only select servers from one vendor, thenaptolution is purchasing
from vendor A, one service instance 1 and three servicerinsta, with a cost of $8.5 + $34
x 3 = $158.5. If we can select from multiple vendors, we can sbame service instance 2
from vendor A, one service instance 1 from vendor B and ongeeinstance 1 from vendor
C, with a total cost of $108. This contrived example is notcgde In this thesis, we will
generalize this example into a multiple provider selecporblem and conduct a systematic

study.
While our idea is simple, there are many practical diffi@dtio solve.
e On the user side, user application requirements are dieeibéhe resource to be con-
sumed by the applications is not as simple as the aforenmattiexample. Sometimes

there are also applications that require high throughperiroanication between each

other, which make the problem more complicated.

e On the service provider side, there are also large varidusexample, GoGrid pro-
vides special discount for heavy buyers, and this makesribe model from the ser-

vice provide side even more complex.

Therefore, other than providing the model for common cagealso formulate the models
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for the cases that the high communication throughput isireqamong different servers and
also the wholesale is provided in Chapter 5.2.2. These madelsolved as a subroutine of

the common model in Chapter 5.3.4.

As aresult, in the Chapter 5 of our thesis, we focus on selgtiie service instances
from multiple cloud service providers, with the objectivieroinimizing the costs of con-

structing the servers for the Internet applications.

1.4 Contributions

In general, the contribution of our thesis lays in the stadia the whole process of cloud
migration, which includes the measurement of the user betsghe stable workload man-
agement scheme, and the innovative deployment methodg ti@rservice instances from
different laaS vendors. In detail, we can also specify ountrdoutions of each part of the

studies in this subsection as follows.

For the studies on the external links, we have the followimigtgbutions:

e We proposed to study the external links of the video sharites @ind we tried to
guantify its impact. We believe this adds to the knowledgseband could be useful

for future comparison;

e We showed that the impact from external links is non-triaatl we also found sub-

stantial differences on the impact of the external links onMube and Youku;

e We conducted measurements on both external links and sopwetant internal links

and we studied their correlations.

For the studies on the stable resource management, our svaskfollows:

e We analyze the root cause for one type of the cloud systengliestable (i.e., service
levels cannot be stably differentiated) through both atiedi/techniques and experi-

ment traces. We notice there is a close loop between thensspione and the request
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arrival rate. We prove that if the request arrival rate pegdn error is larger than a

specific threshold, the response time prediction errorweller converge to zero.

e We develop a Kalman Filter-based algorithm that maintaendjsstem stable. It be-
comes the core of our SLA maintenance module. To the bestrofmwledge, we

are the first to study stable SLA workload management in doud

e To evaluate the performance of our design, we first condwatengperiments where
we implement our design with three proxies and three applicservers. We observe
that our algorithm can successfully provide stable SLA iseras compared to con-
ventional proxy and a state-of-the-art proxy. Our respdinse is also small when the

workload of the system is high.

At last, we also study the deployment of the Internet appboa on the cloud servers from

multiple service providers. We also have the following cilnttions:

e We model the Multiple Provider Selection problems, whiclioisthe deployment of

the Internet applications on multiple provider cloud sesve

e We prove that MPS problem is NP-complete, and we developedollowing algo-
rithms for it: the exact algorithm for a special case, thet ¢) fast approximation

algorithms, and the greedy algorithm.

¢ We simulate the MPS problem, and we find in what circumstatieesultiple provider

strategy profits, and the applicable situations for diffiégdgorithms.

e We experiment the MPS problems and deploy a web game in thfiegedt laaS
service providers, and we find that the multiple provideaitstyy reduces the costs by

about 30%.
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1.5 Thesis Organization

The rest of the thesis is organized as follows: Chapter 2sgilie related work; Chapter
3 presents the study on the external links for two differadee sharing sites: YouTube
and Youku. The stable workload management scheme of thel detvers is illustrated
in chapter 4; Chapter 5 presents the details of multiple idesvstrategy for deploying the
Internet application on the cloud servers. The future meseaork is proposed in Chapter 6.

Finally, Chapter 7 concludes the thesis.
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CHAPTER 2

RELATED WORK

In this study, we work on the whole process of migrating aerimét application to the cloud
servers. Our work is from the user traffic perspective, wiscffected by user behavior. We
firstly study the video sharing sites as an example of thereteapplications, and measure
how the user traffic is affected by a special feattine, external links After that, we design
a stable workload management scheme for the cloud servéhme iftuctuating user traffic.
At last, we propose a cost-efficient deployment scheme. €fbies, in the related work, we
focus on three aspects: the previous studies on the useribehef Internet applications, the

workload management of the cloud servers, as well as thel deployment methodologies.

2.1 The Studies on User Behaviors of Internet Applications

Nowadays, there have been a wide range of studies on theelsavibrs of Internet applica-
tions. There are two types of Internet applications enjgyworld-wide popularity currently,

namely the online social networks and the video sharing site

Both the online social networks and the video sharing sigdsrg to the User Gen-
erated Content sites (UGC sites). In such a type of sitesyskes not only consume the
contents in the sites, but also freely create the conteaiisdtvn. Due to large success of the
UGC sites, the characteristics of them are widely studiadhis section, we introduce the

previous studies on online social networks and video shaites.
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2.1.1 The Studies on the Online Social Networks

There are different types of online social networks. Eattglees focused on general views of
Facebook, a comprehensive online social network site B8] [Flickr, and a photo sharing
site Flickr [84] [90]. Typically, a video sharing site, Youlbe, is studied in [20]. This study
analyzes the video popularity distribution in YouTube,exsally the tail of video popularity
distribution. Many sites with partially online social bef@s are also studied, for example,
Slashdot Zoo [56], Orkut [22], MSN [61], online E-commer@&S8] and a more general
network [45].

Studies nowadays focus on specific aspects of the onlinalseiworks. Two im-

portant aspects are the user behaviors and the informaiidermts.

A group of studies focus on the user behaviors. For examipéestudy in [95] de-
velops a model to measure the continuous value relatiorghgmgth between the users,
from weak to strong, between the users, instead of a bingagdship relationship. The
experiment results shows continuous value relationshgmgth gives the higher autocorre-
lation and better classification. It is noticed in [62] thia¢tte are negative links (indicating
the opposition relationship) in some online social netwaités (such as Epinions, Slashdot
and Wikipedia), and it finds that the signs of the links (eitpesitive or negative) can be
predicted in the online social network sites. An algoritisdéveloped to predict the attribu-
tion of these links, which can be positive or negative. Theligd in [37] suggests methods
to measure two important characteristics of online so@alvorks social influence and ho-
mophily. Here social influence means users are likely to gadheir attributes to conform
to their neighbor values, and homiphily means that userslaaly to link other individuals

with similar attributes. Other related studies on the usér@viors include [52] [72].

The contents of the online social network sites are also Iwisteidied. For exam-
ple, in [60], a method is presented for prediction of the fatpopularity of the news. To
improve the content delivery, the geography informationsdrs are extracted and exploited
in [75] and a new mechanism is proposed. This content dgliwerchanism is evaluated

by the YouTube links on the social network site Twitter, ahd tesults indicate that this
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mechanism can improve the video cache hit rates. The stu®jrpresents an automatic
method for assessing the credibility of the message on @wdhd the precision of this new
method is about from 70% to 80%, compared with the human sissag. While facing the

misinformation propagations,the study in [15] takes thiamoof competing campaign in the

social networks and tries to minimize the number of peoptg#dg the misinformation.

There are also a flourish of interests in understanding apecific features of the
online social networks. For example, in [38], the authorggast a keywords generation
scheme exploiting the “wisdom of the crowd”, which suggesiords by the associations
between queries and URLs as they are captured by the clicksest. Besides that, in
the study of [76], a tag recommendation mechanism, whicaréges the information in
the search engine click logs, is recommended, with the tiageto populate the targeted

contents as much as possible.

Methodologies are developed to study the online social owdsv For example, a
sampling method based on random walk called frontier sangdipresented in [74] to lower
the estimation error. A framework [9] is developed for budesting of social networks.
An algorithm called HyperANF [11] is developed to efficignédstimate the neighborhood

function of the online social networks.

2.1.2 The Studies on Video Sharing Sites

In this thesis, we study video sharing sites. The succesg@uhples of this type of UGC site
are YouTube, which enjoys world-wide popularity and Youthe biggest video sharing site

in China [103].

We are not the first to study the video sharing sites. Amonggtadies, measurement
methodologies have been proposed. For example, in [12]etines are provided to do
sampling in the video sharing sites and a framework is alepgsed to study the popularity
dynamics of user-generated videos. An important conalusiohat using key-word search
videos as the seeds, videos would be biased towards thegpamlgos, while using recently

uploaded videos, there would have no bias. The study in [i@djides a method to count the
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total number of YouTube videos by leveraging the charasties of video ids. This method
is proved to be unbiased and the bounds of variance and cooéideterval are offered, and
it is estimated that there are about 500 million videos inMtee by May, 2011. A globally
distributed active measurement platform is establishei@]ifior YouTube video delivery

system.

The analysis on the video sharing sites widely spans totoseser, user-to-video,

and video-to-video relationship.

For example, the video popularity distribution of YouTub@nalyzed in [20], where
the long tail of video popularity distribution is analyzedlore aspects of YouTube are
analyzed in [24], such as video life cycles, user viewingdwabrs, and the small world
phenomenon. In [42], the traffic of YouTube in campus is cti@rézed. It shows that there
is strong correlation between videos viewed (watched) orsecutive days. This work also
demonstrates that caching can improve user experiencesa®andwidth consumption and
lower the burden of YouTube. The recommendation system um¥be is studied in [101].

It shows 30% of the video total views come from related videkd.

The user behavior in the video sharing sites is also widelglistd. For example, the
study in [33] focuses on the YouTube video uploaders, andotesirates positive reinforce-
ment between online social behavior and uploading behaindB6], it is shown that user
access patterns are similar in different locations and #iess devices (either PCs or mo-
bile phones): they usually use default video resolution @agier configuration. The work
in [14] shows an interesting result that online video congtiom appears geographic locality

of interest.

The video-to-video relationship is analyzed in [96], anghbws that more than
half of the YouTube videos contain re-mixed video segmeantsl, some particularly pop-

ular videos are correlated with virus.

There are suggestions to improve YouTube. NetTube is dpedlasing a peer-to-
peer structure for YouTube [24]. An algorithm using geodpiapnformation to improve

multimedia content delivery in YouTube is suggested in [78je study in [98] suggests an
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improved semi-supervised training method for classifyffog Tube videos by using video

labels and co-watch relationship (videos watched in ongces

There are also studies that compare YouTube with other U@E. $tor example, the
video popularity distribution of four different video sliag sites is characterized in [71]. It
shows that the life time video popularity have relevancéwéching size. A comparison of
different UGC sites (including YouTube) can be found in [&0@[d observations of the free
scale, small world and strong connected cores, are drawe.sitldy in [43] compares the
user sessions between the video sharing sites and thedradliveb sites. It concludes that

the YouTube users have larger data traffic and longer thmé.ti

We can see that existing studies on video sharing sites alisfon internal inter-
actions; that is, the content-to-content, user-to-cangmd user-to-user relationship inside
the UGC sites. In this thesis, we focus on understandinghiaeacteristics of the external
links. We have some measurement and analysis of the relateds/of YouTube and Youku;
though the emphasis is on comparison with the results ofreaitéinks. We have two pre-
liminary works [57] [58]. In [57], we present a short study WouTube only. This thesis
substantially extends [58] to the domains such as the atiwal between external links and

internal links in all video age groups.

2.2 The Workload Management for the Cloud servers

2.2.1 Overview of Studies on Cloud Computing

The general surveys of the cloud computing are such as [7[@af)dwhere the obstacles and
the state-of-the-art researches on clouds are illustr&eé important conclusion is drawn
in these two papers that cloud computing is potential tazedhe dream of using computing

as a utility.

To provide the cloud computing as a utility, the cloud sesvroviders focus on
the performance of cloud servers, the pricing mechanisntsitee energy saving schemes.

Compared with the service provider, from the consumer @etsge, the privacy and a cost-
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effective deployment scheme are the key issues the conswuoecentrate on. As a sum-

mary, some examples of these aspects are listed as follows.

e The performance of the cloud servers. These studies foctieeqrerformance such as
the Service Level Agreement (SLA), the deadline of the usskd, and the response

time of the user requests.

e Energy consumption of the clouds. Large scale cloud sehars brought the con-
cerns of wasting energies, and the studies on this aspeatjemgreducing the energy

costs.

e The economy of the cloud service. The pricing of the cloudiseras well as the cost
minimization for constructing cloud service for applicats will be discussed in this

aspect.

e Enterprise application migration problems. These stuftiess on the privacy of the

enterprise user data.

The performance of the cloud servers has been widely studted example, The
study in [48] argues that it is not thoughtful that the cutr8hA mechanism only takes
computation resource and storage resource into consmterétproposes SecondNet, which
further considers the bandwidth resource, as well as catipatresource and the storage
space in SLA. The study in [13] notices that different typéservers may play different
rolls in applications, and have different response timethigs case, it presents AriA, which
schedules different types of servers, to meet the applicagquest deadline. Study [85]
presents Nefeli, a virtual infrastructure gateway thagsable of effectively handling diverse
workloads in cloud environments. At last, study [88] présem algorithm named DONAR,
which provides an optimal replica-client selection for tisers to minimize the user request

response time.

Compared with the performance, there are also many stuatesihg on the energy

consumption of the clouds. Study [73] presents a cost, greengsumption and performance

22



comparisons between different types of cloud framewornksh s Fat-tree, de Bruijn, and
BCube. Compared with this, the study in [53] notices thatdhg a large energy consump-
tion as well as performance reduction while a VM migrationws. Based on the migration

costs, an algorithm, namely Mistral, which optimizes VM naigon, is provided.

Besides the performance and the energy consumption preptaare are also many
studies concentrating on other aspects of cloud computia. example, to analyze the
performance of different clouds, the study [10] proposesrachmark model for cloud com-
puting; to lower the costs of cloud upgrade of heterogeneouspment, the study in [29]
presents an upgrade strategies called LEGUP, which flexipgrades the system and re-
mains the cloud system a high performance; at last, notibiagsome enterprise application
modules may be confidential, the study in [50] provides aerpnise application migration
scheme, which help enterprise application migrate to ¢lautthout exposing the confiden-

tial component to the Internet.

2.2.2 The Framework of the Cloud Servers

The framework of the cloud servers is complex. Accordinghi $tudy in [73], the cloud
server framework can be divided into three categories irviae of high level, which is as

follows:

e The switch-only architecture: the packet forwarding tasérnly done by the switches.
A typical example of switch-only architecture is the thtes¥ed design recommended

by Cisco [26]. The further study on this architecture is sasl44] and [5].

e Server-only architecture: in this architecture, the ser®th execute applications and

forward requests to other servers. An example of this isassiggl in study [1].

e Hybrid frameworks: examples are such as BCube [46] and Dj@é]l This archi-
tecture use both servers and proxies to forward requests tNat although our SLA
maintenance module is developed for a real industry cldusi designed to be frame-

work dependent and can be widely applied.
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2.2.3 The Workload Management of the Cloud Computing

These years, the prosperity of the cloud computing has Itoting necessity of devising
an efficient workload management mechanism for serverstiaiQuality of Service (QoS)
assurance. The key characteristic of the cloud computithgatst does not consume resource
on the user side (hardware, software, and technical maint=). The service providers have
the responsibility to provide service, and also handle iplelusers and requests, and server

workload management.

As itis studied in the previous section, the user behavibifseolnternet applications,
which is represented by the online social network siteslaadideo sharing sites, are distinct
from one to another. Besides that, the user traffic also wvam time to time and it is hard
to be predicted. To migrate the Internet applications vhthftuctuating user traffic to cloud
servers, devising a workload management can be a criticapprtant issue to maintain the

system in a stable performance.

Facing the increasing traffic of the Internet, the cloud iserproviders need to im-
prove the service capacity by replicating minor-servemsadhieve the overall efficiency of
the replicated servers, one of the important tasks is theatb-balancing among the different

replicated servers.

According to the study in [18], the load-balancing of thevees can be divided into
the following four types: the client-based approach, the=dised approach, the dispatcher-

based approach, and the server-based approach. Thels detaas follows:

e The client based approaches: the routing of the web serveeriied out by the web
browser, the applet applications in the web clients, or leydient-side proxy servers.
The advantage of this approach is that this approach doe®nstime the resource on
the server side, no matter the software resource or the haedwesource. However,
the drawback is that it requires the deployment on the chatd and the applicability

is limited.

24



e The DNS-based approaches: as it is shown in Fig. 2.1 thengofithe web servers
is carried out by the authoritative DNS servers. The DNSessrdispatch clients to
different servers according to the different client stdsegh as the client physical lo-
cations or the client IP addresses). The client can be adpattihed to different servers
by the specific time of sending requests. The advantage ofBd$8d approach is that
it does not generate any extra bottleneck for the web seystem. However, as the
DNS server cannot be aware of the server load conditionnitocdy provide coarse-

grain control for the load-balancing.

Server 1

DNS Server 2

User — Client

b

Server

Server N

Figure 2.1. The DNS-based approach for the load-balananga

¢ Dispatcher-based approach: to achieve a fine-grainedad@fthe routing of the user
request, the web server administrators may deploy dispegdbr the web server sys-
tems. These dispatchers have the load condition of therserued it can achieve the
fine-grained load balancing of the request routing. Theildistgshown in Fig. 2.2.
However, the disadvantage of dispatcher-based appro#iatiss requires the deploy-

ment of the dispatch servers and it also introduce extraenaitk.

e Server-based approach: to achieve load-balancing, impusoach, a server reassigns

a received user request to another server by using the HTdifRRcgon. The details
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Server 1

Dispatcher

User — Client

b

Server N

Figure 2.2. The Dispatcher-based approach for the loaahbadg control

is shown in Fig. 2.3. The client firstly visits Server 1 acéngdto the DNS result.

Secondly, server 1 sends HTTP redirection packets to teatdiccording to the load
conditions of all servers, and hence the client sends theestdo the redirection server.
This approach can also achieve fine-grain control but it @miBoduces extra latency

because of the redirection of the user request.

In our thesis, we focus on the dispatcher-based methodjwvithily controls the user
requests according to the knowledge of the server condilore than just doing the load-
balancing, our thesis also aims to achieve the minimizesldbsnoney from the violation of
the SLA, by controlling direction rate of requests from thepatchers (called proxy in our

thesis) to the servers.

2.2.4 The Quality of Services and the Feedback Control on Cial Severs

There are studies on the Quality of Services (QoS) on Intexpplications using Service
Level Agreement. For example, in [63], a method for maximgzprofits in a general class
of e-commerce environments is proposed. This method fatesilthe profit optimization

problem, which is presented based on queuing model and thEesalifferentiations are
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Figure 2.3. The Server-based approach for the load-balgrcintrol

taken into consideration. A dynamic resource provisioratgprithm is proposed in [31],
with an objective of satisfying the pre-defined end-to-esgponse service level agreement.
At last, a surrogate model to limit violations of the SLA iretenterprise applications is
suggested in [39]. This study suggests using Virtualizethfzenters (VDCs), which are
able to dynamically change the execution environment tot teaunexpected changes of the

environment, such as the sudden workload burst.

For the stability of the web server performance, there ae adany studies leverag-
ing the feedback control methods. However, these studiesrgly focus on the guarantees
of the end-to-end delay of SLAs. For example, the study irj [iKés a feedback control
approach and the queueing model to keep the web server parice (in the basis of the
request response time) close to the service level spemficaHowever, in this study, the
mutual impact between different service classes is notidered. Compared with this, an-
other study in [66] notices the relative delay in differeat\sce classes, and the feedback

control with the queueing model approach is also adopted.

Our work furthers the studies of workload management andetieation based on

SLA. Our work aims to minimize the loss of money from violatiof the SLA. Compared
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with the two previous work, our work not only aims to assuredkelay, or the relative delay
between the different service classes, but we aims to maeithie money loss from the SLA
violation. To the best of our knowledge, the closest workuosas the [99]. Compared with
that, we further notice that there is a close loop betweerpthdicted request arrival rate
and the request response time in the sequential job scehtaie, we target to maintain the
minimization of the loss of money under this feedback, wh&cheglected in the previous
studies. Our problem comes from the pre-research of a la@e swdustry application by
IBM (we do not disclose the application name due to anonyneitgiirement). We believe,
however, the problem of a stable SLA is universal for clouthpating and can be applied

to other applications.

2.3 The Cloud Migration Methodologies

Currently witnessed a wide range studies on cloud compulihg service of cloud comput-

ing, which is divided into Software as a Service (SaaS),féfat as a Service (PaaS), and
Infrastructure as a Service (IaaS), are warmly welcomeaddividual users and enterprise
users. This is because cloud services are hosted by clouidesproviders, and the users are
not required to actually deploy and maintain the softwaperating system, or the hardware
of the computer system. They only need to have a basic comyiite Internet access to

acquire the service. Therefore, in our study, we considgrate the Internet applications to

the cloud servers, with the objective to minimize the depient cost.

As cloud computing opens the door of providing the computespurce as a utility,
the monetization of the cloud becomes a key problem bothléardcservice providers and

customers.

From the centric view of service providers, a good pricingitsgy and a cloud
service model keep the cloud products highly competitivéhim market, and the existed
researches are as follows: one example of the cloud servizkeinis the study in [17].
This study proposes a cloud computing service model fogusmthe customer business

requirement, with the objective to build a cloud ecosysteat tontributes to the sustainable
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development of the cloud. The study in [49] notices the un&ss of the current pricing
scheme and then proposes a pay-as-you-consume pricingiediesed on machine learn-
ing prediction model to achieve pricing fairness. The stund86] tries to bridge between
distributed systems and economics by a pricing scheme #w@iupbles users from cloud
providers. Compared with that, the study in [6] tries to fihd generalized Nash equilib-
rium in price between SaaS service provider and laaS sepvmader, for the situation of
the SaaS service providers hosting their applicationsa® Iservices. Finally, study in [79]
proposes an adaptive pricing scheme allowing resourcevedsmn, which encourages users

to use resource more careful.

On the cloud consumer side, selecting cloud products witlsaeable price can
greatly lower the expenditures. Therefore, researcharsider both from performance re-
quirements and the budget. The study in [67] dynamicallgcalles or deallocates VMs
and schedules tasks on the most cost-efficient instancesstoe deadline requirement with
minimum financial cost. To minimize the economic cost and tntfee deadlines, the work

in [55] studies the problem of resource allocation for rigale tasks.

To the best of our knowledge, there are no studies focusingpwaring costs of
constructing cloud service by selecting service instarfiea multiple service providers
yet. Nonetheless, the closest study to us is the study in ¥Bich minimizes the rental
cost for provisioning resource, as well as the transitiost ¢or reconfiguring resource for
different application requirement in different time. Caan@d with that, our study makes
full use the different performance price ratio of servicgtamces offered by different service
providers, and then lowers the service construction casisrding to this characteristic. Our
study result shows that selecting service instances froftipteuservice providers is able to

large reduce the service construction costs.
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CHAPTER 3

UNDERSTANDING THE EXTERNAL LINKS OF VIDEO SHARING SITES:

MEASUREMENT AND ANALYSIS

3.1 Overview

This chapter presents the measurement study on the exiaksdior the video sharing sites,
with the objective to understand how the external linksaftae user traffic. In detail, we

study the external links on the following aspects.

e We try as much as we can to quantify how much the external kbokdribute to the

popularity of the videos on the two video sharing site: Yolbd@and Youku.

e We analyze the relationship between the number of extemmed end some of the

internal factors, such as the video popularity and the nurobelated video links.

e We also present the relationship between the number ofreatténks and internal

factors of the videos with different video age groups.

The remainder of this chapter is organized as follows. 8ecB.2 discusses the
background and measurement methodology. The impact oiteenal links on the videos
is given in Section 3.3. In Section 3.4 we study the correfabetween internal links and
external links. In Section 3.5, we focus on the evolutiorhef éxternal links by studying the
external links of the videos of different uploading timen&lly, we conclude this chapter in

Section 3.6.
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3.2 Background and Measurement Methodology

3.2.1 Background and Motivation

Currently, there is rapid growth of the popularity of usengeted content web sites. One
key feature of these sites is that the users are not only themation consumers, but also
actively upload contents of their own. One notable class G0kites is for video sharing,
represented by YouTube and Youku. These video sharinghatesattracted a great number
of studies in the recent years. These studies, howevers focwser-to-user, user-to-video
or video-to-video relationship within these video sites.distribute the content videos more
widely and to attract more users, these video sites prowitkrr@al links for videos. Users
can easily obtain an embedded link of a video and paste thediany web pages in other
web sites, such as forums, or their blogs. In this thesis, efime theinternal linksas those
maintaining a relationship within the web sites. Thesediiticlude the user-to-video, user-
to-user, video-to-video relationship. We define éxternal linksas the links to the videos

that are embedded in other web sites.

These external links are important for improving the poptyaf the videos; how-
ever, there is no rigid study to quantify the effectiveneisthese external links. Therefore,

we would like to know as follows.

e The impact of the external links on videos, e.g., how manwsiare contributed by

external links;

e The relationship of external links and internal links; thaifferences, interactions and

correlations.

Such curiosities motivate the studies in this chapter.

3.2.2 Measurement Methodology

Our experimental data sets come from two video sharing, sf@sTube [106] and Youku

[107]. YouTube is one of the largest video sharing sites @wtorld and in 2009, it accepts
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1.886 billion views [103] every day. Youku is the most popwaleo site in China [103],
with views of 40.9 million per day [103].

The necessary data for our study are 1) a large number of malgaollected videos,

and 2) the external links of these videos.

We first built a crawler to sample a large base of videos. Inqgipie, we start our
data sampling from seed videos and follow their relatedasde the crawling. We follow
[35] [12], where it is shown that if those recently-uploadedkos do not link popular videos
as their only related videos, the data collection will nobizsed by choosing the seed videos

from recently-uploaded videos and using breadth first craywl

In detail, this crawler initiatedV” threads to retrieve the video information from the
video sharing sites. In our practice, we chodée= 10 to assure the best crawling per-
formance. IfAV > 10, the servers regarded our crawling as attacks and rejetitedra
connections. Each thread works as Algorithm 3.2.1 and saaly follows the routine of
1) getting an un-crawled video from a queue (we nantbattask queuafterward); 2) re-
trieving the information of the external links of the vide);retrieving potential un-crawled
videos from the related videos; 4) discarding crawled vijead queuing the crawled videos
at the tail of the task queue. More specifically, each timecthwler gets the video from the
head of the task queue for crawling and queues the new videbe &ail of the task queue

to assure breadth-first crawling.

More specifically, for YouTube, we started our sampling orr.\2dth, 2009 using the
“recent” videos as seeds. We recursively crawled all thateell videos for seven days until
Mar. 31st, 2009. In total, we have collected4 x 10° videos from YouTube. For Youku,
unlike YouTube, there is no category of “recent” videos. rEfiere, we used all videos in the
main pages, which were uploaded within one day, on July 809 2s seeds, and recursively
collected the related videos for five days. In total, we haliected1.43 x 10° videos. We

admit that for these videos, they might have more views.

To collect the external links, we used a universal Java Semgine provided by

Google [108]. This engine can parse the Java Script codes\ideo pages, so as to track
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Algorithm 3.2.1 VideoCrawling()
Input: The task queue

Output: The information of external link in the data base

1: while truedo

2 Retrieve videw from the task queue;

3: Retrieve the information external links and views fronteeral links
4: and store in the database;

5: Retrieve a related video sgf/ of videow;

6: for rv € RV do

7 if rv is not crawledhen
8: Storerv at the end of the task queue;
9: end if

10: end for

11: end while

the external link information maintained by YouTube and Kointernally. With this engine,
we could get the URLSs of the external links as well as the nurobeiews of each external
link. However, from YouTube and Youku, we can only have tHierimation of “top” external
links, which are calculated based on the number of viewsritaréed to the videos since
the videos were uploaded. YouTube maintains the top-5 mexitdinks of each video. We
have not found a method that can collect the information lahal external links of videos.
Intrinsically, if YouTube does not provide an interface &dease such information, unless
one can explore the entire Web, it is unlikely that all exéérdimks can be collected. In
our study, we use the top-5 external links for YouTube vidda®m Youku, we used similar
method. Youku provides more information, and we obtainedtttal number of external

links for each video, the URLs and the total number of viewtheftop-20 external links.

We admit that collecting information only from top extertiaks affects the accuracy
of the study. Our argument is that, on one hand, part of ouliesiie.g., comparison of the

total views from these external links in different video ageups, is less affected by the total
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external links. On the other hand, for the Youku trace, weelttae total number of external
links, and the number of views of each top-20 external linkug, we have a strong basis to
analyze the remaining part of the views of external links.diefind that the average views
from external links as a function of the rank of external §mk a large sampling space fit the
power law function with am-square over 99.8% (see Section 3.3.2). Therefore, we are mo
confident that our observations of this study are close tityeln the remaining part of our
thesis, we simply say external links of YouTube and extelinkb of Youku, which should
be understood that we denote the top-5 external links forfMbe and the top-20 external

links for Youku, given that there is no ambiguity.

Besides the external links, we also collected the inforomatf internal links (we
focus on the related video links) for a comparison study. demwh data collection we adopt
the same strategies as [20]. We also started on Mar. 24t9 00 July 8th, 2009 and
carried out a data collection of 7 days and 5 days for YouTuloeYsuku respectively. The

data collection is a breadth first search, following theteglavideo links.

3.3 The Contribution of the External Links

3.3.1 Overall Contribution of External Links

We first show the impact of the external views on the videosign B.3.1. We classify the
videos according to themges i.e., the total duration since they have been uploadedeo th
video sharing sites. Note that YouTube provides the uplaed tbr each video, whereas
Youku provides a rougher estimation of how many days or nattyears a video has been
uploaded. For example, the videos uploaded 13 months or hhsiago in Youku will both

be labeled as ‘uploaded one year ago’. As such, the point3-aidnth and 25-month in our
figures for Youku stand for the videos uploaded one year andygmrs ago. Note that our
results are not affected as the points in our figures are #rage (not accumulative) number

of views.

In Fig. 3.3.1 (a), we show the percentage of the views thaiedoom the top external
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Figure 3.1. The contribution of external links on the popityeof videos on videos sharing

sites.
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links. We see that for the videos in YouTube with an age of tvamths, 10% of the views
come from the top-5 external links. For videos with an oldg,dhe percentage of the views
from external links gradually drops to around 2%. For Youke,impact of external links is
much higher. For most of the videos, more than 8% of views com&ide the video sharing
site. For videos with an age of 24 months, views from exteink$ can contribute as many
as 15%. Even considering the top-5 external links of Youkaytcontribute about 6% - 9%

of total views, which is still more significant than YouTube.

To explain the situation more clearly, we show the specifimber of the video total

views and views from the top external links as a function afea ages. In Fig.3.3.1 (b)
we show the total views, averaged per video, for differedewiage groups (this includes
both views from internal links and external links). The toi@ws increase steadily for both
YouTube and Youku as video ages increase. It is also clearythalube attracts much
more views than Youku. This is not surprising as YouTube isenpmpular world-wide. In
Fig.3.3.1 (c), we show the total views from external linkegf@aged per video). We see that
for YouTube, the total external views are comparativelplga@among all video age groups
whereas for Youku, the total external view increases. Intamig though the external views
of YouTube are still greater than that of Youku, the diffexes are not as big as the total
views. This explains why the percentage of external viewdooiku is more significant than

that of YouTube in Fig. 3.3.1 (a).

Such differences of the impact of the external links on Ydudand Youku do not
conform to our expectation. We consider a possible explamatn be as follows. YouTube
is a video sharing site of world-wide popularity. As suche #xternal links are widely
spread to external websites all over the world. These exitevabsites may not be world-
wide popular, however. Thus, the external links cannotiabiarld-wide popularity and
have less impact (in terms of percentage). Youku, on theraonthas popularity within
China only. The external links are also on the Chinese-basdgites and can have China-
wide popularity. As such, the comparative impact of extelinks on Youku is much higher
than on YouTube. Based on our current data, we are unableity ti@s. As a first work

on external links, we confine ourselves to the fundamentdllpms such as the correctness
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of the data collection, and the understanding of the basicadheristics of external links, as
will be presented in the remaining part of this chapter. Wi le@ve such questions to our

future work.

3.3.2 The Number of External Links
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Figure 3.2. The distribution of the number of external lifk/mleos in different age groups.

Fig. 3.2 plots the number of videos as a function of the nunolbexternal links in
a log-log scale for different age groups. Since YouTube otiprovide the total number of
the external links for each video, we only study Youku in thgaire. We can see clearly
that a small portion of videos enjoy the majority of the ertdiinks. With the methodology

introduced in [27], we therefore use Maximum Likelihood iEgttion (MLE) to fit power

law distributionf(z) = o x (;*~)~* (Table 3.1 shows the specific parameters andz;,;,

for each age group) to the sampled data. We find that in Youkydwer law distribution

fairly matches the external link distribution. This is esjpdly true for the videos with a
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t (month) a(t) s(t) | zn | KS statistic

1 6.508 x 103 | 1.450| 20 0.018

7 1.490 x 10* | 1.519| 80 0.0052

12 2.293 x 10° | 1.806| 120 0.0016

Table 3.1. The Parameters of Power Law Fits for Fig. 3.2

large number of external links, i.e., the tails of the dsition. We find that the ‘tails’ follow
power law with Kolmogorov-Smirnov statistics (KS statis) respectively 1.8%, 0.5% and
0.2%. This is not entirely surprising. Notice that the poveev behavior has been observed
in various properties of the video sharing sites. For exampis shown that the distribution

of the number of video views in YouTube also fits the power 1204 [23].

We classify the videos into three age groups (one month,nsevanths, and 12
months). We study the percentage of videos with more tharexéernal links. We see
that different age groups show clear trend: for the vide@gi@ group of one month, 13.4%
of videos have more than ten external links; for the videasy@ group of seven months and
12 months, 33.0% and 64.8% of videos have more than ten ekiérks. This shows that

in Youku older videos, on average, may get a larger numbextefmal links.

3.3.3 The Views from External Links

In this subsection, we study the views contributed by exidinks. We still use the Youku
data set for analysis. Fig. 3.3 shows the views of the extténks as a function of the ranks
of the external links in a log-log scale. Note that thekis from one to 20 as we have the
views of the top-20 external links. We plot the data for thdeds with an age of one month,
seven months and 12 months in Fig. 3.3. We found the data appately follow power
law function where there are deviations at the tails. Thegydaw means that most of the

external views come from the high rank external links.
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To further analyze how the views of external links decay ag#éimk of external links
increases, in Fig. 3.3, we use the least square method teefibribinal data with power
law functionV; (t) = a4(t) x r"'™ wheret is the age of the video group, is the rank
of external linksp;(t) is an exponential factor and (¢) is an adjustment factor (Table 3.2
showsp; (t), a;1(t)). Since the tails have deviation, we also plot a power lavetion with a
deviation terme, Vs (t) = as(t) X r;p2(t) + ¢(t) (Table 3.3 showp(t), ax(t), ande(t)). We
can see that 1) the power law functions fit the original dath (as it is shown in Table 3.2
and Table 3.3, all th®; and), fits are with an--square greater than 0.99); 2) the views from
high rank (larger than the rank of ten) of external links dighsly larger than the power law

fit V; but slightly smaller than the fiv,.

Note that we only have the number of views for the top-20 ewelinks. Since
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Figure 3.4. External views as a function of rank (number mkg$i> 20). The dashed lines
shows the power law fit line¥,(t) = a,(t) x r~"®, and the solid line shows the fits

Vo(t) = as(t) x r7P2®) 4 ¢(t)

we have seen a power law fit, we conjecture that the views oR@pxternal links are
representative for the views of all external links. As a lgsue estimate the total views

from all external links. This will make the conclusions oifststudy more grounded.

To estimate the total views from all external links, we deithe videos into two

groups.

1. The videos with more than 20 external links.

2. the videos with less than 20 external links.

For Group 2, Youku provides the total views from the top-2ik4 of each video,

or the views of the togk links if the video only has: external links and: < 20. Let the
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t (month) | ay(t) | pi(t) | r-square

1 82.98| 2.087| 0.9998

7 279.9| 2.055| 0.9999

12 619.3| 1.515| 0.9999

Table 3.2. The Parameters of Power Law Fits for Fig. 3.3

t (month) | ax(t) | pa2(t) | €(t) | 7 — square

1 82.55| 2.165| 0.54| 0.9998

7 277.4| 2.089| 3.06| 0.9999

12 615.9| 1.580| 5.31| 0.9999

Table 3.3. The Parameters of Power Law Fits with a Constawniaiden Terms for Fig. 3.3

total views from external links of Group 2 B&*. For Group 1, we can further divide it into
two parts: a) the total views from the top-20 external linkd &) the total views from other
(non-top-20) external links. Youku provides a). Let thisl3g. Thus, our primary target is

to estimate part b) of Group 1.

In Fig. 3.4 we plot the total views of the external links as adion of the ranks
of the external links in a log-log scale for the videos withrenthan 20 external links. We
plot the data for the videos with an age of one month, severtimsand 12 months. We
see that the number of views also is close to the power lawtiimcAgain, to fit the power
law function, we also lev, (t) and);(t) be the total number of views for videos with age
months for the fits. We plot power law functidf () = a;(t) x rl_pl(t) and the power law
function with deviationVs(t) = as(t) x r;p2(t) + €(t) for different age groups in Fig. 3.4
(Table 3.4 and Table 3.5 shaw(t), a;(t), p2(t), ax(t), ande(t), as well as the r-squares of

the fits). We also see that the number of views from higher cdrékternal links is slightly
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t (month) | ay(t) | p1(t) | r-square

1 1037 | 2.369| 0.9978

7 1259| 1.981| 0.9985

12 1424 | 1.471 1.0

Table 3.4. The Parameters of Power Law Fits for Fig. 3.4

t (month) | as(t) | pao(t) | €e(t) | r— square

1 1031.6| 2.1429| 6.77 0.9998

7 1248 | 1.9203| 14.95| 0.9998

12 1416 | 1.529 | 11.49 1.0

Table 3.5. The Parameters of Power Law Fits with a Constawieiilen Terms for Fig. 3.4

larger thanV; but smaller than the fiv,.

Let Vi*(¢) be the total views for part b) of Group 1, and J&t(¢) be the average

number of external links of the videos ageshonths, then

N(t) N (t)

3 (an(t) x i O) < V() < (aa(t) x i 4 ¢) (3.1)

=21 1=21
Therefore, the estimated external link total views &g+ V" () + V5*. We plot both
lower bound and upper bound of percentage of the exterriatdiral views contributing to
the video total views in Fig. 3.5. We also plot the percentaigaews from top-20 external
links. Clearly, both the lower bound and the upper bound efetkternal link total views are
greater than the views of the top-20 external links (whicbnly a section of the video total
views). However, we can see that the views of the top-20 eatdinks are very close to the

estimated external link total views. Most of the time, thews of the top-20 external links
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Figure 3.5. The estimated views from external links of theR(ovideos.

contribute to 90% of the total views from all external linkss such, we conclude that the

total views from the top-20 external links are represewsior our study.

3.3.4 The External Links from Different Video Categories

We next study from the point of view of the videos. We plot theniber of external links of
different video categories in Youku in Fig. 3.6 (a). In thipure, the categories are ranked by
the average external links on each video. We see that theeruhlexternal links of videos
is substantial. For example, for an average comedy videwgtban be as many as 878.1
external links. Looking into the details of our log file, weesthat many comedy videos
are linked by a substantial number of different users inrthleigs, usually by copying and
referring of others’ blogs. Some videos are linked in a gneaty pages in web forums. This

actually suggests that external links can greatly incréas@opularity of the videos.
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In Fig. 3.6 (b), we select 15 categories in Youku, which héeehighest percentage
of external views. We plot the average total views of eacegmaty (in green) and the average
views of the top-20 external links (in red). In the figure, f@edy” attracts the largest num-
ber of external views, on average 3847.5 per video. Thistismrising as “Comedy” also
attracts the largest number views (32286.2), represettmgopularity of comedy videos
in general. We also see that “Gaming” attracts 7391.4 viewtstal and 2125.0 views from
external links, where the external views share the highestemtage. This suggests that as
compared with other video categories in Youku, more peeggndf views in the “gaming”

category come outside Youku.

To compare Youku and YouTube, we show the views of differetegories based
on their respective views of the top-5 external links (see Bi6 (c)). In general, YouTube
attracts an order of magnitude more views than Youku, bytéineentage of external views is
much smaller. This conforms to the observation in Fig. 3.8rdother observation is that the
categories most viewed by external links are substantitiffgrent in YouTube and Youku.
For example, they share in common only 3 out of 7 categorasety “Gaming”, “Sports”,
and “News & Politics”. This might show different tastes oéthsers throughout individual
regions. In addition, the more success in Youku in extendsignpact of the external links

could suggest that there may be also potential for YouTulhectease its external views.

3.3.5 Summary
We summarize our major observations in this section asvislio
e the sheer number of external views and the external linkssabstantial for both

YouTube and Youku. The external views/links have contedgreatly to Youku while

it still remains small to YouTube;

e Most of the external links are linked to a small number of visld.e., the number of
external links conforms to power law distribution; it fitgpesially well for the videos

with large number of external links;
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e The number of external views also conforms to power law; st Ifiétter for old-age
videos. Though we cannot obtain the total views from all exklinks, with the
observation of power law, we can deduct that the views frop20 external links
are representative enough for videos; 4) Different videegaries attract different
percentages of external views. In some categories, e.@mi@®” in Youku, almost

30% of views are contributed by external links.

3.4 External Links vs. Internal Links

Since external links contribute to the video popularity,amalyze the factors that affect the
number of external links. We study the relationship betwagsrnal links and external links
which respectively represent the internal interactiordsthe external interactions. Accord-
ing to Alexa [103], a user spends an average of 22 minutes off0fee and 6.7 minutes
on Youku every day. As a result, we infer that many users wadtth multiple videos in
the video sharing sites. For these users, there are manytoaisy multiple videos in the
video sharing sites, and one of them is to follow the relaiddwlist (See Fig. 1.3). We call
a video theparent videdfor the videos in its related video link list. We specificalbcus
on the relationship of the external links, the related vitieks (We call them theR-links
thereafter) and the total views from parent videos (We t&irtparent viewshereafter). In
addition, we also study the relationship between the eatdimks and other factor, such as

the total views of videos.

3.4.1 Internal Parameters and External Links

Fig. 3.7 presents the relationship of total views of a vidéih wvo internal factors, namely
the number of R-links and parent views, in both YouTube andkdo We plot in Fig. 3.7
(a) and (b) the number of total views as a function of the nunalb&-links of Youku and
YouTube respectively. Here, we hardly see any impact of ttiek® on the improvement of

the total views in Youku, but we see that clear correlatioisteXor YouTube. This shows
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Figure 3.7. The relationship between the video views, theber of external links, the views

from parent videos, and the number of R-links

that more R-links lead to an increase of the views of YouTule.plot in Fig. 3.7 (c) and

(d) the average views of a video as a function of the views fito@parent videos for Youku
and YouTube respectively. We see that in general, the parews have a positive impact
on the video views for both Youku and YouTube, and the parevty of YouTube show an

even stronger impact.
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Fig. 3.8 depicts the relationship between the number ofreatdinks and the three

internal factors, namely the total views, the views fromeparvideos and the number of

R-links. All the results in Fig. 3.8 are from Youku data seig.F3.8 (a) shows a clear

relationship between the total views and the number of patdinks. Especially when the

number of views is over 100, we can see this relationshipm®st linear. Fig. 3.8 (b) shows

the views from the parent videos has weaker correlation thithnumber of external links.

The number of external links scatters as the views of paneleiog grows. In Fig. 3.8 (¢),

we see there is even weaker relationship between the nurhBelirtkks and the number of

external links.

3.4.2 Analysis of the Correlation

Corr views | Ex. links | R-links | parent views
views 1 0.506 | -0.018 0.22
Ex. links | 0.506 1 -0.029 0.20
R-links -0.018| -0.029 1 0.23
parent views 0.22 0.20 0.23 1

Table 3.6. The correlation coefficient of parameters in Youk

Corr views | R-links

parent views

views

1 0.49

0.77

R-links 0.49 1

0.60

parentviews 0.77 | 0.60

Table 3.7. The correlation coefficient of parameters in Y&
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We next conduct analysis on the correlation coefficiebetween the number of
external links and internal factors for both Youku and Yob@&ysee Table 3.6 and Table
3.7). In Table 3.6 we find that the total views and the numbexédrnal links of Youku are
most correlated with a correlation coefficient of 0.506. Thenber of R-links hardly affects
the number of external links and the total views. The vievesnfrparent videos weakly
correlated with all the factors. This conforms to the gehietaition that the popularity of
the video itself will directly impact on the number of exteltinks (and vice versa). Also,
we see that in Youku, the views of the parent videos have a moerate impact and a

larger related video links can hardly have an impact on thereal links.

Compared with Youku, the connections of internal links inYabe are much tighter.
In details, we can see that the relationship among the nupflR+links, the parent views
and the total views are high. The correlations are 0.77 twealeo total views and parent
views, 0.60 between the number of R-links and parent viend,0a49 between the number

of R-links and video total views respectively.

A possible explanation of the tighter correlation in You&ub the stability of the
related video list; that is, if the related videos change enoequently, it will affect the
correlation between R-links and other factors. To verifig thve randomly chose 20,000
videos from the crawled video data set of both Youku and Yte&TuNe crawled/searched
these videos from Youku and YouTube again on Nov. 28th 20X s&¥ that as compared to
the 20,000 videos collected on Jul. 8th, 2009, 5376 Youkaaschave been deleted and as
compared to the 20,000 videos crawled on May 24th, 2009, 88i7Ybe videos have been
deleted. As the videos in YouTube are significantly morelst#ian Youku, we infer that
there is less change in the related videos of YouTube toorefdre, YouTube has a tighter

correlation of internal links than Youku.

'Here, a correlation coefficient of 1 indicates that the twoapgeters are linearly correlated, i.e., one pa-
rameter will increase (or decrease) linearly with the otiemameter. A correlation coefficient of -1 indicates

that one parameter will increase linearly as the other patandecreases.
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3.4.3 Summary

We summarize our major observations in this subsection! s

e The number of external links is mostly and more directly etfée by the total views of

the videos:;

e The number of external links can be affected indirectly bghsmternal factors, such
as parent views and the number of R-links, since these f&actor increase the views

of videos;

e The internal factors in YouTube have a stronger correlati@am that of Youku. This
may be because the Youku videos are less stable as thereghex deletion rate of

the videos.

3.5 External Links on Videos in Different Age Groups

To further understand the impact of external links, as weth& correlation of external links
with various internal factors, in this section, we inveatgthe characteristics of external
links in different video age groups. Since we did not tracecit external links or trace
the external links for specific videos, we group the videasating to different ages. Our
study is then on the characteristics of external links omgem videos and older videos. We

believe this provides a macro view of the evolution of thesaxal links on videos.

3.5.1 The External Links on Videos of Different Age Group

We first compare the percentage of videos received extdma in YouTube with that in

Youku. We only focus on the videos that have five or more ezldimks.

From Fig. 3.9 we can see that videos in YouTube are more libegkternal links
than videos in Youku. For example, it is observed that forMte, 90% of the five-month-

old videos have at least five external links. Looking from theo angle, we can say that

51



0.8}

0.6
c
O
e
O
© 0.4 A
LL
0.2 -
¢ ——YouTube
- Youku
Oo 2 10 12

4 6 8
Video Age (Month)

Figure 3.9. The percentage of the videos with more than fitereal links.

93.7% of the videos are with at least five external links affermonths. On the contrary,
in Youku, only about 50% of the five months old videos have astidive external links.
Nevertheless, the percentage rises eventually and frordateewe collected, we can see
that after a video that is one year old, more than 90% of theah&both for YouTube and
Youku) it will have more than five external links. The diffeces between YouTube and
Youku may be accounted as follows. First, compared with YoYouTube is a world-wide
video sharing site and the videos in YouTube have a largelenod base. Therefore, the
YouTube videos gain popularity more quickly. This has bemved in Fig. 3.3.1 (b) where
we see the YouTube videos have a larger number of averags wneach age group. Second,
as we have shown in Section 3.4.2, the number of externa fmkeach video has a positive
relationship with the video total views. Therefore, as tlweiWube videos gain popularity
(being viewed) more quickly, the YouTube videos also ge¢exl links faster than Youku

videos.
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Figure 3.10. The average number of external links for eadeoviof different video ages,

Youku.

We then study the average number of external links for eaddovof different video
ages. As YouTube can only provide the top-5 external linksefch video, we thus focus
on Youku data. The results are in Fig. 3.10. We can see thavéerage number of external
links is increasing. This is not surprising that the totaws of videos are increasing with
video ages (as it is shown in Fig. 3.3.1 (b)), and there is d@ipeselationship between
the video total views and the number of external links (as ghown in Section 3.4.2). As
well, the average views from external links for each videalifferent video ages are also
increasing, as shown in Fig. 3.11.
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Figure 3.11. The average views from external links for eadew of different video ages,

Youku.

3.5.2 The Correlation between External links and Video Toth Views in Different

Video Age Groups

We study the correlation of the number of external links d@video total views according
to different age groups. From Section 3.4, we see that teexgositive correlation between
the number of external links and the total views (includimghbexternal views and internal

views).

From Fig. 3.12, we see that the correlation becomes strdogéne videos in older
age groups. The correlation coefficient rises from 0.42 lervtideo group of one month
old to about 0.85 for the video group of one year old. Thiscatks that the relationship
between the number of external links and the video total simastrengthened with time.
We conjecture that there is positive impact from both sides, 1) the number of external

links and external views increase, contributing to the wittgal views, and 2) the video total
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Figure 3.12. The correlation of external link number andewidotal views with the video

ages

views (and thus the popularity) increase, contributingvminhcrease of the external links.

3.5.3 The Correlation Coefficients in Different Video Age Goups

In Fig. 3.13, we show the correlation coefficient among exdklinks, video total views,

parent views, and the number of R-links in YouTube and Youku.

Fig. 3.13 (a) shows the correlation coefficient of the nundbexternal links with the
parent views and the number of R-links in Youku. We can segligecorrelation coefficient
between the number of external links and the parent viewtuhies sometimes but remains
above 22% after the first month. However, the correlatiorffiment between the number of

external links and R-links remains zero. This conforms dhservations in Section 3.4.2.

Fig. 3.13 (b) shows the correlation of video total views wptrent views and the
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number of R-links in Youku in different video age groups. Motprisingly, we can see
that in Youku the number of R-links do not contribute to videtal views in any video age

group. However, similar with the relationship between thenber of external links and the
video total views, we can see the correlation between theovidtal views and parent views
is also strengthened as videos get older, from 0% to about #43%he correlation between
the number of external links and video total views are stitegrged with the video age, and
the relationship between video total views and parent viewaso positive, we infer the

following: for Youku, if a video can gain more parent viewsettotal views and the number

of external links of the video may be increased after a pesidane.

Fig. 3.13 (c) plots the correlation of video total views wphrent views and the
number of R-links in YouTube in different video age groupsaaomparison. Here, we can
see that these two correlation coefficients maintain statdehigh. As compared to Youku,
we can still see that the correlation of internal links in Yabe is significantly larger. This

also conforms to the results in Section 3.4.2.

3.5.4 Summary

As a summary, as the videos get older, the number of extenkal df each video is increas-
ing as well as the number of external views of each video. iFldigates the increase of the
number of external links is not restricted in certain agesidéos but for all videos. The
correlation between the number of external links and thewitbtal views is strengthened
with the video ages. As we can also see a positive correlabefficient between video
total views and parent views, we conjecture that if a videoatatain more parent views, the

number of external links may be increased.

3.6 Conclusion

In this chapter, we studied in detail an important aspectdéw sharing sites: the external

links. The external links provide a unique way for the videaring sites to accelerate the
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distribution of the videos. We observed that the exterméHican play a non-trivial role both
in terms of the number of external links on a video, and thelmemof views contributed to
the video. We also observed that the external links have glifferent impacts on YouTube
and Youku. We studied the external links for different vidmtegories. We also discussed
the correlations of the external links and the internalteglavideo links. We showed that the
number of internal related video links have less impact @nekternal links than the total
views of the video. We also study the characteristics ofrexidinks in different video age
groups. We see that videos are possible to get external éindsexternal views in all age
groups. We believe that our work can provide the foundatarttie video sharing sites to

make more targeted advertisement, customized user dewetdpetc.

In this work, we study external links as an example to show Wevestimate specific
functions or features increase the application populafFitys provides important accordance

for the deployment if we are going to migrate this video sigsite to the cloud.

As a first work on the external interactions of video shariiigss we concentrate
on some fundamental problems, such as how the data of ektarke can be collected,
whether the data collection on top external links can prewdyood approximation for the
overall picture, and some basic aspects of the externad.lifkere are problems yet to be
answered. Especially, we are interested in more detailalysis of the different impacts of

external links on Youku and YouTube.
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CHAPTER 4

KALMAN FILTER-BASED SCHEDULING FOR STABLE DIFFERENTIATED

SERVICE IN CLOUD SERVERS

4.1 Overview

In this chapter, we propose a Kalman filter-based workloadagament scheme for the
cloud servers to maintain a stable service differentiatinder the fluctuating user traffic.
The previous chapter shows that the user traffic of the Ieteapplications can be highly
dynamic since it is affected by various factors. For examitie user traffic of the video
sharing sites is raised by external links and related vidds! Therefore, for the Internet
applications in the highly dynamic user traffic, devisingtabte workload mange scheme

can be a key issue to maintain the cloud system in a high peésioce.

In detail, we concentrate on the Service Level AgreemenAjS$ih the cloud servers
and we aim to minimize the cost from the violation of SLA. Wadst the predicted-based
workload management scheme, which is widely adopted. W/ fesrutinize the root cause
of the predicted-based scheme being instable, and theongg@Kalman-filter based work-
load management scheme as a solution. The actually depéoymsiiment shows that the

proposed scheme is able to maintain the system stable irutttadting user traffic.

The organization of this chapter is as follows. Section Adxss the root cause of the
system being instable, from both the experimental and madkieally modeling approaches.
Section 4.3 suggests a Kalman filter-based scheme as aosol@ection 4.4 presents the

experiment and the performance evaluation. We finally agfecthis chapter in Section 4.5.
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4.2 System Architecture and Service Level Agreement Staliiy

4.2.1 The Objective of the SLA system

The major objective of our SLA system is to minimize the SLAlation loss. Here we let
this loss be a utility as a function of the response time. Glegthe response time is a function
of service rate and request arrival rate. gt be the utility function of the service clags
T} be the response time for service classand ;. be the service rate for service cldss
wherek € {gold, silver, bronze}. We use abbreviatiofig, s, b} for {gold, silver, bronze}
respectively. Suppose that the total available servieeisat, our system goal is to minimize

the utility, which is shown as Eq. 4.1.

min, > pes Dr(Tk(ir))
s.t. (4.1)

Zkes fe <
Without the loss of generality, we l&t = {gold, silver, bronze} during the dis-
cussion. We use abbreviatiofig, s, b} to refer these different service classes respectively.
Intuitively, the violation loss function faces higher Idss higher response time, and higher

loss for gold than that of silver than that of bronze. Forgalle have

e Fort < di, D,(t) = Ds(t) = Dy(t) and they are equal a small constant. Since the

response time control target is not violated, and there &lsm

e For a given response timg < t < oo, Dy(t) > D4(t) > D,(t). This refers to that

prioritized service classes, such as the gold, requirebsgtrvice quality;

e Dy (T}) is monotonically increasing with higher response tifije and 4) Dy (p) is
a convex function. This is because nonconvex increasingtifums, e.g., logarith-
mic, cannot well-capture the real-world relationshipsa®sn the violation loss and

response time [32]. Therefore, we have the result as Eq. 4.2.

8Dk
3

k
D> 0

(4.2)
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4.2.2 System Architecture

The users generate tasks to be executed in the servers. M¥eedatiependent taslsessions

In each session, there are correlatequestso achieve a specific task. The requests are
correlated in the sense that the current request will biated only after the previous request
is served. We call it thater-arrival timefor the duration between two consecutive requests.
As it is studied in [28], the inter-arrival time has two part®ne is the response time of
the previous request, and the othethimk time which is the duration for performing some
actions after receiving the response and before initiatiext request. A detailed system

architecture is shown in Fig. 4.1.

The requests are queued in the proxy according to their SAAspatch algorithm
collect requests from the queues and forward them to apiglicaervers according to the
assigned service rates achieved from the SLA maintenandealsmoNormally, the assigned
service rates from the SLA maintenance module assures spense time of different ser-

vice classes to minimize the SLA violation costs.

e Request delivery
> Response delivery PrOXy SLA

5 Response time maintenance

Queue for gold
Service
rate

Dispatch Application
ispatc > pp
algorithm Server

User
Session

Queue for silver
[Request [ | Request g

Rueue for bronze

Session

[Request [ [Request ]

Response

Figure 4.1. A detailed architecture for cloud server envinent

To design the SLA maintenance module, however, having ardiftiated service
rate for each service level does not necessarily mean thec&bAvork correctly. We see a

simple example in Fig. 4.2. Here, the service rate for gotphest is 200ms and the service
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rate for silver request is 300ms. Nevertheless, if gold estgicome every 100ms, and the
silver requests come every 300ms, we see that there is neiqgedelay for silver requests

and there are additional delay (an average of 200ms if fiveastg in roll) for gold requests.

From this example, we can see that the request arrival ratbecan important factor
for the services. The request arrival rate, however, is olelysdetermined by the system. It

is thus necessary to conduct prediction of the requesichrate.

Enqueue every Queue for gold Service every
B [
Enqueue every Queue for silver Service every

300 ms E - 300 ms E
- Request Blank

Figure 4.2. An example of service differentiation

The SLA maintenance module runs periodically, and we defirseperiod as &on-
trol cycle In the end of each control cycle, SLA maintenance moduleggas service rates
according to Eqg. 4.1 for all service classes in the next cbeircle. At the same time, the
proxy estimates thestimated response tinaecording to the assigned service rates. Given
that the request arrival rate in the next control cycle islmted and the service rate has been
assigned, its response time can be estimated by queueingl,,sadh as MM1 or the Gen-
eralized Processor Sharing (GPS) model [21]. The estimratggbnse time is an important
criterion to assess whether the service rate allocatiomdsessful. If the estimated response
time is close to the actual response time, it means that theest arrival rate is accurately
predicted and the service rate allocation successfullieaeh the minimization of the SLA

violation loss.

We will develop an SLA maintenance module. It is designedutpot one param-

eter, the service rate; as such it minimally affects otheduhes. Before presenting our
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SLA maintenance module, we first systematically study tienisic reasons of the system

instability.

4.2.3 System Instability: an Experimental Approach

From the general architecture of the servers, we can seé&hatinimization of the utility
relies on the accuracy of request arrival rate predictiom a&curate request arrival rate
prediction assures the successful control of request nsgtome, and hence to minimization

of the utility.

However, we should also notice thiose loopbetween the request arrival rate and the
response on the system stability. Firstly, the predictqdest arrival rate affects the response
time. This is because that the assigned service rate ireg@asa larger request arrival rate is
predicted, and vice versa. Secondly, the response timen@ects on the predicted request
arrival rate in return. This is because the request arratal of each session is determined by
the request inter-arrival time, which is comprised by thektime and the response time.
Since the response time is affected, the actual requestlarate is also affected. As the
predicted request arrival comes from the past actual réquesal rates, the prediction is

hence impacted.

Since the close loop exists, a question arises that whétbeesponse time prediction
error can reduce to zero if an error happens in request brat@prediction. This situation

would become more complex in the multi service class scenari

We conduct an experiment on IBM’s cloud SLA system. We usepsogy and one
physical server with Intel Xeon E5405 CPUs, 4GB RAM &0 RPM hard disk. We
deploy the IBM framework as discussed in Section Il. We useIBM benchmark user
request generator [99] to generate user requests. Fdrallios simplicity, we only use two
service classegold, andbronze We apply the state-of-the-art prediction technique which
however, assumes the request arrival rates in two contswaoatrol cycles are identical
(i.e., they overlook that the user requests are correl§®&) We have tried other prediction

techniques (e.g., AR(1) [21]) and observe the same probletrinsically, these prediction
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techniques focus on the prediction accuracy, not addmgs$senclosed-loop problem which

we will show shortly.

Duration | Average session numberAverage think time
about 15 min. 1 500 ms.
about 10 min. 1 400 ms.
about 10 min. 1 100 ms.
about 15 min. 5 100 ms.

We set the control target of the response time to 200ms antheuaxperiment for
50 minutes and the results are shown in Fig. 4.3. In particulardivide this50-minute
experiment into three stages. In each stage, we increasedbest arrival rate by adding
more sessions. The details are as follows: in stagé)#4 {5 minutes), the request arrival
rate isb requests per second for all service classes; in stage#a 83 minutes) the request
arrival rate isl2 requests per second. Note that the system is underloadse thwe stages.
State #3 §3 to 50 minutes) is a full loaded stage where the request arrivalisai) requests

per second.

As shown in Fig. 4.3(a), we can see prediction errors whileneeease the workloads
in the system. In the first two stages (bef@8eminutes), these errors will not change the
request arrival rate in Fig. 4.3(b). This is because theaesptime is still under our control
target in Fig. 4.3(c). However, when the response time a@lgé#se control target in stage
3 (after 33 minutes), the request arrival rate in Fig. 4.3 will be layg#lictuated by the
prediction error. This biased arrival rate unavoidablyadtice more prediction errors and
further affects the request response time. It is also woehtian that the system stuck in

this instable stage and fail to recover even afteminutes.

As such, we give a formal definition on the system stabilitye Mt theestimated
response timef theith control cycle be, and theactual response timiee of theith control

cyclet;. Also, we letA; be theresponse time estimation errandA; = |¢; — t}|. Therefore,
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we define the stability of the response time estimation excoprding to Lyapunov stability

and it is as Definition 1.

Definition 4.2.1. We define our SLA systemLigapunov stablgif it fulfil the following re-
quirement: if for every” > 0, there exists @ = §(I") > 0 such that, ifAg — 0| < ¢ , then

|A; — 0| < T, for every: > 0.

In Definition 4.2.1, we stress on the stability of the resgotisie estimation error
A;. This definition aims to restrict the response time estiamaérror within a scope, and
intuitively this scope should be as small as possible. Asidiein 1 focus on the long-term
stability, we also define thieounded errotto depict the response time prediction error in a

specific control cycle.

Definition 4.2.2. We call a service has-bounded erroif the following holds: |f‘tt—_t/‘ =€,

we say that theth control cycle has aa-bounded errar

Hereafter, we call the problem as timstability problem if the response time predic-

tion errorA; cannot reduce to zero.

This definition means thestimated response tinshould be as close to the actual
ones as possible. Such estimation has its limitations: $kienation stability depends on
the accuracy of request arrival rate prediction. For exantpe request arrival rate,,; of
the upcoming control cycle is unknown. Therefore, they havg be predicted in advance.
Here, we let\;_; be the actual request arrival rate for service classthe:th control cycle,
and \. ;.1 be the predicted request arrival rate for service ckassthe ith control cycle.
The current existed solutions for the prediction are sucﬁkg$1 = Ars [30], or AR(1)
model [21]. Nonetheless, these studies only focus on theracg of the prediction, but
neglect the close loop between the request arrival ratelanddrvice time. As a result, the

instability problem may happen, which we are going to modé¢he next subsection.
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Notation Definition

K The set of service class. In this chapter,

K ={Gold, Silver, Bronze}

A The actual request arrival rate

for service clas$ in theith control cycle.

Ao The predicted request arrival rate

for service clasg in theith control cycle.

Ly, The actual request arrival rate in next

control cycle for service clags

1 andgy, | The request arrival rate prediction error in two continuous

control cycles for service clags

[, and Ly, The actual request arrival rate in two continuous

control cycles for service clags

. andUy The service rate in two continuous control cycles

for service clasg

Dy, The utility value for service

classk, k € K.

Table 4.1. The notation table for the improved proxy aldonit

4.2.4 Modeling the System Instability

To model the system instability, we mathematically exanthme close loop between the
request arrival rate prediction error and the response. t¥Wie useK to denote the set of

the service classes akd € K. We define),; as the actual request arrival rate for the
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service clasg in theith control cycle, and ; as the predicted request arrival rate for the
service clasg in theith control cycle. Also we define the prediction eripias Eq. 4.3.
The prediction error) can be positive or negative: > 0 indicates that the request arrival
rate is overestimated while < 0 means it is underestimated. Also, we defif)eand ;.

as the request arrival rate prediction bias of service dtassthe two continuous control
cycle, andyy, is after¢,. We also defind, and L, are the actual request arrival rate for
the corresponding continuous control cycle of servicesclaand L, happens aftel,. We
also defind/,, and ., are the service rate for the corresponding continuous abeycle of
service clasg, andU, happens after,. The utility value of the service clagsis denoted

asD,.

¢ = predicted request arr. rateactual request arr. rate (4.3)

In order to model the system instability, we study the relahip between the re-
guest arrival rate prediction errors of two consecutivetiadrcycles. Assuming our SLA
system has service classes, let the request arrival rate predictir gector of the current
control cycle bep = (¢1, ¢o, ..., ¢), the prediction error vector in the next cycle be=
(11,19, ..., 1y,), the actual request arrival rate in current control cycle be (14, ls, ...1,,),

that in the next control cycle bt = (L,, Lo, ...L,,). We have the following theorem.
Theorem 4.2.1.1f user behaviors stay constant (the session number andstiethink time
do not change), there is an error thresheldxisted for request arrival rate prediction, and if

the request arrival rate is underestimated gm¢l > ¢, the prediction error will not converge

to zero.

Proof. We formulate the prediction errors of two consecutive cy@dsy = A¢, where
we useA to denote the transition matrix of the two continuous cdntseles. For the

simplification of the analysis, we assume that predictigoathm is\,;.1 = \.,;. As a

S(L-=l) _ §L 5l __ 8L 6l sl 4l (6L )

56 od o  oldp o op

result, we havel = % -
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According to Lyapunov stability theory, the sufficient anecassary condition of
stability is that none of the eigen values of matrdxhave positive real parts. Léf; be
the ith eigen value of matrix4, anda,;; be the diagonal element of. According to the
property of matrix,y "' | E; = > " | a;. To ensure all the eigen values have negative real
parts, one necessary condition is thaf | a;; < 0. As a result, the instability prerequisite is

Y pk (% — 1) > 0. After analysis, we have:

ol

5o >0 and2t: > (: according to thehree criteria in Section 4.2.1, we can easily

° g,

prove that the more the request arrival rate is predictegintbre the service rate is
allocated for this service class. Therefore, the corredpdiservice class has a shorter
response time and a shorter request inter-arrival times Séivice class hence has a

larger request arrival rate.

52Ly . 02L, _ 62Uy 62Ty 62L,, : :
® Sioo, <O 5= e sur ert According to the MM1 queueing model or the GPS

model from [21], we can easily ha\ié]% < 0 and 5;%‘“ < 0 with the water filling
theory. As the next cycle request arrival rétgis opposite proportional to the request
response timé&},, we also havd:Z: < 0. Therefore, we havei: < 0. As (;%’Z >0,

oT? 51

§2L,,
we havem < 0.

As a result, the(%’; > 0, the instability prerequisite is reduced ¥3;"_, (52 — 1) > 0 or
S %—: > n.

Therefore, if user behavior is active enough (this meansiteeage session number
is large or the think time is small enough) to assure the uppend of) """ | (;%’; > n, there
is an underestimation threshaleéxisted. If the request arrival rates are underestimatdd an

|¢| > €, the instability occurs. O
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From the close loop between the predicted request arrit@brad the response time,
this theorem proves the condition that the response timm@atson error do not converge to
zero, or in other word, the condition of the system instapilt shows that while the request
arrival rates of all service classes are underestimatedéaspecific extends, the close loop
between the request arrival rate and the response time aui#trmbring the response time
prediction error to zero. A typical instability case may lsefallows: for example, a piece
of explosive news happens, and the increase of the request| aates is larger than the
threshold, the instability occurs. This phenomenon is common in oulydigée, and drives

us to improve a stability-aware proxy.

4.2.5 Solution Space

Since the system instability comes from the close loop betvike predicted request arrival
rate and the request response time, we use the controllersa@stion to keep the system

stable.

We consider the solution space of the Proportional Intdgeaivative (P1D) [92] con-
trollers and the Kalman filter. However, we choose the Kalffiiter as the solution for our
problem for the consideration of simplifying the design.our problem, the system model
is the optimization problem in Eqg. 4.1. However, the PID coltér requires linearization
of the system model, the controller gains, poles and zera®tthe control, and they are
complicated in our problem. Compared with PID controll&alman filter is a kind of pre-
dictors that provide the estimation (the predicted reqaestal rate in our case) as parts
of the strategy to control the system. It takes the systemefriatb consideration, and this

would greatly lower the design complexity. Therefore, we Kalman filter as our solution.

There are many types of Kalman filters for us to choose frog, &alman filter,
extended Kalman Filter (EKF), Iterative Extended KalmaleFi(IEKF), and Unscented
Kalman Filters (UKF). However, as we know the traditionalidan filter is for linear sys-
tems. As it is shown in Section 4.3.4, the system functionoiar problem is not linear,

traditional Kalman filter is not the suitable one for one peoh. The other three Kalman
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filters, EKF, IEKF, and UKF are all for non-linear systems patform distinct in different

scenarios. As it is studied in [3], the EKF does not outpenfotEKF and UKF because
EKF leverages Jacobian matrix to linearly estimate the Im@ar transformation between
the state variables and the measurement variables, arsfidnaration errors are introduced.
IEKF outperforms EKF because it runs the transformatioraiteely to reduces the errors.
UKF uses unscented transformation, which is a non-linearsformation, to increase the
accuracy. Nevertheless, according to the simulationt®su[64] [65], UKF is not the best

filter algorithm while the process and measurement noiseaa@trGaussian. As in our sce-
nario, the noises come from the close loop, and these naisedbaiously not Gaussian. As

a result, we choose IEKF as the solution for our instabiliglgpem.

4.3 The Stability-aware Proxy Model

To provide a stable proxy, it might be possible to reconstiiune SLA system architecture
entirely. This is beyond the scope of the study in this chaptée choose to develop an
SLA maintenance module, where we output a single paranméteiservice rate. The dis-
patch algorithm, the control point for application senaad balancing, uses this service rate
to the servers. Such design is easy to get integrated and masraal impact on system

modification. We detail our design in this section.

4.3.1 The Design Objective

In order to improve the stability of the workload managensystem, we are going to pro-
vide a stability-aware proxy design. Basically, the sighware proxy design should fulfill

the follows.

e Optimization. The workload management in the proxy module should minirttize

total utility value most of the time.

e Stability. The proxy should be able to control the close loop betweedigiex] request
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arrival rate, and keep the response time the response timeésn error as small as

possible.

e Scalability. The system should not only satisfy three service class sosnaut also

can be easily applied in the systems with any number of seolasses.

4.3.2 Kalman Filter in SLA Scenario

As it is discussed in lll.E, we use IEKF to solve the instabiglgem. Note that, the insta-
bility problems comes from request arrival rate predictoror and the close loop between
the request arrival rate and the response time. IEKF sotvegtability problem by offering

the request arrival rate prediction as a strategy to keepytstem stable.

A general Kalman filter is as Eq. 4.4. Here, we U§@ as state variable vectors in
theith control cycle, which contains the parameters to be ptedj@andZ ) as measurement
variable vector in théth control cycle, which encapsulates parameters that aasuned and
help calibrating the state variables. Lgt) be the function between the current state vari-
ables and the previous state variables, Afd denotes the function between measurement
variables and the state variables. At lasgndv are respectively the process and observation

noises which are both assumed to be zero mean multivaritteavariance) and R.

{ X0 = f(X0D) 4w wn~N0,Q) (4.4)

70 =nXD)+v v~ N(,R)
Here, we useX ) and Z( to denote the predicted state variables and measurement
variables in the&th control cycle. According to the transition functigi ), the system pre-
dicts the current state variabl(® from the previous stat& ~1). From predicted current
stateX ) and the system functioi(-), we can also have the predicted measurement variable
Z@ _ Atlast, the differenceZ — Z() helps the system further improve the state variable pre-
diction. Here, we can see that the core of Kalman filter liele@uback adjustment between

the state variables and the measurement variables.
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Figure 4.4. The architecture of Kalman filter

4.3.3 The Stability-aware Proxy Design

We detail our SLA maintenance module in Fig. 4.5. Our SLA rtenance module has

only one output, the dynamic service rate. In the SLA maiatee module, there is a mea-
surement interface, collecting the request arrival raterasponse time of different service
levels in the previous control cycle. This information beas the input for our prediction

algorithm (the Kalman filter in Fig. 4.5), whose output is firedicted request arrival rates.
After that, the service rate scheduling module in the SLAnteiance system transforms
the predicted request arrival rate into the service ratth thie objective to minimize the loss

of the service provider.

Here, we use Kalman filters for the request arrival rate ptedh, so as to maintain
the system stable. We use separate Kalman filters for evarigselass instead of a single

Kalman filter for all service classes.

Despite an overall Kalman filter for all service classesding more accurate control
for the whole system, the reason of using separate Kalmarsfik as follows: 1) the diffi-
culty of constructing of system function for the overall Keln filter. Kalman filters require
the solution of the optimization problem in Eq. 4.1 as theéaysfunction. The current solu-
tions for convex optimizations use search methods like teetdn method, which is hardly

to be a system function for Kalman filters; 2) the overall Kaindilter lowers the scalability,
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Figure 4.5. The architecture of the stability-aware proxy

since adding or dropping one service class from the systegrsytstem function should be
reconstructed. Therefore, we adopt separate Kalman fflierservice classes, for this can
greatly lower the complexity of system construction as vasllto improve the scalability

with an acceptable cost of performance.

The algorithm in the SLA maintenance module is shown as Atigior 1, and it works
as follows: firstly, the Kalman filter for each service clasedicts the state variables,
of the next cycle; secondly, according X., and the allowed maximal service ratethe
proxy performs optimization to divide the total serviceeratto each service class. At last,
the queue for each service class receives the requests fiemscand the forwards these

requests to application servers according to the resgeasisigned service rate.

Here, the unknown functions atgitiate(-), KalmanFilter(), and Optimize(). For
Initiate(-), we may intuitively choose small values for state variabléss is because systems

are normally vacant just after boot-up (for example, theuest) arrival rate and the non-
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empty-time is low in the beginning); the functi@ptimize(), which optimizes the problem
of Eq. 4.1, can be sovled by Newton search methods; at lasfutictionKalmanFilter()
is the core part of our stability-aware proxy. To realize thection KalmanFilter() in
Algorithm 1, we have to take the following aspects into cdesation, and we will introduce

the detail design of the functioR alman Filter(-) in the next subsection:

e The definition of the state variable vectslf, and the process variable vectdy;

e The detail configuration of IEKF.

4.3.4 The Design of Kalman Filter Algorithm
In this subsection, we introduce the key function of theititgkaware proxyKalmanFilter().

Firstly, as the response time estimation is an importaritgdgarur system, we define
our response time estimation algorithm as Eq. 4.5 whichneleéhe GPS model in [30]. The
reason we employ the GPS model, but not the queueing mokelthik MM1 model, or the
GG1 model, is that these traditional queueing models (elMid1 model or GG1 model)
are only applicable for the systems in the steady state ewhé GPS can also capture the
transient behaviors from various application workload [3wever, as it is studied in Sec-
tion 11.C, the GPS model in [30] do not take request exeautime into consideration. Thus
we extend the GPS model with an extra pgér,, which denotes the request execution time
in the application server for service classHere, we also usg, ; to denote the queueing
time for k£, andT,_, to denote the service time. We lgt be the initial queue length of the
service clasg, w; be the non-empty-time, which is the duration the queue forice class
k is not empty in one control cycle, ang andy,, are respectively the current request arrival
rate and the service rate for service classv is the duration of one control cycle. In our

systemw = 20 seconds

T (Niy oo, wi) = Ty e + T o + Te
= (g + 5 (e — ) + o + Tk

WXk

(4.5)
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Algorithm 4.3.1 StabilityAwareProxy()
Input: The total available service ratge, the measurement variable vectdi, k €

{Gold, Silver, Bronze}, and the previous control cycle state varialile
Output: The allocated service rate for different service clagges

1: while k € {Gold, Silver, Bronze} do

2: Initiate(X},);

3: end while

N

. while The proxy is runninglo

5: while k € {Gold, Silver, Bronze} do
6: Xy = KalmanFilter(Zy, X},);
7 end while

8: Perform optimization for Eq. 4.1.

9 (Mg, pss ) = Optimize(p, (Xg, X5, Xp));
10:  while k € {Gold, Silver, Bronze} do
11: UpdateX, = Xj;
12: end while
13: Updatey from application servers;

14: end while

Secondly, as\;, wx, andT, . in the next control cycle can only be predicted, while

the others can be measured. Therefore the state varialite V@&, = (\x, wi, Tex)-

Thirdly, the values ofl}, A\,, andw, of the current control cycle can be observed.

The measurement variable vectotis = (Tj, Ax, wi).

Fourthly, we need to define the transition functipf) and h(-). We useX® to

denote the state variable vector in ttle control cycle. We assume that the state variables
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do not change during two continuous control cycle, thatis™) = X @, This is because
our objective is to stabilize the state variable predictmmnthe unchanging user behaviors,
but not the prediction accuracy of the request arrival rders may employ any prediction
method, such as Weiner filter [93], or Auto Regression Movivgrage (ARMA) here.
However, as a work that focuses only on the stability of thetesy, we simply assume
X+ = X@_ As a result, the functiorf(-) is as Eq. 4.6. Also, and the functidn-) is
as Eq. 4.7. Here, we let = {\,, \;, \v}, w = {wy, ws, wp}, To = {T.,4,T.., T} and
T(X) = {T,(X,), Tu(X,), Ty(X,)} (Xi = (s, wp, Te)).

f(X(iJrl)):(/\(i) w® T(i))T (4.6)

e

h(X)=(T(X) X w)? (4.7)

According to the solution of IEKF, we have the algorithm fan€tion K alman filter(-)
in Algorithm 4.3.2. The Objective of the Algorithm 4.3.2 sspresent an estimation for state
variables as a strategy to curb the instability. Here, weusedenote the iterative time of
IEKF (in our experiment we have = 4), X;, to denote the priori state variable for service
classk, andz to denote the measurement residual. Also, wedjs® denote the innovation
covariance for service clags K, to denote Kalman gain for service clasdet P, be esti-
mate covariance for service classet /{ be the Jacobian matri§§|X:Xk, and letF’ be the

Jacobian matrixL | _ .

4.3.5 The Noise Covariance Configuration

In Kalman filter, the prediction state variable adjustingerand stability contradict with
each other in noise configuration. As it is shown in Eq. 4.4ntéa filter defines the noise
covariance in matrix) and R, which are respectively the covariance of process noise and
measurement noise. According to the properties of Kalméar,filirstly, the process noise

w determines the adjustment step length. The larger thetatgms step length is, the more
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Notation

Definition

The iterative time of IEKF

The priori state variable for service

classk.

The innovation, or measurement residual.

The innovation covariance (the output of estimation

error ) for service clasak.

Ky Kalman gain for service clags

P, estimate covariance for service cldss
H The Jacobian matrige | _ ¢

F The Jacobian matrigl | _ ¢

Table 4.2. The notation table for the IEKF

quickly the state variables adjust, but at the cost of lomgethe stability, and vice versa.

Secondlyp defines the level of noise in measurement variables. A lasgservation noise

configuration makes the filter adjust more slowly, and consatly assures a better stability,

and vice versa.

For the reliable consideration, we use the classic noisar@we configuration

method. As itis introduced by [87], the noise covariancdigomationR of the Kalman filter

is generally pre-computed by offline simulation. After thva¢ haveR = (0.005, 0.40, 0.0250).

Nevertheless, the configuration of the noise covariancg isfmore complex because of the

dynamically changing process noise. To assure the syst@niitst from close loop be-

tween the predicted request arrival rates and the responeewe can assume the original

system has a very small process noise. Here, we also usefline gsfimulation to have

Q = (0.0500%,0.00102,0.0010%) to assure both stability and adjusting rate in our system.
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Algorithm 4.3.2 KalmanFilter()
Input: Previous state variabl¥,, measurement variablg, .

Output: The state variablé&,.
1. fori=1to( do
2. Initialize priori state variableX, = f(X});
3: Initialize priori estimate covarianck, = F.PFL + w;
4. Getinnovatior: = Z;, — H,(X});
5: Get innovation covariancs;, = HstH,f + v;
6:  GetKalman gaink = P, H/!'S;*;
7. UpdateX, = X + KZ;
8: Update estimate covarianég = (I — K H;,) Py;
o: UpdateX; = Xj;

10: end for

The noise covariance configuration is differed with theediéht system capacities.
Generally, the larger system capacity may require a langergss noise covariance because
the request arrival rate may change more quickly. Similargystem with a smaller capacity
may require a smaller process noise covariance, as a sroaflacity may have a smaller

request arrival rate change rate and requires a highefistabi

4.4 Performance Evaluation

4.4.1 Experimental Setup

We use six IBM servers to conduct experiment for the perforceavaluation. Three of them
are are configured as proxies, and others are applicativarsetAll these servers have two
Intel Xeon E5405 CPUs, one 4GB RAM and'200 RPM hard disk. The operating system

is Fedora 12 with the Linux 2.6.31; three application sesvemn Apache Tomcat 6.0.29
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to provide HTTP service. We implement the sub-controlleichtprovides performance
feedback on each application server with Perl 5.0 to cotteCPU utilization below 90%,
as itis used in [99]. To emulate the time consumption of aoiddtl overheads in the servers,
the HTTP responses for each requests will be performed afséeep (in our experiment,
the sleep time is set as 90 ms). Our SLA maintenance modutgiemented on Tinyproxy

[126], a widely used proxy for performance evaluation.

We use the Eq. 4.8 as the SLA violation loss function in outesys This function
is also widely applied in many other studies, such as [99][@&§l We configure different
service classes by setting the different importance vglue the Eq. 4.8. The importance
values (. in Eq. 4.8) for each service clasg, (I; andl,) are set tot, 3, and2 respectively.
For all service classes, we set the response time contgeltta®200ms for all service classes.
This is the base-line response time when our system is fodigléd. We use Eq. 4.8 as the

SLA violation function for the following reasons:

e EQ. 4.8 satisfies the SLA violation loss function critericSection 4.2.1;

e This SLA violation loss function cares about the response ttontrol target. There-

fore it is also used in the works such as [21] and [30].

e we use Eq. 4.8 as an example of the SLA violation loss functeord it can also
be replaced by other functions satisfying the SLA violatioss function criteria in

Section 4.2.1 of this chapter.

Dy(Ty) = %(Tk —di) +/(Ti — di)? + 0.5 (4.8)

In our experiment, the workloads (user requests) are gesteby IBMs private syn-

thetic workload generator [30]. The HTTP responses for eaghest will be generated after

1This configuration (control target equal260ms) indicates that the SLA system will start the optimizatio
when the system is overloaded. It gives us an observablepiant for comparison and will not bias our

conclusion.
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Round Duration Avg. concurrent session numbgAvg. think time
1 around 5 min. 5 500 ms.
2 around 4 min. 5 200 ms.
3 around 4 min. 8 200 ms.
4 around 5 min. 11 200 ms.
5 around 7 min. 14 200 ms.
6 around 7 min. 17 200 ms.
7 around 11 min, 24 200 ms.

a sleep. This sleep time is set to 90ms based on the defairigssdf the existing IBM SLA
system. Based on the basic patterns of Internet user beHdyjiohe users think time fol-
lows a truncated negative exponential distribution in ogoregiment. We run our experiment
for 33minutes as it is shown in Table 4.4.1 for the stabiliyaee proxy. The experiment is

divided into 5stages and each round costs 5 to 10minutes.

The detailed configuration can be found in the following ¢alshere we increase the
total number of sessions to introduce more workloads toytsm. Note that we also change
the total number of sections in each stage following a nomisttibution with standard
deviation of one. This is to emulate the user dynamics, sedhearandom failure, in real-
world systems. While the for the Zhangs proxy [99] and the BRiroxy [21], we only
complete the 20 minutes experiment in the first two stagesesthese two proxies crash
while the system is overloaded (e.g. the response time eéttveo system can be large than

10 seconds).

We compare the performance of proxies as follows:

e Offline optimal solution: The actual request arrival ratehe next control cycle is
used instead of the request arrival rate prediction algaritThe result of the offline

optimal solution is used as a calibration to compare thdtresdifferent schemes.
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e Stability-aware proxy: the proxy with SLA maintenance miegu

e Conventional [30]: This is currently adopted by IBM, where get (i.e., predict) the

request arrival rate of the next control cycle to that of theent control cycle;

e AR(1) [21]: This is a prediction algorithm which minimizelset squared prediction

error between next and current control cycle.

We use response time as a main measurement metric. Noteuth@imary concern

is that the response time must follow the service level agesd.

4.4.2 Experiment Results

Fig. 4.6 presents the SLA violation loss of the three sergiesses in the stability-aware
proxy. It shows the SLA violation loss of the stability-awasroxy is quite close to offline
optimal solution all the time. Specifically, in the first 20mates, while the workload is
under the system capacity, the stability-aware proxy aelsi¢he same performance as the
offline optimal algorithm. After the 27th minute and the toteorkload approaches the
system capacity, the SLA violation loss of the stabilityaa@/proxy is slightly higher than

the offline optimal results. Nevertheless, the differeraresnot larger than 10%.

To demonstrate the improvement from the current existiogyalgorithms, we fur-
ther compare our proxy algorithm with conventional proxg &R(1) in Fig. 5.4 in the first
20 minutes. We do not present the simulation results of gudittonal proxies because the
instability becomes even severe after 20 minutes and theraysccasionally crashes be-
cause some service classes starves. To provide a uniforipecmon, we only compares the
performance of the first 20 minutes. We can see that while tr&lead is small, all the al-
gorithms have the same performance. However, while aftautsl8 minutes, we can see the
SLA violation losses of current existing algorithms (contrenal and AR(1) algorithms) are
about 50% larger than the offline optimal algorithms on ageravhile the stability-aware
algorithm can also maintain an optimal level. According tow previous study, this is be-

cause the current existing algorithms neglect of the clogp between the predicted request
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Figure 4.6. The SLA violation loss of the stability-awarexy

arrival rate and the response time. To further confirm thésoa, we provide the request

arrival rates of the different algorithms and as well as #wiest response time.

To demonstrate the actual performance of the three proxiesiystly shows the re-
quest response time in each type of proxies in Fig. 4.8. E®)(&) presents the response
time of the three service classes of the stability-awargyprd/e see that the response time
normally increases with the request arrival rate. In theé #&sminutes, there is no apparent
service differentiation since the system is underload. ‘Afe @bserve an obvious service
differentiation after the last two rounds while the systesmoverloaded. To demonstrate the
improvement of the stability-aware proxy, we compare itponse time with the two tra-
ditional proxies from Fig. 4.8 (b) to Fig. 4.8 (d). We can sestable response time in the
stability-aware proxy, but in the other two algorithms aggkafluctuation can be observed

after about 14 minutes. In detail, we can see a larger fluctuat response time in the con-
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Figure 4.7. The SLA violation loss comparison of all algimnits

ventional proxy than that in the AR(1) proxy. This may be hegaof the AR(1) algorithm
is able to filter a specific level of noises. However, as AR(gpathm can only filter the

Gaussian noises but not control the close loop, the ingtal@imains in this algorithm.

The response time prediction error is an importance ooibfior stability. Fig. 4.9 (a)
presents the response time prediction error of the stalaitare proxy. We can see that in the
first five rounds of the simulation, the differences betwédengdredicted and actual response
time are generally zero. However, the slight errors are@lserved at the beginning of each
simulation round, since the slow state variable adjustrottite IEKF to assure the system
stability. After 30 minutes, we can see that the averageoresptime is more than 200 ms
and the bias is below also 10%. While in the 35 minutes, thesaeeresponse time is more
than 300 ms and the error is less than 30 ms. In general, weseaihat the stability-aware

has 10% bounded error. Nevertheless, Fig. 4.9 (b), Fig.d).ar(d Fig. 4.9 (d) compare
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Figure 4.8. The response time as a function of running tiaéb] stability-aware proxy (c)

conventional proxy, (d) AR(1) proxy

the prediction errors of the three proxies. Compared wighstiability-aware proxy, the the
prediction errors in conventional proxy can be larger thae second and that in the AR(1)
proxy is nearly one second. From this, we can see a large iraprent in stability of the

stability-aware proxy.

To make a comparison, Fig. 4.10 shows the request arrives &tthe proxy algo-
rithms. Fig. 4.10 (a) shows the request arrival rate to thieily-aware proxy. It is observed
that, in the stability-aware proxy, from the beginning oé tsimulation to 20 minutes, the
request arrival rate keeps stable. Nevertheless, request aate fluctuates sightly after 25

minutes. Also, we compare its request arrival rates to #mditional proxies from Fig. 4.10
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Figure 4.9. The response time prediction error, (a)(b)istglaware proxy (c) conventional

proxy, (d) AR(1) proxy

(a) to Fig. 4.10 (d). Comparatively, between roughly theeséfr minute to the 20th minutes,
the conventional proxy and the AR(1) proxy have a more vibgatequest arrival rate since
these two types of proxies are unable to control the instaloused by the close loop. To
further demonstrate how the IEKF controls the system stabive present the comparison
of predicted and actual request arrival rates in Fig. 4.1d..411 (a) (b) and (c) respectively
show the comparison from the service class gold, silver aodze. In general, we can see
that in the first four rounds, the actual request arrivalsaggnain stable and the predicted
request arrival rates quickly converge to actual ones andtena stable. Besides that, in the

last three rounds, the actual request arrival rates fluetuatgradually converge to the pre-
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Figure 4.10. The request arrival rate comparison (a)(l)jlgtaaware proxy (c) conventional

proxy, (d) AR(1) proxy

dicted request arrival rate, since the predicted requastbrates act as a strategy to control

the system stable.

We further show the overhead of the application servers.&if presents the CPU
utilization of the simulations. Similarly, we can see tha stability-aware proxy is able to
keep the CPU utilization stable in the first five rounds. Inl#s two rounds, the application
servers reach the control target at 90%, and the CPU uidizdluctuates slightly around
the control target. However, compared with the the stgbdivare proxy, the conventional
proxy and the AR(1) proxy can only remain CPU utilizationbdain the first three rounds

and in the fourth round, we can see an obvious CPU utilizdhimtuation around 77%, this
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Figure 4.12. The CPU utilization of the application servers

indicates the instability in the request arrival rate insthéwvo types of proxies. Also, from

this we can see that the instability hampers the full utiicraof the servers.

45 Conclusion

In this chapter, we noticed the stability problem in the ssdial job scenario, and aimed

at minimizing the total SLA violation loss under the consteal system resources. We first
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found that the system instability comes from the close loopact between the predicted re-
guest arrival rate and the request response time. We egdlgath instability in experiment
and model the root cause of the instability. We proposed l@lgyaaware proxy based on
IEKF to minimize the SLA violation loss as well as to stalalithe system under the SLA
constrain. Our design only needs to plug an SLA module torathstems, and minimally
affects other parts of the systems. In experiment, we fobatdur scheme can maintain the

system stable and achieve the minimization of the SLA vioteloss.
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CHAPTER 5

MINIMIZING THE BILLS OF CLOUD SERVICES BY MULTI-PROVIDER

SELECTION

5.1 Overview

This chapter study on the deployment of the Internet apipdioa on cloud servers according
to different scales of the user traffic. In detail, we preseonbst-efficient scheme to deploy
Internet applications on the cloud servers. We choose theldervers from different service
providers. The essence of this idea is to leverage the difteates of allocating resources in
different service providers, to cover the different reseurequirement of different modules

in one application.

The organization of this chapter is as follows: Section Se&pents the definition of
the problems as well as their complexity analysis for thigpthr; Section 5.3 proposes the
algorithms for the problems; In Section 5.4, we show the atmn evaluation for our algo-
rithms; Section 5.5, we presents a real experiment, whemepky a real MMORPG game

in the cloud server for performance evaluation; finally ®ec5.6 concludes this chapter.

5.2 The Problems and Complexity Analysis

5.2.1 The General Problem

In this paper, our focus is only restricted on the deploynwénirge scale server clusters,
since the deployment of server clusters is more complex hadpayment is not subtle.

Besides that, migrating parts of application server chgste the cloud takes also quite an
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important part of laaS business, such as [110] [111]. Tleeeive have these assumptions

for the study in this chapter.

1. We neglect price of the software that perform uniform nanmg or deployment
among different service providers. There are differentstedth varied prices, and
there are also free and open source ones. Besides that,ftivareois also charged
quite differently from cloud services. Generally, onceytlage bought, they can be

used forever, as compared to the cloud servers are chargeitilgno

2. Therefore we assume that each server runs one applicatme this is common in
the server clusters for the consideration of caching andéttering the maintenance.
Typical examples are such as the web servers and game sdrveletail, it is com-
mon that the web server clusters separate the distribufidifferent contents (such
as pictures, texts, and videos), and the delivery of diffeegplication services into
different servers [116]. Game server clusters separaitedifferent functions, such as

login, game logic, billing, and database services, intted#int servers [94].

Assume that there aré service providers. From the cloud service provider point
of view, aservice instance; is a virtual machine provided by a service provider
[0, £ — 1] with a set of resource and a price. Assume there are types of resource
such as CPU, RAM, storage, ete; can be illustrated by a vector of resource, and=
{roj, 4, -+ ,70—1;}, Wherer;; denotes the amount of resource tyiplr instance;j. We
assume that there is a special service instapee {0,0, - - - ,0} with cost 0. This indicates
that the service provider does not provide any service. mgseach service provider hag

service instances and = > ' .

From the user point of view, the users usually care how manguwwent users are
needed for their applications. Typical examples are [11Q]Jl], where enterprise users
construct laaS solutions according to the number of coratiwnline clients. Assume an
enterprise needs to accommod&teconcurrent users and there a¥é applicationsB =

{bo, b1,...,bar—1}. Without loss of generality, assume each user activatesapphcation
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at a time. The cloud maintains osessiorfor each online user. In [80], it is demonstrated
that the sessions of the same application consume roughbl eesource and the resource
consumption on one server is as Eq. 5.1. @gtbe the resource consumption for applica-

tion b, under service instance More specifically©;; = {9(1) 6 9(0)}, whereegf)

ij »Yig o Vi

denotes the resource consumption of resokrasing service instancgfor each session of
application:. According to [80], certain basic resource is heeded fohesrvice instance
to run software supports and the application, even if thereisession running. For exam-
ple, the software supports for the web applications may bd_thux and Apache Tomcat,
and both these softwares consume CPU cycles, RAM, and staaguacities. We define
A;; as the basic resource consumption of applicationder service instangeand we have
Ay = {al),al,....al}. Also, we letG(i, j) be the maximum number of sessions of ap-
plication: that can be concurrently handled in service instahc@/e have Eq. 5.1. Here
agf) and@z(j’?) follow distributions. In real deployment, users may chotbeeaverage value of
af.f) andeg?) to cover the average requirement. However, in our paperdeardo assure the

system resource can cover the consumption in all cases,medsz) and@z(f) respectively

to be the maximal values of the distributions.

Aij +G(i,7) x 0 < 75 (5.1)

A user can select multiple service instances from a serviogiger [. For each
service instance, the user can select multiple copiess La@enote the number of copies of

instancej. A Multi-Provider Selections an assignmer = (sq, Sa, ..., Sx)-

Definition 5.2.1. The Multi-Provider Selection Problem (MPS): Given a requient ofcC
users which will run)M applications, find a Multi-Provider Selection, such thag¢ #ost is

minimized and Eqg. 5.1 holds.
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5.2.2 Two Variants of MPS

We design the MPS problem as general as possible. There adii®nal constraints. We

discuss two MPS variants, one in the service provider sideoae in the user side.

1) Special price strategies from the service providers

For promotion, cloud service providers have package sdlbs.general principle of such
plans is that with the same price, user can receive more mestlian he purchases service
instances individually by buying a wholesale (usually bigh example of package sales is
from GoGrid [114], with sale plans of “Professional CloutBusiness Cloud”, “Corporate

Cloud”, and “Enterprise Cloud”.

More specifically, IeC}’ denote thejth wholesale price of a service provider. The
amount of resource for this wholesalerf$ = {rg;, 71, -+ , 751, }. Then for any combina-
tion of individual service instances of this service pr@ridvith a combined cost @f and
the combination resouree we haveC < C}” = 7 < 7;*. Herex indicates that for each type
of resource; in 7, r; < ri%. This means that to get a certain amount of combined respurce
purchasing from a wholesale has the minimum cost. We calMBR& problem that must

satisfy such constraint as MBS

2)Special user requirement

The users also have extra constrains. For example, somieatppis require that the ser-
vice instances come from the same laaS vendors. A typicahgbeais that suppose an
online game company is considering employing the laaS to $eygices for ten thousand
online players. Among several types of different game ssribere are two applications,
the game gatesand game serversrequiring low latency and high throughput in commu-
nication between them. This is because the game gates dut gsaxy of game servers.
High communication latency and low throughput will causempaser experience. To min-

imize the communication latency and to maximize the thrauglof the two applications,
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it is suggested to choose service instances of the two tyfgsplications from one service

provider.

More specifically, assume there asegroups of applicationsz;;,, m;;,, ..., where
i € [0,w — 1]. Each group of applications must use service instancesthermame service

provider. We call the MPS problem that must satisfy such taimg as MP%.

5.2.3 The Complexity of MPS

We will show in Section 5.3.1, thati; andG(i, j), i.e., the price and the maximum number

of sessions, are correlated, we can develop an optimaieolut

The general MPS problems are NP-hard as follows.

Theorem 5.2.1.MPS is NP-complete.

Proof. We reduce MPS to Minimum Set Cover problem which is proveretdlB-hard [41].
The Minimum Set Cover problem is as follows. There is a fingeSsand a collectiorC' of
subsets, and we need to find a set coverstday a collection ofC” C C that every member

of S belong to at least one subset@fand the cardinality ofC’| is minimized.

For each instance of the Minimum Set Cover problem, we coasan instance of
MPS as follows. For each elemegtof the finite setS, we create a resource type For
each subset; € U whereu; = [so, 5,1, . . .|, we create a service instance= [ro;, 1, . - .|
wherer,; = 1 if resource typet is created ory; = 0 if resource typé: is not created. The
cost of; is equal to the number of resource type that are created ifosénvice instance.
In each cased;; = {a\,a},...,a?’} and for any value of, j, ando, ) = 0. For
0, =1{0,60,---,6.}, for any value of, j, ando, 67 = 7.2,

We can see that the instance constructed is a subset of MB®prand if MPS can
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be solved in polynomial time, we can directly get the optiedinality of the Minimum

Set Cover problem. Therefore, MPS problem is NP-hard. O

We can also easily prove that MP&8nd MP$; are NP-Complete as the MPS problem
is a special case of MR&nd MP$S: problems

5.3 Algorithms

5.3.1 An Exact Algorithm for the Special Case

We first develop an exact algorithm for the MPS problem in ecspease where; and

G(i,j) are correlated. The correlation is defined as 1) for eaeh 1,2,.... M andj =

1,2,...,N =1G(i,j) < G(i,j +1); 2) ¢; < ¢;41 and 3)9(5']7” < g(jfl”. Intuitively, this
means that higher price service instances have a largecseapacity and the larger service
capacity the customer have purchased, the higher disdogiotistomer can enjoy. This kind
of quantity discount is a common promotion strategy, sucthasricing of GoGrid laaS

cloud [114]. We believe these are meaningful for some prakéipplications.

We first present an important attribute of the MPS problenhandpecial case. We

have the lemmas as follows.

Lemma 5.3.1.1f z7; is the optimal number of service instangcselected for applicationfor

the MPS problem satisfied with the ‘quantity discount’ agstion, the following inequality

. . * G(i,j+1)
holds: forj =1,2,.., N — 1, z; < | ) |

G(i.)

Proof. Suppose for the sake of contradiction that we haye> | | for some index

j < N —1, and letz}, be a number large enough to @j.vzl G(i,j)xy; > K. For this, we

g(ik+1 .
(g(i,k) M, andzipr = @, + L.

construct a new solutior;y, 2z, ...z;y, andz;, = xj, — |

For otherj # k ork + 1, z;; = x;;. Therefore we have:
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S GG )z =30 G )y — Gli k+ 1)—

(5.2)
G(i,k+1)
G(i, k) G Z;:) Z] 1 G, j)xi; > K
and according to the assumption of ‘quantity discount’, \aeeh
N N G(i,k+1
D jm1Gi%is = D Gy — Chp1 — C (g(z k)) (5.3)
N
<D e G
Thereforer;; > L%j is not the optimal solution. O

Lemma 5.3.2.1f x|, x5, ..., x5 IS optimal for applications of an MPS problem, we either

havez;; = |gp] oraf; = [ (”)1 wherej = 1,...,N andny = K andn,;_y = n; —

(Z J)

G(i, j)xy;. Kis the required concurrent user number.

Proof. Obviously, we haver}, < (g(?iN)}. Now suppose for the sake of contradiction

that 27y < Lg(’;iN)j. With Theorem 2, we havej; < L%J. Equivalently, we get

* G(i,j+1) G,y +1)
zy; < [Fgi ) — Loandzj; < 5=+ — 1. Therefore

S Gl d)wy < 3005 G )ay + G0, N) (s — 1)
< VG, gy + (K - G, N)) (5.4)
=G(i,N) = G(i,1) +n; — G(i, N) = K

The constrains are not satisfied.

O

We develop MPS-Special() to find the optimal solution for $pecial case. Follow-
ing lemma 5.3.2, its procedure is: 1) for each applicatiome sort the service instance in

ascending order by the value 85‘;%) 2) we recursively use Lemma 5.3.2 to generze
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Algorithm 5.3.1 MPS-Special()
Input: C, R, K, O, A.

output: C*V

opt fOreachi =1,2,... M

1: fori=1toMdo

2: forj=1to Ndo

3: initiatex;; = 0 for all ¢ andy;
4: Calculateg(i, j) = Max{Miny, Le—jfi |,0}
5: pij = %Jj)
6: Sort service instance j by pricg in an ascending order.
7: initiate 1), = enlgiay] + 1
8: initiate min_item = —1;
9: initiate cost = 0 andn’ = K
10: forj=Nto1do
11: number = ’—Q(T;:j)—l
12: if cost + number x ¢; < Cé;?t then
13: Cé;)t = cost + number * ¢;
14: min_item = j,
15: end if
16: cost = cost + (number — 1) X ¢;
17: n' =n' — G(i, j)(number — 1)
18: end for
19: end for
20: end for

solutions; and 3) we choose the one with the least cost. e d¢bmplexity of the sorting
is O(MNlogN) and the choice selection (without sorting partyi&2A/ N). The detailed

algorithm and analysis can be found in Algorithm 5.3.1.
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5.3.2 FPTAS for MPS

We develop a Fully Polynomial-Time Approximation Schem®TAS) for MPS. In other

words, we achieve él + ¢) approximation algorithm for MPS.

The intuition of our algorithm is as follows. We divide sagiinstances into two

@)
>%nin and the eval-

groups, 1) the service instances with a cost that is less’th@h = —»in
uation proof is given in Theorem 5.3.1); we call this gragmnd 2) otherwise¥. We
conduct dynamic programming to compute an optimal solut\th minimum cost for all
the service instances in grodp We call this algorithm LargeDP() (see Algorithm 5.3.4).
We then use greedy algorithm to cover the unfilled space ingta We call this algo-
rithm SmallGreedy() (see Algorithm 5.3.5). Finally we can#the two costs and achieve
our approximation. The essence is that for dynamic progriaugin ¥, we can bound its
computational complexity (running time), and for greedyaasithm in), we can bound its

accuracy.

The inputs of Algorithm MPS-FPATS() (see Algorithm 5.3.28 4, R, K, ©, A, B,
and the deviation from the optimal castHereC denotes the set of prices from all service
instances ¢y, cs, ..., cx }, R stands for the resource set of service instafeesr, ..., 7y },
© is the matrix comprised by afl;; and A is the matrix comprised by all,;; wherei =
1,2,....,M andj = 1,2,..., N. The output is the optimal cost for each applicatioﬂ?(ggt.

This algorithm is comprised by three subroutines:

e An algorithm to compute’"”

main?

which is the estimated lower bound of the optimal cost

for applicationi;

e A dynamic programming algorithm for the service instance¥i We define this

subroutine as LargeDP();

e A greedy algorithm to compute the total minimum cost by cowgethe unfilled con-
current user space from subroutine LargeDP(). As well, wimeehis subroutine as

SmallGreedy(). The details are as follows.
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We first develop function LowerBound() shown in Algorithn83R. The inputs are
C, the cost of all service instancek;, the number of usersj, the matrix that contains
G(i,j),1 =1,2,... M, = 1,2,...,N, andG(i, j) is the maximal number of applicatian

users allowed by service instangehe application séi;. The output i=o")_ the minimum

cost of the optimal construction price for applicatianslote that from Eq. 5.1, we can com-
puteG(i,j) = max{MmlngOLr’“‘;#J,O}. In this function, we use the greedy algorithm
to approximate the lower bound gf the construction cost fiiaations.

We then develop function LargeDP(), the dynamic prograngnailgorithm, for the
service instances in group in Algorithm 5.3.4. The inputs aré, the vector of costs of all
service instances, the number of userg; = “C% J = % b;, theith application;
andg, the matrix that containg(z, j). Function LargeDP() firstly calculates the scaled price
q; for each service instance The scaled price; (¢; = [575] x 2%) is used instead of
the pricec; for service instancg to do the dynamic programming. The output is the table
T for the dynamic programming, which contains the dynamigpronming results. These
results are triple$Q, W(Q), C(Q)}. Here,Q is the scaled price of one solutioi(Q) is
the associated number of concurrent sessions allowed ®gohition with scaled price,

andC'(Q) is the actual price fof).

We then develop the greedy algorithm for the service ingséy), and it is shown
in function SmallGreedy() of Algorithm 5.3.5. We use greedigorithm to cover the unfill
space for each solutiof), W(Q),C(Q)} in 7 and we let the cost for the unfill space of
item{Q, W (Q),C(Q)} besp(L-W(Q)). The optimal cost for applicatioir,lC(EQt IS minimal

total cost ofp(K — W(Q)) andC(Q).

Theorem 5.3.1.LetC be the cost from algorithm MPS-FPTAS() afitibe the optimal cost,

we haveC' < (1 + ¢€)C*.

Proof. For each application here we leC} be the optimal cost for the MPS problem, and

let C¥

min

be the lower bound for the optimal caSt. Besides that, we also lefw) denote
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Algorithm 5.3.2 MPS-FPTAS()
Input: C, R, KC,0, A, B, .

Output: for each application requiremeh)t the optimal solutlorC(S;t,

1: fori=1toMdo

N

for j=1toNdo

<
4:  end for
5: C’T(:LG = LowerBound(c;, K, G(i,7),b;)
exC) 2xc)

6: T: mzn’J: mzn;

7 for j=1toNdo

8: if ¢; > T then
9: 7=,

10: else

11: J—=;

12: end if

13: end for
14: T: LaTgeDP(bl',C,lch7 J7\I[7g)’
150 CY = SmallGreedy(b;, G(i, 5), ¢;, T, ¥);

op

16: end for

the cost forw concurrent users from the SmallGreedy() for applicatione letC® denote

cost calculated by MPS-FPTAS() of applicationVe have the equation as Eq. 5.5.

oW = min,w,c)eT{JQ + ¢(K — W)} (5.5)
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Algorithm 5.3.3 LowerBound()
Input: C, IC, G, b;.

Output: o

man

1: Initialization:

N

. for j = 1to N do

3: pj = —g(Z;J);

4: end for

ol

. Selectj’ wherep, is the largest among; andg (i, j') < 2K;

[p%} X cji;

For the optimal resulf’’, we suppose thé‘f’ is the cost from and the associated
supported number of concurrent userwg) and the scaled pric@(lf), anng) is the cost
from the and the associated supported number of concurrent uséVé”is As @ and
W are the optimal solution from the LargeDP() of MPS-FPTAS(g have) < Q(LZ') and

W > W, Therefore, we have Eq. 5.6.

CO < JQ+p(K —W) < JQY + p(K —W). (5.6)

Besides that, we can have Eq. 5.7

g) +cY (5.7)

¢ =Cp +09 > J@Q) — =

7

From Eq. 5.6 and Eq. 5.7, we have

CO —Cr < JQY + o(K — W) —J(@QY - Sy — ¢f 59

= ¢(K = W) - CY +4C;
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Algorithm 5.3.4 LargeDP()

Input: b;,C, K, T, J, V¥, G.
Output: Table7.
1: Initialization:
2: for j =1to|¥|do
3: k = |log, %J, ¢ = LWJ x 2k:
4. Pj = %J)

5: end for

o]

: T «{0,0,0};

~

: while drop ing; do

8: For eachy;, select;’ with largestp;

10:  for I =1tolog,[2] do

11: ¢\ = 2q, G = 2'G(i, 5')

12: for each@’ in Table7 do

13: if W(Q' +4q%) < W(Q)+ 6" then

14: W(Q +aq)) = W(Q) +G,;

15: Update7 « {Q’ + q](-f), wW(Q + qﬁf)), (@ + qﬁf))};
16: end if

17: end for

18: end for

19: end while

Becausek —W < K —W/”, and if theSmallGreedy() exactly fills all the( K — W)

concurrent session space,we hay& — 1) < Cg). We further have)(K — W) —T < qui).
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Algorithm 5.3.5 SmallGreedy()
Input: b;, G, C, T, . Output: the optimal solutiorC”

opt?

1: Initialization:

2: for j = 1to|y|do
3: pj = —g(ci;j);
4: end for

5. Selectj’ wherep. is the largest among;;
j 0

; : - .
6: C(Ep)t = Mingo,w@).c@rer{C(Q) + max{o, %}},

As a result, we have

CO —Cr < g(K —W) = C§ + 4¢;
=T+ 4C; <eC} (5.9)

— CW < (14 ¢€)Ct

Therefore, for all applications, we haté< (1 + €)C*. O

Theorem 5.3.2.The complexity of algorithm MPS-FPTAS(Y$M (N + %))

Proof. For each applicatiof) the time complexity of algorithm MPS-FPTAS() is determdne

by LargeD P() andSmallGreedy().

LargeDP() is a process of dynamic programming, which can be dividesldifter-
ent iterations. In each iterations, the service instandstihie scaled profig; are considered
for the final solution. Therefore, the time complexity irgeD P() is determined by the
size of tableT, which is bounded by the size of the scaled profit space, amantximal

copies of service instancésr computation (e.g. we consider using one service ingtanc
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j as one copy of service instance, and consider using one anddwice instanceg as
two copies of service instances). We let the size of tgblbe H;. As it is bounded by
the scaled profit spacé]; = L%J x 28 < 07 < & (wheres = [log, %J). We let the
maximal copies of service instances usedfarge D P() be h;. Obviously, the copies of
service instances are determined by the number af oflues and the number of copies

for eachg; values. The number of; values obtained froma; interval (287, 2817 (here

k = |log, #]) is at most% — 1, independent ok. The number of copies i@ priced

¢; can be contained in feasible solution is at mp%J = 5. Therefore, we have
J

the total number of copies of service instances considereddrge D P() is bounded by

hy <23+ 32+ +72,.)=5%01+

€ Ve 2Xe

+ ...35,...) < 1. Finally, we have the time

N[

complexity of Large DP() is O(H; x h;) = O(2).

€

We can easily have the time complexity of SmallGreedy(){sV). Then for each
application:, the time complexity i£)(22 + V). For M applications, the time complexity if

O(M(N + 1)) 0

5.3.3 A Greedy Algorithm for MPS

Our approximation algorithm provides a bound for the MPSofem. It may have a large

running time ife is small. As such, we introduce a fast greedy algorithm.

The details of our greedy algorithm are in Algorithm 5.3.6 ave name it as MPS-
Greedy(). The essence is that for each applicatjomwe recursively pick up the service
instance;j with the highest ‘session number-price’ rajig = %]J) to fill the unsolved
concurrent user space, until all the concurrent user nusndseapplication; are satisfied.
The greedy algorithm solves a typical MPS problem in the wormplexity (the choice part,
without the sorting part) o) (M N), whereN is the total number of service instances and

M is the number of applications.
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Algorithm 5.3.6 MPS-Greedy()
Input: C,R,K,0, A

Output: for each application requiremeyt the optimal solutionﬁé;)t,

1: fori=1toMdo

2: for j=1to Ndo
3 initiate z;; = 0;
_ (k)
4: CalculateG (i, j) = Max{MinkL%j,O}
S Pij = %f)
6: end for
7. 0, =0,C=0;
8: while n; < IC do
9 choosej with largest value op;;;
10: T = Round(g"(;?)é);
11: ns =n; +xy; < G(i,j);
12: Cé;)t = Cé;)t + ¢jwij,
13: removej from the service instance of
14: application requirement

15: end while

16: end for

5.3.4 The Problem with More Constrains

We then develop two algorithms for MR@nd MPS:.
1) The MPSs problem

We can see that the differences between MBE&d MPS lie in the wholesales pro-

vided by some laaS vendors. Here, suppose in the Mi*&blem, there aréd/’ wholesales
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Algorithm 5.3.7 MPS-S()
Input: C, R, KC,0,A,B,Q

output: C”

opt

foreachi = 1,2,..M

1: {R", 0", A¥,G"} = KnapSackForSalePacket (2, B);

2. {C}.  C> cM

min’ T Y min

= algorithm(CUCY, RURY K,0ueW Au AV B),

in all service providers. Here we lgt denote the sequence number of wholesales and let
G"(i,j") denote maximal number of concurrent users allowed by thdeshte;’, and let

Cj/ denote the cost of wholesagjé Similarly, we also defin®;’, as the amount of resource
consumed by one user of applicatiom wholesalgj’, and A}, be basic resource consumed

by application: in wholesalej’.

Therefore, for each applicatianwe divide the procedure of solving the MPgrob-

lems into the following two steps:

o firstly, for each wholesal¢’ we calculate a combination of service instances, and this
combination should have a maximal valuedf(i, j'). According to this combination,

we haved;), and A}, for each wholesalg’;

e secondly, since we ha¥g!}, and A}, for each wholesalg/, we solve the problem using
algorithm(CUCY, RU RV, K,©0 U B0Y, AU A", B), whereC” = {c\',cy, ..., },
RY = {r{,ry,...,rx: }, © is comprised byoy,, A" is comprised by4’,, andr}; is
the j'th set of wholesale resource (here= 1,2,...,M andj’ = 1,2,..., N’). Here

algorithm() can be chosen from MPS-FPTAS(), MPS-Greedy{llBS-Special().

We present the algorithm for MR3$n Algorithm 5.3.7. The input variables of MPS-S() are
C, R, K, 6, A, Band(). 2 denotes the set of wholesales provided by all laaS vendors,
andQ = {Q,Q,,...,Q,}. Here(, denotes the wholesales provided by laaS verdord

Q = {R,C,C/" R"}. Here, the sef?, denotes the set of the resource of the service
instances in laaS venddy C; denotes the set of the service instance prices in vehdor
Besides that}” is the price set of the wholesales provided by veridandR}’ is the set of

wholesale resource of all service packets of veridor
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Function KnapSackForSalePacke&ttalculates the combinations of service instances
allowed largest number of concurrent users for all whoksssdh our case, we use Knapsack
algorithms to find the combination of service instances,ciwtgupport the largest number
of concurrent users, under the total wholesale resourcsti@an. As the Knapsack prob-
lem is widely studied, such as in the book [54], the algoritkmapSackForSalePackeiy(is
not discussed here. In our thesis, we use greedy algorithidrfapsack problem to solve

KnapSackForSalePackeiy

The complexity of the algorithm for MRSoroblem lies in the function algorithm().

Typically, if we choose MPS-FPTAS(), the complexity of MB®-isO(M (N + N’ + 4)).
2) The MP&: problem

Without loss of generality, we assume the application negoents indexed frorh
to M, are independent. We assume therecaggoups of applicationsz;;,, m;;, , . . ., where
i € [0,w — 1]. Each group of applications must use service instancesthersame service
provider. To solve the problem MRSs a subrouting of MPS problem, we follow the steps
as follows: 1) we solve the costs for independent applicatguirement indexed froml
to M, by the algorithms for MPS problem; 2) For each group of depahdpplications,
we solve the problem recursively solve algorithié”, RO, K, 000 A BY) from ] = 1
to £, and choose the one with the lowest cost for dependent apiplicgroupi. HereC" is
the set of the price of all the service instances from vend®&f’ is the set of the resource
of all the service instances in vendi©™ denotes the set of resource consumption from
each applicatiomuser in each service instance in ventjot®) stands for the basic resource
consumption set of applicatiarof each service instance in vendpandB} is theith group

of constrained applications. We present the algorithm f&x3vlin Algorithm 5.3.8.

The complexity of MPg is also bounded by the algorithm complexity selected for
function algorithm(). Typically, we suppose the largestsx instance number in one ven-
dor is N/, and we use MPS-FPTAS() for algorithm(), the time complegitsolving MPS:

isO(M (N + %) + wL(N/ + &)).

108



Algorithm 5.3.8 MPS-C()
Input: C, R, K, 0, A, B.

output: C”

opt

foreachi =1,2,...M.

1: fori=1to M, do

2: CY = algorithm(C, R, KC, 07, A’ b,);
3: end for

4: fori=1towdo

5: min_cost =+o0;

6: forl=1toL do

7 {c},c, ...Cle} = algorithm(C®, RV K,

8. O Al pBw),

9: if ©,C!; <min_costthen

10: {Citins Cizins - Coin} = {Ch Clay .Cly }
11: min_cost ="t CL;

12: end if

13: end for

14: end for

5.4 Performance Evaluation

5.4.1 Simulation Setup

In this section, we compare the costs between multiple gemstrategy and single vendor

strategy for MPS, MPSand MP$ problems with the following algorithms.

e Greedy
e FPTAS

e Single vendor best
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We consider vendors in three different scales: large, rmedind small. We suppose
the large scale vendors have 50 service instances, the madale vendors have 20 service
instances, and the small scale ones only have ten. In outationy to reduce the simulation
in each step, we construct the laaS vendors as follows: weheddumber of vendors ten
by ten, and in each added ten vendors, there are two large ssadlors, five medium scale

ones, and three small scale ones.

Each vendor may also have service instances in diffesentice series Here, we
define aservice serieas a number of service instances with a resource compaasanFor
example, all service instances with the resource compareer;.r,:r3 = 1:2:3 belong to
the same service series, while the service instances wittpaoson rate-:r;:r3 = 3:2:1

belong to another.

We construct the service instances of laaS providers asafsll We simulate both
one-vendor-one-service series situation and one-vemadti-service series situation. For
laaS providers, we randomly generate the service seridsthan create different numbers

of service instances accordingly.

We simulate that the number of types of resources in eaclicegnstance is 10 in
our simulation. Each type of resoureéhas a scope of number ranging fraf,, H,]. In
our simulation, we randomly let the scope of the five typessburce bél, 1000], three of

them range fronjl, 5000], and two of them within the domain ¢f, 8000].

We assign the price of service instancas Eq. 5.10. We let the price of the service
instancej linear to the number of each type of resouiagith a constant coefficient;. To
reasonably increase the randomness of the price, we sufipopeces of service instances
are with a random number This pricing regulation is widely existed in the laaS seevi
providers such as Amazon EC2 [112]. We randomly chog&®m the integer ranging from

1 to 20, and we intuitively lef follow the distribution/V (0, 2).

cj = Z% X 1 4 0. (5.10)
i=1
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To acquire the knowledge of the appropriate circumstararadifferent MPS solution
algorithms, we vary the parameters as follows: the numbéaa® vendors, the number of
applications, as well as the number of required concurreaitu If it is not specified, we by
default set the number of laaS vendors as 30, the number t€aippns as 20, the number

of types of resource as ten, and the number of required crerdursers as 2000.

In our simulation, we suppose that, for each applicatioa,rdsource consumption
in each service instance per user is the same. Thﬁfﬁs,: 6> and a§j.> = a” for all
j=1,2,...,N. We generate the resource requirement of each applicamusding to the

following rules:

e We randomly chooséfo), which denotes the number of resousceonsumed by each
user from application, from the range of0, 0.9] times of the lowest bound of resource

o, L,.

e We assume that in our simulation, different applicatioregunes different amount of

resource for each user. Thatis, fori, = 1,2, ..., M, if i; # i, 9§f> + 0L

12 !

e We randomly chooseg.’) [1,10] times of0§°). Admittedly, the upper bound of the
random number can be freely given. We set them respectioehet0.9 and 10, in
order to protect the resource requirement of applicati@wsgonot able to be fulfilled

by any service instances.

5.4.2 Simulation Results

1) MPS problems: We consider the situations that there agergively 200, 2000, and
10000 required concurrent users. In each situation, wialiyitet the number of laaS ven-
dors be ten, and each time we add ten vendors. Fig. 5.1 psdbentomparison of the costs

of different algorithms.

Specifically, Fig. 5.1 (a) presents the situation of prawservices for 200 concur-

rent users. We can see that compared with single vendoegyrahultiple provider strategy
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Figure 5.1. The costs of hosting the servers, ranging bgmifft number of vendors
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can save the costs of hosting the service by roughly 80.08m(fr9 x 10° to 1.1 x 10°).

In detail, we can see the first 30 vendors in multiple provitestegy greatly lower cost of
hosting the service by about 85.4% (frdm x 10° to 1.1 x 10°). Compared with that, we can
see that the price of constructing the cloud service to the@enumber in the single vendor
strategy is not as sensitive as that in multiple provideatsgy. Compared with only one
vendor, 100 vendors only reduce the cost by about 20% (frdnx 10° to 5.9 x 10). This

trend is also similar in Fig. 5.1 (b) and Fig. 5.1 (c) while teguired concurrent numbers of

users are respectively 2000 and 10000.

While comparing performance of greedy algorithm and the A& algorithm, we
can see a quite different trend while comparing Fig. 5.1 ({#) fxig. 5.1 (b) and Fig. 5.1 (c).
In Fig. 5.1 (a), we can see that if vendor number is 200, FPFAS).1 enjoy overwhelming
advantages compared with greedy algorithm. While the numbeendors is 100, we can
see that the approximation algorithm= 0.1 can save 11.4% costs from the greedy algorithm
(from 1086221.4 to 965182.). Compared with that, the FPTA® e situation with 2000 or
10000 concurrent users do not have such large advantagaesedued cost is below 0.1%.

The FPTAS = 2 and0.5 even perform worse than the greedy algorithm.

To further analyze cost saving of the multiple providertstyg, we consider multi-
service series per vendor situation. We extend each laa®venth more than one service
series. We definpercentage of saved cost the multiple provider strategy in Eq. 5.11.
Fig. 5.2 presents a percentage of saved costs of the myptipléder strategy as a function
of the number of service series per vendor. It is observetiiealarger number of service
series in one vendor, the less percentage of saved cost dooneshe multiple provider

strategy.

costs of single vendor

percentage of saved cost = -1 (5.11)

costs of multiple providers

To provide a detailed analysis on the differences betweerPABPalgorithm and
greedy algorithm, we compare greedy algorithm and the FRTAS.1 in Fig. 5.3. Fig. 5.3
(a) presents the differences of the costs generated byygeeeldFPTAS = 0.1. We can see
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Figure 5.2. The percentage of saved cost of multiple pro\attategy

that no matter how large the number of required concurregrisus, the difference between
the costs fluctuates aroufidk 10° US cents. However, the total expenditures increase as the
number of required concurrent users increases. Fig. 5sh(s the percentage of the costs
saved by FPTAS = 0.1 from greedy. We can see the advantage of the FPTAS algorithm

decreases and near zero when the required concurrent usbenis 2000.

We also assess the computation overhead of the FPTAS algawsiith different value
of e for the 30 vendors and 2000 concurrent users. We show thewtatign cycles as a
function ofe in Fig. 5.4. We can see that whenr= 0.01, the computation cycles are over 60
seconds, even & = 0.2, the computation complexity is also over 2.2 seconds. Coatpa
with the greedy algorithm with a time complexity 6f( V), the FPTAS algorithm is with a

much higher time complexity.

As a result, we summarize that, we may choose FPTAS algoffitihrtihe situation
that concurrent user is small (such as below 1000 concuusens), since the advantage of

FPTAS over the greedy algorithm is obvious. However, while tumber of concurrent
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Figure 5.3. The comparison of the greedy algorithm and thBASPalgorithm: (a) The

differences between the greedy and appr= 0.1 costs; (b) The percentage of the costs

saved by appf = 0.1 from greedy

users is high, we may use greedy algorithm, since the adyataFPTAS is minor and its

computation complexity is much higher.

Besides that, we also show the costs of hosting servicessmithe vendor strategy
and multi-provider strategy as a function of the number sbtgce types and the number
of applications in Fig. 5.5. In Fig. 5.5 (a), we can obsenat the costs increase with the

number of resource types. Nevertheless, it is also obvimatghe profit space from multiple
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provider strategy is not affected by the number of resowped. While of the number of
the resource types ranges from 4 to 20, the percentage af saseof the multiple provider
strategy also fluctuates from 1.8 to 4.0. The same obsemnatalso apparent in Fig. 5.5 (b),
we show that the number of applications increases the totdlny costs, but the profit bias

of the multi provider strategy is not affected by the numifeapplications.

2) MPS-: Here we consider the MRSoroblem. We use the simulation setup as it is
introduced in the simulation of MPS. Fig. 5.6 compares th&sof hosting services in the
cloud servers between the single vendor strategy and thiepraNider strategy as a function
of the number of constrained applications. Here, the nurebeonstrained applications
refers to the number of applications whose servers shouttedocom the same vendor. We
only consider two situations, with the number of requiredagrent users respectively 200

and 2000.

Fig. 5.6 (a) presents the comparison of costs in the 200 coerdwiser situation. We
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Figure 5.5. The cost comparison as a function of resouraestgpd requirement number

can see that as the number of constrained applicationsasesethe benefit from the multi
provider strategy decreases. In detail, while the numbeon$étrained applications is eight,
no benefit is from the multiple provider strategy. This is satprising that as the more
number of applications are constrained, the result is mosedo the single vendor strategy.

Similar results also can be observed in Fig. 5.6 (b), wheseethre 2000 concurrent users.

3) MPS: We consider the different numbers of laaS vendors with esale strat-
egy. Here, we construct the wholesale strategy in our sitonlaimilar with the strategy in

GoGrid [114] as follows: we let the resource of the most espanservice instance in one
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Figure 5.6. The costs of hosting the servers as a functionrdtcained applications

vendor bery’ and its price bey. For theith (; > 1) wholesale in one vendor, its price and

resource amount are respectivelyrgis= 4 x 71", andcy = 3.2 x ¢ ;.

Fig. 5.7 shows the comparison of the multiple provider sgegs and the single
vendor strategy for MPS Fig. 5.7 (a) shows the cost comparison as a function of theoen
of vendors with wholesale strategy while the required coresu user number is 200. We can
see that the saved costs of the multiple provider strateggase. This is not surprising that

the more vendors provide wholesales, the less advantagetfre vendors with wholesale
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Figure 5.7. The costs of hosting the servers, choosing firoallssendors, medium vendors

to large vendors

strategy. We can also observe that the same phenomenontiditencurrent user number

is 2000 in Fig. 5.7 (b). This indicates that compared with wholesale strategy with.8

price discount, the multiple provider strategy can furtteetuce the costs.
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5.5 Case Study: A Web Game Application Experiment

We deploy an open source web game, PHP MMORPG [120] on thel dewvers. We
choose service instances from three world-wide laaS vepndonazon EC2, GoGrid and
Rackspace. The specification of the service instances dfel 2k [114] and [118]. Here,

we focus on three types of resource in service instances; ®RW, and storage size.

In the MMORPG game, the players are able to walk in the mapt with each
other and fight against the monsters and other players. Aogeglexample of this game is
in [121]. We divide the application into three sub-applicas and we choose the service
instances from the three laaS providers for these threeapplieations. The three sub-

applications are as follows.

1. Walk sub-application: Walk sub-application respongethe ‘walk’ command from

the players, which changes the location of the avatars.
2. Chat sub-application: Chat sub-application managesgssages among the players.

3. PVP sub-application: This sub-application regulatedigihting behaviors among the
users and between the users and the monsters. It only upgaydige seconds. These

three sub-applications are portrayed in Fig. 5.8.

To construct the solution for this web game application, n&tlfi need to profile the
resource consumption on the servers. That is, for eachcapipln b; and service instance
7;, we profile the value ofi;; and©;;. We initiate service instances in servers in the three
vendors as follows: all of the service instances we boughhfthese two vendors are in-
stalled with Ubuntu 10.04, with web server Tomcat 6.00 andfnse MySQL 5.10. After
the PHP MMORPG is deployed on the service instances, wenper@source consumption
profiling. To make the software environment configuratiorina service instances in one
vendor identical, after one service instance in one verglprafiled, we rebuild the service
instance into another service instance without the soéweinstalled, and do the profiling

again, instead of buying a new service instance and re-aosfifpe new server.
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Figure 5.8. The simulation in the web game. (a) Walk subiappbn: ten robots random
walk in the game; (b) Chat sub-application: ten robots ramdbat in the game; (c) PVP

sub-application
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To make our resource consumption profiling more uniform, exetbp a game robot
to emulate the behaviors of players in the game. Accordindpeéathree sub-applications,
our game robot contains three modules that respectivelyagentie walk, chat, and fighting
behaviors from the users. Each time, we use exactly one radduprofile the resource
consumption of one sub-application. In detail, we programmodules of the game robot

as follows.

e To profile the resource consumption for walk sub-applicgtiee develop the module

that creates any number of avatars, which only walk randamtlye maps of the game.

e To profile for the chat sub-application, we program the mediét controls any num-

ber of avatars only chatting in the game.

e For the pvp sub-application, the module generates the aviagating with each other
only. However, according to the JavaScript codes in the vagepplayers can only

post one action every five seconds while fighting, so as theegabot.

For Eg. 5.1, we do the resource consumption profiling aswaiafter we rebuild the
cloud servers, we restart them to release the extra mempenexure causing the inaccurate
measurement. We profile the base resource consumgtiowhen there is no users on the
cloud servers. Each time we add 10 concurrent users to senstances, and then record
the resource consumption to estimate the resource consumper use©,;. To assure the

service capacity, we record the peak consumption valud foand®,; for each resource.

After profiling the resource consumption, we merge basiousse consumptior,
and the resource consumption per udgr of all service instances in one vendor into the

same vector for the following reason:

1. The memory and storage consumption/f and ©,; are the same for all service
instances in one vendor. This is because the software emeént is the same and the

RAM and the storage space are identical in the same vendor.
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Vendor Base resource Resource consumption

consumptiorA,; per useio;;

EC2 | {0.24%,0.194GB, 6.4GB | {2.71%, 0.0191GB, 0.5GB

GoGrid | {0.01%, 0.177GB, 15GB | {0.79%, 0.018GB, 0.5GB

Rackspace {0.02%, 0.179GB, 6.0GB | {0.12%, 0.019GB, 0.5GB

Table 5.1. The resource consumption of the walk sub-agitén the service instances in

different vendors

2. The consumption of CPU resource can only be measured bgmtage of CPU usage.
The CPU resource allocation schemes are different from om@other. Rackspace
allocates CPU resource in Linux servers by CPU cycles [1D#viously, the CPU
performance of the service instance with’% total CPU cycles i times larger than
the one witht% total CPU cycles. For GoGrid and EC2, the CPUs of servicaintss
are allocated in the form of the same types of virtual cor&é2]1114]. According to
the study in [4], the performance ofcores are approximatetytimes of a single core.
The CPU resource consumption in GoGrid and EC2 is recordetidopercentage of

CPU usages of the single virtual core CPU.

As a result, we have the profiling results of the walk sub-gpfibn, chat sub-application

and PVP sub-application as Table 5.1, Table 5.2 and Table 5.3

We compare the costs from different algorithms for multjplevider strategy and the
single vendor strategy. According to the pricing stratefj§oGrid [114], GoGrid provides
four different scales of wholesales in different scaleg}. BL9 shows the cost comparison
between the multiple provider strategy and single vendateggy with the wholesale strategy
of GoGrid. In Fig. 5.9 (a), we initially choose the requirezhcurrent user number 200, and
each time we increase the number by 200 until the total requiser number is 2000. For
only three applications, we can still see that the improvanoé multiple provider strategy

is stable and substantial for all concurrent user numbeeneglly, the multiple provider
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Vendor Base resource Resource consumption

consumptiorA,; per usero;;

EC2 | {0.24%,0.194GB, 6.4GB | {2.10%, 0.0101GB, 0.5GB

GoGrid | {0.1%,0.177GB, 15GB | {0.64%, 0.0104GB, 0.5GB

Rackspace {0.1%, 0.179GB, 6.0GB | {0.09%, 0.0109GB, 0.5GB

Table 5.2. The resource consumption of the chat sub-apiplicen the service instances in

different vendors

Vendor Base resource Resource consumption

consumptiorA,; per useo,;

EC2 | {0.2%, 0.194GB, 6.4GB | {0.39%, 0.0220GB, 0.0GB

GoGrid | {0.0%, 0.177GB, 15GB | {0.18%, 0.0227GB, 0.0GB

Rackspace {0.1%, 0.179GB, 6.0GB | {0.04%, 0.0232GB, 0.0GB

Table 5.3. The resource consumption of the pvp sub-apitat the service instances in

different vendors

strategy can save the cost by more than 22.5% and sometichedios may be up to 30%.
In Fig. 5.9 (b), we also initialize the required concurres¢unumber as 2000, and increase
the number by 2000 until the total required user number i920and it also shows the same

results as Fig. 5.9 (a).

To make a comparison study, Fig. 5.10 also provides the @rsparison between
the multiple provider strategy and single vendor stratetjlgout wholesales of GoGrid being
considered. In general, we can see that a similar trend vigth 5:9. However, when we
scrutinize the data, we can see the minor differences thétipteuprovider strategy can
further reduce costs if the wholesale in GoGrid is considlefiéiis is not surprising that the

wholesales in GoGrid provide us more choices to lower théscos
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Figure 5.9. The single vendor costs and the multi-vendaisdgaghe web game server case

(MPSs) Required concurrent user number in (a) 200 user gap (b) @8€0gap

At last, we test the performance of the multiple provideatglgy in MP$ problems.
We consider the situation that the multiple provider stygtgave the costs most, where walk
sub-application and chat sub-application are constraiashow the cost comparisons in
Fig. 5.11. As well, we compare the results of the vendors fiemint required concurrent
user numbers, from 2000 to 20000 gapped by 2000. Our obgsmgas follows: compared
with the result in Fig. 5.9, the reduction of the costs witHkvand chat sub-applications
constrained is slightly lower, and it is from about 16% to @b®4%. This also conforms
to the observation of the simulation result, which indisatenstrained applications narrows

the gap between the costs from single vendor strategy antipteyrovider strategy.
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5.5.1 Summary

In this section, we present the simulation and the expetifeenMPS problems, and we

summarize important observations, which can be importarthie cloud clients, as follows.

e The larger number of applications with different requirerseof resource will profit

more from the multiple provider strategy.

e To choose service instances, we suggest using FPTAS &govithile the required
concurrent user number is small, and using the greedy #hgonvhile the number is

large.
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Figure 5.11. The single vendor costs and the multi-vendsisdo the web game case: Walk

and chat sub-applications are constrained

e The larger number of constrained applications is, the lesefit from the multiple

provider strategy.

5.6 Conclusion

In this chapter, we proposed a scheme of hosting user apphisaby selecting service in-
stances from different service providers. We modeled theuee requirement of user appli-
cations and different service instances and price modedsreice providers. We formulated
a general Multi-Provider Selection problem and two vasaniVe proved that these prob-
lems are NP-hard. We develop an optimal algorithm for a spezise and a non-trivial

(1+¢€) algorithm.

In our simulation, we find that multi-provider strategy caduce the cost by as much
as 80%. We conduct a real MMORPG web game case using sergi@anaes of Amazon

EC2, Google GoGrid and Rackspace. We observe a cost redinstid0%.
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CHAPTER 6

CONCLUSION AND FUTURE WORK

6.1 Conclusion

Cloud computing has become a popular paradigm all over thieliar the enterprise users
to host their services over the Internet, as it frees thesusem the trivial matters such as
hardware and software configuration, as well as the infragire management. However,
unlike the traditional applications, which only providengees for a single user, the ser-
vices hosted in cloud need to meet the requirement from pleltisers over the Internet.
In this thesis, we studied the whole process of migratingltibernet applications to the
cloud servers from a user traffic perspective. Specifically,1) measured the user traffic
of one example of Internet applications, the video shariteg &) provided a stable work-
load management for the cloud servers under the fluctuatiagtuaffic; and 3) proposed a

cost-efficient deployment scheme. The details of our treasiss follows.

e For the user traffic measurement, we studied in detail an itapbaspect of video
sharing sites: the external links. The external links pite\a unique way for the video
sharing sites to accelerate the distribution of the vid@¢sobserved that the external
links can play a non-trivial role both in terms of the numbéerternal links on a
video, and the number of views contributed to the video. V¥e abserved that the
external links have quite different impacts on YouTube andRd. We studied the
external links for different video categories. We also d&sed the correlations of
the external links and the internal related video links. \Wevged that the number of

internal related video links have less impact on the extdimies than the total views
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of the video. We also study the characteristics of exteinkslin different video age
groups. We see that videos are possible to get externaldinésexternal views in all
age groups. We believe that our work can provide the fouadddir the video sharing

sites to make more targeted advertisement, customizealagelopment, etc.

For the workload management, we noticed the stability mmlih the sequential job
scenario, and aimed at minimizing the total SLA violatioedander the constrained
system resources. We first found that the system instabdiyes from the close loop
impact between the predicted request arrival rate and tingest response time. We
evaluated such instability in experiment and model the caase of the instability. We
proposed a stability-aware proxy based on IEKF to minintieeSLA violation loss as
well as to stabilize the system under the SLA constrain. @grgh only needs to plug
an SLA module to other systems, and minimally affects otlagtsof the systems. In
experiment, we found that our scheme can maintain the systnte and achieve the

minimization of the SLA violation loss.

For the cost-efficient deployment, we proposed a schemestirigpuser applications
by selecting service instances from different service jgers. We modeled the re-
source requirement of user applications and differenticeiastances and price mod-
els of service providers. We formulated a general Multivitter Selection problem
and two variants. We proved that these problems are NP-kéedievelop an optimal
algorithm for a special case and a non-trivial {Lalgorithm. In our simulation, we
find that multi-provider strategy can reduce the cost by ashhas 80%. We conduct
a real MMORPG web game case using service instances of Amagan Google

GoGrid and Rackspace. We observe a cost reduction by 30%.

The measurement of the Internet application user traffeewbrkload management

scheme to provide stable performance under the fluctuatiagteaffic, and a cost-efficient

deployment method can be integrated into a whole proceskodl enigration. As a sup-

plement of the previous studies, our thesis aims to undetdtee user traffic from the per-

spective of the external links, our proposed workload mansnt scheme improves the
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stability of the performance of the state-of-the-art workisd our deployment scheme also

substantially lowers the service construction costs.

6.2 Future Work

In the future, we extend our studies by analyzing more détatlures on the online social
networks and we also try to applied these features on thenpeahce improvement of the

cloud computing. In detail, they are as follows:

First, we try to collect the user traffic from different ordisocial networks as well as
the traditional websites (e.g. the news websites or foruarg) analyze the different traffic

patterns of these websites;

Secondly, since we have understood the features of theeosbnial network, we
may try to improve the performance of cloud systems with #etures of online social
networks. Given that in online social networks, the frieeldare more commons in interests
and possibly also in locations, we may try to share the claudputing resource among the

friends.
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