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ABSTRACT

The cloud computing has become an increasingly popular paradigm for Internet service host-

ing. It increases the operational efficiency by freeing the users from the trivial matters, such

as software and hardware configuration, electricity power management, to name but a few.

To run their applications on the cloud, enterprises should migrate their data, computing, and

operations to the cloud side.

Though this migration trend is clear, there are many difficulties. The applications

migrated to the clouds usually face multiple online users with widely diverse requirements;

and the number of users can sharply increase or decrease. Therefore, it is challenging for

an enterprise to migrate its applications to the clouds while providing stable services to the

users with minimum infrastructure costs and minimum resource consumption.

In this thesis, we conduct a systematic study on this problem. First, we conduct stud-

ies on user traffic pattern as we believe the migration is tightly coupled with user behavior.

Second, we design a stable workload management scheme that maintains service quality and

adapts to user traffic dynamics. Third, we study how to deployapplications to the cloud

servers with minimized deployment cost.

Our thesis completes the cycle with user behavior understanding, user service quality

maintenance and cost minimization. Our results show that the user traffic of the Internet

applications can be affected by various factors. For example, the external links may increase

the video popularity in the video sharing site like Youku by 15%. Our workload management

scheme can stably optimize the resource allocation under the dynamics of user traffic, and

our deployment scheme can save the costs by 30% as compared tothe traditional deployment

scheme.
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In detail, we firstly study how one special factor of the videosharing sites, external

links, affects the video sharing sites popularity. These external links is provided by video

sharing sites, for videos to be embedded into external web pages. Clearly, the purpose of such

function is to increase the distribution of the videos. Doesthis function fulfill its purpose?

In this part of our thesis, we provide a comprehensive measurement study and analysis on

these external links to answer this question. With the traces collected from two major video

sharing sites, YouTube and Youku of China, we show that the external links have impacts

on the popularity of the video sharing sites. More specifically, for videos that have been

uploaded for eight months in Youku, around 15% of views can come from external links.

We also show that if a video is popular itself, it is likely to have a large number of external

links.

In the second scenario, we design a stable workload management scheme to adapt

for user traffic dynamics. To assure the service quality, theService Level Agreement (SLA)

is widely adopted. However, as the resource of the service provider is limited and the user

requests are dynamic and online, the SLA can be violated. This will incur a loss, in money or

in the number of users. As such, an important objective of theservice provider is to minimize

such loss. A widely adopted scheme for SLA maintenance is based on the prediction of the

request arrival rate. In the study of this part, we will show that such scheme cannot always

achieve a good minimization as they neglect the close loop between the predicted request

arrival rate and response time. We propose an improved workload management scheme

based on Iterative Extended Kalman Filter that can optimizeand stabilize the system under

SLA constraints. Based on analysis and real experiments, weshow that our scheme can

minimize the loss from SLA violation and achieve stability under fluctuating request arrival

rates.

Finally, we further consider the deployment schemes with the objective of minimiza-

tion the deployment cost. To deploy the Internet applications, nowadays, end users purchase

from one service provider. As there are an increasing numberof platforms that can support
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applications to run cross different providers, we propose amulti-provider scheme to select

different service instances from multiple providers to save costs in this part of our thesis. We

formulate this multi-provider selection problem. We show that the problem is NP-complete.

We develop an optimal algorithm for a special case and a non-trivial (1 + ǫ) approxima-

tion algorithm for the general problem. We further study twovariants and develop efficient

algorithms. We systematically evaluate our algorithms under different configurations and

we conduct a case study for a real online MMORPG web-game. We show that by sharing

services on Amazon, GoGrid and Rackspace, we can reduce the bill by 30%.
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CHAPTER 1

INTRODUCTION

These years, the cloud computing has become increasingly popular for the Internet service

offering. It greatly increases the operation efficiency of the users by providing infrastruc-

ture services as an alternative to implementing the real infrastructure. By leveraging cloud

computing, the users can avoid the financial and operationalcosts from the efforts such as

hardware and software configuration, and the electricity power management. According to

the evaluations in [83] and [113], cloud computing can actually reduce the costs other than

just transferring the expenditures from the systems to the cloud service providers.

Since the technical and economical benefits are seductive, cloud computing become

a promising solution for the enterprise decision makers to host their Internet applications

[110] [111]. However, migrating applications to the cloud has difficulties, and the frequently

asked questions are as follows: 1) what are the scales of the number of users; 2) to be cost-

efficient, which cloud servers should we choose and how many of them should we buy to

accommodate those users; 3) how can we maintain optimal and stable quality of service

under the fluctuation in the number of users? This is especially important when the number

of users goes beyond the service capacities, and causes the degradation of the quality of

service. However, these questions are still far from the reaches of the non-technology based

enterprises, which can be possible cloud users. Developingan overall model to solve these

frequently asked questions can clear critical barriers restricting the widespread uses of cloud

computing.

In these thesis, we systematically work on the universal procedures of migrating an

applications to the cloud servers, which aims to help the non-technology based enterprise

users to do cloud migration. To do this, we should do a complete researches from the whole
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The bottom layer: we focus on how the user behavior

(Chapter 3).

The proxy layer: we study the stable workload 

management in the dynamics of online user behavior 

(Chapter 4)

The server layer: we consider the migration of the 

Internet applications to cloud (Chapter 5). 

Deployment 

according to 

workload

Schedule by

user dynamics

Figure 1.1. The research architecture of our thesis

cloud architecture. A widely adopted one [88] is shown as as Fig. 1.1. The whole system

contains three layers. The bottom layer is comprised by the end users, which delivers their

requests to the proxies of the cloud servers. In the middle layer, the proxies redirect the

requests from users to the application servers in the top layer, with the objective to do the

workload management. At last, the application servers in the top layer actually execute the

applications and make responses to the end users.

To solve the previous addressed problems, we firstly measureand estimate the user

traffic, and then do the workload management and the deployment according to result of the

2



estimation. In detail, the procedure is as follows:

• For the end users in the bottom layer, we study the how much a specific advertising

scheme increase the user traffic. For his, we do a measurementand estimation. We

analyze one type of special advertising features of the video sharing site, the external

links, and try our best to characterize how much they affect the video popularity on the

video sharing sites. Besides that, we also study their correlation with video popularity

and other factors in the video sharing sites. We present thisstudy in Chapter 3.

• For the proxies, we think about the workload management. Since that no estimation

algorithm can assure 100situation of failing to accuratelyestimate the scale of the user

traffic. However, underestimating the scale of the user traffic can cause the system

overloaded and then degrade the user experience. For this, we study the workload

management schemes to assure the user experience as well as stabilize the system

performance (e.g. the request response time) under the fluctuating user traffic. This

study is given in Chapter 4.

• For the application servers in the top layer, we study on a cost-efficient deployment

scheme, according to the measurement and estimation resultprovided by the study in

Chapter 3. The innovation of this part of study lies in using the cloud servers provided

by different service providers. This study is given in Chapter 5.

1.1 The User Behavior of the Video Sharing Sites

1.1.1 Examples of the Links in Video Sharing Sites

The User Generated Content (UGC) sites gain world-wide popularity these years. In these

sites, people are not only the information consumers, but they can also actively upload con-

tents of their own. Different UGC sites have different emphasis. For example, Facebook is

built as a general online community, Flickr is best known as aphoto sharing site, and twitter

is unique in its short message distributions. Among the UGC sites, this thesis will focus
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Figure 1.2. An example of an external link of YouTube.

more specifically on video sharing sites, which are best represented by YouTube [106] and

Youku [107].

The video sharing sites provide numerous functionalities to expedite video distribu-

tion. There are the related video links (See Fig. 1.3) which arrange videos by similar topics.

There are mechanisms inside video sharing sites to organizeusers and videos together.

To further popularize the video distribution, video sharing sites introduce external

links. An example of the external link is shown in Fig.1.1.1.We can see that for each video

in YouTube, an embedded link is provided. The user can copy and paste this embedded

link into anywhere such as their personal webpages, blogs, or even forums. When people

watch the videos outside the video sharing sites, traffic andclick counts go through YouTube.

Clearly, the external links allow YouTube videos to be embedded in non-YouTube sites to

attract views. This can further accelerate video distribution.

1.1.2 The Internal Interactions and External Interactions

A common belief of the success of the UGC sites is that the information generated by users

can be distributed much faster through the UGC sites. Undoubtedly, in video sharing sites,
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Figure 1.3. An example of an internal link, the related videolink (R-link).

the information distribution is accelerated by external links and related video linked. From

the previous subsection, we see that these external links are very different from those func-

tions and features that arrange the internal contents, suchas the videos and users. To be more

generally, we can divide the factors that accelerate the distribution of videos into two types

of interactions as follows:

• Internal interactions: we define the internal interaction as user-to-user, user-to-video,

and video-to-video relationship inside the video sharing sites. Clearly, the related

video links organize internal interactions.

• External interactions: We define the external interactionsas the referencing of the

videos outside the video sharing sites, such as hyperlinks to the videos. We can also

see that external links facilitate external interactions.

However, to the best our knowledge, the current studies on the video sharing sites generally

focuses on internal interactions. That is, the relationship of user-to-user, video-to-video and

user-to-video relationship inside the video sharing site.We list the current studies on the

internal interactions as follows:
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• User-to-video relationship: one example of this relationship is the behavior of users

viewing videos in the video sharing sites, which is represented by the popularity of

videos. The studies on video popularity are such as [20] and [23]. Here, the conclusion

that video total views follow the power distribution is made. Besides that, possible

ways to improve the content delivery efficiency for video sharing sites, such as proxy

caching, and peer-to-peer techniques are discussed in these three studies.

• User-to-user relationship: one typical example of the user-to-user relationship is the

friend relationship in YouTube. This type of relationship in the video sharing sites is

also studied in [70]. The observation is made that in the friend network in YouTube

has a strong connected core, which is made up by users with large number of friends.

It implicates that the content distribution, as well as the virus, can be accelerated by

these strong connected cores.

• Video-to-video relationship: the video-to-video relationship can be represented by the

related video links, which is shown in Fig. 1.3. The related video links are also studied

in [100], and it is observed that the related video links can contribute to 30% of the

video total views.

1.1.3 The Necessity of Studying External Interactions

Although the internal interactions, which are illustratedin the previous subsection, have been

widely studied, to the best of our knowledge, there is still alack of studies on the external in-

teractions. Generally, the internal interactions affect the videos and the users inside the video

sharing sites. Improving the internal interactions, such as the user relationship, or the related

video links, can only directly affect the content popularity inside the video sharing site. Nev-

ertheless, the external interactions are able to affect theusers outside the video sharing sites.

As it is shown in Fig. 1.4, we study the external interactions, as well as the relationship be-

tween the external and internal environment, so as to have the complete knowledge of the

environment both inside and outside the video sharing sites, so as to further accelerate the

content distribution.
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Figure 1.4. External and Internal interactions

Therefore, we study the external links of the video sharing sites in our thesis, as an

example of external environment of the UGC sites. Compared with past studies on the inter-

action between users and videos within the video sharing sites, we are the first to concentrate

on external links to videos of these sites. We aim to reveal the impact of these external links

on the video sharing sites, as well as its correlation with the internal interactions. The detail

studies on external links is given in Chapter 3.

The difficulties of the studying on the external links of video sharing site lies in the

data collection. In detail, from YouTube and Youku, we can only have the information of

“top” external links, which are calculated based on the number of views contributed to the

videos since the videos were uploaded. Since we cannot have the information of all external

links for one video, we admit that the lack of total information of all external links affects

the accuracy of our studies. In the study of Chapter 3, we use the following techniques to

overcome this difficulty.

• We fucus on the studies that are less affected, e.g. comparison of the total views from

these external links in different video age groups.

• We may use curve fitting techniques to estimate the total views from unknown external

links.
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1.2 The Stability of the Resource Allocation of the InternetApplications

1.2.1 The General Internet Application Architecture

Just as other Internet applications, the cloud applications should also provide services for

multiple users. While facing the great heterogeneity of theend user requests, resource allo-

cation and workload management can be challenging tasks forthe system service provider.

To cope with this difficulty, the service providers use service differentiation to achieve

categorized monetization. The service providers use the Service Level Agreement (SLA) for

the cloud customers. For example, SLA can specify several service classes with different

response time targets and the importance or priority to meetthese response time targets.

Such kind of SLA indicates the following:

• Each user of the web applications belongs to one service class with one specific re-

sponse time target;

• While the response time target is violated, penalty (such asthe loss of money or the

loss of user number) can be caused to the service providers.

• Therefore, for the service providers with such kind of SLA, minimizing the loss of

money with a limited resource can be an important target.

To fulfill the minimization of the loss of money of service providers, a general system

(adopted by IBM) is shown as Fig. 1.5, which uses three hierarchies: the front-end HTTP

servers, the proxies, and the application servers. Their details are as follows:

• Generally, the HTTP servers are to filter out invalid requests.

• The proxy categorizes the request to its corresponding service class and assigned a

service rate, and then dispatches the requests to application servers for execution.

• The application servers also estimate their maximum workload and provide feedbacks

to the proxies. Such mechanism prevents the proxies to dispatch more requests to a

server than that it can handle.
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Therefore, we can see that the proxy is the key player in queuing the requests, work-

load management and SLA maintenance.
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Figure 1.5. A General Architecture for the Cloud Environment

1.2.2 Methodologies for Resource Allocation

As the resources in the application servers are limited, allocating the service rate for different

service classes becomes a challenge.

• Static resource allocation cannot satisfy our SLA system. This is because the work-

load is changing from time to time, static resource allocation would inevitably cause

the resource over-allocation or under-allocation. Over-allocation for one service class

results in the resource under-utilization. Under-allocation causes violation inrequest

response time(the time between the request made by the user and the response re-

ceived).

• For online resource allocation algorithms, which solve theresource allocation accord-

ing to the arrival requests piece by piece, cannot have the global knowledge of the
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request arrival rate. Therefore, the online algorithms aregenerally sub-optimal.

To achieve better resource allocation, we can use prediction-based mechanism to dynami-

cally allocate the resources. We solve the resource allocation problems as follows.

• Firstly, we perform estimation for the request arrival rates of all service classes.

• Secondly, we perform optimization for the resource allocation, with the objective to

achieve the optimal response time that minimizes the overall loss from the target re-

sponse time violation.

Obviously, if the request arrival rates can be accurately predicted, the workload man-

agement can be optimal, and the minimization of the loss of money can be achieved. How-

ever, since there are no prediction algorithms assuring 100% prediction accuracy, the system

still has underlying perils of workload management failure.

1.2.3 The Stability Problem in the Prediction-based Workload Management Scheme

In our thesis, we focus on the cloud applications with sequential jobs. As it is studied in [28],

the request arrival rate of a single user is determined by theinter-arrival time, which is

defined as the duration between the two continuous requests.As it is shown in Fig. 1.6, the

inter-arrival time has two parts. The first part is the response time of the previous request,

and the second part is the think time, which is the duration for the user to perform some

actions after receiving the response and before initiatingnext request.

Therefore, we should notice that there is a close loop between the predicted request

arrival rate and the response time (the time between the request initiated and the response

received). Firstly, the predicted request arrival rate affects the response time. This is because

that the assigned service rate increases as a larger requestarrival rate is predicted, and vice

versa. Therefore, the response time is affected. Secondly,the response time has impacts on

the predicted request arrival rate in return. This is because the request arrival rate of each

session is determined by the request inter-arrival time, which is comprised by the think time
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Figure 1.6. The Illustration of the Inter-arrival time

and the response time. Since the response time is affected, the actual request arrival rate

is also affected. As the predicted request arrival comes from the past actual request arrival

rates, the prediction is hence impacted.

Since the close loop exists, a question arises that whether the response time prediction

error can reduce to zero if an error happens in request arrival rate prediction. To solve this

problem, we have to face the following difficulties. Firstly, we have to model the instability,

from the close loop between the predicted request arrival rate and the request response time.

This model aims to illustrate in what circumstance the system becoming instable. Secondly,

we have to find the solution for the instability problem, and we explore the solutions to

control methods such as PID controller, Kalman filter. We also explore different types of

Kalman filters for our problem. Thirdly, we should also balance between the prediction

accuracy and the system stability.

In our thesis, we define this problem as the stability problem, and we focus on and

then solve this problem in Chapter 4.

1.3 Multi-provider Selection Scheme For the Cloud Deployment

Cloud computing has become an increasingly popular paradigm for Internet resource access-

ing for these years. Generally, cloud computing service providers deliver three categories of
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services over the Internet: software as a service (SaaS), platform as a service (PaaS) and

infrastructure as a service (IaaS). In this thesis, we focuson IaaS, which delivers the cus-

tomized hardware resource, such as CPU cycles, memory as well as storage capacity as

services over the Internet.

The key benefit of IaaS services lies in that they free the enterprise customers from fo-

cusing on the trivial matters, such as hardware and platformconfiguration, electricity power

management and even the infrastructure cooling, and it justneeds to simply run and manage

the applications that enterprises require. However, so faras the IaaS services have developed

today, we can witness there have been a large number of IaaS service providers available in

market, such as Amazon EC2, GoGrid, and Rackspace.

Each of these service providers has a set ofservice instances, their “products”, with

different hardware configurations and also prices. The flourish of IaaS providers in the mar-

ket brings various available service instances for the users. Nevertheless, the users may not

always find a charming service instance from a single vendor as customer applications can

vary more significantly than the service instances provided.

Recently, there are solutions and platforms developed thatcan manage different ser-

vice instances from different IaaS providers at the same time, e.g., to monitor resource us-

ages, to spotlight problems, to develop and to deploy an application on different service

instances. For example, Zenoss [122], Nagios [115] and Splunk [119] can provide a uniform

interface to monitor and spotlight cloud server problems, and Aneka [25] is designed for

application development and deployment on different cloudservice providers.

We believe in the foreseeable future, the number of cloud service providers and the

number of independently developed tools that can manage different service providers will

increase. It is therefore interesting for a user to think to host his applications using service

instances from multiple providers, in order to achieve better cost-efficiency.

The benefit of the multiple provider strategy can be explained with an example. Sup-

pose three IaaS vendors, A, B, and C provide a total of six service instances (see Table 1.1).

Suppose the user application needs at least 13 CPU cores, 12.5 RAMs and 1060 storage
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Vendor Index Service instance resource Price

A 1 1 core CPU, 1.7GB RAM, 160 GB Storage $8.5

A 2 4 core CPU, 7.5GB RAM, 850 GB Storage$34.0

B 3 4 core CPU, 1GB RAM, 50 GB Storage $50.0

B 4 10 core CPU, 4GB RAM, 200 GB Storage$200.0

C 5 5 core CPU, 4GB RAM, 160 GB Storage $24.0

C 6 5 core CPU, 8GB RAM, 320 GB Storage $48.0

Table 1.1. Vendors and service instances

space. If we can only select servers from one vendor, the optimal solution is purchasing

from vendor A, one service instance 1 and three service instance 2, with a cost of $8.5 + $34

× 3 = $158.5. If we can select from multiple vendors, we can choose one service instance 2

from vendor A, one service instance 1 from vendor B and one service instance 1 from vendor

C, with a total cost of $108. This contrived example is not special. In this thesis, we will

generalize this example into a multiple provider selectionproblem and conduct a systematic

study.

While our idea is simple, there are many practical difficulties to solve.

• On the user side, user application requirements are diverseand the resource to be con-

sumed by the applications is not as simple as the aforementioned example. Sometimes

there are also applications that require high throughput communication between each

other, which make the problem more complicated.

• On the service provider side, there are also large variants.For example, GoGrid pro-

vides special discount for heavy buyers, and this makes the price model from the ser-

vice provide side even more complex.

Therefore, other than providing the model for common case, we also formulate the models
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for the cases that the high communication throughput is required among different servers and

also the wholesale is provided in Chapter 5.2.2. These models are solved as a subroutine of

the common model in Chapter 5.3.4.

As a result, in the Chapter 5 of our thesis, we focus on selecting the service instances

from multiple cloud service providers, with the objective of minimizing the costs of con-

structing the servers for the Internet applications.

1.4 Contributions

In general, the contribution of our thesis lays in the studies on the whole process of cloud

migration, which includes the measurement of the user behaviors, the stable workload man-

agement scheme, and the innovative deployment methods using the service instances from

different IaaS vendors. In detail, we can also specify our contributions of each part of the

studies in this subsection as follows.

For the studies on the external links, we have the following contributions:

• We proposed to study the external links of the video sharing sites and we tried to

quantify its impact. We believe this adds to the knowledge base, and could be useful

for future comparison;

• We showed that the impact from external links is non-trivialand we also found sub-

stantial differences on the impact of the external links on YouTube and Youku;

• We conducted measurements on both external links and some important internal links

and we studied their correlations.

For the studies on the stable resource management, our work is as follows:

• We analyze the root cause for one type of the cloud system being instable (i.e., service

levels cannot be stably differentiated) through both analytical techniques and experi-

ment traces. We notice there is a close loop between the response time and the request
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arrival rate. We prove that if the request arrival rate prediction error is larger than a

specific threshold, the response time prediction error willnever converge to zero.

• We develop a Kalman Filter-based algorithm that maintain the system stable. It be-

comes the core of our SLA maintenance module. To the best of our knowledge, we

are the first to study stable SLA workload management in clouds.

• To evaluate the performance of our design, we first conduct real experiments where

we implement our design with three proxies and three application servers. We observe

that our algorithm can successfully provide stable SLA service as compared to con-

ventional proxy and a state-of-the-art proxy. Our responsetime is also small when the

workload of the system is high.

At last, we also study the deployment of the Internet applications on the cloud servers from

multiple service providers. We also have the following contributions:

• We model the Multiple Provider Selection problems, which isfor the deployment of

the Internet applications on multiple provider cloud servers.

• We prove that MPS problem is NP-complete, and we developed the following algo-

rithms for it: the exact algorithm for a special case, the(1 + ǫ) fast approximation

algorithms, and the greedy algorithm.

• We simulate the MPS problem, and we find in what circumstancesthe multiple provider

strategy profits, and the applicable situations for different algorithms.

• We experiment the MPS problems and deploy a web game in three different IaaS

service providers, and we find that the multiple provider strategy reduces the costs by

about 30%.
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1.5 Thesis Organization

The rest of the thesis is organized as follows: Chapter 2 gives the related work; Chapter

3 presents the study on the external links for two different video sharing sites: YouTube

and Youku. The stable workload management scheme of the cloud servers is illustrated

in chapter 4; Chapter 5 presents the details of multiple provider strategy for deploying the

Internet application on the cloud servers. The future research work is proposed in Chapter 6.

Finally, Chapter 7 concludes the thesis.
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CHAPTER 2

RELATED WORK

In this study, we work on the whole process of migrating an Internet application to the cloud

servers. Our work is from the user traffic perspective, whichis affected by user behavior. We

firstly study the video sharing sites as an example of the Internet applications, and measure

how the user traffic is affected by a special feature,the external links. After that, we design

a stable workload management scheme for the cloud servers inthe fluctuating user traffic.

At last, we propose a cost-efficient deployment scheme. Therefore, in the related work, we

focus on three aspects: the previous studies on the user behaviors of Internet applications, the

workload management of the cloud servers, as well as the cloud deployment methodologies.

2.1 The Studies on User Behaviors of Internet Applications

Nowadays, there have been a wide range of studies on the user behaviors of Internet applica-

tions. There are two types of Internet applications enjoying world-wide popularity currently,

namely the online social networks and the video sharing site.

Both the online social networks and the video sharing sites belong to the User Gen-

erated Content sites (UGC sites). In such a type of sites, theusers not only consume the

contents in the sites, but also freely create the contents their own. Due to large success of the

UGC sites, the characteristics of them are widely studied. In this section, we introduce the

previous studies on online social networks and video sharing sites.
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2.1.1 The Studies on the Online Social Networks

There are different types of online social networks. Early studies focused on general views of

Facebook, a comprehensive online social network site [59] [91], Flickr, and a photo sharing

site Flickr [84] [90]. Typically, a video sharing site, YouTube, is studied in [20]. This study

analyzes the video popularity distribution in YouTube, especially the tail of video popularity

distribution. Many sites with partially online social behaviors are also studied, for example,

Slashdot Zoo [56], Orkut [22], MSN [61], online E-commerce [68] and a more general

network [45].

Studies nowadays focus on specific aspects of the online social networks. Two im-

portant aspects are the user behaviors and the information contents.

A group of studies focus on the user behaviors. For example, the study in [95] de-

velops a model to measure the continuous value relationshipstrength between the users,

from weak to strong, between the users, instead of a binary friendship relationship. The

experiment results shows continuous value relationship strength gives the higher autocorre-

lation and better classification. It is noticed in [62] that there are negative links (indicating

the opposition relationship) in some online social networksites (such as Epinions, Slashdot

and Wikipedia), and it finds that the signs of the links (either positive or negative) can be

predicted in the online social network sites. An algorithm is developed to predict the attribu-

tion of these links, which can be positive or negative. The studied in [37] suggests methods

to measure two important characteristics of online social networks social influence and ho-

mophily. Here social influence means users are likely to change their attributes to conform

to their neighbor values, and homiphily means that users arelikely to link other individuals

with similar attributes. Other related studies on the user behaviors include [52] [72].

The contents of the online social network sites are also widely studied. For exam-

ple, in [60], a method is presented for prediction of the future popularity of the news. To

improve the content delivery, the geography information ofusers are extracted and exploited

in [75] and a new mechanism is proposed. This content delivery mechanism is evaluated

by the YouTube links on the social network site Twitter, and the results indicate that this
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mechanism can improve the video cache hit rates. The study in[19] presents an automatic

method for assessing the credibility of the message on Twitter, and the precision of this new

method is about from 70% to 80%, compared with the human assessment. While facing the

misinformation propagations,the study in [15] takes the notion of competing campaign in the

social networks and tries to minimize the number of people adopting the misinformation.

There are also a flourish of interests in understanding otherspecific features of the

online social networks. For example, in [38], the authors suggest a keywords generation

scheme exploiting the “wisdom of the crowd”, which suggest keywords by the associations

between queries and URLs as they are captured by the clicks ofusers. Besides that, in

the study of [76], a tag recommendation mechanism, which leverages the information in

the search engine click logs, is recommended, with the objective to populate the targeted

contents as much as possible.

Methodologies are developed to study the online social networks. For example, a

sampling method based on random walk called frontier sampling is presented in [74] to lower

the estimation error. A framework [9] is developed for bucket testing of social networks.

An algorithm called HyperANF [11] is developed to efficiently estimate the neighborhood

function of the online social networks.

2.1.2 The Studies on Video Sharing Sites

In this thesis, we study video sharing sites. The successfulexamples of this type of UGC site

are YouTube, which enjoys world-wide popularity and Youku,the biggest video sharing site

in China [103].

We are not the first to study the video sharing sites. Among past studies, measurement

methodologies have been proposed. For example, in [12] guidelines are provided to do

sampling in the video sharing sites and a framework is also proposed to study the popularity

dynamics of user-generated videos. An important conclusion is that using key-word search

videos as the seeds, videos would be biased towards the popular videos, while using recently

uploaded videos, there would have no bias. The study in [100]provides a method to count the
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total number of YouTube videos by leveraging the characteristics of video ids. This method

is proved to be unbiased and the bounds of variance and confidence interval are offered, and

it is estimated that there are about 500 million videos in YouTube by May, 2011. A globally

distributed active measurement platform is established in[2] for YouTube video delivery

system.

The analysis on the video sharing sites widely spans to user-to-user, user-to-video,

and video-to-video relationship.

For example, the video popularity distribution of YouTube is analyzed in [20], where

the long tail of video popularity distribution is analyzed.More aspects of YouTube are

analyzed in [24], such as video life cycles, user viewing behaviors, and the small world

phenomenon. In [42], the traffic of YouTube in campus is characterized. It shows that there

is strong correlation between videos viewed (watched) on consecutive days. This work also

demonstrates that caching can improve user experiences, reduce bandwidth consumption and

lower the burden of YouTube. The recommendation system in YouTube is studied in [101].

It shows 30% of the video total views come from related video links.

The user behavior in the video sharing sites is also widely studied. For example, the

study in [33] focuses on the YouTube video uploaders, and demonstrates positive reinforce-

ment between online social behavior and uploading behavior. In [36], it is shown that user

access patterns are similar in different locations and their access devices (either PCs or mo-

bile phones): they usually use default video resolution andplayer configuration. The work

in [14] shows an interesting result that online video consumption appears geographic locality

of interest.

The video-to-video relationship is analyzed in [96], and itshows that more than

half of the YouTube videos contain re-mixed video segments,and some particularly pop-

ular videos are correlated with virus.

There are suggestions to improve YouTube. NetTube is developed using a peer-to-

peer structure for YouTube [24]. An algorithm using geographic information to improve

multimedia content delivery in YouTube is suggested in [75]. The study in [98] suggests an
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improved semi-supervised training method for classifyingYouTube videos by using video

labels and co-watch relationship (videos watched in one session).

There are also studies that compare YouTube with other UGC sites. For example, the

video popularity distribution of four different video sharing sites is characterized in [71]. It

shows that the life time video popularity have relevance with caching size. A comparison of

different UGC sites (including YouTube) can be found in [70]and observations of the free

scale, small world and strong connected cores, are drawn. The study in [43] compares the

user sessions between the video sharing sites and the traditional web sites. It concludes that

the YouTube users have larger data traffic and longer think time.

We can see that existing studies on video sharing sites all focus on internal inter-

actions; that is, the content-to-content, user-to-content, and user-to-user relationship inside

the UGC sites. In this thesis, we focus on understanding the characteristics of the external

links. We have some measurement and analysis of the related videos of YouTube and Youku;

though the emphasis is on comparison with the results of external links. We have two pre-

liminary works [57] [58]. In [57], we present a short study onYouTube only. This thesis

substantially extends [58] to the domains such as the correlation between external links and

internal links in all video age groups.

2.2 The Workload Management for the Cloud servers

2.2.1 Overview of Studies on Cloud Computing

The general surveys of the cloud computing are such as [7] and[97], where the obstacles and

the state-of-the-art researches on clouds are illustrated. One important conclusion is drawn

in these two papers that cloud computing is potential to realize the dream of using computing

as a utility.

To provide the cloud computing as a utility, the cloud service providers focus on

the performance of cloud servers, the pricing mechanisms, and the energy saving schemes.

Compared with the service provider, from the consumer perspective, the privacy and a cost-
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effective deployment scheme are the key issues the consumers concentrate on. As a sum-

mary, some examples of these aspects are listed as follows.

• The performance of the cloud servers. These studies focus onthe performance such as

the Service Level Agreement (SLA), the deadline of the user tasks, and the response

time of the user requests.

• Energy consumption of the clouds. Large scale cloud servershave brought the con-

cerns of wasting energies, and the studies on this aspect engage in reducing the energy

costs.

• The economy of the cloud service. The pricing of the cloud service as well as the cost

minimization for constructing cloud service for applications will be discussed in this

aspect.

• Enterprise application migration problems. These studiesfocus on the privacy of the

enterprise user data.

The performance of the cloud servers has been widely studied. For example, The

study in [48] argues that it is not thoughtful that the current SLA mechanism only takes

computation resource and storage resource into consideration. It proposes SecondNet, which

further considers the bandwidth resource, as well as computation resource and the storage

space in SLA. The study in [13] notices that different types of servers may play different

rolls in applications, and have different response time. Inthis case, it presents AriA, which

schedules different types of servers, to meet the application request deadline. Study [85]

presents Nefeli, a virtual infrastructure gateway that is capable of effectively handling diverse

workloads in cloud environments. At last, study [88] presents an algorithm named DONAR,

which provides an optimal replica-client selection for theusers to minimize the user request

response time.

Compared with the performance, there are also many studies focusing on the energy

consumption of the clouds. Study [73] presents a cost, energy consumption and performance
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comparisons between different types of cloud frameworks, such as Fat-tree, de Bruijn, and

BCube. Compared with this, the study in [53] notices that there is a large energy consump-

tion as well as performance reduction while a VM migration occurs. Based on the migration

costs, an algorithm, namely Mistral, which optimizes VM migration, is provided.

Besides the performance and the energy consumption problems, there are also many

studies concentrating on other aspects of cloud computing.For example, to analyze the

performance of different clouds, the study [10] proposes a benchmark model for cloud com-

puting; to lower the costs of cloud upgrade of heterogeneousequipment, the study in [29]

presents an upgrade strategies called LEGUP, which flexiblyupgrades the system and re-

mains the cloud system a high performance; at last, noticingthat some enterprise application

modules may be confidential, the study in [50] provides an enterprise application migration

scheme, which help enterprise application migrate to cloud, without exposing the confiden-

tial component to the Internet.

2.2.2 The Framework of the Cloud Servers

The framework of the cloud servers is complex. According to the study in [73], the cloud

server framework can be divided into three categories in theview of high level, which is as

follows:

• The switch-only architecture: the packet forwarding task is only done by the switches.

A typical example of switch-only architecture is the three-tiered design recommended

by Cisco [26]. The further study on this architecture is suchas [44] and [5].

• Server-only architecture: in this architecture, the servers both execute applications and

forward requests to other servers. An example of this is suggested in study [1].

• Hybrid frameworks: examples are such as BCube [46] and DCell[47]. This archi-

tecture use both servers and proxies to forward requests. Note that although our SLA

maintenance module is developed for a real industry cloud, it is designed to be frame-

work dependent and can be widely applied.
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2.2.3 The Workload Management of the Cloud Computing

These years, the prosperity of the cloud computing has brought the necessity of devising

an efficient workload management mechanism for servers withthe Quality of Service (QoS)

assurance. The key characteristic of the cloud computing isthat it does not consume resource

on the user side (hardware, software, and technical maintenance). The service providers have

the responsibility to provide service, and also handle multiple users and requests, and server

workload management.

As it is studied in the previous section, the user behaviors of the Internet applications,

which is represented by the online social network sites and the video sharing sites, are distinct

from one to another. Besides that, the user traffic also vary from time to time and it is hard

to be predicted. To migrate the Internet applications with the fluctuating user traffic to cloud

servers, devising a workload management can be a criticallyimportant issue to maintain the

system in a stable performance.

Facing the increasing traffic of the Internet, the cloud service providers need to im-

prove the service capacity by replicating minor-servers. To achieve the overall efficiency of

the replicated servers, one of the important tasks is the do load-balancing among the different

replicated servers.

According to the study in [18], the load-balancing of the servers can be divided into

the following four types: the client-based approach, the DNS-based approach, the dispatcher-

based approach, and the server-based approach. Their details are as follows:

• The client based approaches: the routing of the web servers is carried out by the web

browser, the applet applications in the web clients, or by the client-side proxy servers.

The advantage of this approach is that this approach does notconsume the resource on

the server side, no matter the software resource or the hardware resource. However,

the drawback is that it requires the deployment on the clientside and the applicability

is limited.
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• The DNS-based approaches: as it is shown in Fig. 2.1 the routing of the web servers

is carried out by the authoritative DNS servers. The DNS servers dispatch clients to

different servers according to the different client states(such as the client physical lo-

cations or the client IP addresses). The client can be also dispatched to different servers

by the specific time of sending requests. The advantage of DNS-based approach is that

it does not generate any extra bottleneck for the web server system. However, as the

DNS server cannot be aware of the server load condition, it can only provide coarse-

grain control for the load-balancing.

User Client

Server 1

Server 2

Server N

…

DNS

Server

Figure 2.1. The DNS-based approach for the load-balancing control

• Dispatcher-based approach: to achieve a fine-grained control of the routing of the user

request, the web server administrators may deploy dispatchers for the web server sys-

tems. These dispatchers have the load condition of the servers, and it can achieve the

fine-grained load balancing of the request routing. The detail is shown in Fig. 2.2.

However, the disadvantage of dispatcher-based approach isthat it requires the deploy-

ment of the dispatch servers and it also introduce extra bottleneck.

• Server-based approach: to achieve load-balancing, in thisapproach, a server reassigns

a received user request to another server by using the HTTP redirection. The details
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Dispatcher

Figure 2.2. The Dispatcher-based approach for the load-balancing control

is shown in Fig. 2.3. The client firstly visits Server 1 according to the DNS result.

Secondly, server 1 sends HTTP redirection packets to the client according to the load

conditions of all servers, and hence the client sends the request to the redirection server.

This approach can also achieve fine-grain control but it alsointroduces extra latency

because of the redirection of the user request.

In our thesis, we focus on the dispatcher-based method, which fully controls the user

requests according to the knowledge of the server condition. More than just doing the load-

balancing, our thesis also aims to achieve the minimized loss of money from the violation of

the SLA, by controlling direction rate of requests from the dispatchers (called proxy in our

thesis) to the servers.

2.2.4 The Quality of Services and the Feedback Control on Cloud Severs

There are studies on the Quality of Services (QoS) on Internet applications using Service

Level Agreement. For example, in [63], a method for maximizing profits in a general class

of e-commerce environments is proposed. This method formulates the profit optimization

problem, which is presented based on queuing model and the service differentiations are
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Figure 2.3. The Server-based approach for the load-balancing control

taken into consideration. A dynamic resource provisioningalgorithm is proposed in [31],

with an objective of satisfying the pre-defined end-to-end response service level agreement.

At last, a surrogate model to limit violations of the SLA in the enterprise applications is

suggested in [39]. This study suggests using Virtualized Data Centers (VDCs), which are

able to dynamically change the execution environment to react to unexpected changes of the

environment, such as the sudden workload burst.

For the stability of the web server performance, there are also many studies leverag-

ing the feedback control methods. However, these studies generally focus on the guarantees

of the end-to-end delay of SLAs. For example, the study in [77] uses a feedback control

approach and the queueing model to keep the web server performance (in the basis of the

request response time) close to the service level specification. However, in this study, the

mutual impact between different service classes is not considered. Compared with this, an-

other study in [66] notices the relative delay in different service classes, and the feedback

control with the queueing model approach is also adopted.

Our work furthers the studies of workload management and monetization based on

SLA. Our work aims to minimize the loss of money from violation of the SLA. Compared
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with the two previous work, our work not only aims to assure the delay, or the relative delay

between the different service classes, but we aims to minimize the money loss from the SLA

violation. To the best of our knowledge, the closest work to ours is the [99]. Compared with

that, we further notice that there is a close loop between thepredicted request arrival rate

and the request response time in the sequential job scenario. Here, we target to maintain the

minimization of the loss of money under this feedback, whichis neglected in the previous

studies. Our problem comes from the pre-research of a large scale industry application by

IBM (we do not disclose the application name due to anonymityrequirement). We believe,

however, the problem of a stable SLA is universal for cloud computing and can be applied

to other applications.

2.3 The Cloud Migration Methodologies

Currently witnessed a wide range studies on cloud computing. The service of cloud comput-

ing, which is divided into Software as a Service (SaaS), Platform as a Service (PaaS), and

Infrastructure as a Service (IaaS), are warmly welcomed by individual users and enterprise

users. This is because cloud services are hosted by cloud service providers, and the users are

not required to actually deploy and maintain the software, operating system, or the hardware

of the computer system. They only need to have a basic computer with Internet access to

acquire the service. Therefore, in our study, we consider migrate the Internet applications to

the cloud servers, with the objective to minimize the deployment cost.

As cloud computing opens the door of providing the computingresource as a utility,

the monetization of the cloud becomes a key problem both for cloud service providers and

customers.

From the centric view of service providers, a good pricing strategy and a cloud

service model keep the cloud products highly competitive inthe market, and the existed

researches are as follows: one example of the cloud service model is the study in [17].

This study proposes a cloud computing service model focusing on the customer business

requirement, with the objective to build a cloud ecosystem that contributes to the sustainable
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development of the cloud. The study in [49] notices the unfairness of the current pricing

scheme and then proposes a pay-as-you-consume pricing scheme based on machine learn-

ing prediction model to achieve pricing fairness. The studyin [86] tries to bridge between

distributed systems and economics by a pricing scheme that decouples users from cloud

providers. Compared with that, the study in [6] tries to find the generalized Nash equilib-

rium in price between SaaS service provider and IaaS serviceprovider, for the situation of

the SaaS service providers hosting their applications in IaaS services. Finally, study in [79]

proposes an adaptive pricing scheme allowing resource reservation, which encourages users

to use resource more careful.

On the cloud consumer side, selecting cloud products with reasonable price can

greatly lower the expenditures. Therefore, researchers consider both from performance re-

quirements and the budget. The study in [67] dynamically allocates or deallocates VMs

and schedules tasks on the most cost-efficient instances, toensure deadline requirement with

minimum financial cost. To minimize the economic cost and meet the deadlines, the work

in [55] studies the problem of resource allocation for real-time tasks.

To the best of our knowledge, there are no studies focusing onlowering costs of

constructing cloud service by selecting service instancesfrom multiple service providers

yet. Nonetheless, the closest study to us is the study in [78], which minimizes the rental

cost for provisioning resource, as well as the transition cost for reconfiguring resource for

different application requirement in different time. Compared with that, our study makes

full use the different performance price ratio of service instances offered by different service

providers, and then lowers the service construction costs according to this characteristic. Our

study result shows that selecting service instances from multiple service providers is able to

large reduce the service construction costs.
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CHAPTER 3

UNDERSTANDING THE EXTERNAL LINKS OF VIDEO SHARING SITES:

MEASUREMENT AND ANALYSIS

3.1 Overview

This chapter presents the measurement study on the externallinks for the video sharing sites,

with the objective to understand how the external links affect the user traffic. In detail, we

study the external links on the following aspects.

• We try as much as we can to quantify how much the external linkscontribute to the

popularity of the videos on the two video sharing site: YouTube and Youku.

• We analyze the relationship between the number of external links and some of the

internal factors, such as the video popularity and the number of related video links.

• We also present the relationship between the number of external links and internal

factors of the videos with different video age groups.

The remainder of this chapter is organized as follows. Section 3.2 discusses the

background and measurement methodology. The impact of the external links on the videos

is given in Section 3.3. In Section 3.4 we study the correlation between internal links and

external links. In Section 3.5, we focus on the evolution of the external links by studying the

external links of the videos of different uploading time. Finally, we conclude this chapter in

Section 3.6.
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3.2 Background and Measurement Methodology

3.2.1 Background and Motivation

Currently, there is rapid growth of the popularity of user generated content web sites. One

key feature of these sites is that the users are not only the information consumers, but also

actively upload contents of their own. One notable class of UGC sites is for video sharing,

represented by YouTube and Youku. These video sharing siteshave attracted a great number

of studies in the recent years. These studies, however, focus on user-to-user, user-to-video

or video-to-video relationship within these video sites. To distribute the content videos more

widely and to attract more users, these video sites provide external links for videos. Users

can easily obtain an embedded link of a video and paste the link to any web pages in other

web sites, such as forums, or their blogs. In this thesis, we define theinternal linksas those

maintaining a relationship within the web sites. These links include the user-to-video, user-

to-user, video-to-video relationship. We define theexternal linksas the links to the videos

that are embedded in other web sites.

These external links are important for improving the popularity of the videos; how-

ever, there is no rigid study to quantify the effectiveness of these external links. Therefore,

we would like to know as follows.

• The impact of the external links on videos, e.g., how many views are contributed by

external links;

• The relationship of external links and internal links; their differences, interactions and

correlations.

Such curiosities motivate the studies in this chapter.

3.2.2 Measurement Methodology

Our experimental data sets come from two video sharing sites, YouTube [106] and Youku

[107]. YouTube is one of the largest video sharing sites in the world and in 2009, it accepts
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1.886 billion views [103] every day. Youku is the most popular video site in China [103],

with views of 40.9 million per day [103].

The necessary data for our study are 1) a large number of randomly collected videos,

and 2) the external links of these videos.

We first built a crawler to sample a large base of videos. In principle, we start our

data sampling from seed videos and follow their related videos in the crawling. We follow

[35] [12], where it is shown that if those recently-uploadedvideos do not link popular videos

as their only related videos, the data collection will not bebiased by choosing the seed videos

from recently-uploaded videos and using breadth first crawling.

In detail, this crawler initiatedN threads to retrieve the video information from the

video sharing sites. In our practice, we chooseN = 10 to assure the best crawling per-

formance. IfN > 10, the servers regarded our crawling as attacks and rejected all our

connections. Each thread works as Algorithm 3.2.1 and recursively follows the routine of

1) getting an un-crawled video from a queue (we name itthe task queueafterward); 2) re-

trieving the information of the external links of the video;3) retrieving potential un-crawled

videos from the related videos; 4) discarding crawled videos, and queuing the crawled videos

at the tail of the task queue. More specifically, each time thecrawler gets the video from the

head of the task queue for crawling and queues the new videos at the tail of the task queue

to assure breadth-first crawling.

More specifically, for YouTube, we started our sampling on Mar. 24th, 2009 using the

“recent” videos as seeds. We recursively crawled all the related videos for seven days until

Mar. 31st, 2009. In total, we have collected1.24 × 106 videos from YouTube. For Youku,

unlike YouTube, there is no category of “recent” videos. Therefore, we used all videos in the

main pages, which were uploaded within one day, on July 8th, 2009 as seeds, and recursively

collected the related videos for five days. In total, we have collected1.43 × 106 videos. We

admit that for these videos, they might have more views.

To collect the external links, we used a universal Java Script engine provided by

Google [108]. This engine can parse the Java Script codes from video pages, so as to track
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Algorithm 3.2.1 VideoCrawling()
Input: The task queue

Output: The information of external link in the data base

1: while truedo

2: Retrieve videov from the task queue;

3: Retrieve the information external links and views from external links

4: and store in the database;

5: Retrieve a related video setRV of videov;

6: for rv ∈ RV do

7: if rv is not crawledthen

8: Storerv at the end of the task queue;

9: end if

10: end for

11: end while

the external link information maintained by YouTube and Youku internally. With this engine,

we could get the URLs of the external links as well as the number of views of each external

link. However, from YouTube and Youku, we can only have the information of “top” external

links, which are calculated based on the number of views contributed to the videos since

the videos were uploaded. YouTube maintains the top-5 external links of each video. We

have not found a method that can collect the information of all the external links of videos.

Intrinsically, if YouTube does not provide an interface to release such information, unless

one can explore the entire Web, it is unlikely that all external links can be collected. In

our study, we use the top-5 external links for YouTube videos. For Youku, we used similar

method. Youku provides more information, and we obtained the total number of external

links for each video, the URLs and the total number of views ofthe top-20 external links.

We admit that collecting information only from top externallinks affects the accuracy

of the study. Our argument is that, on one hand, part of our studies, e.g., comparison of the

total views from these external links in different video agegroups, is less affected by the total
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external links. On the other hand, for the Youku trace, we have the total number of external

links, and the number of views of each top-20 external link. Thus, we have a strong basis to

analyze the remaining part of the views of external links. Wedid find that the average views

from external links as a function of the rank of external links in a large sampling space fit the

power law function with anr-square over 99.8% (see Section 3.3.2). Therefore, we are more

confident that our observations of this study are close to reality. In the remaining part of our

thesis, we simply say external links of YouTube and externallinks of Youku, which should

be understood that we denote the top-5 external links for YouTube and the top-20 external

links for Youku, given that there is no ambiguity.

Besides the external links, we also collected the information of internal links (we

focus on the related video links) for a comparison study. Forsuch data collection we adopt

the same strategies as [20]. We also started on Mar. 24th, 2009 and July 8th, 2009 and

carried out a data collection of 7 days and 5 days for YouTube and Youku respectively. The

data collection is a breadth first search, following the related video links.

3.3 The Contribution of the External Links

3.3.1 Overall Contribution of External Links

We first show the impact of the external views on the videos in Fig. 3.3.1. We classify the

videos according to theirages, i.e., the total duration since they have been uploaded to the

video sharing sites. Note that YouTube provides the upload date for each video, whereas

Youku provides a rougher estimation of how many days or months or years a video has been

uploaded. For example, the videos uploaded 13 months or 14 months ago in Youku will both

be labeled as ‘uploaded one year ago’. As such, the points of 13-month and 25-month in our

figures for Youku stand for the videos uploaded one year and two years ago. Note that our

results are not affected as the points in our figures are the average (not accumulative) number

of views.

In Fig. 3.3.1 (a), we show the percentage of the views that come from the top external
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(c) External views vs. video age

Figure 3.1. The contribution of external links on the popularity of videos on videos sharing

sites.
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links. We see that for the videos in YouTube with an age of two months, 10% of the views

come from the top-5 external links. For videos with an older age, the percentage of the views

from external links gradually drops to around 2%. For Youku,the impact of external links is

much higher. For most of the videos, more than 8% of views comeoutside the video sharing

site. For videos with an age of 24 months, views from externallinks can contribute as many

as 15%. Even considering the top-5 external links of Youku, they contribute about 6% - 9%

of total views, which is still more significant than YouTube.

To explain the situation more clearly, we show the specific number of the video total

views and views from the top external links as a function of video ages. In Fig.3.3.1 (b)

we show the total views, averaged per video, for different video age groups (this includes

both views from internal links and external links). The total views increase steadily for both

YouTube and Youku as video ages increase. It is also clear that YouTube attracts much

more views than Youku. This is not surprising as YouTube is more popular world-wide. In

Fig.3.3.1 (c), we show the total views from external links (averaged per video). We see that

for YouTube, the total external views are comparatively stable among all video age groups

whereas for Youku, the total external view increases. In addition, though the external views

of YouTube are still greater than that of Youku, the differences are not as big as the total

views. This explains why the percentage of external views ofYouku is more significant than

that of YouTube in Fig. 3.3.1 (a).

Such differences of the impact of the external links on YouTube and Youku do not

conform to our expectation. We consider a possible explanation can be as follows. YouTube

is a video sharing site of world-wide popularity. As such, the external links are widely

spread to external websites all over the world. These external websites may not be world-

wide popular, however. Thus, the external links cannot obtain world-wide popularity and

have less impact (in terms of percentage). Youku, on the contrary, has popularity within

China only. The external links are also on the Chinese-basedwebsites and can have China-

wide popularity. As such, the comparative impact of external links on Youku is much higher

than on YouTube. Based on our current data, we are unable to verify this. As a first work

on external links, we confine ourselves to the fundamental problems such as the correctness
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of the data collection, and the understanding of the basic characteristics of external links, as

will be presented in the remaining part of this chapter. We will leave such questions to our

future work.

3.3.2 The Number of External Links
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Figure 3.2. The distribution of the number of external link of videos in different age groups.

Fig. 3.2 plots the number of videos as a function of the numberof external links in

a log-log scale for different age groups. Since YouTube cannot provide the total number of

the external links for each video, we only study Youku in thisfigure. We can see clearly

that a small portion of videos enjoy the majority of the external links. With the methodology

introduced in [27], we therefore use Maximum Likelihood Estimation (MLE) to fit power

law distributionf(x) = α× ( x
xmin

)−s (Table 3.1 shows the specific parametersα, s andxmin

for each age group) to the sampled data. We find that in Youku the power law distribution

fairly matches the external link distribution. This is especially true for the videos with a
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t (month) α(t) s(t) xmin KS statistic

1 6.508× 103 1.450 20 0.018

7 1.490× 104 1.519 80 0.0052

12 2.293× 105 1.806 120 0.0016

Table 3.1. The Parameters of Power Law Fits for Fig. 3.2

large number of external links, i.e., the tails of the distribution. We find that the ‘tails’ follow

power law with Kolmogorov-Smirnov statistics (KS statistics) respectively 1.8%, 0.5% and

0.2%. This is not entirely surprising. Notice that the powerlaw behavior has been observed

in various properties of the video sharing sites. For example, it is shown that the distribution

of the number of video views in YouTube also fits the power law [20] [23].

We classify the videos into three age groups (one month, seven months, and 12

months). We study the percentage of videos with more than tenexternal links. We see

that different age groups show clear trend: for the videos inage group of one month, 13.4%

of videos have more than ten external links; for the videos inage group of seven months and

12 months, 33.0% and 64.8% of videos have more than ten external links. This shows that

in Youku older videos, on average, may get a larger number of external links.

3.3.3 The Views from External Links

In this subsection, we study the views contributed by external links. We still use the Youku

data set for analysis. Fig. 3.3 shows the views of the external links as a function of the ranks

of the external links in a log-log scale. Note that therank is from one to 20 as we have the

views of the top-20 external links. We plot the data for the videos with an age of one month,

seven months and 12 months in Fig. 3.3. We found the data approximately follow power

law function where there are deviations at the tails. The power law means that most of the

external views come from the high rank external links.
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Figure 3.3. External views as a function of rank (all videos). The dashed lines shows the

power law fit linesV1(t) = a1(t)× r−p1(t), and the solid line shows the fitsV2(t) = a2(t)×

r−p2(t) + ǫ(t)

To further analyze how the views of external links decay as the rank of external links

increases, in Fig. 3.3, we use the least square method to fit the original data with power

law functionV1(t) = a1(t) × r
−p1(t)
1 wheret is the age of the video group,r1 is the rank

of external links,p1(t) is an exponential factor anda1(t) is an adjustment factor (Table 3.2

showsp1(t), a1(t)). Since the tails have deviation, we also plot a power law function with a

deviation termǫ, V2(t) = a2(t)× r
−p2(t)
2 + ǫ(t) (Table 3.3 showsp2(t), a2(t), andǫ(t)). We

can see that 1) the power law functions fit the original data well (as it is shown in Table 3.2

and Table 3.3, all theV1 andV2 fits are with anr-square greater than 0.99); 2) the views from

high rank (larger than the rank of ten) of external links are slightly larger than the power law

fit V1 but slightly smaller than the fitV2.

Note that we only have the number of views for the top-20 external links. Since
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Figure 3.4. External views as a function of rank (number of links≥ 20). The dashed lines

shows the power law fit linesV1(t) = a1(t) × r−p1(t), and the solid line shows the fits

V2(t) = a2(t)× r−p2(t) + ǫ(t)

we have seen a power law fit, we conjecture that the views of top-20 external links are

representative for the views of all external links. As a result, we estimate the total views

from all external links. This will make the conclusions of this study more grounded.

To estimate the total views from all external links, we divide the videos into two

groups.

1. The videos with more than 20 external links.

2. the videos with less than 20 external links.

For Group 2, Youku provides the total views from the top-20 links of each video,

or the views of the top-k links if the video only hask external links andk ≤ 20. Let the
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t (month) a1(t) p1(t) r-square

1 82.98 2.087 0.9998

7 279.9 2.055 0.9999

12 619.3 1.515 0.9999

Table 3.2. The Parameters of Power Law Fits for Fig. 3.3

t (month) a2(t) p2(t) ǫ(t) r − square

1 82.55 2.165 0.54 0.9998

7 277.4 2.089 3.06 0.9999

12 615.9 1.580 5.31 0.9999

Table 3.3. The Parameters of Power Law Fits with a Constant Deviation Terms for Fig. 3.3

total views from external links of Group 2 beV ∗
2 . For Group 1, we can further divide it into

two parts: a) the total views from the top-20 external links and b) the total views from other

(non-top-20) external links. Youku provides a). Let this beV20. Thus, our primary target is

to estimate part b) of Group 1.

In Fig. 3.4 we plot the total views of the external links as a function of the ranks

of the external links in a log-log scale for the videos with more than 20 external links. We

plot the data for the videos with an age of one month, seven months and 12 months. We

see that the number of views also is close to the power law function. Again, to fit the power

law function, we also letV1(t) andV2(t) be the total number of views for videos with aget

months for the fits. We plot power law functionV1(t) = a1(t) × r
−p1(t)
1 and the power law

function with deviationV2(t) = a2(t) × r
−p2(t)
2 + ǫ(t) for different age groups in Fig. 3.4

(Table 3.4 and Table 3.5 showp1(t), a1(t), p2(t), a2(t), andǫ(t), as well as the r-squares of

the fits). We also see that the number of views from higher rankof external links is slightly
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t (month) a1(t) p1(t) r-square

1 1037 2.369 0.9978

7 1259 1.981 0.9985

12 1424 1.471 1.0

Table 3.4. The Parameters of Power Law Fits for Fig. 3.4

t (month) a2(t) p2(t) ǫ(t) r − square

1 1031.6 2.1429 6.77 0.9998

7 1248 1.9203 14.95 0.9998

12 1416 1.529 11.49 1.0

Table 3.5. The Parameters of Power Law Fits with a Constant Deviation Terms for Fig. 3.4

larger thanV1 but smaller than the fitV2.

Let V ∗
1 (t) be the total views for part b) of Group 1, and letN (t) be the average

number of external links of the videos agedt months, then

N (t)
∑

i=21

(a1(t)× i
−p1(t)) ≤ V ∗

1 (t) ≤

N (t)
∑

i=21

(a2(t)× i
−p2(t) + ǫ) (3.1)

Therefore, the estimated external link total views areV20+V
∗
1 (t)+V

∗
2 . We plot both

lower bound and upper bound of percentage of the external link total views contributing to

the video total views in Fig. 3.5. We also plot the percentageof views from top-20 external

links. Clearly, both the lower bound and the upper bound of the external link total views are

greater than the views of the top-20 external links (which isonly a section of the video total

views). However, we can see that the views of the top-20 external links are very close to the

estimated external link total views. Most of the time, the views of the top-20 external links
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Figure 3.5. The estimated views from external links of the Youku videos.

contribute to 90% of the total views from all external links.As such, we conclude that the

total views from the top-20 external links are representative for our study.

3.3.4 The External Links from Different Video Categories

We next study from the point of view of the videos. We plot the number of external links of

different video categories in Youku in Fig. 3.6 (a). In this figure, the categories are ranked by

the average external links on each video. We see that the number of external links of videos

is substantial. For example, for an average comedy video, there can be as many as 878.1

external links. Looking into the details of our log file, we see that many comedy videos

are linked by a substantial number of different users in their blogs, usually by copying and

referring of others’ blogs. Some videos are linked in a greatmany pages in web forums. This

actually suggests that external links can greatly increasethe popularity of the videos.
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Figure 3.6. The contribution of external links on differentcategories of videos from both

YouTube and Youku
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In Fig. 3.6 (b), we select 15 categories in Youku, which have the highest percentage

of external views. We plot the average total views of each category (in green) and the average

views of the top-20 external links (in red). In the figure, “Comedy” attracts the largest num-

ber of external views, on average 3847.5 per video. This is not surprising as “Comedy” also

attracts the largest number views (32286.2), representingthe popularity of comedy videos

in general. We also see that “Gaming” attracts 7391.4 views in total and 2125.0 views from

external links, where the external views share the highest percentage. This suggests that as

compared with other video categories in Youku, more percentage of views in the “gaming”

category come outside Youku.

To compare Youku and YouTube, we show the views of different categories based

on their respective views of the top-5 external links (see Fig. 3.6 (c)). In general, YouTube

attracts an order of magnitude more views than Youku, but thepercentage of external views is

much smaller. This conforms to the observation in Fig. 3.3.1. Another observation is that the

categories most viewed by external links are substantiallydifferent in YouTube and Youku.

For example, they share in common only 3 out of 7 categories, namely “Gaming”, “Sports”,

and “News & Politics”. This might show different tastes of the users throughout individual

regions. In addition, the more success in Youku in extendingits impact of the external links

could suggest that there may be also potential for YouTube toincrease its external views.

3.3.5 Summary

We summarize our major observations in this section as follows:

• the sheer number of external views and the external links aresubstantial for both

YouTube and Youku. The external views/links have contributed greatly to Youku while

it still remains small to YouTube;

• Most of the external links are linked to a small number of videos, i.e., the number of

external links conforms to power law distribution; it fits especially well for the videos

with large number of external links;
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• The number of external views also conforms to power law; it fits better for old-age

videos. Though we cannot obtain the total views from all external links, with the

observation of power law, we can deduct that the views from top-20 external links

are representative enough for videos; 4) Different video categories attract different

percentages of external views. In some categories, e.g., “Gaming” in Youku, almost

30% of views are contributed by external links.

3.4 External Links vs. Internal Links

Since external links contribute to the video popularity, weanalyze the factors that affect the

number of external links. We study the relationship betweeninternal links and external links

which respectively represent the internal interactions and the external interactions. Accord-

ing to Alexa [103], a user spends an average of 22 minutes on YouTube and 6.7 minutes

on Youku every day. As a result, we infer that many users wouldwatch multiple videos in

the video sharing sites. For these users, there are many waysto view multiple videos in the

video sharing sites, and one of them is to follow the related video list (See Fig. 1.3). We call

a video theparent videofor the videos in its related video link list. We specificallyfocus

on the relationship of the external links, the related videolinks (We call them theR-links

thereafter) and the total views from parent videos (We call themparent viewsthereafter). In

addition, we also study the relationship between the external links and other factor, such as

the total views of videos.

3.4.1 Internal Parameters and External Links

Fig. 3.7 presents the relationship of total views of a video with two internal factors, namely

the number of R-links and parent views, in both YouTube and Youku. We plot in Fig. 3.7

(a) and (b) the number of total views as a function of the number of R-links of Youku and

YouTube respectively. Here, we hardly see any impact of the R-links on the improvement of

the total views in Youku, but we see that clear correlation exists for YouTube. This shows
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(a) The number of R-links as a function of total views (Youku)
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Original Sampling Data
Power Law and Exponential Fit

(b) The number of R-links as a function of total views

(YouTube)
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(c) Views of parent videos as a function of total views (Youku)

10
0

10
5

10
10

10
2

10
4

10
6

10
8

10
10

Views From Parent Videos

A
ve

ra
ge

 V
ie

w
s 

of
 V

id
eo

s 
(Y

ou
T

ub
e)

 

 

Original Sampling Data

Power Law Fit y=1.039 × x0.8765

(d) Views of parent videos as a function of total views

(YouTube)

Figure 3.7. The relationship between the video views, the number of external links, the views

from parent videos, and the number of R-links

that more R-links lead to an increase of the views of YouTube.We plot in Fig. 3.7 (c) and

(d) the average views of a video as a function of the views fromthe parent videos for Youku

and YouTube respectively. We see that in general, the parentviews have a positive impact

on the video views for both Youku and YouTube, and the parent views of YouTube show an

even stronger impact.
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(a) Video views as a function of the number of ex. links
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Power Law Fit y=1.214 × x0.3471

(b) Views of parent videos as a function of number of

external links
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(c) The number of R-links as a function of the number

of ex. links

Figure 3.8. The relationship between the number of externallinks and various internal factors
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Fig. 3.8 depicts the relationship between the number of external links and the three

internal factors, namely the total views, the views from parent videos and the number of

R-links. All the results in Fig. 3.8 are from Youku data set. Fig. 3.8 (a) shows a clear

relationship between the total views and the number of external links. Especially when the

number of views is over 100, we can see this relationship is almost linear. Fig. 3.8 (b) shows

the views from the parent videos has weaker correlation withthe number of external links.

The number of external links scatters as the views of parent videos grows. In Fig. 3.8 (c),

we see there is even weaker relationship between the number of R-links and the number of

external links.

3.4.2 Analysis of the Correlation

Corr views Ex. links R-links parent views

views 1 0.506 -0.018 0.22

Ex. links 0.506 1 -0.029 0.20

R-links -0.018 -0.029 1 0.23

parent views 0.22 0.20 0.23 1

Table 3.6. The correlation coefficient of parameters in Youku

Corr views R-links parent views

views 1 0.49 0.77

R-links 0.49 1 0.60

parent views 0.77 0.60 1

Table 3.7. The correlation coefficient of parameters in YouTube
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We next conduct analysis on the correlation coefficients1 between the number of

external links and internal factors for both Youku and YouTube (see Table 3.6 and Table

3.7). In Table 3.6 we find that the total views and the number ofexternal links of Youku are

most correlated with a correlation coefficient of 0.506. Thenumber of R-links hardly affects

the number of external links and the total views. The views from parent videos weakly

correlated with all the factors. This conforms to the general intuition that the popularity of

the video itself will directly impact on the number of external links (and vice versa). Also,

we see that in Youku, the views of the parent videos have a moremoderate impact and a

larger related video links can hardly have an impact on the external links.

Compared with Youku, the connections of internal links in YouTube are much tighter.

In details, we can see that the relationship among the numberof R-links, the parent views

and the total views are high. The correlations are 0.77 between video total views and parent

views, 0.60 between the number of R-links and parent views, and 0.49 between the number

of R-links and video total views respectively.

A possible explanation of the tighter correlation in YouTube is the stability of the

related video list; that is, if the related videos change more frequently, it will affect the

correlation between R-links and other factors. To verify this, we randomly chose 20,000

videos from the crawled video data set of both Youku and YouTube. We crawled/searched

these videos from Youku and YouTube again on Nov. 28th 2011. We see that as compared to

the 20,000 videos collected on Jul. 8th, 2009, 5376 Youku videos have been deleted and as

compared to the 20,000 videos crawled on May 24th, 2009, 387 YouTube videos have been

deleted. As the videos in YouTube are significantly more stable than Youku, we infer that

there is less change in the related videos of YouTube too. Therefore, YouTube has a tighter

correlation of internal links than Youku.

1Here, a correlation coefficient of 1 indicates that the two parameters are linearly correlated, i.e., one pa-

rameter will increase (or decrease) linearly with the otherparameter. A correlation coefficient of -1 indicates

that one parameter will increase linearly as the other parameter decreases.
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3.4.3 Summary

We summarize our major observations in this subsection as follows:

• The number of external links is mostly and more directly affected by the total views of

the videos;

• The number of external links can be affected indirectly by such internal factors, such

as parent views and the number of R-links, since these factors can increase the views

of videos;

• The internal factors in YouTube have a stronger correlationthan that of Youku. This

may be because the Youku videos are less stable as there is a higher deletion rate of

the videos.

3.5 External Links on Videos in Different Age Groups

To further understand the impact of external links, as well as the correlation of external links

with various internal factors, in this section, we investigate the characteristics of external

links in different video age groups. Since we did not trace specific external links or trace

the external links for specific videos, we group the videos according to different ages. Our

study is then on the characteristics of external links on younger videos and older videos. We

believe this provides a macro view of the evolution of the external links on videos.

3.5.1 The External Links on Videos of Different Age Group

We first compare the percentage of videos received external links in YouTube with that in

Youku. We only focus on the videos that have five or more external links.

From Fig. 3.9 we can see that videos in YouTube are more linkedby external links

than videos in Youku. For example, it is observed that for YouTube, 90% of the five-month-

old videos have at least five external links. Looking from another angle, we can say that
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Figure 3.9. The percentage of the videos with more than five external links.

93.7% of the videos are with at least five external links after15 months. On the contrary,

in Youku, only about 50% of the five months old videos have at least five external links.

Nevertheless, the percentage rises eventually and from thedata we collected, we can see

that after a video that is one year old, more than 90% of the chance (both for YouTube and

Youku) it will have more than five external links. The differences between YouTube and

Youku may be accounted as follows. First, compared with Youku, YouTube is a world-wide

video sharing site and the videos in YouTube have a larger audience base. Therefore, the

YouTube videos gain popularity more quickly. This has been proved in Fig. 3.3.1 (b) where

we see the YouTube videos have a larger number of average views in each age group. Second,

as we have shown in Section 3.4.2, the number of external links for each video has a positive

relationship with the video total views. Therefore, as the YouTube videos gain popularity

(being viewed) more quickly, the YouTube videos also get external links faster than Youku

videos.
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Figure 3.10. The average number of external links for each video of different video ages,

Youku.

We then study the average number of external links for each video of different video

ages. As YouTube can only provide the top-5 external links for each video, we thus focus

on Youku data. The results are in Fig. 3.10. We can see that theaverage number of external

links is increasing. This is not surprising that the total views of videos are increasing with

video ages (as it is shown in Fig. 3.3.1 (b)), and there is a positive relationship between

the video total views and the number of external links (as it is shown in Section 3.4.2). As

well, the average views from external links for each video ofdifferent video ages are also

increasing, as shown in Fig. 3.11.
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Figure 3.11. The average views from external links for each video of different video ages,

Youku.

3.5.2 The Correlation between External links and Video Total Views in Different

Video Age Groups

We study the correlation of the number of external links and the video total views according

to different age groups. From Section 3.4, we see that there is a positive correlation between

the number of external links and the total views (including both external views and internal

views).

From Fig. 3.12, we see that the correlation becomes strongerfor the videos in older

age groups. The correlation coefficient rises from 0.42 for the video group of one month

old to about 0.85 for the video group of one year old. This indicates that the relationship

between the number of external links and the video total views is strengthened with time.

We conjecture that there is positive impact from both sides,i.e., 1) the number of external

links and external views increase, contributing to the video total views, and 2) the video total
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Figure 3.12. The correlation of external link number and video total views with the video

ages

views (and thus the popularity) increase, contributing to the increase of the external links.

3.5.3 The Correlation Coefficients in Different Video Age Groups

In Fig. 3.13, we show the correlation coefficient among external links, video total views,

parent views, and the number of R-links in YouTube and Youku.

Fig. 3.13 (a) shows the correlation coefficient of the numberof external links with the

parent views and the number of R-links in Youku. We can see that the correlation coefficient

between the number of external links and the parent views fluctuates sometimes but remains

above 22% after the first month. However, the correlation coefficient between the number of

external links and R-links remains zero. This conforms to the observations in Section 3.4.2.

Fig. 3.13 (b) shows the correlation of video total views withparent views and the
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Figure 3.13. The evolution of correlation of external linksand other internal factors with
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number of R-links in Youku in different video age groups. Notsurprisingly, we can see

that in Youku the number of R-links do not contribute to videototal views in any video age

group. However, similar with the relationship between the number of external links and the

video total views, we can see the correlation between the video total views and parent views

is also strengthened as videos get older, from 0% to about 40%. As the correlation between

the number of external links and video total views are strengthened with the video age, and

the relationship between video total views and parent viewsis also positive, we infer the

following: for Youku, if a video can gain more parent views, the total views and the number

of external links of the video may be increased after a periodof time.

Fig. 3.13 (c) plots the correlation of video total views withparent views and the

number of R-links in YouTube in different video age groups asa comparison. Here, we can

see that these two correlation coefficients maintain stableand high. As compared to Youku,

we can still see that the correlation of internal links in YouTube is significantly larger. This

also conforms to the results in Section 3.4.2.

3.5.4 Summary

As a summary, as the videos get older, the number of external links of each video is increas-

ing as well as the number of external views of each video. Thisindicates the increase of the

number of external links is not restricted in certain ages ofvideos but for all videos. The

correlation between the number of external links and the video total views is strengthened

with the video ages. As we can also see a positive correlationcoefficient between video

total views and parent views, we conjecture that if a video can obtain more parent views, the

number of external links may be increased.

3.6 Conclusion

In this chapter, we studied in detail an important aspect of video sharing sites: the external

links. The external links provide a unique way for the video sharing sites to accelerate the
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distribution of the videos. We observed that the external links can play a non-trivial role both

in terms of the number of external links on a video, and the number of views contributed to

the video. We also observed that the external links have quite different impacts on YouTube

and Youku. We studied the external links for different videocategories. We also discussed

the correlations of the external links and the internal related video links. We showed that the

number of internal related video links have less impact on the external links than the total

views of the video. We also study the characteristics of external links in different video age

groups. We see that videos are possible to get external linksand external views in all age

groups. We believe that our work can provide the foundation for the video sharing sites to

make more targeted advertisement, customized user development, etc.

In this work, we study external links as an example to show howwe estimate specific

functions or features increase the application popularity. This provides important accordance

for the deployment if we are going to migrate this video sharing site to the cloud.

As a first work on the external interactions of video sharing sites, we concentrate

on some fundamental problems, such as how the data of external links can be collected,

whether the data collection on top external links can provide a good approximation for the

overall picture, and some basic aspects of the external links. There are problems yet to be

answered. Especially, we are interested in more detailed analysis of the different impacts of

external links on Youku and YouTube.
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CHAPTER 4

KALMAN FILTER-BASED SCHEDULING FOR STABLE DIFFERENTIATED

SERVICE IN CLOUD SERVERS

4.1 Overview

In this chapter, we propose a Kalman filter-based workload management scheme for the

cloud servers to maintain a stable service differentiationunder the fluctuating user traffic.

The previous chapter shows that the user traffic of the Internet applications can be highly

dynamic since it is affected by various factors. For example, the user traffic of the video

sharing sites is raised by external links and related video links. Therefore, for the Internet

applications in the highly dynamic user traffic, devising a stable workload mange scheme

can be a key issue to maintain the cloud system in a high performance.

In detail, we concentrate on the Service Level Agreement (SLA) in the cloud servers

and we aim to minimize the cost from the violation of SLA. We study the predicted-based

workload management scheme, which is widely adopted. We firstly scrutinize the root cause

of the predicted-based scheme being instable, and then propose a Kalman-filter based work-

load management scheme as a solution. The actually deployedexperiment shows that the

proposed scheme is able to maintain the system stable in the fluctuating user traffic.

The organization of this chapter is as follows. Section 4.2 shows the root cause of the

system being instable, from both the experimental and mathematically modeling approaches.

Section 4.3 suggests a Kalman filter-based scheme as a solution. Section 4.4 presents the

experiment and the performance evaluation. We finally conclude this chapter in Section 4.5.
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4.2 System Architecture and Service Level Agreement Stability

4.2.1 The Objective of the SLA system

The major objective of our SLA system is to minimize the SLA violation loss. Here we let

this loss be a utility as a function of the response time. Clearly, the response time is a function

of service rate and request arrival rate. LetDk be the utility function of the service classk,

Tk be the response time for service classk, andµk be the service rate for service classk,

wherek ∈ {gold, silver, bronze}. We use abbreviation{g, s, b} for {gold, silver, bronze}

respectively. Suppose that the total available service rate isµ, our system goal is to minimize

the utility, which is shown as Eq. 4.1.

minµk
∑

k∈SDk(Tk(µk))
s.t.
∑

k∈S µk ≤ µ

(4.1)

Without the loss of generality, we letS = {gold, silver, bronze} during the dis-

cussion. We use abbreviations{g, s, b} to refer these different service classes respectively.

Intuitively, the violation loss function faces higher lossfor higher response time, and higher

loss for gold than that of silver than that of bronze. Formally, we have

• For t ≤ dk, Dg(t) = Ds(t) = Db(t) and they are equal a small constant. Since the

response time control target is not violated, and there is small;

• For a given response timedk < t < ∞, Dg(t) > Ds(t) > Db(t). This refers to that

prioritized service classes, such as the gold, require better service quality;

• Dk(Tk) is monotonically increasing with higher response timeTk; and 4)Dk(µk) is

a convex function. This is because nonconvex increasing functions, e.g., logarith-

mic, cannot well-capture the real-world relationships between the violation loss and

response time [32]. Therefore, we have the result as Eq. 4.2.

δDk

δµk
< 0

δ2Dk

δµ2
k

> 0
(4.2)
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4.2.2 System Architecture

The users generate tasks to be executed in the servers. We call the independent taskssessions.

In each session, there are correlatedrequeststo achieve a specific task. The requests are

correlated in the sense that the current request will be initiated only after the previous request

is served. We call it theinter-arrival timefor the duration between two consecutive requests.

As it is studied in [28], the inter-arrival time has two parts. One is the response time of

the previous request, and the other isthink time, which is the duration for performing some

actions after receiving the response and before initiatingnext request. A detailed system

architecture is shown in Fig. 4.1.

The requests are queued in the proxy according to their SLAs.A dispatch algorithm

collect requests from the queues and forward them to application servers according to the

assigned service rates achieved from the SLA maintenance module. Normally, the assigned

service rates from the SLA maintenance module assures the response time of different ser-

vice classes to minimize the SLA violation costs.

Proxy

...

User

Dispatch 

algorithm

SLA

maintenance

module
Queue for gold

Queue for silver

Queue for bronze

Response

Application

Server

Response time

Think time

Request Request

Session

Request Request

Session

Service

rate

Request delivery 

Response delivery 

Figure 4.1. A detailed architecture for cloud server environment

To design the SLA maintenance module, however, having a differentiated service

rate for each service level does not necessarily mean the SLAcan work correctly. We see a

simple example in Fig. 4.2. Here, the service rate for gold request is 200ms and the service
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rate for silver request is 300ms. Nevertheless, if gold requests come every 100ms, and the

silver requests come every 300ms, we see that there is no queueing delay for silver requests

and there are additional delay (an average of 200ms if five requests in roll) for gold requests.

From this example, we can see that the request arrival rate can be an important factor

for the services. The request arrival rate, however, is not solely determined by the system. It

is thus necessary to conduct prediction of the request arrival rate.

12345

Queue for gold

12

Queue for silver

Service every

200 ms

Service every

300 ms

Enqueue every

100 ms

Enqueue every

300 ms

Request Blank

Figure 4.2. An example of service differentiation

The SLA maintenance module runs periodically, and we define this period as acon-

trol cycle. In the end of each control cycle, SLA maintenance module generates service rates

according to Eq. 4.1 for all service classes in the next control cycle. At the same time, the

proxy estimates theestimated response timeaccording to the assigned service rates. Given

that the request arrival rate in the next control cycle is predicted and the service rate has been

assigned, its response time can be estimated by queueing model, such as MM1 or the Gen-

eralized Processor Sharing (GPS) model [21]. The estimatedresponse time is an important

criterion to assess whether the service rate allocation is successful. If the estimated response

time is close to the actual response time, it means that the request arrival rate is accurately

predicted and the service rate allocation successfully achieves the minimization of the SLA

violation loss.

We will develop an SLA maintenance module. It is designed to output one param-

eter, the service rate; as such it minimally affects other modules. Before presenting our
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SLA maintenance module, we first systematically study the intrinsic reasons of the system

instability.

4.2.3 System Instability: an Experimental Approach

From the general architecture of the servers, we can see thatthe minimization of the utility

relies on the accuracy of request arrival rate prediction. An accurate request arrival rate

prediction assures the successful control of request response time, and hence to minimization

of the utility.

However, we should also notice theclose loopbetween the request arrival rate and the

response on the system stability. Firstly, the predicted request arrival rate affects the response

time. This is because that the assigned service rate increases as a larger request arrival rate is

predicted, and vice versa. Secondly, the response time has impacts on the predicted request

arrival rate in return. This is because the request arrival rate of each session is determined by

the request inter-arrival time, which is comprised by the think time and the response time.

Since the response time is affected, the actual request arrival rate is also affected. As the

predicted request arrival comes from the past actual request arrival rates, the prediction is

hence impacted.

Since the close loop exists, a question arises that whether the response time prediction

error can reduce to zero if an error happens in request arrival rate prediction. This situation

would become more complex in the multi service class scenario.

We conduct an experiment on IBM’s cloud SLA system. We use oneproxy and one

physical server with Intel Xeon E5405 CPUs, 4GB RAM and7200 RPM hard disk. We

deploy the IBM framework as discussed in Section II. We use the IBM benchmark user

request generator [99] to generate user requests. For illustration simplicity, we only use two

service classes:gold, andbronze. We apply the state-of-the-art prediction technique which,

however, assumes the request arrival rates in two continuous control cycles are identical

(i.e., they overlook that the user requests are correlated)[99]. We have tried other prediction

techniques (e.g., AR(1) [21]) and observe the same problem.Intrinsically, these prediction
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techniques focus on the prediction accuracy, not addressing the closed-loop problem which

we will show shortly.

Duration Average session numberAverage think time

about 15 min. 1 500 ms.

about 10 min. 1 400 ms.

about 10 min. 1 100 ms.

about 15 min. 5 100 ms.

We set the control target of the response time to 200ms and runthe experiment for

50 minutes and the results are shown in Fig. 4.3. In particular,we divide this50-minute

experiment into three stages. In each stage, we increase therequest arrival rate by adding

more sessions. The details are as follows: in stage #1 (0 to 15 minutes), the request arrival

rate is5 requests per second for all service classes; in stage #2 (15 to 33 minutes) the request

arrival rate is12 requests per second. Note that the system is underload in these two stages.

State #3 (33 to 50 minutes) is a full loaded stage where the request arrival rate is40 requests

per second.

As shown in Fig. 4.3(a), we can see prediction errors while weincrease the workloads

in the system. In the first two stages (before33 minutes), these errors will not change the

request arrival rate in Fig. 4.3(b). This is because the response time is still under our control

target in Fig. 4.3(c). However, when the response time exceeds the control target in stage

3 (after 33 minutes), the request arrival rate in Fig. 4.3 will be largely fluctuated by the

prediction error. This biased arrival rate unavoidably introduce more prediction errors and

further affects the request response time. It is also worth mention that the system stuck in

this instable stage and fail to recover even after50 minutes.

As such, we give a formal definition on the system stability. We let theestimated

response timeof theith control cycle bet′i, and theactual response timebe of theith control

cycleti. Also, we let∆i be theresponse time estimation errorand∆i = |ti− t′i|. Therefore,
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Figure 4.3. Instability problem in SLA systems
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we define the stability of the response time estimation erroraccording to Lyapunov stability

and it is as Definition 1.

Definition 4.2.1. We define our SLA system isLyapunov stable, if it fulfil the following re-

quirement: if for everyΓ > 0 , there exists aδ = δ(Γ) > 0 such that, if|∆0 − 0| < δ , then

|∆i − 0| < Γ, for everyi > 0.

In Definition 4.2.1, we stress on the stability of the response time estimation error

∆i. This definition aims to restrict the response time estimation error within a scope, and

intuitively this scope should be as small as possible. As definition 1 focus on the long-term

stability, we also define thebounded errorto depict the response time prediction error in a

specific control cycle.

Definition 4.2.2. We call a service hasǫ-bounded errorif the following holds: if|ti−t
′

i|

ti
= ǫ,

we say that theith control cycle has anǫ-bounded error.

Hereafter, we call the problem as theinstability problem, if the response time predic-

tion error∆i cannot reduce to zero.

This definition means theestimated response timeshould be as close to the actual

ones as possible. Such estimation has its limitations: the estimation stability depends on

the accuracy of request arrival rate prediction. For example, the request arrival rateλk+1 of

the upcoming control cycle is unknown. Therefore, they haveonly be predicted in advance.

Here, we letλk i be the actual request arrival rate for service classk in theith control cycle,

and λ̃k i+1 be the predicted request arrival rate for service classk in the ith control cycle.

The current existed solutions for the prediction are such asλ̃k i+1 = λk i [30], or AR(1)

model [21]. Nonetheless, these studies only focus on the accuracy of the prediction, but

neglect the close loop between the request arrival rate and the service time. As a result, the

instability problem may happen, which we are going to model in the next subsection.
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Notation Definition

K The set of service class. In this chapter,

K = {Gold, Silver, Bronze}

λk i The actual request arrival rate

for service classk in theith control cycle.

λ̃k i The predicted request arrival rate

for service classk in theith control cycle.

Lk The actual request arrival rate in next

control cycle for service classk

ψk andφk The request arrival rate prediction error in two continuous

control cycles for service classk

lk andLk The actual request arrival rate in two continuous

control cycles for service classk

µk andUk The service rate in two continuous control cycles

for service classk

Dk The utility value for service

classk, k ∈ K.

Table 4.1. The notation table for the improved proxy algorithm

4.2.4 Modeling the System Instability

To model the system instability, we mathematically examinethe close loop between the

request arrival rate prediction error and the response time. We useK to denote the set of

the service classes andk ∈ K. We defineλk i as the actual request arrival rate for the
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service classk in the ith control cycle, and̃λk i as the predicted request arrival rate for the

service classk in the ith control cycle. Also we define the prediction errorφ as Eq. 4.3.

The prediction errorφ can be positive or negative.φ > 0 indicates that the request arrival

rate is overestimated whileφ < 0 means it is underestimated. Also, we defineφk andψk

as the request arrival rate prediction bias of service classk in the two continuous control

cycle, andψk is afterφk. We also definelk andLk are the actual request arrival rate for

the corresponding continuous control cycle of service class k, andLk happens afterlk. We

also defineUk andµk are the service rate for the corresponding continuous control cycle of

service classk, andUk happens afterµk. The utility value of the service classk is denoted

asDk.

φ = predicted request arr. rate− actual request arr. rate (4.3)

In order to model the system instability, we study the relationship between the re-

quest arrival rate prediction errors of two consecutive control cycles. Assuming our SLA

system hasn service classes, let the request arrival rate prediction error vector of the current

control cycle beφ = (φ1, φ2, ..., φn), the prediction error vector in the next cycle beψ =

(ψ1, ψ2, ..., ψn), the actual request arrival rate in current control cycle bel = (l1, l2, ...ln),

that in the next control cycle beL = (L1, L2, ...Ln). We have the following theorem.

Theorem 4.2.1.If user behaviors stay constant (the session number and the user think time

do not change), there is an error thresholdǫ existed for request arrival rate prediction, and if

the request arrival rate is underestimated and|φ| > ǫ, the prediction error will not converge

to zero.

Proof. We formulate the prediction errors of two consecutive cycles asψ = Aφ, where

we useA to denote the transition matrix of the two continuous control cycles. For the

simplification of the analysis, we assume that prediction algorithm is λ̃k i+1 = λk i. As a

result, we haveA = δψ

δφ
= δ(L−l)

δφ
= δL

δφ
− δl

δφ
= δL

δl
δl
δφ
− δl

δφ
= δl

δφ
( δL
δl
− 1).
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According to Lyapunov stability theory, the sufficient and necessary condition of

stability is that none of the eigen values of matrixA have positive real parts. LetEi be

the ith eigen value of matrixA, andaii be the diagonal element ofA. According to the

property of matrix,
∑n

i=1Ei =
∑n

i=1 aii. To ensure all the eigen values have negative real

parts, one necessary condition is that
∑n

i=1 aii < 0. As a result, the instability prerequisite is

∑n

i=1
δlk
δφk

( δLk

δlk
− 1) > 0. After analysis, we have:

• δlk
δφk

> 0 and δLk

δψk
> 0: according to thethree criteria in Section 4.2.1, we can easily

prove that the more the request arrival rate is predicted, the more the service rate is

allocated for this service class. Therefore, the corresponded service class has a shorter

response time and a shorter request inter-arrival time. This service class hence has a

larger request arrival rate.

• δ2Lk

δlkδφk
< 0: δ2Lk

δl2
k

= δ2Uk

δl2
k

δ2Tk
δU2

k

δ2Lk

δT 2
k

. According to the MM1 queueing model or the GPS

model from [21], we can easily haveδ
2Tk
δU2

k

< 0 and δ2Uk

δl2
k

< 0 with the water filling

theory. As the next cycle request arrival rateLk is opposite proportional to the request

response timeTk, we also haveδ
2Lk

δT 2
k

< 0. Therefore, we haveδ
2Lk

δl2
k

< 0. As δlk
δφk

> 0,

we have δ2Lk

δlkδφk
< 0.

As a result, theδlk
δφk

> 0, the instability prerequisite is reduced to
∑n

i=1(
δLk

δlk
− 1) > 0 or

∑n

i=1
δLk

δlk
> n.

Therefore, if user behavior is active enough (this means theaverage session number

is large or the think time is small enough) to assure the upperbound of
∑n

i=1
δlk
δφk

> n, there

is an underestimation thresholdǫ existed. If the request arrival rates are underestimated and

|φ| > ǫ, the instability occurs.
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From the close loop between the predicted request arrival rate and the response time,

this theorem proves the condition that the response time estimation error do not converge to

zero, or in other word, the condition of the system instability. It shows that while the request

arrival rates of all service classes are underestimated to one specific extends, the close loop

between the request arrival rate and the response time will never bring the response time

prediction error to zero. A typical instability case may be as follows: for example, a piece

of explosive news happens, and the increase of the request arrival rates is larger than the

thresholdǫ, the instability occurs. This phenomenon is common in our daily life, and drives

us to improve a stability-aware proxy.

4.2.5 Solution Space

Since the system instability comes from the close loop between the predicted request arrival

rate and the request response time, we use the controllers asa solution to keep the system

stable.

We consider the solution space of the Proportional IntegralDerivative (PID) [92] con-

trollers and the Kalman filter. However, we choose the Kalmanfilter as the solution for our

problem for the consideration of simplifying the design. Inour problem, the system model

is the optimization problem in Eq. 4.1. However, the PID controller requires linearization

of the system model, the controller gains, poles and zeros todo the control, and they are

complicated in our problem. Compared with PID controllers,Kalman filter is a kind of pre-

dictors that provide the estimation (the predicted requestarrival rate in our case) as parts

of the strategy to control the system. It takes the system model into consideration, and this

would greatly lower the design complexity. Therefore, we use Kalman filter as our solution.

There are many types of Kalman filters for us to choose from, e.g. Kalman filter,

extended Kalman Filter (EKF), Iterative Extended Kalman Filter (IEKF), and Unscented

Kalman Filters (UKF). However, as we know the traditional Kalman filter is for linear sys-

tems. As it is shown in Section 4.3.4, the system function forour problem is not linear,

traditional Kalman filter is not the suitable one for one problem. The other three Kalman
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filters, EKF, IEKF, and UKF are all for non-linear systems butperform distinct in different

scenarios. As it is studied in [3], the EKF does not outperforms IEKF and UKF because

EKF leverages Jacobian matrix to linearly estimate the non-linear transformation between

the state variables and the measurement variables, and transformation errors are introduced.

IEKF outperforms EKF because it runs the transformation iteratively to reduces the errors.

UKF uses unscented transformation, which is a non-linear transformation, to increase the

accuracy. Nevertheless, according to the simulation results in [64] [65], UKF is not the best

filter algorithm while the process and measurement noises are not Gaussian. As in our sce-

nario, the noises come from the close loop, and these noises are obviously not Gaussian. As

a result, we choose IEKF as the solution for our instability problem.

4.3 The Stability-aware Proxy Model

To provide a stable proxy, it might be possible to reconstruct the SLA system architecture

entirely. This is beyond the scope of the study in this chapter. We choose to develop an

SLA maintenance module, where we output a single parameter,the service rate. The dis-

patch algorithm, the control point for application server load balancing, uses this service rate

to the servers. Such design is easy to get integrated and has aminimal impact on system

modification. We detail our design in this section.

4.3.1 The Design Objective

In order to improve the stability of the workload managementsystem, we are going to pro-

vide a stability-aware proxy design. Basically, the stability-aware proxy design should fulfill

the follows.

• Optimization. The workload management in the proxy module should minimizethe

total utility value most of the time.

• Stability. The proxy should be able to control the close loop between predicted request
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arrival rate, and keep the response time the response time estimation error as small as

possible.

• Scalability. The system should not only satisfy three service class scenarios, but also

can be easily applied in the systems with any number of service classes.

4.3.2 Kalman Filter in SLA Scenario

As it is discussed in III.E, we use IEKF to solve the instable problem. Note that, the insta-

bility problems comes from request arrival rate predictionerror and the close loop between

the request arrival rate and the response time. IEKF solve the instability problem by offering

the request arrival rate prediction as a strategy to keep thesystem stable.

A general Kalman filter is as Eq. 4.4. Here, we useX(i) as state variable vectors in

theith control cycle, which contains the parameters to be predicted, andZ(i) as measurement

variable vector in theith control cycle, which encapsulates parameters that are measured and

help calibrating the state variables. Letf(·) be the function between the current state vari-

ables and the previous state variables, andh(·) denotes the function between measurement

variables and the state variables. At last,ω andv are respectively the process and observation

noises which are both assumed to be zero mean multivariate with covarianceQ andR.

{

X(i) = f(X(i−1)) + ω ω ∼ N(0, Q)
Z(i) = h(X(i)) + v v ∼ N(0, R)

(4.4)

Here, we usêX(i) andẐ(i) to denote the predicted state variables and measurement

variables in theith control cycle. According to the transition functionf(·), the system pre-

dicts the current state variablêX(i) from the previous statêX(i−1). From predicted current

stateX̂(i) and the system functionh(·), we can also have the predicted measurement variable

Ẑ(i). At last, the differenceZ(i)−Ẑ(i) helps the system further improve the state variable pre-

diction. Here, we can see that the core of Kalman filter lies infeedback adjustment between

the state variables and the measurement variables.
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Figure 4.4. The architecture of Kalman filter

4.3.3 The Stability-aware Proxy Design

We detail our SLA maintenance module in Fig. 4.5. Our SLA maintenance module has

only one output, the dynamic service rate. In the SLA maintenance module, there is a mea-

surement interface, collecting the request arrival rate and response time of different service

levels in the previous control cycle. This information becomes the input for our prediction

algorithm (the Kalman filter in Fig. 4.5), whose output is thepredicted request arrival rates.

After that, the service rate scheduling module in the SLA maintenance system transforms

the predicted request arrival rate into the service rate, with the objective to minimize the loss

of the service provider.

Here, we use Kalman filters for the request arrival rate prediction, so as to maintain

the system stable. We use separate Kalman filters for every service class instead of a single

Kalman filter for all service classes.

Despite an overall Kalman filter for all service classes bringing more accurate control

for the whole system, the reason of using separate Kalman filters is as follows: 1) the diffi-

culty of constructing of system function for the overall Kalman filter. Kalman filters require

the solution of the optimization problem in Eq. 4.1 as the system function. The current solu-

tions for convex optimizations use search methods like the Newton method, which is hardly

to be a system function for Kalman filters; 2) the overall Kalman filter lowers the scalability,
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Figure 4.5. The architecture of the stability-aware proxy

since adding or dropping one service class from the system, the system function should be

reconstructed. Therefore, we adopt separate Kalman filtersfor service classes, for this can

greatly lower the complexity of system construction as wellas to improve the scalability

with an acceptable cost of performance.

The algorithm in the SLA maintenance module is shown as Algorithm 1, and it works

as follows: firstly, the Kalman filter for each service class predicts the state variablesXk

of the next cycle; secondly, according toXk, and the allowed maximal service rateu, the

proxy performs optimization to divide the total service rate u to each service class. At last,

the queue for each service class receives the requests from clients, and the forwards these

requests to application servers according to the respective assigned service rate.

Here, the unknown functions areInitiate(·), KalmanFilter(·), andOptimize(·). For

Initiate(·), we may intuitively choose small values for state variables. This is because systems

are normally vacant just after boot-up (for example, the request arrival rate and the non-
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empty-time is low in the beginning); the functionOptimize(·), which optimizes the problem

of Eq. 4.1, can be sovled by Newton search methods; at last, the functionKalmanFilter(·)

is the core part of our stability-aware proxy. To realize thefunction KalmanFilter(·) in

Algorithm 1, we have to take the following aspects into consideration, and we will introduce

the detail design of the functionKalmanFilter(·) in the next subsection:

• The definition of the state variable vectorXk and the process variable vectorZk;

• The detail configuration of IEKF.

4.3.4 The Design of Kalman Filter Algorithm

In this subsection, we introduce the key function of the stability-aware proxy,KalmanFilter(·).

Firstly, as the response time estimation is an important part of our system, we define

our response time estimation algorithm as Eq. 4.5 which extends the GPS model in [30]. The

reason we employ the GPS model, but not the queueing models like the MM1 model, or the

GG1 model, is that these traditional queueing models (either MM1 model or GG1 model)

are only applicable for the systems in the steady state, while the GPS can also capture the

transient behaviors from various application workload [30]. However, as it is studied in Sec-

tion III.C, the GPS model in [30] do not take request execution time into consideration. Thus

we extend the GPS model with an extra partTe k, which denotes the request execution time

in the application server for service classk. Here, we also useTq k to denote the queueing

time for k, andTs k to denote the service time. We letqk be the initial queue length of the

service classk, wk be the non-empty-time, which is the duration the queue for service class

k is not empty in one control cycle, andλk andµk are respectively the current request arrival

rate and the service rate for service classk. w is the duration of one control cycle. In our

systemw = 20 seconds.

Tk(λk, µk, wk) = Tq k + Ts k + Te k
= wk

w×µk
(qk +

wk

2
(λk − µk)) +

1
µk

+ Te k
(4.5)
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Algorithm 4.3.1 StabilityAwareProxy()
Input: The total available service rateµ, the measurement variable vectorZk, k ∈

{Gold, Silver, Bronze}, and the previous control cycle state variableX ′
k.

Output: The allocated service rate for different service classesµk.

1: while k ∈ {Gold, Silver, Bronze} do

2: Initiate(X ′
k);

3: end while

4: while The proxy is runningdo

5: while k ∈ {Gold, Silver, Bronze} do

6: Xk = KalmanFilter(Zk, X
′
k);

7: end while

8: Perform optimization for Eq. 4.1.

9: (µg, µs, µb) = Optimize(µ, (Xg, Xs, Xb));

10: while k ∈ {Gold, Silver, Bronze} do

11: UpdateX ′
k = Xk;

12: end while

13: Updateµ from application servers;

14: end while

Secondly, asλk, wk, andTe k in the next control cycle can only be predicted, while

the others can be measured. Therefore the state variable vector isXk = (λk, wk, Te k).

Thirdly, the values ofTk, λk, andwk of the current control cycle can be observed.

The measurement variable vector isZk = (Tk, λk, wk).

Fourthly, we need to define the transition functionf(·) andh(·). We useX(i) to

denote the state variable vector in theith control cycle. We assume that the state variables
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do not change during two continuous control cycle, that isX(i+1) = X(i). This is because

our objective is to stabilize the state variable predictionfor the unchanging user behaviors,

but not the prediction accuracy of the request arrival rate.Users may employ any prediction

method, such as Weiner filter [93], or Auto Regression MovingAverage (ARMA) here.

However, as a work that focuses only on the stability of the system, we simply assume

X(i+1) = X(i). As a result, the functionf(·) is as Eq. 4.6. Also, and the functionh(·) is

as Eq. 4.7. Here, we letλ = {λg, λs, λb}, w = {wg, ws, wb}, Te = {Te g, Te s, Te b} and

T (X) = {Tg(Xg), Ts(Xg), Tb(Xg)} (Xk = (λk, wk, Te k)).

f(X(i+1)) = (λ(i) w(i) T (i)
e )T (4.6)

h(X) = (T (X) λ w)T (4.7)

According to the solution of IEKF, we have the algorithm for functionKalmanfilter(·)

in Algorithm 4.3.2. The Objective of the Algorithm 4.3.2 is to present an estimation for state

variables as a strategy to curb the instability. Here, we useζ to denote the iterative time of

IEKF (in our experiment we haveζ = 4), X̂k to denote the priori state variable for service

classk, andz̃ to denote the measurement residual. Also, we useSk to denote the innovation

covariance for service classk, Kk to denote Kalman gain for service classk, let Pk be esti-

mate covariance for service classk, letH be the Jacobian matrixδh
δX
|X=X̂k

, and letF be the

Jacobian matrixδf
δX
|X=X̂k

.

4.3.5 The Noise Covariance Configuration

In Kalman filter, the prediction state variable adjusting rate and stability contradict with

each other in noise configuration. As it is shown in Eq. 4.4, Kalman filter defines the noise

covariance in matrixQ andR, which are respectively the covariance of process noise and

measurement noise. According to the properties of Kalman filter, firstly, the process noise

ω determines the adjustment step length. The larger the adjustment step length is, the more

77



Notation Definition

ζ The iterative time of IEKF

X̂k The priori state variable for service

classk.

z̃ The innovation, or measurement residual.

Sk The innovation covariance (the output of estimation

error ) for service classk.

Kk Kalman gain for service classk

Pk estimate covariance for service classk

H The Jacobian matrixδh
δX
|X=X̂s

F The Jacobian matrixδf
δX
|X=X̂s

Table 4.2. The notation table for the IEKF

quickly the state variables adjust, but at the cost of lowering the stability, and vice versa.

Secondly,v defines the level of noise in measurement variables. A largerobservation noise

configuration makes the filter adjust more slowly, and consequently assures a better stability,

and vice versa.

For the reliable consideration, we use the classic noise covariance configuration

method. As it is introduced by [87], the noise covariance configurationR of the Kalman filter

is generally pre-computed by offline simulation. After that, we haveR = (0.005, 0.40, 0.0250).

Nevertheless, the configuration of the noise covariance ofQ is more complex because of the

dynamically changing process noise. To assure the system stability from close loop be-

tween the predicted request arrival rates and the response time, we can assume the original

system has a very small process noise. Here, we also use the offline simulation to have

Q = (0.05002, 0.00102, 0.00102) to assure both stability and adjusting rate in our system.
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Algorithm 4.3.2 KalmanFilter()
Input: Previous state variableX ′

k, measurement variableZk.

Output: The state variableXk.

1: for i = 1 to ζ do

2: Initialize priori state variablêXs = f(X ′
k);

3: Initialize priori estimate covariancêPk = FkPkF
T
k + ω;

4: Get innovatioñz = Zk −Hk(X̂k);

5: Get innovation covarianceSk = HsP̂kH
T
k + v;

6: Get Kalman gainK = P̂kH
T
k S

−1
k ;

7: UpdateXk = X̂k +Kz̃;

8: Update estimate covariancePk = (I −KHk)P̂k;

9: UpdateX ′
k = Xk;

10: end for

The noise covariance configuration is differed with the different system capacities.

Generally, the larger system capacity may require a larger process noise covariance because

the request arrival rate may change more quickly. Similarly, a system with a smaller capacity

may require a smaller process noise covariance, as a smallercapacity may have a smaller

request arrival rate change rate and requires a higher stability.

4.4 Performance Evaluation

4.4.1 Experimental Setup

We use six IBM servers to conduct experiment for the performance evaluation. Three of them

are are configured as proxies, and others are application servers. All these servers have two

Intel Xeon E5405 CPUs, one 4GB RAM and a7200 RPM hard disk. The operating system

is Fedora 12 with the Linux 2.6.31; three application servers run Apache Tomcat 6.0.29
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to provide HTTP service. We implement the sub-controller which provides performance

feedback on each application server with Perl 5.0 to controlthe CPU utilization below 90%,

as it is used in [99]. To emulate the time consumption of additional overheads in the servers,

the HTTP responses for each requests will be performed aftera sleep (in our experiment,

the sleep time is set as 90 ms). Our SLA maintenance module is implemented on Tinyproxy

[126], a widely used proxy for performance evaluation.

We use the Eq. 4.8 as the SLA violation loss function in our system. This function

is also widely applied in many other studies, such as [99] and[21]. We configure different

service classes by setting the different importance valueIk in the Eq. 4.8. The importance

values (Ik in Eq. 4.8) for each service class (Ig, Is andIb) are set to4, 3, and2 respectively.

For all service classes, we set the response time control target as200ms for all service classes.

This is the base-line response time when our system is fully loaded1. We use Eq. 4.8 as the

SLA violation function for the following reasons:

• Eq. 4.8 satisfies the SLA violation loss function criteria inSection 4.2.1;

• This SLA violation loss function cares about the response time control target. There-

fore it is also used in the works such as [21] and [30].

• we use Eq. 4.8 as an example of the SLA violation loss function, and it can also

be replaced by other functions satisfying the SLA violationloss function criteria in

Section 4.2.1 of this chapter.

Dk(Tk) =
Ik

2
(Tk − dk) +

√

(Tk − dk)2 + 0.5 (4.8)

In our experiment, the workloads (user requests) are generated by IBMs private syn-

thetic workload generator [30]. The HTTP responses for eachrequest will be generated after

1This configuration (control target equal to200ms) indicates that the SLA system will start the optimization

when the system is overloaded. It gives us an observable start point for comparison and will not bias our

conclusion.
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Round Duration Avg. concurrent session numberAvg. think time

1 around 5 min. 5 500 ms.

2 around 4 min. 5 200 ms.

3 around 4 min. 8 200 ms.

4 around 5 min. 11 200 ms.

5 around 7 min. 14 200 ms.

6 around 7 min. 17 200 ms.

7 around 11 min. 24 200 ms.

a sleep. This sleep time is set to 90ms based on the default settings of the existing IBM SLA

system. Based on the basic patterns of Internet user behavior [4], the users think time fol-

lows a truncated negative exponential distribution in our experiment. We run our experiment

for 33minutes as it is shown in Table 4.4.1 for the stability aware proxy. The experiment is

divided into 5stages and each round costs 5 to 10minutes.

The detailed configuration can be found in the following table where we increase the

total number of sessions to introduce more workloads to the system. Note that we also change

the total number of sections in each stage following a normaldistribution with standard

deviation of one. This is to emulate the user dynamics, such as the random failure, in real-

world systems. While the for the Zhangs proxy [99] and the AR(1) proxy [21], we only

complete the 20 minutes experiment in the first two stage, since these two proxies crash

while the system is overloaded (e.g. the response time of these two system can be large than

10 seconds).

We compare the performance of proxies as follows:

• Offline optimal solution: The actual request arrival rate inthe next control cycle is

used instead of the request arrival rate prediction algorithm. The result of the offline

optimal solution is used as a calibration to compare the result of different schemes.
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• Stability-aware proxy: the proxy with SLA maintenance module;

• Conventional [30]: This is currently adopted by IBM, where we set (i.e., predict) the

request arrival rate of the next control cycle to that of the current control cycle;

• AR(1) [21]: This is a prediction algorithm which minimizes the squared prediction

error between next and current control cycle.

We use response time as a main measurement metric. Note that our primary concern

is that the response time must follow the service level agreement.

4.4.2 Experiment Results

Fig. 4.6 presents the SLA violation loss of the three serviceclasses in the stability-aware

proxy. It shows the SLA violation loss of the stability-aware proxy is quite close to offline

optimal solution all the time. Specifically, in the first 20 minutes, while the workload is

under the system capacity, the stability-aware proxy achieves the same performance as the

offline optimal algorithm. After the 27th minute and the total workload approaches the

system capacity, the SLA violation loss of the stability-aware proxy is slightly higher than

the offline optimal results. Nevertheless, the differencesare not larger than 10%.

To demonstrate the improvement from the current existing proxy algorithms, we fur-

ther compare our proxy algorithm with conventional proxy and AR(1) in Fig. 5.4 in the first

20 minutes. We do not present the simulation results of the traditional proxies because the

instability becomes even severe after 20 minutes and the system occasionally crashes be-

cause some service classes starves. To provide a uniform comparison, we only compares the

performance of the first 20 minutes. We can see that while the workload is small, all the al-

gorithms have the same performance. However, while after about 13 minutes, we can see the

SLA violation losses of current existing algorithms (conventional and AR(1) algorithms) are

about 50% larger than the offline optimal algorithms on average, while the stability-aware

algorithm can also maintain an optimal level. According to our previous study, this is be-

cause the current existing algorithms neglect of the close loop between the predicted request
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Figure 4.6. The SLA violation loss of the stability-aware proxy

arrival rate and the response time. To further confirm this reason, we provide the request

arrival rates of the different algorithms and as well as the request response time.

To demonstrate the actual performance of the three proxies,we firstly shows the re-

quest response time in each type of proxies in Fig. 4.8. Fig. 4.8 (a) presents the response

time of the three service classes of the stability-aware proxy. We see that the response time

normally increases with the request arrival rate. In the first 25 minutes, there is no apparent

service differentiation since the system is underload. We can observe an obvious service

differentiation after the last two rounds while the system is overloaded. To demonstrate the

improvement of the stability-aware proxy, we compare its response time with the two tra-

ditional proxies from Fig. 4.8 (b) to Fig. 4.8 (d). We can see astable response time in the

stability-aware proxy, but in the other two algorithms a large fluctuation can be observed

after about 14 minutes. In detail, we can see a larger fluctuation in response time in the con-
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Figure 4.7. The SLA violation loss comparison of all algorithms

ventional proxy than that in the AR(1) proxy. This may be because of the AR(1) algorithm

is able to filter a specific level of noises. However, as AR(1) algorithm can only filter the

Gaussian noises but not control the close loop, the instability remains in this algorithm.

The response time prediction error is an importance criterion for stability. Fig. 4.9 (a)

presents the response time prediction error of the stability-aware proxy. We can see that in the

first five rounds of the simulation, the differences between the predicted and actual response

time are generally zero. However, the slight errors are alsoobserved at the beginning of each

simulation round, since the slow state variable adjustmentof the IEKF to assure the system

stability. After 30 minutes, we can see that the average response time is more than 200 ms

and the bias is below also 10%. While in the 35 minutes, the average response time is more

than 300 ms and the error is less than 30 ms. In general, we can see that the stability-aware

has 10% bounded error. Nevertheless, Fig. 4.9 (b), Fig. 4.9 (c) and Fig. 4.9 (d) compare
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Figure 4.8. The response time as a function of running time, (a)(b) stability-aware proxy (c)

conventional proxy, (d) AR(1) proxy

the prediction errors of the three proxies. Compared with the stability-aware proxy, the the

prediction errors in conventional proxy can be larger than one second and that in the AR(1)

proxy is nearly one second. From this, we can see a large improvement in stability of the

stability-aware proxy.

To make a comparison, Fig. 4.10 shows the request arrival rates of the proxy algo-

rithms. Fig. 4.10 (a) shows the request arrival rate to the stability-aware proxy. It is observed

that, in the stability-aware proxy, from the beginning of the simulation to 20 minutes, the

request arrival rate keeps stable. Nevertheless, request arrival rate fluctuates sightly after 25

minutes. Also, we compare its request arrival rates to the traditional proxies from Fig. 4.10
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Figure 4.9. The response time prediction error, (a)(b) stability-aware proxy (c) conventional

proxy, (d) AR(1) proxy

(a) to Fig. 4.10 (d). Comparatively, between roughly the seventh minute to the 20th minutes,

the conventional proxy and the AR(1) proxy have a more vibrating request arrival rate since

these two types of proxies are unable to control the instability caused by the close loop. To

further demonstrate how the IEKF controls the system stability, we present the comparison

of predicted and actual request arrival rates in Fig. 4.11. Fig. 4.11 (a) (b) and (c) respectively

show the comparison from the service class gold, silver and bronze. In general, we can see

that in the first four rounds, the actual request arrival rates remain stable and the predicted

request arrival rates quickly converge to actual ones and maintain stable. Besides that, in the

last three rounds, the actual request arrival rates fluctuate but gradually converge to the pre-
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Figure 4.10. The request arrival rate comparison (a)(b) stability-aware proxy (c) conventional

proxy, (d) AR(1) proxy

dicted request arrival rate, since the predicted request arrival rates act as a strategy to control

the system stable.

We further show the overhead of the application servers. Fig. 4.12 presents the CPU

utilization of the simulations. Similarly, we can see that the stability-aware proxy is able to

keep the CPU utilization stable in the first five rounds. In thelast two rounds, the application

servers reach the control target at 90%, and the CPU utilization fluctuates slightly around

the control target. However, compared with the the stability-aware proxy, the conventional

proxy and the AR(1) proxy can only remain CPU utilization stable in the first three rounds

and in the fourth round, we can see an obvious CPU utilizationfluctuation around 77%, this

87



0 10 20 30 40
0

50

100

150

Time (minute)

R
eq

ue
st

 a
rr

iv
al

 r
at

e

 

 

Predicted value
Actual value

(a) The request arrival rate for gold

0 50 100 150
0

10

20

30

40

50

Sampling point

E
nq

ue
ue

 r
at

e

 

 

Predicted value
Actual value

(b) The request arrival rate for silver

0 50 100 150
5

10

15

20

25

30

35

40

45

Sampling point

E
nq

ue
ue

 r
at

e

 

 

Predicted value
Actual value

(c) The request arrival rate for bronze

Figure 4.11. The comparison of predicted and actual requestarrival rates
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Figure 4.12. The CPU utilization of the application servers

indicates the instability in the request arrival rate in these two types of proxies. Also, from

this we can see that the instability hampers the full utilization of the servers.

4.5 Conclusion

In this chapter, we noticed the stability problem in the sequential job scenario, and aimed

at minimizing the total SLA violation loss under the constrained system resources. We first
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found that the system instability comes from the close loop impact between the predicted re-

quest arrival rate and the request response time. We evaluated such instability in experiment

and model the root cause of the instability. We proposed a stability-aware proxy based on

IEKF to minimize the SLA violation loss as well as to stabilize the system under the SLA

constrain. Our design only needs to plug an SLA module to other systems, and minimally

affects other parts of the systems. In experiment, we found that our scheme can maintain the

system stable and achieve the minimization of the SLA violation loss.
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CHAPTER 5

MINIMIZING THE BILLS OF CLOUD SERVICES BY MULTI-PROVIDER

SELECTION

5.1 Overview

This chapter study on the deployment of the Internet applications on cloud servers according

to different scales of the user traffic. In detail, we presenta cost-efficient scheme to deploy

Internet applications on the cloud servers. We choose the cloud servers from different service

providers. The essence of this idea is to leverage the different rates of allocating resources in

different service providers, to cover the different resource requirement of different modules

in one application.

The organization of this chapter is as follows: Section 5.2 presents the definition of

the problems as well as their complexity analysis for this chapter; Section 5.3 proposes the

algorithms for the problems; In Section 5.4, we show the simulation evaluation for our algo-

rithms; Section 5.5, we presents a real experiment, where wedeploy a real MMORPG game

in the cloud server for performance evaluation; finally section 5.6 concludes this chapter.

5.2 The Problems and Complexity Analysis

5.2.1 The General Problem

In this paper, our focus is only restricted on the deploymentof large scale server clusters,

since the deployment of server clusters is more complex and the payment is not subtle.

Besides that, migrating parts of application server clusters to the cloud takes also quite an
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important part of IaaS business, such as [110] [111]. Therefore we have these assumptions

for the study in this chapter.

1. We neglect price of the software that perform uniform monitoring or deployment

among different service providers. There are different tools with varied prices, and

there are also free and open source ones. Besides that, the software is also charged

quite differently from cloud services. Generally, once they are bought, they can be

used forever, as compared to the cloud servers are charged monthly.

2. Therefore we assume that each server runs one application, since this is common in

the server clusters for the consideration of caching and forbettering the maintenance.

Typical examples are such as the web servers and game servers. In detail, it is com-

mon that the web server clusters separate the distribution of different contents (such

as pictures, texts, and videos), and the delivery of different application services into

different servers [116]. Game server clusters separate their different functions, such as

login, game logic, billing, and database services, into different servers [94].

Assume that there areL service providers. From the cloud service provider point

of view, a service instanceτj is a virtual machine provided by a service providerl, l ∈

[0,L − 1] with a set of resource and a pricecj . Assume there areo types of resource

such as CPU, RAM, storage, etc.τj can be illustrated by a vector of resource, andτj =

{r0j , r1j, · · · , ro−1j}, whererij denotes the amount of resource typei for instancej. We

assume that there is a special service instanceτ0 = {0, 0, · · · , 0} with cost 0. This indicates

that the service provider does not provide any service. Assume each service provider hasNl

service instances andN =
∑L−1

l=0 Nl.

From the user point of view, the users usually care how many concurrent users are

needed for their applications. Typical examples are [110] [111], where enterprise users

construct IaaS solutions according to the number of concurrent online clients. Assume an

enterprise needs to accommodateK concurrent users and there areM applicationsB =

{b0, b1, . . . , bM−1}. Without loss of generality, assume each user activates oneapplication
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at a time. The cloud maintains onesessionfor each online user. In [80], it is demonstrated

that the sessions of the same application consume roughly equal resource and the resource

consumption on one server is as Eq. 5.1. LetΘij be the resource consumption for applica-

tion bi under service instancej. More specifically,Θij = {θ(1)ij , θ
(2)
ij , · · · , θ

(o)
ij }, whereθ(k)ij

denotes the resource consumption of resourcek using service instancej for each session of

applicationi. According to [80], certain basic resource is needed for each service instance

to run software supports and the application, even if there is no session running. For exam-

ple, the software supports for the web applications may be the Linux and Apache Tomcat,

and both these softwares consume CPU cycles, RAM, and storage capacities. We define

Aij as the basic resource consumption of applicationi under service instancej and we have

Aij = {a
(1)
ij , a

(2)
ij , ..., a

(o)
ij }. Also, we letG(i, j) be the maximum number of sessions of ap-

plication i that can be concurrently handled in service instancej. We have Eq. 5.1. Here

a
(k)
ij andθ(k)ij follow distributions. In real deployment, users may choosethe average value of

a
(k)
ij andθ(k)ij to cover the average requirement. However, in our paper, in order to assure the

system resource can cover the consumption in all cases, we choosea(k)ij andθ(k)ij respectively

to be the maximal values of the distributions.

Aij + G(i, j)×Θij ≤ τj (5.1)

A user can select multiple service instances from a service provider l. For each

service instance, the user can select multiple copies. Letsj denote the number of copies of

instancej. A Multi-Provider Selectionis an assignmentS = (s1, s2, . . . , sN ).

Definition 5.2.1. The Multi-Provider Selection Problem (MPS): Given a requirement ofK

users which will runM applications, find a Multi-Provider Selection, such that the cost is

minimized and Eq. 5.1 holds.
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5.2.2 Two Variants of MPS

We design the MPS problem as general as possible. There can beadditional constraints. We

discuss two MPS variants, one in the service provider side and one in the user side.

1) Special price strategies from the service providers

For promotion, cloud service providers have package sales.The general principle of such

plans is that with the same price, user can receive more resource than he purchases service

instances individually by buying a wholesale (usually big). An example of package sales is

from GoGrid [114], with sale plans of “Professional Cloud”,“Business Cloud”, “Corporate

Cloud”, and “Enterprise Cloud”.

More specifically, letCwj denote thejth wholesale price of a service provider. The

amount of resource for this wholesale isτwj = {rw0j , r
w
1j, · · · , r

w
o−1j}. Then for any combina-

tion of individual service instances of this service provider, with a combined cost ofC and

the combination resourceτ , we haveC ≤ Cwj ⇒ τ � τwj . Here� indicates that for each type

of resourceri in τ , ri ≤ rwij . This means that to get a certain amount of combined resource,

purchasing from a wholesale has the minimum cost. We call theMPS problem that must

satisfy such constraint as MPSS.

2)Special user requirement

The users also have extra constrains. For example, some applications require that the ser-

vice instances come from the same IaaS vendors. A typical example is that suppose an

online game company is considering employing the IaaS to host services for ten thousand

online players. Among several types of different game servers, there are two applications,

the game gatesand game servers, requiring low latency and high throughput in commu-

nication between them. This is because the game gates act as the proxy of game servers.

High communication latency and low throughput will cause poor user experience. To min-

imize the communication latency and to maximize the throughput of the two applications,
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it is suggested to choose service instances of the two types of applications from one service

provider.

More specifically, assume there areω groups of applicationsmij0 , mij1, . . . , where

i ∈ [0, ω − 1]. Each group of applications must use service instances fromthe same service

provider. We call the MPS problem that must satisfy such constraint as MPSC .

5.2.3 The Complexity of MPS

We will show in Section 5.3.1, that ifcj andG(i, j), i.e., the price and the maximum number

of sessions, are correlated, we can develop an optimal solution.

The general MPS problems are NP-hard as follows.

Theorem 5.2.1.MPS is NP-complete.

Proof. We reduce MPS to Minimum Set Cover problem which is proven to be NP-hard [41].

The Minimum Set Cover problem is as follows. There is a finite setS and a collectionC of

subsets, and we need to find a set cover forS by a collection ofC ′ ⊆ C that every member

of S belong to at least one subset ofC ′ and the cardinality of|C ′| is minimized.

For each instance of the Minimum Set Cover problem, we construct an instance of

MPS as follows. For each elementsi of the finite setS, we create a resource typei. For

each subsetuj ∈ U whereuj = [sj0, sj1, . . .], we create a service instanceτj = [r0j , r1j . . .]

whererkj = 1 if resource typek is created orrkj = 0 if resource typek is not created. The

cost ofτj is equal to the number of resource type that are created for this service instance.

In each case,Aij = {a(1)ij , a
(2)
ij , ..., a

(o)
ij } and for any value ofi, j, ando, a(o)ij = 0. For

Θij = {θ
(1)
ij , θ

(2)
ij , · · · , θ

(o)
ij }, for any value ofi, j, ando, θ(o)ij = τ

(o)
ij .

We can see that the instance constructed is a subset of MPS problem and if MPS can
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be solved in polynomial time, we can directly get the optimalcardinality of the Minimum

Set Cover problem. Therefore, MPS problem is NP-hard.

We can also easily prove that MPSS and MPSC are NP-Complete as the MPS problem

is a special case of MPSS and MPSC problems

5.3 Algorithms

5.3.1 An Exact Algorithm for the Special Case

We first develop an exact algorithm for the MPS problem in a special case wherecj and

G(i, j) are correlated. The correlation is defined as 1) for eachi = 1, 2, ...,M and j =

1, 2, ..., N − 1 G(i, j) < G(i, j + 1); 2) cj < cj+1 and 3)G(i,j)
cj

<
G(i,j+1)
cj+1

. Intuitively, this

means that higher price service instances have a larger service capacity and the larger service

capacity the customer have purchased, the higher discount the customer can enjoy. This kind

of quantity discount is a common promotion strategy, such asthe pricing of GoGrid IaaS

cloud [114]. We believe these are meaningful for some practical applications.

We first present an important attribute of the MPS problem in the special case. We

have the lemmas as follows.

Lemma 5.3.1.If x∗ij is the optimal number of service instancej selected for applicationi for

the MPS problem satisfied with the ‘quantity discount’ assumption, the following inequality

holds: forj = 1, 2, ..., N − 1, x∗ij < ⌊
G(i,j+1)
G(i,j)

⌋.

Proof. Suppose for the sake of contradiction that we havex∗ij ≥ ⌊
G(i,j+1)
G(i,j) ⌋ for some index

j < N − 1, and letx∗iN be a number large enough to let
∑N

j=1 G(i, j)x
∗
ij > K. For this, we

construct a new solutionzi1, zi2, ...ziN , andzik = x∗ik − ⌊
G(i,k+1)
G(i,k)

⌋, andzik+1 = x∗ik+1 + 1.

For otherj 6= k or k + 1, zij = xij . Therefore we have:
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∑N

j=1 G(i, j)zij =
∑N

j=1 G(i, j)xij − G(i, k + 1)−

G(i, k)G(i,k+1)
G(i,k)

≥
∑N

j=1 G(i, j)xij ≥ K

(5.2)

and according to the assumption of ‘quantity discount’, we have

∑N
j=1 cjzij =

∑N
j=1 cjxij − ck+1 − ck

G(i,k+1)
G(i,k)

<
∑N

j=1 cjxij

(5.3)

Thereforex∗ij ≥ ⌊
G(i,j+1)
G(i,j)

⌋ is not the optimal solution.

Lemma 5.3.2. If x∗i1, x
∗
i2, ..., x

∗
iN is optimal for applicationi of an MPS problem, we either

havex∗ij = ⌊ nj

G(i,j)⌋ or x∗ij = ⌈ nj

G(i,j)⌉, wherej = 1, ..., N andnN = K andnj−1 = nj −

G(i, j)x∗ij . K is the required concurrent user number.

Proof. Obviously, we havex∗iN ≤ ⌈
ni

G(i,N)
⌉. Now suppose for the sake of contradiction

that x∗iN < ⌊ ni

G(i,N)
⌋. With Theorem 2, we havex∗ij < ⌊

G(i,j+1)
G(i,j)

⌋. Equivalently, we get

x∗ij ≤ ⌊
G(i,j+1)
G(i,j) ⌋ − 1, andx∗ij ≤

G(i,j+1)
G(i,j) − 1. Therefore

∑N

j=1 G(i, j)x
∗
ij ≤

∑N−1
j=1 G(i, j)x

∗
ij + G(i, N)( ni

G(i,N)
− 1)

≤
∑N−1

j=1 G(i, j)x
∗
ij + (K − G(i, N))

= G(i, N)− G(i, 1) + ni − G(i, N) = K

(5.4)

The constrains are not satisfied.

We develop MPS-Special() to find the optimal solution for thespecial case. Follow-

ing lemma 5.3.2, its procedure is: 1) for each applicationi, we sort the service instance in

ascending order by the value ofG(i,j)
cj

; 2) we recursively use Lemma 5.3.2 to generate2N
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Algorithm 5.3.1 MPS-Special()
Input: C, R,K, Θ, A.

Output: C
(i)
opt for eachi = 1, 2, ...,M

1: for i = 1 to M do

2: for j = 1 to N do

3: initiatexij = 0 for all i andj;

4: CalculateG(i, j) = Max{Mink⌊
rk−a

(k)
ij

θ
(k)
ij

⌋, 0}

5: ρij =
G(i,j)
cj

6: Sort service instance j by pricecj in an ascending order.

7: initiateC(i)
opt = cN⌈

K

G(i,N)⌉+ 1;

8: initiatemin item = −1;

9: initiatecost = 0 andn′ = K

10: for j = N to 1 do

11: number = ⌈ n′

G(i,j) ⌉

12: if cost+ number× cj < C
(i)
opt then

13: C
(i)
opt = cost+ number ∗ cj

14: min item = j;

15: end if

16: cost = cost+ (number − 1)× cj

17: n′ = n′ − G(i, j)(number − 1)

18: end for

19: end for

20: end for

solutions; and 3) we choose the one with the least cost. The time complexity of the sorting

is O(MNlogN) and the choice selection (without sorting part) isO(2MN). The detailed

algorithm and analysis can be found in Algorithm 5.3.1.
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5.3.2 FPTAS for MPS

We develop a Fully Polynomial-Time Approximation Scheme (FPTAS) for MPS. In other

words, we achieve a(1 + ǫ) approximation algorithm for MPS.

The intuition of our algorithm is as follows. We divide service instances into two

groups, 1) the service instances with a cost that is less thanT (T =
ǫ×C

(i)
min

2
and the eval-

uation proof is given in Theorem 5.3.1); we call this groupψ and 2) otherwise,Ψ. We

conduct dynamic programming to compute an optimal solutionwith minimum cost for all

the service instances in groupΨ. We call this algorithm LargeDP() (see Algorithm 5.3.4).

We then use greedy algorithm to cover the unfilled space in group ψ. We call this algo-

rithm SmallGreedy() (see Algorithm 5.3.5). Finally we combine the two costs and achieve

our approximation. The essence is that for dynamic programming in Ψ, we can bound its

computational complexity (running time), and for greedy algorithm inψ, we can bound its

accuracy.

The inputs of Algorithm MPS-FPATS() (see Algorithm 5.3.2) areC, R, K, Θ, A, B,

and the deviation from the optimal costǫ. HereC denotes the set of prices from all service

instances{c1, c2, ..., cN}, R stands for the resource set of service instances{τ1, τ2, ..., τN},

Θ is the matrix comprised by allθij andA is the matrix comprised by allaij wherei =

1, 2, ...,M andj = 1, 2, ..., N . The output is the optimal cost for each applicationi, C(i)
opt.

This algorithm is comprised by three subroutines:

• An algorithm to computeC(i)
min, which is the estimated lower bound of the optimal cost

for applicationi;

• A dynamic programming algorithm for the service instances in Ψ. We define this

subroutine as LargeDP();

• A greedy algorithm to compute the total minimum cost by covering the unfilled con-

current user space from subroutine LargeDP(). As well, we define this subroutine as

SmallGreedy(). The details are as follows.
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We first develop function LowerBound() shown in Algorithm 5.3.3. The inputs are

C, the cost of all service instances;K, the number of users;G, the matrix that contains

G(i, j), i = 1, 2, ...,M, j = 1, 2, ..., N , andG(i, j) is the maximal number of applicationi

users allowed by service instancej; the application setbi. The output isC(i)
min, the minimum

cost of the optimal construction price for applicationsi. Note that from Eq. 5.1, we can com-

puteG(i, j) = max{Min1≤k≤o⌊
rkj−a

(k)
ij

θ
(k)
ij

⌋, 0}. In this function, we use the greedy algorithm

to approximate the lower bound of the construction cost for applications.

We then develop function LargeDP(), the dynamic programming algorithm, for the

service instances in groupΨ in Algorithm 5.3.4. The inputs areC, the vector of costs of all

service instances;K, the number of users;T = ǫ×Cmin

2
; J = ǫ2×Cmin

4
; bi, theith application;

andG, the matrix that containsG(i, j). Function LargeDP() firstly calculates the scaled price

qj for each service instancej. The scaled priceqj ( qj = ⌊ cj
2kJ
⌋ × 2k) is used instead of

the pricecj for service instancej to do the dynamic programming. The output is the table

T for the dynamic programming, which contains the dynamic programming results. These

results are triples{Q,W (Q), C(Q)}. Here,Q is the scaled price of one solution,W (Q) is

the associated number of concurrent sessions allowed by this solution with scaled priceQ,

andC(Q) is the actual price forQ.

We then develop the greedy algorithm for the service instances ofψ, and it is shown

in function SmallGreedy() of Algorithm 5.3.5. We use greedyalgorithm to cover the unfill

space for each solution{Q,W (Q), C(Q)} in T and we let the cost for the unfill space of

item{Q,W (Q), C(Q)} beφ(K−W (Q)). The optimal cost for applicationi,C(i)
opt is minimal

total cost ofφ(K −W (Q)) andC(Q).

Theorem 5.3.1.LetC be the cost from algorithm MPS-FPTAS() andC∗ be the optimal cost,

we haveC ≤ (1 + ǫ)C∗.

Proof. For each applicationi, here we letC∗
i be the optimal cost for the MPS problem, and

let C(i)
min be the lower bound for the optimal costC∗

i . Besides that, we also letφ(w) denote
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Algorithm 5.3.2 MPS-FPTAS()
Input: C, R,K, Θ, A, B, ǫ.

Output: for each application requirementbi, the optimal solutionC(i)
opt,

1: for i = 1 to M do

2: for j = 1 to N do

3: G(i, j) =Max{Mink⌊
rkj−a

(k)
ij

θ
(k)
ij

⌋, 0} andρij =
G(i,j)
cj

;

4: end for

5: C
(i)
min = LowerBound(cj,K,G(i, j), bi)

6: T =
ǫ×C

(i)
min

2
; J =

ǫ2×C
(i)
min

4
;

7: for j = 1 to N do

8: if cj ≥ T then

9: j → Ψ;

10: else

11: j → ψ;

12: end if

13: end for

14: T = LargeDP (bi, C,K, T, J,Ψ,G);

15: C
(i)
opt = SmallGreedy(bi,G(i, j), cj, T , ψ);

16: end for

the cost forw concurrent users from the SmallGreedy() for applicationi. We letC(i) denote

cost calculated by MPS-FPTAS() of applicationi. We have the equation as Eq. 5.5.

C(i) = min(Q,W,C)∈T {JQ + φ(K −W )} (5.5)
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Algorithm 5.3.3 LowerBound()
Input: C,K, G, bi.

Output: C(i)
min

1: Initialization:

2: for j = 1 toN do

3: ρj =
G(i,j)
cj

;

4: end for

5: Selectj′ whereρj′ is the largest amongρj andG(i, j′) ≤ 2K;

6: C
(i)
min = 1

2
⌈ K
ρj′
⌉ × cj′;

For the optimal resultC∗
i , we suppose theC(i)

L is the cost fromΨ and the associated

supported number of concurrent users isW
(i)
L and the scaled priceQ(i)

L , andC(i)
S is the cost

from theψ and the associated supported number of concurrent users isW
(i)
S . As Q and

W are the optimal solution from the LargeDP() of MPS-FPTAS(),we haveQ ≤ Q
(i)
L and

W ≥W
(i)
L . Therefore, we have Eq. 5.6.

C(i) ≤ JQ + φ(K −W ) ≤ JQ
(i)
L + φ(K −W ). (5.6)

Besides that, we can have Eq. 5.7

C∗
i = C

(i)
L + C

(i)
S > J(Q

(i)
L −

C∗
i

T
) + C

(i)
S (5.7)

From Eq. 5.6 and Eq. 5.7, we have

C(i) − C∗
i ≤ JQ

(i)
L + φ(K −W )− J(Q(i)

L −
C∗

i

T
)− C(i)

S

= φ(K −W )− C(i)
S + J

T
C∗
i

(5.8)

102



Algorithm 5.3.4 LargeDP()
Input: bi, C,K, T , J , Ψ, G.

Output: TableT .

1: Initialization:

2: for j = 1 to |Ψ| do

3: k = ⌊log2
cj
T
⌋, qj = ⌊

cj
2kJ
⌋ × 2k;

4: ρj =
G(i,j)
cj

;

5: end for

6: T ← {0, 0, 0};

7: while drop inqj do

8: For eachqj , selectj′ with largestρj

9: n = ⌈4
ǫ
⌉;

10: for l = 1 to log2⌈
4
ǫ
⌉ do

11: q
(l)
j′ = 2lqj′, G

(l)
j′ = 2lG(i, j′)

12: for eachQ′ in TableT do

13: if W (Q′ + q
(l)
j′ ) < W (Q′) + G(l)j′ then

14: W (Q′ + q
(l)
j′ ) =W (Q′) + G(l)j′ ;

15: UpdateT ← {Q′ + q
(l)
j′ ,W (Q′ + q

(l)
j′ ), c(Q

′ + q
(l)
j′ )};

16: end if

17: end for

18: end for

19: end while

BecauseK−W ≤ K−W (i)
L , and if theSmallGreedy() exactly fills all the(K−W )

concurrent session space,we haveφ(K−W ) ≤ C
(i)
S . We further haveφ(K−W )−T < C

(i)
S .

103



Algorithm 5.3.5 SmallGreedy()

Input: bi, G, C, T , ψ. Output: the optimal solutionC(i)
opt,

1: Initialization:

2: for j = 1 to |ψ| do

3: ρj =
G(i,j)
cj

;

4: end for

5: Selectj′ whereρj′ is the largest amongρj;

6: C
(i)
opt = min{Q,W (Q),C(Q)}∈T {C(Q) + max{0, K−W (Q)

ρj′
}};

As a result, we have

C(i) − C∗
i ≤ φ(K −W )− C(i)

S + J
T
C∗
i

= T + J
T
C∗
i ≤ ǫC∗

i

=⇒ C(i) ≤ (1 + ǫ)C∗
i

(5.9)

Therefore, for all applications, we haveC ≤ (1 + ǫ)C∗.

Theorem 5.3.2.The complexity of algorithm MPS-FPTAS() isO(M(N + 1
ǫ4
))

Proof. For each applicationi, the time complexity of algorithm MPS-FPTAS() is determined

byLargeDP () andSmallGreedy().

LargeDP () is a process of dynamic programming, which can be divided into differ-

ent iterations. In each iterations, the service instances with the scaled profitqj are considered

for the final solution. Therefore, the time complexity ofLargeDP () is determined by the

size of tableT , which is bounded by the size of the scaled profit space, and the maximal

copies of service instancesfor computation (e.g. we consider using one service instance
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j as one copy of service instance, and consider using one and two service instancesj, as

two copies of service instances). We let the size of tableT beHj . As it is bounded by

the scaled profit space,Hj = ⌊
C∗

i

2sJ
⌋ × 2s ≤

C∗

i

J
≤ 8

ǫ2
(wheres = ⌊log2

C∗

i

T
⌋). We let the

maximal copies of service instances used forLargeDP () behj . Obviously, the copies of

service instances are determined by the number of ofqj values and the number of copies

for eachqj values. The number ofqj values obtained fromcj interval (2kT, 2k+1T ](here

k = ⌊log2
cj
T
⌋) is at most2

ǫ
− 1, independent ofk. The number of copies inΨ priced

qj can be contained in feasible solution is at most⌊ C∗

i

J×qj
⌋ = 3

2k×ǫ
. Therefore, we have

the total number of copies of service instances considered for LargeDP () is bounded by

hj <
2
ǫ
(3
ǫ
+ 3

2×ǫ + ... + 3
2k×ǫ , ...) = 6

ǫ2
(1 + 1

2
+ ... 1

2k
, ...) < 12

ǫ2
. Finally, we have the time

complexity ofLargeDP () isO(Hj × hj) = O(96
ǫ4
).

We can easily have the time complexity of SmallGreedy() isO(N). Then for each

applicationi, the time complexity isO(96
ǫ4
+N). ForM applications, the time complexity if

O(M(N + 1
ǫ4
)).

5.3.3 A Greedy Algorithm for MPS

Our approximation algorithm provides a bound for the MPS problem. It may have a large

running time ifǫ is small. As such, we introduce a fast greedy algorithm.

The details of our greedy algorithm are in Algorithm 5.3.6 and we name it as MPS-

Greedy(). The essence is that for each applicationi, we recursively pick up the service

instancej with the highest ‘session number-price’ ratioρij = G(i,j)
cj

to fill the unsolved

concurrent user space, until all the concurrent user numbers of applicationi are satisfied.

The greedy algorithm solves a typical MPS problem in the timecomplexity (the choice part,

without the sorting part) ofO(MN), whereN is the total number of service instances and

M is the number of applications.

105



Algorithm 5.3.6 MPS-Greedy()
Input: C, R,K, Θ,A

Output: for each application requirementbi, the optimal solutionC(i)
opt,

1: for i = 1 to M do

2: for j = 1 to N do

3: initiatexij = 0;

4: CalculateG(i, j) =Max{Mink⌊
rk−a

(k)
ij

θ
(k)
ij

⌋, 0}

5: ρij =
G(i,j)
cj

6: end for

7: n′
i = 0, C

(i)
opt = 0;

8: while n′
i < K do

9: choosej with largest value ofρij ;

10: xij = Round(
ni−n′

i

G(i,j)
);

11: n′
j = n′

j + xij × G(i, j);

12: C
(i)
opt = C

(i)
opt + cjxij ;

13: removej from the service instance of

14: application requirementi;

15: end while

16: end for

5.3.4 The Problem with More Constrains

We then develop two algorithms for MPSS and MPSC .

1) The MPSS problem

We can see that the differences between MPSS and MPS lie in the wholesales pro-

vided by some IaaS vendors. Here, suppose in the MPSS problem, there areN ′ wholesales
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Algorithm 5.3.7 MPS-S()
Input: C, R,K, Θ, A, B, Ω

Output: C(i)
opt for eachi = 1, 2, ...M

1: {Rw,Θw, Aw,Gw} = KnapSackForSalePacket(Ω,B);

2: {C1
min, C

2
min, ..., C

M
min} = algorithm(C ∪ Cw, R ∪RW ,K,Θ ∪ΘW , A ∪AW ,B);

in all service providers. Here we letj′ denote the sequence number of wholesales and let

Gw(i, j′) denote maximal number of concurrent users allowed by the wholesalej′, and let

Cwj′ denote the cost of wholesalej′. Similarly, we also defineΘw
ij′ as the amount of resource

consumed by one user of applicationi in wholesalej′, andAwij′ be basic resource consumed

by applicationi in wholesalej′.

Therefore, for each applicationi, we divide the procedure of solving the MPSS prob-

lems into the following two steps:

• firstly, for each wholesalej′ we calculate a combination of service instances, and this

combination should have a maximal value ofGw(i, j′). According to this combination,

we haveΘw
ij′ andAwij′ for each wholesalej′;

• secondly, since we haveΘw
ij′ andAwij′ for each wholesalej′, we solve the problem using

algorithm(C ∪ Cw, R ∪ Rw,K,Θ ∪ Θw, A ∪ Aw,B), whereCw = {cw1 , c
w
2 , ..., c

w
N ′},

Rw = {rw1 , r
w
2 , ..., r

w
N ′}, Θw is comprised byΘw

ij′, A
w is comprised byAwij′, andrwj′ is

the j′th set of wholesale resource (herei = 1, 2, ...,M andj′ = 1, 2, ..., N ′). Here

algorithm() can be chosen from MPS-FPTAS(), MPS-Greedy() or MPS-Special().

We present the algorithm for MPSS in Algorithm 5.3.7. The input variables of MPS-S() are

C, R, K, Θ, A, B andΩ. Ω denotes the set of wholesales provided by all IaaS vendors,

andΩ = {Ω1,Ω2, ...,ΩL}. HereΩl denotes the wholesales provided by IaaS vendorl and

Ωl = {Rl, Cl, C
w
l , R

w
l }. Here, the setRl denotes the set of the resource of the service

instances in IaaS vendorl, Cl denotes the set of the service instance prices in vendorl.

Besides that,Cw
l is the price set of the wholesales provided by vendorl, andRw

l is the set of

wholesale resource of all service packets of vendorl.
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Function KnapSackForSalePacket(Ω) calculates the combinations of service instances

allowed largest number of concurrent users for all wholesales. In our case, we use Knapsack

algorithms to find the combination of service instances, which support the largest number

of concurrent users, under the total wholesale resource constrain. As the Knapsack prob-

lem is widely studied, such as in the book [54], the algorithmKnapSackForSalePacket(Ω) is

not discussed here. In our thesis, we use greedy algorithm for Knapsack problem to solve

KnapSackForSalePacket(Ω).

The complexity of the algorithm for MPSS problem lies in the function algorithm().

Typically, if we choose MPS-FPTAS(), the complexity of MPS-S() isO(M(N +N ′ + 1
ǫ4
)).

2) The MPSC problem

Without loss of generality, we assume the application requirements indexed from1

toM1 are independent. We assume there areω groups of applicationsmij0, mij1 , . . . , where

i ∈ [0, ω − 1]. Each group of applications must use service instances fromthe same service

provider. To solve the problem MPSC as a subrouting of MPS problem, we follow the steps

as follows: 1) we solve the costs for independent application requirementi indexed from1

to M1 by the algorithms for MPS problem; 2) For each group of dependent applicationsi,

we solve the problem recursively solve algorithm(C(l), R(l),K,Θ(il), A(il),Bwi ) from l = 1

toL, and choose the one with the lowest cost for dependent application groupi. HereC(l) is

the set of the price of all the service instances from vendorl, R(l) is the set of the resource

of all the service instances in vendorl, Θ(il) denotes the set of resource consumption from

each applicationi user in each service instance in vendorl,A(il) stands for the basic resource

consumption set of applicationi of each service instance in vendorl, andBwi is theith group

of constrained applications. We present the algorithm for MPSC in Algorithm 5.3.8.

The complexity of MPSC is also bounded by the algorithm complexity selected for

function algorithm(). Typically, we suppose the largest service instance number in one ven-

dor isN ′
l , and we use MPS-FPTAS() for algorithm(), the time complexity of solving MPSC

isO(M1(N + 1
ǫ4
) + ωL(N ′

l +
1
ǫ4
)).
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Algorithm 5.3.8 MPS-C()
Input: C, R,K, Θ, A, B.

Output: C(i)
opt for eachi = 1, 2, ...M .

1: for i = 1 toM1 do

2: C
(i)
opt = algorithm(C, R,K,Θi, Ai, bi);

3: end for

4: for i = 1 to ω do

5: min cost =+∞;

6: for l = 1 toL do

7: {C l
i1, C

l
i2, ...C

l
iNl
} = algorithm(C(l), R(l),K,

8: Θ(il), A(il),Bwi );

9: if ΣNl

j=1C
l
ij <min costthen

10: {Ci1
min, C

i2
min, ...C

iNl

min} = {C
l
i1, C

l
i2, ...C

l
iNl
}

11: min cost =ΣNl

j=1C
l
ij ;

12: end if

13: end for

14: end for

5.4 Performance Evaluation

5.4.1 Simulation Setup

In this section, we compare the costs between multiple provider strategy and single vendor

strategy for MPS, MPSC and MPSS problems with the following algorithms.

• Greedy

• FPTAS

• Single vendor best
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We consider vendors in three different scales: large, medium and small. We suppose

the large scale vendors have 50 service instances, the medium scale vendors have 20 service

instances, and the small scale ones only have ten. In our simulation, to reduce the simulation

in each step, we construct the IaaS vendors as follows: we addthe number of vendors ten

by ten, and in each added ten vendors, there are two large scale vendors, five medium scale

ones, and three small scale ones.

Each vendor may also have service instances in differentservice series. Here, we

define aservice seriesas a number of service instances with a resource comparison rate. For

example, all service instances with the resource comparison rater1:r2:r3 = 1:2:3 belong to

the same service series, while the service instances with comparison rater1:r2:r3 = 3:2:1

belong to another.

We construct the service instances of IaaS providers as follows. We simulate both

one-vendor-one-service series situation and one-vendor-multi-service series situation. For

IaaS providers, we randomly generate the service series, and then create different numbers

of service instances accordingly.

We simulate that the number of types of resources in each service instance is 10 in

our simulation. Each type of resourceo has a scope of number ranging from[Lo, Ho]. In

our simulation, we randomly let the scope of the five types of resource be[1, 1000], three of

them range from[1, 5000], and two of them within the domain of[1, 8000].

We assign the price of service instancej as Eq. 5.10. We let the price of the service

instancej linear to the number of each type of resourcei with a constant coefficientγi. To

reasonably increase the randomness of the price, we supposethe prices of service instances

are with a random numberδ. This pricing regulation is widely existed in the IaaS service

providers such as Amazon EC2 [112]. We randomly chooseγi from the integer ranging from

1 to 20, and we intuitively letδ follow the distributionN(0, 2).

cj =

o
∑

i=1

γi × ri + δ. (5.10)
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To acquire the knowledge of the appropriate circumstances for different MPS solution

algorithms, we vary the parameters as follows: the number ofIaaS vendors, the number of

applications, as well as the number of required concurrent users. If it is not specified, we by

default set the number of IaaS vendors as 30, the number of applications as 20, the number

of types of resource as ten, and the number of required concurrent users as 2000.

In our simulation, we suppose that, for each application, the resource consumption

in each service instance per user is the same. That is,θ
(o)
ij = θ

(o)
i anda(o)ij = a

(o)
i for all

j = 1, 2, ..., N . We generate the resource requirement of each applicationsaccording to the

following rules:

• We randomly chooseθ(o)i , which denotes the number of resourceo consumed by each

user from applicationi, from the range of[0, 0.9] times of the lowest bound of resource

o, Lo.

• We assume that in our simulation, different applications require different amount of

resource for each user. That is, fori1, i2 = 1, 2, ...,M , if i1 6= i2, θ
(o)
i1
6= θ

(o)
i2

;

• We randomly choosea(o)ij [1, 10] times of θ(o)i . Admittedly, the upper bound of the

random number can be freely given. We set them respectively to be 0.9 and 10, in

order to protect the resource requirement of applications being not able to be fulfilled

by any service instances.

5.4.2 Simulation Results

1) MPS problems: We consider the situations that there are respectively 200, 2000, and

10000 required concurrent users. In each situation, we initially let the number of IaaS ven-

dors be ten, and each time we add ten vendors. Fig. 5.1 presents the comparison of the costs

of different algorithms.

Specifically, Fig. 5.1 (a) presents the situation of providing services for 200 concur-

rent users. We can see that compared with single vendor strategy, multiple provider strategy
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(a) 200 concurrent users
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(b) 2000 concurrent users
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(c) 10000 concurrent users

Figure 5.1. The costs of hosting the servers, ranging by different number of vendors
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can save the costs of hosting the service by roughly 80.0% (from 5.9 × 106 to 1.1 × 106).

In detail, we can see the first 30 vendors in multiple providerstrategy greatly lower cost of

hosting the service by about 85.4% (from7.4×106 to1.1×106). Compared with that, we can

see that the price of constructing the cloud service to the vendor number in the single vendor

strategy is not as sensitive as that in multiple provider strategy. Compared with only one

vendor, 100 vendors only reduce the cost by about 20% (from7.4× 106 to 5.9× 106). This

trend is also similar in Fig. 5.1 (b) and Fig. 5.1 (c) while therequired concurrent numbers of

users are respectively 2000 and 10000.

While comparing performance of greedy algorithm and the FPTAS algorithm, we

can see a quite different trend while comparing Fig. 5.1 (a) with Fig. 5.1 (b) and Fig. 5.1 (c).

In Fig. 5.1 (a), we can see that if vendor number is 200, FPTASǫ = 0.1 enjoy overwhelming

advantages compared with greedy algorithm. While the number of vendors is 100, we can

see that the approximation algorithmǫ = 0.1 can save 11.4% costs from the greedy algorithm

(from 1086221.4 to 965182.). Compared with that, the FPTAS in the situation with 2000 or

10000 concurrent users do not have such large advantage and the saved cost is below 0.1%.

The FPTASǫ = 2 and0.5 even perform worse than the greedy algorithm.

To further analyze cost saving of the multiple provider strategy, we consider multi-

service series per vendor situation. We extend each IaaS vendor with more than one service

series. We definepercentage of saved costof the multiple provider strategy in Eq. 5.11.

Fig. 5.2 presents a percentage of saved costs of the multipleprovider strategy as a function

of the number of service series per vendor. It is observed that the larger number of service

series in one vendor, the less percentage of saved cost comesfrom the multiple provider

strategy.

percentage of saved cost =
costs of single vendor

costs of multiple providers
− 1 (5.11)

To provide a detailed analysis on the differences between FPTAS algorithm and

greedy algorithm, we compare greedy algorithm and the FPTASǫ = 0.1 in Fig. 5.3. Fig. 5.3

(a) presents the differences of the costs generated by greedy and FPTASǫ = 0.1. We can see
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Figure 5.2. The percentage of saved cost of multiple provider strategy

that no matter how large the number of required concurrent users is, the difference between

the costs fluctuates around3× 105 US cents. However, the total expenditures increase as the

number of required concurrent users increases. Fig. 5.3 (b)shows the percentage of the costs

saved by FPTASǫ = 0.1 from greedy. We can see the advantage of the FPTAS algorithm

decreases and near zero when the required concurrent user number is 2000.

We also assess the computation overhead of the FPTAS algorithm with different value

of ǫ for the 30 vendors and 2000 concurrent users. We show the computation cycles as a

function ofǫ in Fig. 5.4. We can see that whenǫ = 0.01, the computation cycles are over 60

seconds, even ifǫ = 0.2, the computation complexity is also over 2.2 seconds. Compared

with the greedy algorithm with a time complexity ofO(N), the FPTAS algorithm is with a

much higher time complexity.

As a result, we summarize that, we may choose FPTAS algorithmfor the situation

that concurrent user is small (such as below 1000 concurrentusers), since the advantage of

FPTAS over the greedy algorithm is obvious. However, while the number of concurrent
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Figure 5.3. The comparison of the greedy algorithm and the FPTAS algorithm: (a) The

differences between the greedy and appr.ǫ = 0.1 costs; (b) The percentage of the costs

saved by appr.ǫ = 0.1 from greedy

users is high, we may use greedy algorithm, since the advantage of FPTAS is minor and its

computation complexity is much higher.

Besides that, we also show the costs of hosting services withsingle vendor strategy

and multi-provider strategy as a function of the number of resource types and the number

of applications in Fig. 5.5. In Fig. 5.5 (a), we can observe that the costs increase with the

number of resource types. Nevertheless, it is also obvious that the profit space from multiple
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Figure 5.4. The computation cycle of the approximation algorithm

provider strategy is not affected by the number of resource types. While of the number of

the resource types ranges from 4 to 20, the percentage of saved cost of the multiple provider

strategy also fluctuates from 1.8 to 4.0. The same observation is also apparent in Fig. 5.5 (b),

we show that the number of applications increases the total hosting costs, but the profit bias

of the multi provider strategy is not affected by the number of applications.

2) MPSC : Here we consider the MPSC problem. We use the simulation setup as it is

introduced in the simulation of MPS. Fig. 5.6 compares the costs of hosting services in the

cloud servers between the single vendor strategy and the multi provider strategy as a function

of the number of constrained applications. Here, the numberof constrained applications

refers to the number of applications whose servers should come from the same vendor. We

only consider two situations, with the number of required concurrent users respectively 200

and 2000.

Fig. 5.6 (a) presents the comparison of costs in the 200 concurrent user situation. We
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(a) The cost comparison as a function of resource types
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(b) The cost comparison as a function of requirement

number

Figure 5.5. The cost comparison as a function of resource types and requirement number

can see that as the number of constrained applications increases, the benefit from the multi

provider strategy decreases. In detail, while the number ofconstrained applications is eight,

no benefit is from the multiple provider strategy. This is notsurprising that as the more

number of applications are constrained, the result is more close to the single vendor strategy.

Similar results also can be observed in Fig. 5.6 (b), where there are 2000 concurrent users.

3) MPSS: We consider the different numbers of IaaS vendors with wholesale strat-

egy. Here, we construct the wholesale strategy in our simulation similar with the strategy in

GoGrid [114] as follows: we let the resource of the most expensive service instance in one
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(a) 200 concurrent users
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(b) 2000 concurrent users

Figure 5.6. The costs of hosting the servers as a function of constrained applications

vendor beτw0 and its price becw0 . For theith (i ≥ 1) wholesale in one vendor, its price and

resource amount are respectively asτwj = 4× τwj−1 andcwj = 3.2× cwj−1.

Fig. 5.7 shows the comparison of the multiple provider strategies and the single

vendor strategy for MPSS. Fig. 5.7 (a) shows the cost comparison as a function of the number

of vendors with wholesale strategy while the required concurrent user number is 200. We can

see that the saved costs of the multiple provider strategy increase. This is not surprising that

the more vendors provide wholesales, the less advantage from the vendors with wholesale

118



0 2 4 6 8 10
10

5

10
6

10
7

The number of vendors with packet sales

C
os

t (
U

S
 c

en
ts

 / 
H

ou
r)

 

 

Greedy
FPTAS ε = 0.2
FPTAS ε = 0.1
FPTAS ε = 0.01
Single vendor best

(a) 200 concurrent users

0 2 4 6 8 10
10

6

10
7

10
8

The number of vendors with packet sales

C
os

t (
U

S
 c

en
ts

 / 
H

ou
r)

 

 

Greedy
FPTAS ε = 0.2
FPTAS ε = 0.1
FPTAS ε = 0.01
Single vendor best

(b) 2000 concurrent users

Figure 5.7. The costs of hosting the servers, choosing from small vendors, medium vendors

to large vendors

strategy. We can also observe that the same phenomenon whilethe concurrent user number

is 2000 in Fig. 5.7 (b). This indicates that compared with ourwholesale strategy with0.8

price discount, the multiple provider strategy can furtherreduce the costs.
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5.5 Case Study: A Web Game Application Experiment

We deploy an open source web game, PHP MMORPG [120] on the cloud servers. We

choose service instances from three world-wide IaaS vendors, Amazon EC2, GoGrid and

Rackspace. The specification of the service instances are as[112], [114] and [118]. Here,

we focus on three types of resource in service instances: CPU, RAM, and storage size.

In the MMORPG game, the players are able to walk in the map, chat with each

other and fight against the monsters and other players. A deployed example of this game is

in [121]. We divide the application into three sub-applications and we choose the service

instances from the three IaaS providers for these three sub-applications. The three sub-

applications are as follows.

1. Walk sub-application: Walk sub-application responses to the ‘walk’ command from

the players, which changes the location of the avatars.

2. Chat sub-application: Chat sub-application manages themessages among the players.

3. PVP sub-application: This sub-application regulates the fighting behaviors among the

users and between the users and the monsters. It only update every five seconds. These

three sub-applications are portrayed in Fig. 5.8.

To construct the solution for this web game application, we firstly need to profile the

resource consumption on the servers. That is, for each applicationbi and service instance

τj , we profile the value ofAij andΘij . We initiate service instances in servers in the three

vendors as follows: all of the service instances we bought from these two vendors are in-

stalled with Ubuntu 10.04, with web server Tomcat 6.00 and database MySQL 5.10. After

the PHP MMORPG is deployed on the service instances, we perform resource consumption

profiling. To make the software environment configuration ofthe service instances in one

vendor identical, after one service instance in one vendor is profiled, we rebuild the service

instance into another service instance without the software reinstalled, and do the profiling

again, instead of buying a new service instance and re-configure the new server.
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(a)

(b)

(c)

Figure 5.8. The simulation in the web game. (a) Walk sub-application: ten robots random

walk in the game; (b) Chat sub-application: ten robots random chat in the game; (c) PVP

sub-application
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To make our resource consumption profiling more uniform, we develop a game robot

to emulate the behaviors of players in the game. According tothe three sub-applications,

our game robot contains three modules that respectively emulate the walk, chat, and fighting

behaviors from the users. Each time, we use exactly one module to profile the resource

consumption of one sub-application. In detail, we program the modules of the game robot

as follows.

• To profile the resource consumption for walk sub-application, we develop the module

that creates any number of avatars, which only walk randomlyin the maps of the game.

• To profile for the chat sub-application, we program the module that controls any num-

ber of avatars only chatting in the game.

• For the pvp sub-application, the module generates the avatars fighting with each other

only. However, according to the JavaScript codes in the web page, players can only

post one action every five seconds while fighting, so as the game robot.

For Eq. 5.1, we do the resource consumption profiling as follows: after we rebuild the

cloud servers, we restart them to release the extra memory expenditure causing the inaccurate

measurement. We profile the base resource consumptionAij when there is no users on the

cloud servers. Each time we add 10 concurrent users to service instances, and then record

the resource consumption to estimate the resource consumption per userΘij. To assure the

service capacity, we record the peak consumption value forAij andΘij for each resource.

After profiling the resource consumption, we merge basic resource consumptionAij

and the resource consumption per userΘij of all service instances in one vendor into the

same vector for the following reason:

1. The memory and storage consumption ofAij andΘij are the same for all service

instances in one vendor. This is because the software environment is the same and the

RAM and the storage space are identical in the same vendor.
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Vendor Base resource Resource consumption

consumptionAij per userΘij

EC2 {0.24%, 0.194GB, 6.4GB} {2.71%, 0.0191GB, 0.5GB}

GoGrid {0.01%, 0.177GB, 15GB} {0.79%, 0.018GB, 0.5GB}

Rackspace {0.02%, 0.179GB, 6.0GB} {0.12%, 0.019GB, 0.5GB}

Table 5.1. The resource consumption of the walk sub-application in the service instances in

different vendors

2. The consumption of CPU resource can only be measured by percentage of CPU usage.

The CPU resource allocation schemes are different from one to another. Rackspace

allocates CPU resource in Linux servers by CPU cycles [117].Obviously, the CPU

performance of the service instance withnx% total CPU cycles isn times larger than

the one withx% total CPU cycles. For GoGrid and EC2, the CPUs of service instances

are allocated in the form of the same types of virtual cores [112] [114]. According to

the study in [4], the performance ofn cores are approximatelyn times of a single core.

The CPU resource consumption in GoGrid and EC2 is recorded bythe percentage of

CPU usages of the single virtual core CPU.

As a result, we have the profiling results of the walk sub-application, chat sub-application

and PVP sub-application as Table 5.1, Table 5.2 and Table 5.3.

We compare the costs from different algorithms for multipleprovider strategy and the

single vendor strategy. According to the pricing strategy of GoGrid [114], GoGrid provides

four different scales of wholesales in different scales, Fig. 5.9 shows the cost comparison

between the multiple provider strategy and single vendor strategy with the wholesale strategy

of GoGrid. In Fig. 5.9 (a), we initially choose the required concurrent user number 200, and

each time we increase the number by 200 until the total required user number is 2000. For

only three applications, we can still see that the improvement of multiple provider strategy

is stable and substantial for all concurrent user numbers. Generally, the multiple provider
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Vendor Base resource Resource consumption

consumptionAij per userΘij

EC2 {0.24%, 0.194GB, 6.4GB} {2.10%, 0.0101GB, 0.5GB}

GoGrid {0.1%, 0.177GB, 15GB} {0.64%, 0.0104GB, 0.5GB}

Rackspace {0.1%, 0.179GB, 6.0GB} {0.09%, 0.0109GB, 0.5GB}

Table 5.2. The resource consumption of the chat sub-application in the service instances in

different vendors

Vendor Base resource Resource consumption

consumptionAij per userΘij

EC2 {0.2%, 0.194GB, 6.4GB} {0.39%, 0.0220GB, 0.0GB}

GoGrid {0.0%, 0.177GB, 15GB} {0.18%, 0.0227GB, 0.0GB}

Rackspace {0.1%, 0.179GB, 6.0GB} {0.04%, 0.0232GB, 0.0GB}

Table 5.3. The resource consumption of the pvp sub-application in the service instances in

different vendors

strategy can save the cost by more than 22.5% and sometimes reduction may be up to 30%.

In Fig. 5.9 (b), we also initialize the required concurrent user number as 2000, and increase

the number by 2000 until the total required user number is 20000, and it also shows the same

results as Fig. 5.9 (a).

To make a comparison study, Fig. 5.10 also provides the cost comparison between

the multiple provider strategy and single vendor strategy without wholesales of GoGrid being

considered. In general, we can see that a similar trend with Fig. 5.9. However, when we

scrutinize the data, we can see the minor differences that multiple provider strategy can

further reduce costs if the wholesale in GoGrid is considered. This is not surprising that the

wholesales in GoGrid provide us more choices to lower the costs.
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Figure 5.9. The single vendor costs and the multi-vendor costs in the web game server case

(MPSS) Required concurrent user number in (a) 200 user gap (b) 2000user gap

At last, we test the performance of the multiple provider strategy in MPSC problems.

We consider the situation that the multiple provider strategy save the costs most, where walk

sub-application and chat sub-application are constrained. We show the cost comparisons in

Fig. 5.11. As well, we compare the results of the vendors in different required concurrent

user numbers, from 2000 to 20000 gapped by 2000. Our observation is as follows: compared

with the result in Fig. 5.9, the reduction of the costs with walk and chat sub-applications

constrained is slightly lower, and it is from about 16% to about 24%. This also conforms

to the observation of the simulation result, which indicates constrained applications narrows

the gap between the costs from single vendor strategy and multiple provider strategy.
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Figure 5.10. The single provider and multiple provider costs in the web game server case

(MPS): the required user number in (a) 200 user gap (b) 2000 user gap

5.5.1 Summary

In this section, we present the simulation and the experiment for MPS problems, and we

summarize important observations, which can be important for the cloud clients, as follows.

• The larger number of applications with different requirements of resource will profit

more from the multiple provider strategy.

• To choose service instances, we suggest using FPTAS algorithm while the required

concurrent user number is small, and using the greedy algorithm while the number is

large.
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Figure 5.11. The single vendor costs and the multi-vendor costs in the web game case: Walk

and chat sub-applications are constrained

• The larger number of constrained applications is, the less benefit from the multiple

provider strategy.

5.6 Conclusion

In this chapter, we proposed a scheme of hosting user applications by selecting service in-

stances from different service providers. We modeled the resource requirement of user appli-

cations and different service instances and price models ofservice providers. We formulated

a general Multi-Provider Selection problem and two variants. We proved that these prob-

lems are NP-hard. We develop an optimal algorithm for a special case and a non-trivial

(1+ǫ) algorithm.

In our simulation, we find that multi-provider strategy can reduce the cost by as much

as 80%. We conduct a real MMORPG web game case using service instances of Amazon

EC2, Google GoGrid and Rackspace. We observe a cost reduction by 30%.
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CHAPTER 6

CONCLUSION AND FUTURE WORK

6.1 Conclusion

Cloud computing has become a popular paradigm all over the world for the enterprise users

to host their services over the Internet, as it frees the users from the trivial matters such as

hardware and software configuration, as well as the infrastructure management. However,

unlike the traditional applications, which only provide services for a single user, the ser-

vices hosted in cloud need to meet the requirement from multiple users over the Internet.

In this thesis, we studied the whole process of migrating theInternet applications to the

cloud servers from a user traffic perspective. Specifically,we 1) measured the user traffic

of one example of Internet applications, the video sharing site; 2) provided a stable work-

load management for the cloud servers under the fluctuating user traffic; and 3) proposed a

cost-efficient deployment scheme. The details of our thesisare as follows.

• For the user traffic measurement, we studied in detail an important aspect of video

sharing sites: the external links. The external links provide a unique way for the video

sharing sites to accelerate the distribution of the videos.We observed that the external

links can play a non-trivial role both in terms of the number of external links on a

video, and the number of views contributed to the video. We also observed that the

external links have quite different impacts on YouTube and Youku. We studied the

external links for different video categories. We also discussed the correlations of

the external links and the internal related video links. We showed that the number of

internal related video links have less impact on the external links than the total views
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of the video. We also study the characteristics of external links in different video age

groups. We see that videos are possible to get external linksand external views in all

age groups. We believe that our work can provide the foundation for the video sharing

sites to make more targeted advertisement, customized userdevelopment, etc.

• For the workload management, we noticed the stability problem in the sequential job

scenario, and aimed at minimizing the total SLA violation loss under the constrained

system resources. We first found that the system instabilitycomes from the close loop

impact between the predicted request arrival rate and the request response time. We

evaluated such instability in experiment and model the rootcause of the instability. We

proposed a stability-aware proxy based on IEKF to minimize the SLA violation loss as

well as to stabilize the system under the SLA constrain. Our design only needs to plug

an SLA module to other systems, and minimally affects other parts of the systems. In

experiment, we found that our scheme can maintain the systemstable and achieve the

minimization of the SLA violation loss.

• For the cost-efficient deployment, we proposed a scheme of hosting user applications

by selecting service instances from different service providers. We modeled the re-

source requirement of user applications and different service instances and price mod-

els of service providers. We formulated a general Multi-Provider Selection problem

and two variants. We proved that these problems are NP-hard.We develop an optimal

algorithm for a special case and a non-trivial (1+ǫ) algorithm. In our simulation, we

find that multi-provider strategy can reduce the cost by as much as 80%. We conduct

a real MMORPG web game case using service instances of AmazonEC2, Google

GoGrid and Rackspace. We observe a cost reduction by 30%.

The measurement of the Internet application user traffic, the workload management

scheme to provide stable performance under the fluctuating user traffic, and a cost-efficient

deployment method can be integrated into a whole process of cloud migration. As a sup-

plement of the previous studies, our thesis aims to understand the user traffic from the per-

spective of the external links, our proposed workload management scheme improves the
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stability of the performance of the state-of-the-art works, and our deployment scheme also

substantially lowers the service construction costs.

6.2 Future Work

In the future, we extend our studies by analyzing more detailfeatures on the online social

networks and we also try to applied these features on the performance improvement of the

cloud computing. In detail, they are as follows:

First, we try to collect the user traffic from different online social networks as well as

the traditional websites (e.g. the news websites or forums), and analyze the different traffic

patterns of these websites;

Secondly, since we have understood the features of the online social network, we

may try to improve the performance of cloud systems with the features of online social

networks. Given that in online social networks, the friendsshare more commons in interests

and possibly also in locations, we may try to share the cloud computing resource among the

friends.
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