
 

 

 
Copyright Undertaking 

 

This thesis is protected by copyright, with all rights reserved.  

By reading and using the thesis, the reader understands and agrees to the following terms: 

1. The reader will abide by the rules and legal ordinances governing copyright regarding the 
use of the thesis. 

2. The reader will use the thesis for the purpose of research or private study only and not for 
distribution or further reproduction or any other purpose. 

3. The reader agrees to indemnify and hold the University harmless from and against any loss, 
damage, cost, liability or expenses arising from copyright infringement or unauthorized 
usage. 

 

 

IMPORTANT 

If you have reasons to believe that any materials in this thesis are deemed not suitable to be 
distributed in this form, or a copyright owner having difficulty with the material being included in 
our database, please contact lbsys@polyu.edu.hk providing details.  The Library will look into 
your claim and consider taking remedial action upon receipt of the written requests. 

 

 

 

 

 

Pao Yue-kong Library, The Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong Kong 

http://www.lib.polyu.edu.hk 



The Hong Kong Polytechnic University

Department of Computing

Energy-Efficient Interference-Free Link

Scheduling in Wireless Sensor Networks

by

Junchao MA

A Thesis Submitted in Partial Fulfillment of

the Requirements for the Degree of

Doctor of Philosophy

June 2013

lbsys
Text Box
This thesis in electronic version is provided to the Library by the author.  In the case where its contents is different from the printed version, the printed version shall prevail.






Abstract

Wireless sensor networks (WSNs) consist of thousands of tiny, inexpensive and low-

power sensor nodes that perform collaborative tasks and organize themselves into multi-

hop networks. These sensor nodes are deployed over a given area, including both the

terrestrial and underwater environments. Consequently, WSNs can be divided into

terrestrial wireless sensor networks (TWSNs) and underwater wireless sensor networks

(UWSNs). In this thesis, we mainly focus on the design of energy-efficient interference-

free link schedulings in WSNs. In a link scheduling, each transmission link is assigned a

set of time slots such that it can transmit without interferences.

In TWSNs, sensor nodes use radio waves to communicate, and the major source of

energy wastage is the idle listening state in the radio modules. To reduce the energy

consumption, sensors are generally scheduled to sleep when the radio is not in use. In

a traditional sleep scheduling, however, sensors have to start up numerous times in a

period, and thus consume extra energy due to the state transitions (e.g. from the sleep

state to the listening state or transmitting state). We first identify a novel energy-efficient

interference-free link scheduling problem called contiguous link scheduling, in which links

incident to one node are scheduled together to obtain consecutive time slots so that the

node needs to start up only once to monitor the channel in a period. We prove that

the problem is NP-complete, and propose efficient centralized and distributed algorithms

that use time slots at most a constant factor of the optimum in both homogeneous and
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heterogeneous networks. Our proposed distributed scheduling with efficient delay algo-

rithm can also efficiently reduce the network delay. Extensive simulations are conducted

to demonstrate the effectiveness of our proposed algorithms.

To further reduce the frequency of state transitions in TWSNs, we address a novel

energy-efficient interference-free link scheduling problem called compact wakeup schedul-

ing. In the scheduling, a node needs to wake up only once to communicate bidirectionally

with all its neighbors. However, not all communication graphs have valid compact wakeup

schedulings, and it is NP-complete to decide whether a valid compact wakeup scheduling

exists for an arbitrary graph. In particular, trees and grid graphs, which are commonly

used in WSNs, have valid compact wakeup schedulings. Polynomial-time algorithms us-

ing the optimum number of time slots in a period are proposed for these topologies. The

simulation results illustrate the efficiency of our proposed algorithms.

In UWSNs, acoustic communication is commonly used unlike that in TWSNs. The

long propagation delay of acoustic signals causes the spatio-temporal uncertainty, which

makes the link scheduling in UWSNs a challenging problem. To describe the propa-

gation delays of the transmission links and deal with the spatio-temporal uncertainty,

we construct a so-called slotted spatio-temporal conflict graph. We propose centralized

and distributed scheduling algorithms with performance guarantee to the optimum so-

lutions under both unified and weighted traffic load scenarios. In the weighted traffic

load scenario, we consider the scheduling with and without the consecutive constraint.

Simulations validate our theoretical results, and show the efficiency of our proposed al-

gorithms.
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Chapter 1

Introduction

The main objective of this research is to investigate energy-efficient interference-free link

schedulings in wireless sensor networks (WSNs), and design novel efficient scheduling

algorithms. In this chapter, we first introduce the background of WSNs in Section 1.1.

Then we describe the link scheduling issue in Section 1.2. In Section 1.3, we explain the

motivations of this thesis. In Section 1.4, we summarize the main contributions of this

research work. Finally, the organization of this thesis is presented in Section 1.5.

1.1 Wireless Sensor Networks

In recent years, wireless sensor networks (WSNs) [65, 87] have received a lot of interest

in both academia and industry. WSNs consist of a variable number of small, inexpensive

and low-powered sensor nodes, which have the capabilities of sensing, processing and

communication. The sensor nodes may be equipped with various sensing devices to

measure the different physical phenomena, such as temperature, humidity, vibration,

light intensity and acidity. By organizing themselves, these sensor nodes form a wireless

multi-hop radio network.
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WSNs, in general, can be classified into two broad categories [58], terrestrial wireless

sensor networks (TWSNs) and underwater wireless sensor networks (UWSNs). TWSNs

are deployed in terrestrial areas, such as buildings, factories and forests, while UWSNs

are deployed in underwater areas, such as lakes, rivers and oceans.

1.1.1 Terrestrial Wireless Sensor Networks

In TWSNs, sensor nodes are typically powered by limited non-rechargeable batteries, and

it is often difficult and expensive to replace the batteries once they are deployed. When

the battery of a sensor node runs down, it will die and disconnect from the network. In

a multi-hop sensor network, each node plays the dual role of data source and forwarder.

The run-down of batteries in few nodes can affect the network topologies significantly

and even affect the network connectivity. Therefore, increasing the battery life time is a

prime consideration of TWSNs [98], which differentiates the network design from other

wireless networks, such as WLAN [30], WPAN [49], WMN [6] and MANET [50].

In TWSNs, sensor nodes use radio waves for data transmission and the maximum en-

ergy consumption of a sensor node is consumed by the radio module in the data commu-

nication, which involves transmit, listen and receive. Note that sensors not only consume

different amounts of energy in different states (transmit, receive, listen and sleep), but

also consume energy for state transitions (e.g. from the sleep state to the listening state

or transmitting state).

TWSNs also have other basic features that are different from other wireless networks,

which are listed as follows:

• Sensor nodes are densely deployed;
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• Sensor nodes have limited computational capacities and memory;

• Sensor nodes collaborate to perform a common task;

• The communication range of sensor nodes is short and thus multi-hop routing is

necessary;

• The topology of TWSNs changes frequently due to both node failures and mobilities.

1.1.2 Underwater Wireless Sensor Networks

More than two thirds of the Earth’s surface is covered by water, it is desirable to study

UWSNs in order to explore and observe the ocean. In the underwater environment, radio

waves decay rapidly. For example, the underwater transmission range of Berkeley Mica2

Motes [29] is 120 cm at 433 MHz in experiments [4]. Long-wave radio can be used

underwater, but it requires large antennae and high transmission power. Optical commu-

nication using light waves has also been investigated in [112]. As light is strongly absorbed

and scattered underwater, transmitting optical signals requires either high power or high

precision laser beams. Thus, acoustic communication is commonly used in underwater

networks due to the low attenuation of acoustic waves.

The speed of acoustic waves depends on the water properties of temperature, salinity

and pressure [74]. The propagation speed of acoustic waves is approximately 1500 m/s,

which is several orders of magnitude slower than the 3 × 108 m/s wireless propagation.

The transmission range of acoustic waves (2-4 km) is much larger than that of radio

waves (150 m), thus, the propagation delay can be quite long in UWSNs. In contrast,

the propagation delay is negligible in terrestrial networks. This unique feature is the
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central problem in the network design of UWSNs.

The data rate of underwater sensors depends on both transmission range and fre-

quency [31]. For long-range communication (e.g., several kilometers) in UWSNs, the

frequency of most acoustic systems operates below 30 kHz. Since the frequency band

of acoustic channels is much narrower than that of terrestrial sensors, the data rate of

underwater sensors is much smaller, and thus the packet transmission time is much longer.

In summary, UWSNs are significantly different from TWSNs in the aspects of low

propagation speed, long transmission range, and limited bandwidth due to the underwater

acoustic communication channel. Moreover, UWSNs are usually with the feature of three-

dimensional topology. These characteristics present a challenge to the researchers in the

field of UWANs.

1.1.3 Applications

By collecting, processing and spreading data in WSNs, information can be easily obtained

from anywhere at every time. Thus, WSNs can help the end user to have a better

understanding of the environment. Based on such a technological vision, WSNs have a

multitude and ever-increasing number of applications. Figure 1.1 shows an overview of

the applications of WSNs, we can see that WSNs can be applied to areas as diverse as

environmental monitoring, military defense, health care, smart home, as well as business

and industry. Next, we give a brief survey of the applications of WSNs in specific areas.

Environment monitoring: The applications of WSNs for environment monitoring in-

clude habitat monitoring [130], fishery monitoring [112], precision agriculture [21], seismic

monitoring [52], forest fire detection [128], pollution monitoring [97], and so on. Ze-
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Health care
Patients monitoring;

Physiological monitoring;
Medication intake monitoring;

and more...

Environmental monitoring
Habitat monitoring;
 Fishery monitoring;
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Urban warfare;
 Tactical surveillance;

and more...

Smart home
Elder care;

Home automation;
Energy management;

and more...

Business and industry
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Inventory control;
Structural health monitoring;

and more...

W SNs

Figure 1.1: An overview of the applications of WSNs.

braNet [130] system, as one of the most typical examples, uses the technology of Global

Positioning System (GPS) to track animal migrations. In ZebraNet, sensor nodes are

equipped on the collars of wild zebras. ZebraNet generates the logs of the position read-

ings of zebras using GPS, and the position data are propagated from zebra to zebra until

received by the base station. By recovering and analyzing these logs, the biologists can

have a better understanding of the movement of zebras. Moreover, the system can run

autonomously for months at a time. In [112], Vasilescu et al. develop an UWSN platform

to monitor the coral reefs and fisheries in the underwater environment. The nodes are

equipped with several types of sensing devices, including cameras, water temperature

sensors, and pressure sensors. Several nodes have the ability of mobility, and can hover

above the static nodes to collect data. These mobile nodes can also perform network
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maintenance functions, e.g., deployment, relocation and recovery. In the system, two

communication modalities are used, acoustic and optical. The acoustic communication is

for low data rate broadcast, while the optical communication is for high data rate point-

to-point data transfer. In [21], Burrell et al. study the potential of sensor networks in the

grape monitoring to help the people working in a vineyard. The deployed sensors monitor

the maximum and minimum temperature of the day to calculate heat units, which can

assist vineyard managers to have a sense of the ripeness of the grapes.

Military defense: The applications of WSNs for military defense include intrusion

detection [12], urban warfare [70], tactical surveillance [22], enemy tracking [124], chem-

ical attack detection [5], and so on. In [12], Arora et al. investigate a project called

“A Line in the Sand” for the distributed intrusion detection, where the intruding object

may be a soldier with a ferrous weapon or a vehicle. When an intrusion is detected, the

intrusion information is processed locally and shared with neighboring nodes. Collabora-

tive processing of the average across time and space makes the system to achieve better

sensitivity and noise rejection than an individual node. In [70], Ledeczi et al. present a

WSN-based counter-sniper system that aims to reduce the injury caused by a sniper to a

soldier in urban environments. By detecting and analyzing the muzzle blast and ballistic

shockwave of a gun shot’s acoustic signals, the acoustic multi-path effects in urban areas

can be mitigated and thus the snipers can be detected and accurately located. In [22],

a three-dimensional underwater sensor network is designed for underwater surveillance,

where sensors, connecting to the surface buoys with cables, are randomly deployed at

different depths. In the system architecture, sensor nodes communicate with the surface

buoys through the wired medium, and they communicate with each other through the
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wireless medium by using the antenna at the surface buoys.

Health care: The applications of WSNs for health care include patients monitor-

ing [15], physiological monitoring [15], medication intake monitoring [75], patient track-

ing [42], and so on. In [15], Baker et al. develop several prototypes that use the technolo-

gies of WSNs for health care, including SleepSafe and Heart@Home. As babies from one

month to one year old may die from the sudden infant death syndrome (SIDS) without

any warning, a SleepSafe prototype is built to detect the sleeping positions of the babies.

Once the babies are detected to be lying on their stomachs, their parents will be alerted.

Consequently, the parents do not need to watch their children all the time when the ba-

bies sleep. To help people to keep track of their blood pressure, Baker et al. also develop

a blood pressure monitoring and tracking system called Heart@Home. After getting the

user’s blood pressure by the sensors, the information is sent to the computer and pro-

cessed by a software application. The software application can generate a graph of the

blood pressure over time, and also provide helpful medical suggestions. iCabiNET [75]

is a prototype designed to monitor the intake of prescription and over-the-counter drugs

from anywhere. iCabiNET can track drug names and available doses, check expiration

dates, notify the user the time and the recommended dose to take a pill, etc.

Smart home: The applications of WSNs for smart home include elder care [102], home

automation [55], energy management [1], and so on. In [102], Skubic et al. develop a

sensor network with smart home technologies to monitor older adults in their home. The

sensing devices used include video sensors, motion sensors, and a bed sensor that detects

presence, sleep restlessness, pulse, and respiration in the bed. By extracting typical

activity patterns and identifying alert conditions (e.g. falls), potential problems can be
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detected in the early stage. In [55], Hussain et al. integrate radio frequency identification

(RFID) into WSNs in a smart home environment. To track occupants, RFID can be used

to identify the occupant with a RFID tag, while the received signal strength indicator

(RSSI) can be used to identify the presence of a person without a RFID tag using a WSN

technology. In [1], Agarwal et al. design and implement a WSN platform to reduce the

energy consumption of the heating, ventilation, and air-conditioning systems in buildings.

Rather than fixed schedules, the platform accurately detects the occupancy at the level

of individual offices and then makes smart decisions.

Business and Industry : WSNs also have many potential applications for business

and industry, including smart grid [47], inventory control [37], structural health monitor-

ing [121], traffic light control [131], interactive games [116], mine reconnaissance [3], and

so on. Smart grid [47], as a modernized electric power system for the production and

distribution of electricity, can utilize WSNs as a vital component. The applications of

WSNs for smart grid include remote system monitoring, equipment fault diagnostics, and

wireless automatic meter reading. SensorScheme [37] is a supply chain management plat-

form, which uses WSNs for active transport tracking. In SensorScheme, sensor nodes are

attached to returnable transport items, such as crates, pallets, roll containers and ship-

ping containers. The sensors act as active transport tracking devices, which can monitor

the transportation process, verify suitable conditions of goods and detect damage (e.g.

opening of containers due to sudden shocks). Wisden [121] is a wireless sensor network

system designed for structural health monitoring. In Wisden, the data packages of the

vibration measurements are transmitted hop by hop to a base station for processing.
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1.2 Link Scheduling in WSNs

In wireless networks, the packets transmitted by a node may be received by all the nodes

within its transmission range due to the broadcast nature of the wireless medium. There-

fore, the transmission of one link may interfere with the reception of another link. To

avoid the interferences among the communication links, we adopt the time division multi-

ple access (TDMA) MAC protocols, such as TRAMA [90], DCQS [24] and DRAND [95].

TDMA protocols have the natural advantages of having no contention-introduced over-

head or collisions [126]. TDMA protocols are also more energy-efficient since nodes switch

to the active state (transmit, receive or listen) in the allocated time slots and switch to the

sleep state in the other time slots. Moreover, the TDMA MAC protocols can guarantee

a deterministic delay bound.

In the TDMA MAC protocols, time is divided into equal intervals referred to as time

slots, which are grouped into frames. We assume that time is synchronized, and previous

work [26,72,105,120] has provided some time synchronization mechanisms for WSNs. A

link scheduling is to assign each link a set of time slots t ⊂ [1, T ] to transmit, where T

is the scheduling period. A link scheduling is said to be interference-free if a scheduled

transmission will not result in a collision at both sender and receiver. Figure 1.2 shows

a frame (or a scheduling period T ) consists of N time slots in TDMA, which repeats

periodically in the scheduling.

In order to be interference-free, a simple approach in the link scheduling is to assign

each communication link a time slot, and then the number of time slots assigned is equal

to the number of communication links of the network. This link scheduling scheme results
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1 2 3 N 1 2 3 N... ... . . .

T T

time

Figure 1.2: Time slots in TDMA.

in many more time slots than necessary, considering that multi-hop networks are able to

make space reuse in the shared channel and multiple transmissions can be scheduled in

one time slot without any interference. By reducing the time slots assigned, the channel

utilization and network throughput can be improved.

Though the TDMA link scheduling suffers from the clock drifting and topological

flexibility [95], there are various approaches to solve these issues. Clock drifting can be

handled by the guard time, which is two time intervals at the beginning and the end of

each time slot. Topological flexibility can be solved by rescheduling the time slots assigned

to the links at certain intervals. Moreover, nodes drift on their tethers in UWSNs can

also be handled by the guard time [64]. The TDMA link scheduling aims to minimize the

number of time slots assigned while producing an interference-free link scheduling, and

it has been proven to be NP-complete [11, 35]. Several approximation algorithms have

been proposed for the link scheduling problem [9, 34, 40, 92, 114,118,122,132].

1.3 Motivations of the Thesis

In this section, we identify the problems that need to be further investigated in the link

schedulings of WSNs.

First, reducing the energy consumption is critical in TWSNs, as the sensor nodes are
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powered by limited batteries. Apart from the energy consumption in the active states

(transmit, receive and listen), sensor nodes also consume energy in the state transitions.

However, this kind of energy cost was not considered in the previous studies of the

TDMA link schedulings in TWSNs. After a link scheduling, each communication link

is assigned a time slot to transmit. If a node starts up to transmit or receive in the

time slot assigned and turns to the sleep state after the time slot, the node may start up

numerous times in a scheduling period T as it has multiple neighbors to communicate.

Note that the typical startup time is on the order of milliseconds, while the transmission

time may be less than the startup time if the packets are small [115]. Consequently, the

transient energy consumption during the startup process can be higher than the energy

consumption during the actual transmission. If a node starts up too frequently, it not

only needs extra time, but also consumes extra energy for state transitions. Moreover, it

reduces the battery capacity due to the current surges in the state transitions. Therefore,

the startup frequency of sensor nodes should be reduced to save both energy and time.

Second, UWSNs use acoustic communications for transmitting data, which is different

from TWSNs. Due to the long propagation delay of acoustic signals, current terrestrial

MAC approaches are not suitable for UWSNs. Generally speaking, the arrival time of a

packet is uncertain owning to the uncertainty introduced at both the transmission and

reception sides. In traditional terrestrial MACs, as the propagation delay is commonly

neglected, the reception time of a packet is assumed to be the same as the transmission

time. Thus, the uncertainty of the arrival of a packet only considers the transmission

time uncertainty, i.e., the reception time uncertainty is removed. In UWSNs, however,

the reception time uncertainty depends on both the transmission time and relative prop-
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agation delay to the receiver. This phenomenon is called “spatio-temporal uncertainty”

in [107], which should be considered to design efficient link schedulings in UWSNs.

In this thesis, we will analyze the aforementioned problems in detail and then design

methodologies for them.

1.4 Contributions of the Thesis

In this section, we briefly summarize the contributions of this thesis. Our contributions

mainly lie in the following three topics: contiguous link scheduling, compact wakeup

scheduling and spatio-temporal link scheduling.

1.4.1 Contributions in Contiguous Link Scheduling

To reduce the frequency of state transitions in TWSNs, we identify a novel energy-

efficient interference-free link scheduling problem called contiguous link scheduling. In

the scheduling, links directed to a node are scheduled together to obtain consecutive time

slots such that each node can start up only once to receive data from its neighbors in a

period.

We prove that the contiguous link scheduling problem is NP-complete, and then it is

necessary to design efficient approximation algorithms with performance guarantee. To

solve the problem, we propose a novel conflict graph called merged conflict graph. By

formulating the contiguous link scheduling as an interval vertex-coloring of the merged

conflict graph, we present a centralized scheduling algorithm that uses time slots at most

a constant factor of the optimum. Especially, if the topology is a data gathering tree,

each node can start up only twice in a scheduling period: once for receiving data from
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its children nodes and once for transmitting its data to its parent node.

We further improve the centralized scheduling by re-arranging the time slots in a so-

called interference matrix to achieve a higher efficiency, including recursive backtracking

and minimum conflicts heuristic. We also develop two efficient distributed algorithms,

one only aims to reduce the frequency of state transitions and the other also has the

consideration of how to efficiently reduce the network delay. Interestingly, all these algo-

rithms have theoretical performance bounds to the optimum, not only in homogeneous

networks, but also in heterogeneous networks. The simulation studies corroborate the

theoretical results, and show the efficiency of our proposed centralized and distributed

algorithms.

1.4.2 Contributions in Compact Wakeup Scheduling

To minimize the frequency of state transitions in TWSNs, we identify another novel

energy-efficient interference-free link scheduling problem called compact wakeup schedul-

ing. In the scheduling, all the links incident to a node are scheduled together to obtain

consecutive time slots such that each node can start up only once to communicate bidi-

rectionally with all its neighbors in a period. Note that compact wakeup scheduling has

the consecutive constraint in both the incoming and outgoing links, while the contiguous

link scheduling only requires the consecutive constraint in the incoming links.

Unfortunately, not all communication graphs have valid compact wakeup schedulings,

and it is NP-complete to decide whether a valid compact wakeup scheduling exists for

an arbitrary graph. In particular, tree and grid topologies, which are commonly used in

WSNs, have valid compact wakeup schedulings. We propose polynomial-time algorithms
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using the optimum number of time slots in a period for trees and grid graphs. In tree

graphs, we first obtain an interval edge-coloring, and then attempt to assign time slots to

each edge by the direction of transmission assignment to make sure interference-free. In

grid graphs, we present all the possible coloring patterns, and analyze the lower bound as

well as the upper bound of the compact wakeup scheduling. Simulations further validate

our theoretical results.

1.4.3 Contributions in Spatio-Temporal Link Scheduling

In UWSNs, the long propagation delay of acoustic signals causes spatio-temporal un-

certainty. We identify the spatio-temporal link scheduling problem to deal with the

spatio-temporal uncertainty. The spatio-temporal link scheduling is also NP-hard, same

as the link scheduling in terrestrial wireless networks.

Considering the link transmission delay, we propose a new graph called improved

spatial-temporal conflict graph to enhance the existing spatial-temporal conflict graph

in [53]. We further transform this conflict graph to a novel three-dimensional conflict

graph called slotted spatio-temporal conflict graph, which is constructed based on the

network topology, conflict relationship, propagation delay and link transmission delay.

We propose both centralized and distributed scheduling algorithms that have theoretical

performance bounds to the optimum. We also consider both unified and weighted traffic

load scenarios when designing the scheduling algorithms. In the weighted traffic load sce-

nario, we further consider the scheduling whether it has the constraint of consecutive time

slots or not. The simulation results show the effectiveness of our proposed algorithms.

14



Chapter 1 Introduction

Introduction

B ackground and L itera ture  R eview

C onclusions and Suggestions for Future  R esearch

C ontiguous L ink Scheduling

E nhanced C ontiguous L ink Scheduling

  C ompact W akeup Scheduling

     Spatio-Temporal L ink Scheduling

Part 1

Part 2

Part 3

TWSNs

UWSNs

Figure 1.3: The structure of this thesis.

1.5 Organization of the Thesis

The structure of this thesis is illustrated in Figure 1.3. Chapter 1 is the introduction

to this thesis, with a summary of the research background, motivations, contributions

and the organization of the thesis. Chapter 2 presents the literature review and some

background knowledge related to the research issues in this thesis. The main body of this

thesis, from Chapter 3 to Chapter 6, is divided into three parts and organized as follows.

In the first part, we discuss our research on the contiguous link scheduling in TWSNs,

and this part consists of two chapters. In Chapter 3, we identify the contiguous link

scheduling problem and prove it to be NP-complete. To deal with the problem, we propose

an efficient centralized scheduling algorithm with a theoretical performance bound. In
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Chapter 4, we further investigate the contiguous link scheduling problem to enhance the

performance. We propose efficient centralized and distributed algorithms with theoretical

bounds in both homogeneous networks and heterogeneous networks.

In the second part, we discuss our research on the compact wakeup scheduling in

TWSNs. In Chapter 5, we identify the compact wakeup scheduling problem, and prove

that the problem is NP-complete. Especially, for trees and grid graphs, we propose

polynomial-time algorithms using the optimum number of time slots in a period.

In the third part, we discuss our research on the spatio-temporal link scheduling in

UWSNs. In Chapter 6, we consider the spatio-temporal uncertainty, and propose a slotted

spatio-temporal conflict graph. We also design centralized and distributed scheduling

algorithms with performance guarantee to the optimum solutions for both unified and

weighted traffic loads.

Finally, we conclude this thesis and provide directions for future research in Chapter 7.
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Chapter 2

Background and Literature Review

In this chapter, we provide the literature review of the related topics and some nec-

essary background knowledge for the research in this thesis. The organization of this

chapter is as follows. We first review the related work about MAC protocols in WSNs

in Section 2.1. Then we review the related work about TDMA scheduling in WSNs in

Section 2.2. Finally, we make a brief introduction to the graph coloring theory, which is

the mathematical tool used in this thesis.

2.1 Existing Work about MAC Protocols in WSNs

In WSNs, Medium Access Control (MAC) is one of the most critical issues, and its

primary task is to control when and how each node can transmit in order to avoid

collisions. According to the underlying mechanism for collision avoidance, MAC protocols

in WSNs can be classified into two categories: contention-based protocols and scheduled

protocols [125]. In the contention-based protocols, a sensor contends for the medium to

decide whether it can access the channel or not. In the scheduled protocols, the most

common method uses time division multiple access (TDMA) to schedule the activities
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of a sensor, as other forms of multiple access, e.g. frequency division multiple access

(FDMA) and code division multiple access (CDMA), would increase the cost and power

requirements of the sensors [60].

2.1.1 Contention-based MAC Protocols

We first review the contention-based MAC protocols in TWSNs, and then review the

contention-based MAC protocols in UWSNs.

2.1.1.1 Contention-based MAC Protocols in TWSNs

In S-MAC [126], Ye et al. try to reduce the energy consumption of the idle listening state,

and propose a mechanism to establish a low-duty-cycle operation of each node, where the

duty cycle is defined as the ratio of the listen interval to a complete cycle of listen and

sleep periods. In the mechanism, nodes periodically turn to the sleep state for some

time, and then wake up to monitor the channel whether it needs to communicate with

other nodes. The listen interval is normally of a fixed size and long enough to handle the

highest expected traffic load, while the sleep interval can be varied according to different

applications. T-MAC [111] improves S-MAC by adopting a dynamic duty cycle instead

of a fixed duty cycle. The basic idea is to transmit all messages in bursts of variable sizes

and sleep between the bursts. The length of an active period is determined by adaptively

ending the listening period when nothing is heard within a limited time, such that the

active period can be optimized under different traffic loads.

B-MAC [89] reduces the power consumption by employing an adaptive preamble sam-

pling scheme to decrease the duty cycle, where the transmission duration of a preamble
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is slightly longer than the sleep time of the receiver. Each node periodically wakes up

to check the channel for activity using low-power listening (LPL). If the node detects

a preamble, it stays awake to receive the data. Otherwise, it turns to the sleep state.

In PW-MAC [108], each node operates a pseudo-random wakeup schedule, and senders

try to predict the wakeup time of receivers so as to wake up right before the predicted

time. PW-MAC reduces the duty cycle for both senders and receivers, and achieves a

near-optimal energy efficiency. To enable accurate predictions considering the hardware

and operating system latency and clock drift, PW-MAC also presents an on-demand

prediction-error correction mechanism.

The aforementioned contention-based MAC protocols use active/sleep duty cycles to

increase the network life, but they suffer from the cost of the packet delivery latency as a

forwarding node has to wait until its next-hop receiver wakes up before it can forward a

packet. DMAC [76] is an energy-efficient and low-latency MAC for data gathering trees.

To allow continuous data forwarding, DMAC schedules the activities of nodes according

to their depths in the tree. After that, the nodes along a multi-hop path can wake up

sequentially like a chain reaction. In addition, a data prediction is used to request active

sending time slots, when multiple children of a sensor have data to send in the same time

slot. Keshavarzian et al. [63] consider the design of efficient wakeup scheduling schemes

to reduce the bidirectional end-to-end overall delay in sensor networks. They analyze

different wakeup patterns and derive their corresponding delay distribution. They also

propose a novel cross-layer method, called multi-parent technique, where multiple parents

are assigned with different wakeup schedules to each node in the network.

DW-MAC [104] wakes up nodes on demand during the sleep interval of a period,
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and adaptively increases the effective channel capacity as the traffic load increases. DW-

MAC can reduce the packet delivery latency under both unicast and broadcast traffic

loads. CyMAC [88] provides a mechanism to decrease the idle listening time through

establishing rendezvous times between neighbors and adjust the duty cycles of nodes

dynamically based on the traffic conditions. The mechanism also provides a delay bound

guarantee for data delivery services.

2.1.1.2 Contention-based MAC Protocols in UWSNs

Traditional contention-based protocols in terrestrial wireless networks perform poorly

in underwater networks due to the long propagation delay and the low data rate. Many

researchers have attempted to modify them to be suitable for UWSNs. In [25], Chirdchoo

et al. study the Aloha-based protocols for UWSNs, and propose two enhanced schemes.

In the schemes, the long propagation delay in underwater networks is considered. Each

node attempts to use the sender-receiver information from overhearing the packet headers,

since the information is helpful in determining whether transmitting a packet is likely to

result in a collision at an intended receiver. In [106], Syed et al. firstly identify the unique

features of underwater networks, such as spatio-temporal uncertainty and deafness. They

propose a tone-based MAC mechanism called T-Lohi, which exploits the spatio-temporal

uncertainty and high latency to detect collisions and count contenders. To be energy-

efficient, T-Lohi requires each sensor to equip a low power tone receiver and reserve the

channel by short wake-up tones.

In [86], Noh et al. propose the delay-aware opportunistic transmission scheduling

(DOTS) algorithm to increase the opportunity of concurrent transmissions while reducing
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collisions. In DOTS, each node has the propagation delay information and expected

transmission schedules of its neighbors through overhearing packet transmissions. By

compensating for the propagation delay, each node is scheduled to transmit its upcoming

packages (RTS/CTS/DATA/ACK), which do not interfere with the current transmissions.

In [133], Zhou et al. propose a MAC protocol called CUMAC for long delay multi-channel

UWSNs, which makes use of a tone pulse sequence technique for the distributed collision

notification. In CUMAC, each node cooperates with its neighbors to select a suitable

data channel and detect potential collisions on the selected channel. In [51], Han et al.

propose the Multi-session FAMA algorithm to improve the DOTS protocol by allowing

multiple outgoing sessions from each source and pipelined packets on each session.

2.1.2 TDMA MAC Protocols

Compared to contention-based MAC protocols, TDMA protocols are lack of scalability,

have limited adaptability to network changes and require strict time synchronization.

However, TDMA has the advantage of the interference-free communication, which can

significantly improve the energy efficiency under a high traffic load. Moreover, TDMA

can directly support the low-duty-cycle operations on sensors and allows sensors to sleep

if they are not in the active state.

2.1.2.1 TDMA MAC Protocols in TWSNs

In [90], Rajendran et al. propose a TDMA-based MAC protocol called TRAMA, which

achieves an energy efficiency improvement by ensuring interference-free data transmis-

sions and allowing nodes to switch to the sleep state when they are not transmitting or

receiving. In TRAMA, each node exchanges the two-hop neighbor information and their
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schedules using a neighbor protocol and a schedule exchange protocol. To achieve an ade-

quate throughput, TRAMA improves the channel reuse using the traffic load information.

To achieve fairness, TRAMA uses an adaptive election algorithm that is inherently fair.

Z-MAC [94] is a hybrid MAC, which uses CSMA (carrier sense multiple access) as the

baseline MAC scheme and uses a TDMA scheduling as a hint to improve the contention

resolution. Under low contention scenarios, Z-MAC behaves like CSMA to achieve a high

channel utilization and a low latency. Under high contention scenarios, Z-MAC behaves

like TDMA to achieve a high channel utilization and reduce collisions among two-hop

neighbors at a low cost. To obtain the time slot assignments that any two nodes within

a two-hop neighborhood are assigned to different time slots, Z-MAC uses DRAND [95].

DRAND is a distributed, robust and scalable TDMA implementation for RAND [91].

DRAND incurs O(δ) running time and message complexities, where δ is the maximum

number of two-hop neighbors for any node in the network.

Funneling-MAC [2] is a hybrid TDMA and CSMA protocol to deal with the funneling

effect, where the nodes closer to the sink are heavily congested since all data generated in

the sensor field are forwarded to the sink through those nodes. Funneling-MAC mitigates

the funneling effect by using a TDMA scheduling in the funneling region and implement-

ing the CSMA/CA network-wide. This MAC is sink-oriented as the burden of managing

the TDMA scheduling of sensor events in the funneling region is performed by the sink

node rather than by the other sensor nodes.

TreeMAC [103] is a localized TDMA MAC protocol, and designed to achieve a high

throughput and a low congestion with low overheads. In TreeMAC, a scheduling period

is divided into frames, which are further divided into three slots. A node calculates
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its children’s frame assignment by their relative bandwidth demands, and each node

determines its own slot assignment by its hop count to the sink. PIP [39] is a TDMA

based MAC to achieve a high throughput bulk transfer of large amounts of sensed data

in WSNs. PIP uses multiple channels for better spatial reuse and further throughput

enhancement. PIP, as a cross-layer design, has a transport layer to handle the end-to-end

reliability.

2.1.2.2 TDMA MAC Protocols in UWSNs

To obtain the optimal energy-efficient MAC in UWSNs, TDMA approaches have attracted

much attention. In [59], Kredo and Mohapatra propose a hybrid protocol, in which a

slotted frame consists of a scheduled period and an unscheduled period. The scheduled

portion divides time into scheduled slots using TDMA, and has the advantages of no

collisions and low energy consumption. The unscheduled portion uses a contention-based

approach, and allows nodes to adapt to changing traffic loads.

UW-FLASHR [123] is a distributed TDMA MAC protocol in UWSNs, which does

not require an accurate propagation delay estimation or a tight time synchronization. In

UW-FLASHR, each frame is divided into two portions, an experimental portion and an

established portion. In the experimental portion, control frames and requests are made

to request new transmission time slots. In the established portion, nodes can transmit in

the assigned time slots. UD-TDMA [73] is also a distributed TDMA protocol in UWSNs.

In UD-TDMA, each node collects the information of its 2-hop neighbors, and assigns

itself an initial time slot by a distributed algorithm. A maximal independent set (MIS)

can be formed by the nodes with the same initial time slot.
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In [53], Hsu et al. construct the spatial-temporal conflict graph to describe the con-

flict delays among the transmission links and model the link scheduling problem as a

vertex coloring problem of the spatial-temporal conflict graph. They propose a new link

scheduling called ST-MAC to overcome the spatio-temporal uncertainty. In [64], Kredo

et al. propose a scheduled, interference-free TDMA-based MAC protocol called STUMP

that increases the channel utilization by leveraging node position diversity and the low

propagation speed of the underwater channel. In STUMP, it segments the area around a

node into concentric rings and then the uncertainty of node’s location would lead to the

overestimation of the effect of interferences.

In [54], Huang et al. consider the problem of link scheduling in a single broadcast

domain UWSN, which is proven to be NP-complete. They focus on low-complexity

distributed, randomized and topology-independent (DRT) schemes, and then find the

optimal DRT scheduler by using a nonlinear programming algorithm. In [23], Chen et al.

propose a TDMA-based MAC protocol with Dynamic Slot Scheduling Strategy (DSSS)

for UWSNs. DSSS improves the channel utilization by using grouping, ordering decision,

scheduling, and shifting heuristic strategies. DSSS also considers the sink-to-node, node-

to-node, and node-to-sink transmissions to increase the network scalability.

2.2 Existing Work about TDMA Scheduling

TDMA scheduling, which provides an interference-free channel access, can be classified

into two types [92], broadcast scheduling and link scheduling. Broadcast scheduling and

link scheduling are time slot assignments to nodes and links respectively. In a broadcast

scheduling, the transmission of a node must be received by all its one-hop neighbors
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without interferences. In a link scheduling, the transmission of a node must be received

by one particular node of its neighbors without interferences. Several approximation

algorithms have been proposed in both broadcast scheduling and link scheduling.

2.2.1 Broadcast Scheduling

Ramaswami and Parhi [93] propose an efficient interference-free broadcast scheduling in

a multi-hop packet radio network. They present a centralized polynomial-time algorithm

based on a sequential graph coloring heuristic. They also present a distributed imple-

mentation of the centralized algorithm, based on circulating a token through the nodes in

the network. In [66], the broadcast scheduling problem is modeled as a distance-2 color-

ing problem, and Krumke et al. propose approximation heuristic algorithms for various

geometric graphs. In [84], Ngo et al. formulate the broadcast scheduling to a within-

two-hop connectivity matrix. Based on the matrix, they present a centralized genetic-fix

algorithm to reduce the search space.

In [41], Gandhi et al. aim to minimize the latency and redundancy in the broad-

cast scheduling. They present efficient distributed algorithms that have performance

bounds in both the number of retransmissions and latency. In [78], Mahjourian et al.

further consider the carrier sensing range in the broadcast scheduling, and develop a new

conflict-aware network model. Based on the model, they present a constant approxima-

tion algorithm and also present an efficient greedy heuristic algorithm.

However, the performance of the broadcast scheduling is worse than the link scheduling

in WSNs, especially in terms of energy conservation. In a broadcast scheduling, when

a node wants to transmit, all the neighbors have to turn on their radio and start up,
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no matter whether they are the intended receiver or not. In contrast, only the intended

receiver needs to start up in a link scheduling.

2.2.2 Link Scheduling

Ramanathan and Lloyd [92] consider both broadcast scheduling and link scheduling. In

tree networks, the scheduling can be optimal. In arbitrary networks, and the perfor-

mance of the proposed algorithms is bounded by the thickness of a network. In [91],

Ramanathan develops a unified framework and uses a generalization based on the con-

straints for TDMA, FDMA and CDMA based multi-hop wireless networks. Based on

the framework, Ramanathan presents a unified algorithm for efficient scheduling, which

allows the constraints characterizing the problem and the network topology to be the

input parameters.

In [40], Gandham et al. propose a link scheduling algorithm involving two phases. In

the first phase, a valid edge coloring is obtained in a distribution fashion. In the second

phase, each color is mapped to a unique time slot, and the hidden terminal problem

as well as the exposed terminal problem are avoided by assigning each edge a direction

of transmission. The overall scheduling requires at most 2(Δ + 1) time slots when the

topologies are acyclic, where Δ is the maximum degree of a graph. In [118], Wang et

al. propose both centralized and distributed algorithms with performance guarantee to

obtain a good interference-free link scheduling that maximizes the throughput of the

network. In the algorithms, the sensors are scheduled individually in a predefined order

without the consecutive assignment of time slots, and each node is assigned the best

possible time slot to transmit or receive without causing interferences to the already-
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scheduled sensors.

Djukic and Valaee [34] aim to find schedules with minimum round trip delay in the

link scheduling. They formulate the problem as a network flow problem in a conflict

graph and propose an efficient min-max delay scheduling method. Ergen and Varaiya [36]

formulate a many-to-one scheduling problem in sensor networks to find the smallest length

interference-free assignment of time slots during which the packets generated at each

node reach the sink. They prove the problem to be NP-complete, and propose efficient

centralized and distributed algorithms.

In [57], Jolly et al. provide a TDMA-based MAC to minimize the energy consump-

tion which includes the energy consumed by the state transitions, and a tabu search

heuristic to assign contiguous transmission/reception slots to each sensor. In [79], Mao

et al. consider a multi-objective TDMA scheduling problem to minimize the total time

for data collection and to minimize the energy consumed in the state transitions, where a

genetic algorithm and a particle swarm optimization algorithm are hybridized for search-

ing the optimal solution. In [119], Wu et al. propose efficient centralized and distributed

scheduling algorithms that reduce the energy cost of state transitions, and also propose an

efficient method to construct an energy-efficient data gathering tree. After the schedul-

ing, the energy consumption for both homogeneous and heterogeneous networks have

performance guarantee.

In [114], Wan et al. propose a robust link scheduling without the information of

positions, and only use the information on whether a given pair of links has interferences

or not. Moreover, the approximation bound of the proposed algorithm is no worse than

the existing methods. Zhou et al. [132] study the distributed link scheduling under the
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physical interference model that can achieve a constant fraction of the optimal capacity.

The proposed distributed algorithm uses the graph partition and shifting techniques, and

can achieve a capacity that is at least a constant factor of the optimum.

Xu et al. [122] propose an efficient interference-free link scheduling for data aggregation

with Signal to Interference-Plus-Noise Ratio (SINR) constraints in WSNs. They construct

a routing tree, and propose two algorithms with efficient delay. In [9], Alsulaiman et al.

formulate the link scheduling problem as a distance-2 edge coloring of a bi-directed graph

to avoid the hidden terminal problem. They propose two efficient distributed algorithms

under two communication models, including the synchronous message passing model and

the asynchronous message passing model.

2.3 Background Knowledge about Graph Coloring

Link scheduling can be reduced to the problem of graph coloring, including vertex coloring

and edge coloring.

A vertex coloring is an assignment of colors to each vertex in a graph G so that no

two adjacent vertices share the same color. The smallest number of colors needed to color

a graph in the vertex coloring is called the chromatic number χ(G), and the chromatic

number problem is one of Karp’s 21 NP-complete problems [62]. If graph G contains

a clique with size ω, to color the clique requires at least ω colors and then χ(G) ≥ ω.

For any greedy coloring, the number of colors needed in the vertex coloring is at most

Δ + 1, that is, χ(G) ≤ Δ + 1, where Δ is the maximum degree. Brooks’ theorem [18]

states that the number of colors needed is at most Δ except for complete graphs and odd

cycles. By mapping each communication link to a vertex and the interference relationship
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of the links to edges, we can construct a conflict graph [56, 118]. In the conflict graph,

there is an edge between the vertices if the corresponding links interfere with each other.

Consequently, we can formulate the link scheduling problem as a vertex coloring of the

conflict graph.

The interval vertex-coloring [33] is a special vertex coloring in a vertex-weighted graph,

in which each node is assigned a set of wi consecutive colors and no two adjacent nodes

share the same color. The interval vertex coloring problem is proven to be NP-hard

in [67]. We apply the interval vertex-coloring to address the contiguous link scheduling

problem.

An edge coloring is an assignment of colors to each edge in a graph G so that no

two adjacent edges share the same color. By Vizing’s theorem [18], the number of colors

needed to color a simple graph in the edge coloring is either Δ or Δ + 1, where Δ is

the maximum degree. However, it is NP-complete to determine whether the number of

colors needed is Δ or Δ+1 for an arbitrary graph. As a node cannot transmit or receive

simultaneously due to the half-duplex radio in WSNs, no two adjacent links can transmit

at the same time. By mapping each node to a vertex and each communication link to an

edge in a graph, we can see that the edge coloring is a natural method to model the link

scheduling problem.

The interval edge-coloring [13, 14], is a special edge coloring in which the colors of

edges incident to the same vertex must be contiguous, i.e., the colors must be composed

of an integer interval. Not every graph has an interval edge-coloring, since a graph G

with an interval edge-coloring belongs to Class 1 graphs where the chromatic number of

edge coloring is equal to the maximum degree Δ [14]. Sevastjanov [100] proves that the

29



Energy-Efficient Interference-Free Link Scheduling in Wireless Sensor Networks, PhD Thesis

problem of determining the existence of an interval edge-coloring is NP-complete, even

for bipartite graphs, and Kubale [68] proves that the interval edge-coloring problem with

forbidden colors is also NP-complete. However, experiments [43] with small and sparse

graphs show that the existence of an interval edge-coloring is with a high probability.

Some examples of graphs with interval edge-colorings are trees, complete bipartite graphs

and grid graphs [13, 14, 44]. Giaro and Kubale give several polynomially solvable graphs

in [45]. We apply the interval edge-coloring to address the compact wakeup scheduling

problem.
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Chapter 3

Contiguous Link Scheduling in
TWSNs

In this chapter, we investigate a novel energy-efficient interference-free link scheduling

problem called contiguous link scheduling. The contiguous link scheduling assigns a

sensor with consecutive time slots to receive data from its neighbors in order to reduce

the frequency of state transitions. The organization of this chapter is as follows. Section

3.1 is the overview of this work. Section 3.2 describes the system model and formulates

the contiguous link scheduling problem. Section 3.3 presents the centralized scheduling

algorithm for the problem. Section 3.4 describes the simulation settings and analyzes

the simulation results of the proposed algorithm. Finally, Section 3.5 summarizes this

chapter.

3.1 Overview

As the batteries of most sensor nodes are non-rechargeable, one key challenging issue in

TWSNs is to schedule the activities of nodes to minimize the energy consumption. The

major source of energy wastage [10, 111, 126] in TWSNs is the idle listening state in the
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radio modules, which in fact consumes almost as much energy as receiving. Therefore,

nodes are generally scheduled to sleep when the radio is not in use [17,104], and wake up

when necessary. By using such a sleep scheduling, nodes could operate in a low-duty-cycle

mode, and periodically start up to check the channel for activity.

The previous studies [63, 118] in the sleep scheduling did not, however, consider all

possible energy consumption, especially the energy consumed in the state transitions, for

example, from the sleep state to the listening state or transmitting state. After such a

scheduling, a node may start up numerous times in a period to communicate with its

neighbors. Note that the typical startup time is on the order of milliseconds, while the

transmission time may be less than the startup time if the packets are small. Take Tmote

Sky [99] as an example, the time and energy consumption to activate a node are about

2.1 ms and 32.9 μJ respectively; whereas the time and energy consumption to transmit

1 byte are about 0.032 ms and 1.7 μJ respectively.

Figure 3.1 shows the battery voltage of Tmote Sky sensors [99] with different startup

frequencies but with the same duty cycle (50%): One starts up every 20 ms, stays in

the receive state for 10 ms and turns to the sleep state for the rest period; one starts

up every 50 ms, stays in the receive state for 25 ms and turns to the sleep state for the

rest period; another one starts up every 100 ms, stays in the receive state for 50 ms and

turns to the sleep state for the rest period. We can see that about 8% and 5% battery

voltage can be saved by reducing the startup frequency from five times and twice to once

in every 100 ms respectively. Therefore, the state transitions should be considered for an

energy-efficient sleep scheduling in TWSNs.

Effective sleep schedulings should allow every node to start up and transmit or receive
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(a) Tmote Sky sensor (b) Battery voltage curve

Figure 3.1: (a) Tmote Sky sensor. (b) The battery voltage of Tmotes with different
startup frequency. AA Carbon-Zinc batteries are used in the experiment. 10ms, 25ms
and 50ms are the active time in each period.

its messages without interferences. One popular way to achieve this is to adopt the time

division multiple access (TDMA) MAC protocols, which can directly support the low-

duty-cycle operations and have the natural advantages of having no contention-introduced

overhead or collisions [126]. In such protocols, time is divided into equal intervals referred

to as time slots. Correspondingly, nodes turn on the radio during the assigned time

slots, and turn off the radio when they are not transmitting or receiving in the wakeup

scheduling. For multiple transmission links can communicate at the same time in wireless

networks, several nodes can wake up to transmit their packets simultaneously when they

do not interfere with each other. Hence, we attempt to minimize the number of time slots

assigned to each node while guaranteeing interference-free among the communication

links.

In this chapter, we identify a novel interference-free TDMA sleep scheduling problem
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called contiguous link scheduling to reduce the frequency of state transitions in TWSNs.

In this scheduling, links incident to one node are scheduled together to obtain consecutive

time slots so that each node can start up only once to monitor the channel in a scheduling

period T . Especially, if the topology is a data gathering tree, each node needs to start

up only twice in a period, once for receiving packets from its children nodes and once

for transmitting its packet to its parent node. The objective of the contiguous link

scheduling is to find a link scheduling with the minimum period, i.e. the number of time

slots assigned in a period, by maximizing the spatial reuse of concurrent transmissions

without interferences. This can increase the network throughput and reduce the network

delay.

Note that, contiguous link scheduling can not only reduce the state transitions of

transceivers, but also reduce the state transitions of other components in the nodes, such

as external memory and sensing devices. Moreover, for the data aggregation applica-

tion [61] in WSNs, each intermediate node can easily collect the data from all its children

nodes and then immediately compute the aggregated value, rather than waiting for a

long delay until all the data can be received and computed.

The main contributions of this chapter are summarized as follows:

• We address the scheduling problem using a new energy model, which is closer to

realistic sensor nodes.

• We identify the contiguous link scheduling problem in WSNs and prove that the

problem is NP-complete.

• We present a centralized scheduling algorithm that has a theoretical performance
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bound to the optimum of the contiguous link scheduling problem.

• We develop simulations to show the efficiency of the proposed algorithm.

3.2 System Model and Problem Formulation

In this section, we first present the system model consisting of a network model, an

interference model and an energy model, then we formulate the contiguous link scheduling

problem and prove it to be NP-complete.

3.2.1 System Model

Network Model. We assume that a TWSN has n static sensor nodes, which are all

equipped with single omni-directional antennas, and there exists a sink node to collect

the data from other sensor nodes. With the assumption that all the sensors have the

same communication range r, the network can be represented as a communication graph

G = (V,E), where V = {v1, v2, · · · , vn} denotes the set of nodes, and E denotes the set

of edges referred to all the communication links. If {vi, vj} ⊆ V , the edge e = (vi, vj) ∈ E

if and only if vj is located within the transmission range of vi. In a directed graph, the

edge e is called incident from vi, and incident to vj. Similar to most TDMA protocols,

we assume that the time is synchronized in the network and the clock drift of a node can

be overlooked.

We consider two types of network topologies in this chapter, data gathering tree

and directed acyclic graph (DAG), which are commonly used for data collection and

aggregation in TWSNs. A data gathering tree is a tree rooted at a sink node, where each

intermediate node collects the data from its children nodes and then forwards the data
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(a) (b) (c)

Figure 3.2: Types of interferences: (a) Sending and receiving at one time, (b) Receiving
from two different nodes, (c) Secondary interference.

to its parent node. In [109], an approach on how to construct an efficient data gathering

tree is proposed. A DAG is a graph with no directed cycles, that is, there is no path that

starts and ends at the same node. The depth of a node in a DAG is the length of the

longest path from that node to the sink. DAG topologies are also of interest for TWSNs

due to their route redundancy to the sink, which can provide reliable data gathering and

aggregation. In [69], an approach on how to construct a DAG is proposed.

Interference Model. In wireless networks, the packets transmitted by a node may be

received by all the nodes within its transmission range due to the broadcast nature of the

wireless medium. Therefore, the transmission of one link may interfere with the reception

of another link. The interferences in the network can be divided into two types: primary

interference and secondary interference [92]. The primary interference occurs when a

node has more than one communication task in a single time slot. Typical examples are

sending and receiving at the same time and receiving from two different transmitters, as

shown in Figure 3.2 (a) and (b). The secondary interference occurs when a node tuned

to a particular transmitter is also within the transmission range of another transmission

intended for other nodes, as shown in Figure 3.2(c). Both primary interference and
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Figure 3.3: The energy model: (a) Before active time slots merged, (b) After active time
slots merged.

secondary interference are considered in this chapter.

The interference between two links in the network depends on the interference model,

and we use the protocol model [7, 48, 56] in this chapter. In the protocol model, each

node vi has a fixed transmission range r and an interference range R, where R > r. We

denote the ratio between the interference range and the transmission range as γ = R
r
.

In practice, 2 ≤ γ ≤ 4 [118]. A transmission from vi to vj is successful if any node vk

located within a distance R from vj is not transmitting during the same time interval.

Energy Model. In our energy model, we assume that each node operates in three

states: active state (transmit, receive and listen), sleep state, and transient state (state

transition) [32]. A node in any active state (i.e., transmit, receive or listen) consumes the

power at the same level, compared to the extreme low power consumption in the sleep

state. A significant energy saving can be achieved if the sleep state is employed during

the periods of inactivity. Hence, the design of a low-duty-cycle mode is essential in the

resource constrained TWSNs.

The transient state comprises two processes: startup (from the sleep state to the
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active state), and turndown (from the active state to the sleep state). Compared to

the startup, the turndown process is rapid enough to be negligible. Therefore, we only

consider the startup process in the transient state. In [89], Polastre et al. present the

energy consumption of the startup process, which includes radio initialization, radio and

its oscillator startup, and radio switching to receive/transmit state. The startup process

is slow due to the feedback loop in the phase-locked loop (PLL) [19], and the typical

setting time of the PLL-based frequency synthesizer is on the order of milliseconds. The

startup time and energy consumption in the startup process can also be found in the

channel polling in [127].

Our energy model is illustrated in Figure 3.3(a), and there is a significant energy

consumption and time overhead when the sensor’s radio powers on and off. Figure 3.3(b)

shows that merging the sensor’s active time slots together can reduce the startup fre-

quency so as to save both energy and time, which benefits the duty cycle network design.

Table 3.1: Time and power consumption in the startup process for a Tmote sky sen-
sor [28].

Operation process Time Power consumption

Sleep — — Psleep 0.063mW

Radio initialization tinit 0.47ms Pinit 42mW

Turn on radio ton 1.42ms Pon 3mW

Switch to RX/TX state tsw 0.212ms Psw 42mW

Listen — — Pls 59.1mW

Receive 1 byte trx 0.032ms Prx 59.1mW

Transmit 1 byte ttx 0.032ms Ptx 52.2mW

Table 3.1 lists the typical values of time and power consumption for a Tmote Sky

sensor in the startup process. Note that the energy consumption of receiving is higher
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than transmitting, as the radio CC2420 used in Tmote Sky sensors is designed for low

power and short range wireless applications (such as ZigBee [8]) and the drain efficiency

is small [117]. The time to activate a sensor is tinit + ton + tsw ≈ 2.1ms, the energy

consumption to activate a sensor is Pinittinit + Ponton + Pswtsw ≈ 32.9μJ , and the energy

consumption to transmit a packet (e.g. 36 bytes) is PtxttxLpacket ≈ 60.1μJ . We can see

that the transient energy consumption during the startup process is over 50% compared

to that of transmitting a packet.

3.2.2 Problem Formulation

In a TDMA sleep scheduling, each link li,j is assigned a time slot, in which both sender

node vi and receiver node vj should start up to communicate. After the allocated time

slot, nodes vi and vj change to the sleep state. When using traditional link scheduling

algorithms (e.g. [118], called degree-based heuristic in this chapter) which schedule the

communication links one by one, node vj may start up wj times to monitor the channel

in a period T , where wj is the number of directed links incident to node vj. As addressed

before, the frequent startup would consume a large amount of extra energy and time. To

deal with this problem, we assign consecutive time slots to all the directed links incident

to the same node, and then a node needs to start up only once to receive all the packets

from its neighbors. We refer to such an interference-free scheduling as the contiguous link

scheduling.

Definition 3.1. The contiguous link scheduling problem is to find an interference-free

link scheduling with the minimum period, in which each link is scheduled a time slot to

transmit satisfying the consecutive constraint that all the links incident to one node are
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Figure 3.4: Link scheduling and contiguous link scheduling: (a) Communication graph,
(b) Link scheduling, (c) Contiguous link scheduling.

assigned consecutive time slots. A contiguous link scheduling is said to be valid if the

scheduling satisfies the consecutive constraint.

Figure 3.4 illustrates the link scheduling and contiguous link scheduling. In Fig-

ure 3.4(a), the given network is a data gathering tree rooted at node v1, in which any two

links interfere with each other. Figure 3.4(b) shows an interference-free link scheduling,

where a node starts up numerous times in a period. Figure 3.4(c) shows a contiguous link

scheduling that a node can start up only once for receiving data from its neighbors. Note

that the contiguous link scheduling can be applied not only to trees, but also to other

topologies, such as DAGs. In particular, if the network is a data gathering tree where

each node has only one parent, a node just needs to start up at most twice in a period:

once for receiving data from its children nodes and once for transmitting its data to its

parent node.

Given the protocol interference model, the interference of the links in the communica-

tion graph G = (V,E) can be represented as a conflict graph Gc [56]. Corresponding to
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each directed link from node vi to node vj in G, the conflict graph Gc contains a vertex

li,j. There is an edge between the two vertices in Gc if the corresponding links interfere

with each other in G. In [118], the link scheduling problem is modeled as a vertex coloring

of the conflict graph. For the sample communication graph shown in Figure 3.5(a), where

dashed lines represent the interference relationship, the corresponding conflict graph is

shown in Figure 3.5(b).

To solve the contiguous link scheduling, we propose a merged conflict graph Gmc

corresponding to a graph G, and formulate the contiguous link scheduling problem as an

interval vertex-coloring of the graph Gmc. In Gmc, the wi directed links incident to node

vi in G correspond to a vertex Li(wi), and wi is the weight of vertex Li(wi). There is an

edge between the two vertices Li(wi) and Lj(wj) in Gmc if and only if at least one link

incident to node vi interferes with a link incident to node vj in G. We can see that Gmc is a

vertex-weighted graph. For the communication graph in Figure 3.5(a), the corresponding

merged conflict graph is shown in Figure 3.5(c). For example, the two links l3,2 and l4,2

incident to node v2 shown in Figure 3.5(a) correspond to vertex L2(2) in Figure 3.5(c).

Similarly, link l6,4 corresponds to vertex L4(1). There is one edge between L2(2) and

L4(1) in Figure 3.5(c) since l6,4 interferes with l3,2 and l4,2 in Figure 3.5(b). From the

communication graph in Figure 3.5(a) and the merged conflict graph in Figure 3.5(c), we

can see that the number of vertices in Gmc is equal to the number of receiving nodes in

G.

Next, we show the NP-completeness of the contiguous link scheduling problem. As the

NP-completeness does not apply to an optimization problem but to a decision problem,

we define the decision version of the contiguous link scheduling problem as follows.
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Figure 3.5: Conflict graph and merged conflict graph: (a) Communication graph, (b)
Conflict graph, (c) Merged conflict graph. Dashed lines represent the interference rela-
tionship.

Definition 3.2. The decision version of the contiguous link scheduling problem is to

determine, when given a network G = (V,E) and an integer T ∗, whether there exists a

valid contiguous link scheduling that uses at most T ∗ time slots.

Theorem 3.1. The contiguous link scheduling problem is NP-complete.

Proof. We first show that the contiguous link scheduling problem is in NP. Suppose we

are given a scheduling with T time slots. To verify whether the scheduling is a solution

to the contiguous link scheduling problem, we need to check (i) whether T is not larger

than T ∗; (ii) whether the links incident to each node are assigned consecutive time slots;

(iii) whether the scheduling is interference-free. Verifying (i), (ii) and (iii) require one

operation, O(|E|) operations and O(|E|2) operations respectively, where |E| is the number

of links. It is clearly that this verification can be done in polynomial time.

To prove that the contiguous link scheduling problem is NP-hard, we show a polynomial-

time transformation from the problem of finding the chromatic number in the interval

vertex-coloring for unit disk graphs to the contiguous link scheduling problem. An in-
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Figure 3.6: (a) A sample of vertex-weighted unit disk graph Gw = (Vw, Ew), (b) Com-
munication graph G = (V,E), (c) Merged conflict graph Gmc = (Vmc, Emc). Dashed lines
represent the interference relationship.

terval vertex-coloring is an assignment of wi consecutive colors to each node vi satisfying

the constraint that no two adjacent nodes share the same color. The chromatic number

of a graph G in the interval vertex-coloring is the smallest number c such that vertices

in G can be colored using c different colors. The vertex coloring problem for unit disk

graphs is proven to be NP-hard in [27]. As the vertex coloring is a special case of the

interval vertex-coloring where the weight of each vertex wi is equal to 1, the interval

vertex-coloring for unit disk graphs is NP-hard.

Consider an instance of a vertex-weighted unit disk graph Gw = (Vw, Ew), where

Vw = {v1, · · · , vn}, and each vertex vi corresponds to a unit disk and has a weight of

wi. There is an edge between two vertices in Gw when the corresponding disks contains

the center of each other. Figure 3.6(a) illustrates a sample vertex-weighted graph, where

the weights of vertices v1, v2, v3 and v4 are 1, 2, 2 and 1 respectively. Based on Gw,

we construct a communication graph G = (V,E). The vertex set V of graph G first

includes all the vertices in Gw. Then, for each vertex vi in Gw, we add wi new vertices

ui,1, ui,2, · · · , ui,wi
into V . The communication edges of graph G are E = {(ui,j, vi)|1 ≤

i ≤ n, 1 ≤ j ≤ wi}, i.e., every vertex ui,j has a directed link to its parent vi. Vertices

in G also have the interference relationship: ui,j (1 ≤ j ≤ wi) and vk (k �= i) are in the
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interference range of each other if and only if there is an edge between vi and vk in Gw.

For the vertex-weighted graph shown in Figure 3.6(a), the corresponding communication

graph is shown in Figure 3.6(b), in which the dashed lines represent the interference

relationship. The children of v1, v2, v3 and v4 are {u1,1}, {u2,1, u2,2}, {u3,1, u3,2} and

{u4,1} respectively, and the number of children of each node is same as the weight of the

corresponding vertices in Figure 3.6(a). Note that each constructed communication graph

G is a deployable graph (i.e., there exists a deployment of sensor nodes in WSNs), and a

simple method is to place each node vi as well as its children to the same location and

the derived layout of the network is then same as the unit disk graph Gw. We can further

construct the merged conflict graph Gmc = (Vmc, Emc) based on the communication graph

G. Figure 3.6(c) shows the corresponding merged conflict graph of the communication

graph in Figure 3.6(b). The two links lu2,1,v2 , lu2,2,v2 shown in Figure 3.6(b) correspond to

vertex L2(2) in Figure 3.6(c). Similarly, link lu1,1,v1 corresponds to vertex L1(1). There is

an edge between L2(2) and L1(1) in Figure 3.6(c), because lu1,1,v1 interferes with lu2,1,v2

and lu2,2,v2 in Figure 3.6(b).

For graph G, in the contiguous link scheduling, the wi links incident to vi should

be scheduled consecutive time slots. Suppose that the chromatic number in the interval

vertex-coloring of the unit disk graph Gw is c. Since Gw is same as the merged conflict

graph Gmc, the chromatic number in the interval vertex-coloring of Gmc is c. According

to the definition of the merged conflict graph, it takes c time slots to transmit the packets

in each link. Thus, the minimum scheduling period is exactly c.

As we can transform the interval vertex-coloring problem for unit disk graphs to the

contiguous link scheduling problem and this transformation can be done in polynomial
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time, the contiguous link scheduling problem is NP-hard.

Since the contiguous link scheduling problem is both NP and NP-hard, we conclude

the problem is NP-complete.

Notice that we assume nodes have the ability of data aggregation, and all data can

be transmitted in one time slot, as we consider a low data-rate TWSN environment. All

our results can be easily extended to the case where nodes need multiple time slots to

transmit data to their neighbors as discussed in [119]. To deal with that, we can assign

each link with multiple time slots and change the weight information from the number

of incident links to the number of time slots required by the incident links.

As the contiguous link scheduling problem is NP-complete, it is impossible to find a

polynomial-time algorithm with the optimal solution if P �= NP . In the following section,

we propose an approximation algorithm with performance guarantee.

3.3 Contiguous Link Scheduling Algorithm

In this section, we propose a centralized scheduling algorithm for the contiguous link

scheduling problem. Instead of scheduling a time slot individually for each communication

link, the links incident to a node are scheduled consecutive time slots, and then each

node can start up only once to receive all the data from its neighbors. The centralized

scheduling algorithm is described in Algorithm 3.1: We first construct a merged conflict

graph Gmc based on the communication graph G, and each vertex Li(wi) in Gmc has a

weight of wi. The scheduling is proceeded in the decreasing order of the weights, i.e., the

node which has more incident links is scheduled earlier. In the assignment, each node vi
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is assigned the smallest wi consecutive time slots using the first-fit heuristic, and these

time slots are not yet assigned to any node vj if Lj(wj) is adjacent to Li(wi) in Gmc.

After that, the wi time slots are assigned sequentially to the wi links incident to vi.

Algorithm 3.1 Centralized scheduling (Centralized)

Input: A communication graph G = (V,E).

Output: A valid contiguous link scheduling.

1: Construct the merged conflict graph Gmc, and initialize an empty stack S.

2: Push the vertices in Gmc in the non-decreasing order of weights to the stack S.

3: while S is not empty do

4: Pop a vertex Li(wi) from S. Assign the smallest wi consecutive time slots to vi,

which are not yet assigned to any node vj if Lj(wj) is adjacent to Li(wi) in Gmc.

5: Schedule the wi time slots sequentially to the wi links that are incident to node vi

in G.

6: end while

We then prove the theoretical bound of the centralized scheduling algorithm. We rely

on the disk coverage concept to prove this. For ease of presentation, we use D(vi, x) to

denote the disk centered at node vi and with radius x, and di,j to denote the distance

between two nodes vi and vj.

In the centralized scheduling algorithm, if Li(wi) is adjacent to Lj(wj) in Gmc, any link

incident to vi will be assigned a time slot different from the links incident to vj. Suppose

link e is incident to vi, we define I(e) to be the set of links that cannot be assigned the

same time slot with link e including e itself, and |I(e)| to be the number of links in I(e).

Take Figure 3.6(b) as an example, let lu2,1,v2 be link e, the links in I(e) include the link

incident to node v1, the two links incident to v2 and the two links incident to v3. Thus,

|I(e)| = 2 + 2 + 1 = 5.

Lemma 3.1. Under the protocol model, for each link e, there are at least |I(e)|/C ′ time
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Figure 3.7: (a) Interference of links in the protocol model, (b) Bounding C ′.

slots needed if all links in I(e) are interference-free, where C ′ = 9(γ+1)2

(γ−1)2
.

Proof. Let link li,j be the link e incident to node vj. As vi can communicate with vj,

node vi must be in D(vj, r), i.e., di,j � r. Figure 3.7(a) shows that, for any link lpq with

transmitter vp belongs to I(e), vq must be in D(vj, R+r), and vp must be in D(vj, R+2r),

because there is at least one adjacent node of vq in D(vj, R) to interfere with vj, such as

vk.

We observe that the distance between two nodes transmitting simultaneously without

interferences should be at least R − r. For example, if lij and lst are interference-free,

the distance between vj and vs is larger than R, and the distance between node vi and

vs should be di,s � dj,s − di,j � R− r. This means that, to be interference-free, each disk

with a diameter R − r can have at most one transmitter. In other words, these disks
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Figure 3.8: The time slots that cannot be assigned to node vi when vi is scheduled.

must be non-overlapped. Considering these non-overlapped disks must be placed within

disk D(vj, R + 2r + 0.5(R − r)), there are at most C ′ = π[R+2r+0.5(R−r)]2

π[0.5(R−r)]2
= 9(γ+1)2

(γ−1)2
disks

that can be placed at the same time as shown in Figure 3.7(b).

Thus, there exists a link set with the size at least |I(e)|/C ′ such that each pair of links

in the set interferes with each other. Therefore, at least |I(e)|/C ′ time slots are needed

to schedule all links in I(e).

Theorem 3.2. The number of time slots assigned by the centralized scheduling algorithm

is at most a constant factor of the optimum.

Proof. For a given communication graph G, the centralized scheduling algorithm first

constructs the merged conflict graph Gmc, and then schedules each node a number of

consecutive time slots in the non-increasing order of weights. In Gmc, the vertices adjacent

to Li(wi) are denoted as Li1(wi1), Li2(wi2), · · · , LiL(wiL), where L is the number of vertices

adjacent to Li(wi). Suppose that node vi is the node to be scheduled in the latest wi time

slots and all the other nodes have already been scheduled in some earlier time slots. The

numbers of time slots assigned to nodes vi1 , vi2 , · · · , viL are wi1 , wi2 , · · · , wiL respectively,

and these time slots cannot be assigned to node vi as shown in Figure 3.8. As the links

are scheduled in the non-increasing order of weights, wiL(1 ≤ l ≤ L) is not smaller than

wi.

There may exist some gaps, which are the time slots not assigned to nodes vi1 , vi2 , · · · , viL
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Figure 3.9: (a) Centralized scheduling in the contiguous link scheduling, (b) Merged
conflict graph (t1, t2, · · · , t13 are the assigned time slots, and dashed lines represent the
interference relationship).

when node vi is scheduled. These gaps are denoted as gi1 , gi2 , · · · , giL , as shown in Fig-

ure 3.8. Since vi is assigned the smallest wi consecutive time slots using the first-fit

heuristic, gil (1 ≤ l ≤ L) is smaller than wi, i.e., these gaps are not large enough to be

assigned to the links incident to vi.

The total number of time slots assigned by the centralized scheduling algorithm is

T =
L∑
l=1

gil +
L∑
l=1

wil + wi < L · wi +
L∑
l=1

wil + wi

< 2(
L∑
l=1

wil + wi).

Suppose link e is incident to vi, the number of links in I(e) is |I(e)| = ∑L
l=1 wil + wi.

We denote Topt as the minimum number of time slots (i.e., the minimum scheduling

period) that can be achieved by any scheduling. From Lemma 3.1, we know that Topt ≥
|I(e)|
C′ =

∑L
l=1 wil

+wi

C′ . Then, we get T ≤ 2C ′ · Topt = C · Topt, where C = 2C ′.

Example 3.1. The sample network, as shown in Figure 3.9(a), is a directed acyclic
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graph (DAG) where dashed lines represent the interference relationship. The correspond-

ing merged conflict graph of the network is shown in Figure 3.9(b). When using the

centralized scheduling algorithm (Algorithm 3.1), all the nodes that have incident links

(i.e., nodes v1, v2, v5, v7 and v9) will be scheduled according to their weights. Since the

weights of nodes v1, v2, v5, v7 and v9 are 4, 1, 1, 4 and 5 respectively, the scheduling

order is v9, v1, v7, v2 and v5. As L1(4), L7(4) and L9(5) are pair-wise adjacent in the

merged conflict graph Gmc as shown in Figure 3.9(b), v9 is assigned consecutive time

slots from t1 to t5, v1 is assigned consecutive time slots from t6 to t9, and v7 is assigned

consecutive time slots from t10 to t13. For v2 and v5, they are assigned time slots t1 and

t10 respectively. After the scheduling, the total number of time slots assigned is 13. The

time slot assigned to each link is indicated in Figure 3.9(a).

Complexity Analysis. As the number of vertices in the merged conflict graph is no

more than the number of nodes n in the network, it takes O(n2) time to construct the

merged conflict graph. To sort the vertices in the decreasing order of their weights takes

O(nlogn) time, and to use the first-fit heuristic takes O(nΔ′) time, where Δ′ is the

maximum degree in Gmc and Δ′ ≤ n. Therefore, the time complexity of the centralized

scheduling algorithm (Algorithm 3.1) is O(n2) +O(nlogn) +O(nΔ′) = O(n2).

3.4 Simulation Results

In this section, we evaluate the performance of the contiguous link scheduling using a sim-

ulator built in C++. We compare our proposed algorithm with the degree-based heuristic

in [118], where the contiguous link scheduling is not used and the communication links

are scheduled one by one. The performance metrics used in the evaluation are maximum
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(a) BFS tree (b) DAG graph

Figure 3.10: Maximum number of state transitions.

number of state transitions, average number of state transitions, and the number of time

slots assigned.

In the simulations, nodes with a transmission range of 15 m and an interference

range of 30 m are deployed in a square area of 100 m × 100 m. We test the networks

when the number of nodes varies from 200 to 400 with a step of 50. We construct a

breadth first search (BFS) tree and a directed acyclic graph (DAG) rooted at the sink

node as the topologies of the network. For each case, 50 network topologies are randomly

generated where nodes are deployed uniformly, and the average performances over all

these randomly generated networks are reported.

Figure 3.10 (a) and (b) show the maximum number of state transitions of the central-

ized scheduling algorithm (centralized) and degree-based heuristic (degree-based). With

the BFS tree topology, the maximum number of state transitions is two in the centralized

scheduling, while many nodes need to start up numerous times under the degree-based

heuristic, which is proportional to the total time slots required by this node. With the
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(a) BFS tree (b) DAG graph

Figure 3.11: Average number of state transitions.

DAG topology, the maximum number of state transitions in the centralized scheduling is

still much less than the number of the degree-based heuristic.

Figure 3.11 (a) and (b) show the average number of state transitions. With the BFS

tree topology, the average number of state transitions for each node is less than two in the

centralized scheduling, compared to the case that many nodes need to start up several

times in the degree-based heuristic. With the DAG topology, the average number of

state transitions in the centralized scheduling is much less than that in the degree-based

heuristic, and thus the transient energy cost can be reduced.

The average number of time slots assigned in the scheduling is shown in Figure 3.12. In

both the BFS tree and DAG topologies, the number of time slots assigned increases as the

number of nodes increases, as the number of interfering links increases when the number

of nodes increases. The number of time slots assigned in the centralized scheduling is

comparable with that in the degree-based heuristic.
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(a) BFS tree (b) DAG graph

Figure 3.12: Average number of time slots assigned.

We summarize observations from the simulation results as follows:

• The centralized scheduling algorithm proposed can reduce the number of state tran-

sitions, and thus achieve a better energy efficiency.

• If the topology is a tree, the nodes can start up only twice in a period in the

contiguous link scheduling.

3.5 Summary

In this chapter, we identify a new interference-free TDMA sleep scheduling problem,

called contiguous link scheduling. In the scheduling, a sensor node starts up only once to

receive all the data from its neighbors, and thus can reduce the energy consumption and

time overhead in the state transitions. We also propose a centralized scheduling algorithm

that use time slots at most a constant factor of the optimum. Especially, if the topology

is a data gathering tree, each node can start up only twice in one scheduling period. The
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simulation results show that our algorithm outperforms the existing approach in terms

of maximum number of state transitions, average number of state transitions, and the

number of time slots assigned.
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Chapter 4

Enhanced Contiguous Link
Scheduling in TWSNs

In this chapter, we study the contiguous link scheduling problem with further improve-

ments. The organization of this chapter is as follows. Firstly, a brief overview is given in

Section 4.1. Section 4.2 describes the system model. Section 4.3 and Section 4.4 present

the centralized and distributed algorithms algorithms for the contiguous link scheduling

problem. Simulation results are discussed in Section 4.5. Finally, Section 4.6 summarizes

this chapter.

4.1 Overview

In Chapter 3, we have identified the contiguous link scheduling problem to reduce the

frequency of state transitions, and proposed an energy-efficient centralized scheduling

algorithm. To deal with the problem, we formulate the contiguous link scheduling as an

interval vertex-coloring of the proposed merged conflict graph.

However, the interval vertex-coloring of the merged conflict graph leads to a problem

that enlarges the effect of interferences, as the conflict graph and corresponding merged
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Figure 4.1: Merged conflict graph and corresponding conflict graph: (a) Merged conflict
graph, (b) Conflict graph.

conflict graph do not perfectly match. We can construct a merged conflict graph using

a given conflict graph, but we cannot recover the conflict graph from a merged conflict

graph, as shown in Figure 4.1. Though the conflict graph in Figure 4.1(b) is different

from that in Figure 3.5(b), they do have the same merged conflict graph as shown in

Figure 4.1(a) and Figure 3.5(c). We can see that the effect of interferences is enlarged

by using the merged conflict graph. For example, l4,2 and l5,3 do not interfere with each

other in Figure 3.5(b), but l4,2 and l5,3 interfere with each other in Figure 4.1(b). Thus,

the number of time slots assigned by Algorithm 3.1 is more than necessary, which conse-

quently decreases the network throughput. In order to maximize the network throughput,

it is necessary to design more efficient algorithms.

In this chapter, we try to enhance the centralized scheduling (Algorithm 3.1) in the

contiguous link scheduling. Considering the drawback of the merged conflict graph, we

propose a novel interference matrix, which indicates whether a link can transmit at a par-

ticular time slot or not in the presence of interferences. We develop efficient centralized

algorithms to achieve a higher efficiency by re-arranging the time slots in the interfer-

56



Chapter 4 Enhanced Contiguous Link Scheduling in TWSNs

ence matrix, including recursive backtracking and minimum conflicts heuristic. We also

develop efficient distributed algorithms, and interestingly, sensor nodes can construct the

interference matrices in a distributed manner. Moreover, we study how to efficiently

reduce the network delay in the distributed algorithms.

Note that, in Chapter 3, we only consider homogeneous networks, where each sensor

has the same transmission range and interference range. In this chapter, we use hetero-

geneous networks as our network model, where each sensor has a different transmission

range and a different interference range. We prove that our proposed algorithms also

have performance bounds in the new network model.

The main contributions of this chapter are summarized as follows:

• We address the contiguous link scheduling problem using a new network model.

• We propose centralized algorithms for the contiguous link scheduling with spatial

reuse, which also have theoretical performance bounds to the optimum.

• We propose efficient distributed algorithms with performance guarantee.

• We develop simulations to show the efficiency of the proposed algorithms.

4.2 System Model

We assume that a TWSN has n static sensor nodes including a sink node, which are

all equipped with single omni-directional antennas. The network is represented as a

communication graph G = (V,E), where V = {v1, v2, · · · , vn} denotes the set of nodes,

and E denotes the set of edges referred to the communication links. In the network, each
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node vi has a transmission range ri. If there is a link li,j (i.e. the link from vi to vj) in E,

node vj is located within the transmission range of node vi. We also consider two types

of network topologies for data collection and aggregation in this chapter, data gathering

tree and directed acyclic graph (DAG).

In the network model, we consider heterogeneous networks in this chapter. We suppose

the interference range of a node vi is Ri, and the ratio of the interference range to

the transmission range is denoted as γi = Ri

ri
. In practice, 2 ≤ γi ≤ 4. We define

γmax = max
1≤i≤n

γi and γmin = min
1≤i≤n

γi. The maximum transmission range, the minimum

transmission range, the maximum interference range and the minimum interference range

in a network are denoted as rmax = max
1≤i≤n

ri, rmin = min
1≤i≤n

ri, Rmax = max
1≤i≤n

Ri and Rmin =

min
1≤i≤n

Ri respectively. The ratio of the maximum transmission range to the minimum

transmission range is denoted as σ = rmax

rmin
.

We use the protocol model as the interference model in this chapter, where a trans-

mission from vi to vj is considered successful if any node vk located within a distance Rk

from vj is not transmitting during the same time interval. We also use the energy model

in Chapter 3.

4.3 Centralized Algorithms

In this section, we propose the centralized contiguous link scheduling with spatial reuse

algorithms, including recursive backtracking and minimum conflicts heuristic.

The contiguous link scheduling allows the links incident to nodes vi and vj to have

some time slots overlapped when Li(wi) and Lj(wj) are adjacent in Gmc, as long as

the same time slots assigned to different links do not cause interferences. A sample is
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v1
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Figure 4.2: Centralized Scheduling with Spatial Reuse (t1, t2, · · · , t8 are the assigned
time slots, and dashed lines represent the interference relationship).

illustrated in Figure 4.2. In Gmc, L1(4) is adjacent to L7(4) as shown in Figure 3.9(b)

because l2,1 interferes with l6,7. But l3,1, l4,1 and l5,1 do not interfere with l6,7, l11,7, l12,7 and

l13,7, so v1 can still be assigned time slots from t4 to t6 when v7 are assigned time slots from

t3 to t6. By this way, we could get another valid contiguous link scheduling using 8 time

slots (as shown in Figure 4.2), which is fewer than that in the centralized scheduling (as

shown in Figure 3.9(a)). Based on this observation, we propose a centralized scheduling

with spatial reuse to enhance the centralized scheduling (Algorithm 3.1) by re-arranging

the time slots in an interference matrix that is defined as follows:

Definition 4.1. An interference matrix of node vi is a t×wi matrix M = (mj,k)t×wi
(1 ≤

j ≤ t, 1 ≤ k ≤ wi) that indicates whether a time slot could be assigned to a link lk incident

to vi without interferences, where

mj,k =

⎧⎪⎨
⎪⎩

− : link lk cannot use time slot tj (interference);

0 : link lk can use time slot tj (interference-free);

1 : link lk selects time slot tj (selection).

Here, “−” denotes that assigning the link to this time slot will interfere with the already-

scheduled links, “0” denotes that assigning the link to this time slot will be interference-
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free, and “1” denotes that the link has been assigned this time slot. Note that in the

interference matrix, the number of columns wi is equal to the number of links incident

to node vi, and the number of rows t is the number of time slots already assigned in the

scheduling.

Definition 4.2. An interference submatrix is a wi × wi matrix M ′ = (mj,k)wi×wi
, which

consists of wi consecutive rows in the interference matrix M .

Example 4.1. In Figure 4.2, suppose nodes v7 and v9 have already been scheduled

time slots {t3, t4, t5, t6} and {t1, t2, t3, t4, t5} respectively. Node v1 that has 4 incident

links {l2,1, l3,1, l4,1, l5,1} is to be scheduled. The time slots used by the links that interfere

with links l2,1, l3,1, l4,1 and l5,1 are {t2, t3, t4, t5, t6}, {t2}, {t2} and {t1, t2, t3, t4, t5}

respectively. The interference matrix of node v1 is shown as M0 and one interference

submatrix of M0 is shown as M ′
0.

M0 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

l2,1 l3,1 l4,1 l5,1

t1 0 0 0 −

t2 − − − −

t3 − 0 0 −

t4 − 0 0 −

t5 − 0 0 −

t6 − 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,M ′
0 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

l2,1 l3,1 l4,1 l5,1

t1 0 0 0 −

t2 − − − −

t3 − 0 0 −

t4 − 0 0 −

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

An assignment in the interference matrix M = (mj,k)t×wi
of node vi is said to be valid

if (i) there is one and only one “1” in each row and each column, and (ii) there are wi

consecutive rows that have “1” in each row in the matrix. The links incident to vi could
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be scheduled wi consecutive time slots by obtaining a valid assignment in the interference

matrix.

Algorithm 4.1 describes the centralized scheduling with spatial reuse. We first con-

struct a merged conflict graph Gmc based on the communication graph G, and construct

an interference matrix for each node vi. We still assign time slots to nodes in the de-

creasing order of their weights. Then we assign the smallest wi available consecutive time

slots to node vi using the recursive backtracking (Algorithm 4.2) or minimum conflict

heuristic (Algorithm 4.3). After the links incident to node vi are assigned time slots, vi

will broadcast the information to all the nodes whose incident links interfere with the

links incident to vi. Then each node in the network would have the interference matrix

updated to indicate the time slots that its incident links could not use.

Algorithm 4.1 Centralized scheduling with spatial reuse

Input: A communication graph G = (V,E).

Output: A valid contiguous link scheduling.

1: Construct the merged conflict graph Gmc, construct an interference matrix for each

node vi (initially a zero matrix), and initialize an empty stack S.

2: Push the vertices in Gmc in the non-decreasing order of weights to the stack S.

3: while S is not empty do

4: Pop a vertex Li(wi) from S. Assign the smallest wi consecutive time slots to

node vi, using recursive backtracking (Algorithm 4.2) or minimum conflict heuristic

(Algorithm 4.3).

5: Schedule the wi time slots sequentially to the wi links that are incident to node vi

in G.

6: vi broadcasts the time slot assignment to the nodes whose incident links interfere

with the links incident to vi, then the informed nodes update their interference

matrices.

7: end while
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4.3.1 Recursive backtracking

In order to reduce the time slots assigned in the scheduling, we propose the recursive

backtracking algorithm, as shown in Algorithm 4.2.

Algorithm 4.2 Recursive backtracking

Input: An interference matrix M = (mj,k)t×wi
.

Output: A valid assignment in M .

1: Construct an interference submatrixM ′ consisting of the smallest wi consecutive rows

that have at least one “0” in each row.

2: while a valid assignment is not obtained do

3: Start the first selection in the first row.

4: Continue the selection in the next row satisfying the condition that there is only

one “1” in each column, until a valid assignment is obtained.

5: if a selection fails to obtain a valid assignment then

6: Execute the backtracking procedure.

7: end if

8: if the recursive backtracking fails then

9: Update M ′ by deleting the first row of M ′ and adding a zero row vector (0)1×wi

in the last row of M ′.

10: end if

11: end while

Algorithm 4.2 first finds the smallest wi consecutive rows that have at least one “0”

in each row in the interference matrix M , and constructs an interference submatrix M ′

which consists of the wi rows. Then it starts the first selection in the first row, and the

second selection in the second row without interferences to the selection in the first row.

The algorithm continues the selection in the next row until a valid assignment is found.

During the process of each selection in a row, there may be several candidates “0”. In

these candidates, the selected one is referred to as predecessor, and the candidates “0”

in the next row are referred to as successors of the predecessor. If one successor fails in
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the selection, it then executes the backtracking procedure: the algorithm checks whether

the next successor of the predecessor satisfies the condition that there is only one “1” in

each column. If the successors are exhausted, the algorithm backtracks to the previous

predecessor and tries the next successor of the previous predecessor. If there are no more

predecessors, the algorithm adds a new time slot interference-free to all the links incident

to vi, and the corresponding interference matrix adds a zero row vector (0)1×wi
in the

last row.

Example 4.2. We first construct an interference submatrix M ′
1 of interference matrix

M0. We then select m1,2 and m2,3 in the first two rows in M ′
1 (marked as “ 1©” in the

matrix), but it fails in the third row as shown in M ′
2. Then we use the backtracking

procedure, and select m1,3 and m2,2 in the first two rows in M ′
1, but it fails again as

shown in M ′
3. As all the predecessors and successors are exhausted, we delete the first

row and add a zero vector (0)1×wi
as the last row to construct a new interference submatrix

M ′
4. Finally, we can get a valid assignment shown in M ′

5, i.e., links l2,1, l3,1, l4,1 and l5,1

are assigned time slots t7, t4, t5 and t6 respectively, as shown in Figure 4.2.

M ′
1 =

⎛
⎜⎜⎜⎝

− 0 0 −
− 0 0 −
− 0 0 −
− 0 0 0

⎞
⎟⎟⎟⎠ , M ′

2 =

⎛
⎜⎜⎜⎝

− 1© 0 −
− 0 1© −
− 0 0 −
− 0 0 0

⎞
⎟⎟⎟⎠ ,

M ′
3 =

⎛
⎜⎜⎜⎝

− 0 1© −
− 1© 0 −
− 0 0 −
− 0 0 0

⎞
⎟⎟⎟⎠ , M ′

4 =

⎛
⎜⎜⎜⎝

− 0 0 −
− 0 0 −
− 0 0 0

0 0 0 0

⎞
⎟⎟⎟⎠ ,
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M ′
5 =

⎛
⎜⎜⎜⎝

− 1 0 −
− 0 1 −
− 0 0 1

1 0 0 0

⎞
⎟⎟⎟⎠ .

4.3.2 Minimum Conflicts Heuristic

The recursive backtracking algorithm (Algorithm 4.2) is a brute-force search algorithm,

and the time complexity can be O(wi!) in the worst case. To reduce the complexity, we

present a fast algorithm called minimum conflicts heuristic, as shown in Algorithm 4.3.

The minimum conflicts heuristic is a local search algorithm in the constraint satisfaction

problem [96], whose main idea is to assign each variable a value in the initial state and

then change one variable at a time by selecting the value that results in the minimum

number of conflicts with other variables.

Algorithm 4.3 Minimum conflicts heuristic

Input: An interference matrix M = (mj,k)t×wi
.

Output: A valid assignment in M .

1: Construct an interference submatrixM ′ consisting of the smallest wi consecutive rows

that have at least one “0” in each row.

2: while a valid assignment is not obtained do

3: Initialize the matrix M ′ with a random configuration.

4: Count the number of conflicts in M ′, and obtain the conflict matrix MC .

5: Use a heuristic to reduce the interference until a valid assignment is obtained,

moving the selection “1” with the largest number of conflicts to the position in the

same column, where the number of conflicts is minimum.

6: if the minimum conflicts heuristic fails then

7: Update M ′ by deleting the first row of M ′ and adding a zero row vector (0)1×wi

in the last row of M ′.

8: end if

9: end while
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The minimum conflicts heuristic tries to minimize the number of conflicts in a so-called

conflict matrix, which is defined as follows:

Definition 4.3. A conflict matrix is a wi × wi matrix MC = (cj,k)wi×wi
that describes

the number of conflicts in the interference submatrix M ′ = (mj,k)wi×wi
, and each element

cj,k in the matrix is the number of conflicts, which is the sum of the selections “1” in both

the row j and column k that have mj,k. That is, cj,k =
∑wi

l=1 ml,k +
∑wi

l=1 mj,l −mj,k, if

mj,k �= −.

The minimum conflicts heuristic algorithm first constructs an interference submatrix

M ′ which consists of wi consecutive rows, and then starts with a random initial config-

uration in M ′, e.g., with one selection per column. The algorithm then uses a heuristic

to determine how to reduce the conflicts by moving the selection “1” with the largest

number of conflicts to the position in the same column where the number of conflicts

is minimum in the conflict matrix. It continues to reduce the conflicts until there is no

conflict or the initial configuration fails. If the initial configuration fails, it will add a new

time slot and continue.

Example 4.3. We first construct the interference submatrix M ′
1 of interference matrix

M0, and one initial configuration of matrix M ′
1 is shown as the matrix M ′

6, and the

corresponding conflict matrix of matrix M ′
6 is shown as the matrix MC1 . For example,

c1,3 = m1,2 +m2,3 +m3,3 = 3, c2,3 = m2,3 +m3,3 = 2. As the largest number of conflicts

among the selections in MC1 is m2,3 and none of the numbers of conflicts in the third

column is smaller than m2,3, the initial configuration M ′
6 fails. Then we add a new time

slot, and get the interference submatrix M ′
4. One initial configuration of matrix M ′

4 is

shown as the matrix M ′
7, and the corresponding conflict matrix of matrix M ′

7 is shown
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as the matrix MC2 . By moving the selection from m4,4 to m3,4 in M ′
7 according to the

minimum conflicts heuristic, we can obtain a valid assignment which is same with M ′
5 in

the recursive backtracking.

M ′
6 =

⎛
⎜⎜⎜⎝

− 1 0 −
− 0 1© −
− 0 1 −
− 0 0 1

⎞
⎟⎟⎟⎠ , MC1 =

⎛
⎜⎜⎜⎝

− 1 3 −
− 2 2© −
− 2 2 −
− 2 3 1

⎞
⎟⎟⎟⎠ ,

M ′
7 =

⎛
⎜⎜⎜⎝

− 1 0 −
− 0 1 −
− 0 0 0©
1 0 0 1©

⎞
⎟⎟⎟⎠ , MC2 =

⎛
⎜⎜⎜⎝

− 1 2 −
− 2 1 −
− 1 1 1

2 3 3 2©

⎞
⎟⎟⎟⎠ .

4.3.3 Performance Analysis

In this section, we prove the theoretical bound of the centralized scheduling with spatial

reuse algorithm (recursive backtracking and minimum conflicts heuristic). We rely on the

disk coverage concept to prove this. For ease of presentation, we use D(vi, x) to denote

the disk centered at node vi and with radius x, and di,j to denote the distance between

two nodes vi and vj.

Lemma 4.1. Under the protocol model, the distance between two transmitters in a het-

erogeneous network is larger than (γmin − 1)rmin if their concurrent transmissions are

interference-free.

Proof. Suppose that nodes vi and vp are two transmitters and their concurrent transmis-

sions li,j and lp,q are interference-free under the protocol model (as shown in Figure 4.3).

Without loss of generality, we assume the transmission range of vi is no less than that
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Figure 4.3: Two transmission links that are interference-free.

of vp, i.e., ri ≥ rp. As vi’s transmission does not interfere vq’s reception, vq must be

outside of D(vi, Ri), i.e., di,q > Ri. As node vp can communicate with vq, vp is within

vq’s transmission range, i.e., dp,q ≤ rq. For the distance di,p between vi and vp, using the

triangle inequality rule, we can get di,p ≥ |di,q − dq,p|. As di,q > Ri and dq,p ≤ rq, we get

di,p ≥ |di,q − dq,p| > Ri − rp ≥ Ri − ri = (Ri

ri
− 1)ri ≥ (γmin − 1)rmin.

Lemma 4.2. Under the protocol model, for each link e in a heterogeneous network, there

are at least |I(e)|/C ′′ time slots needed if all links in I(e) are interference-free, where

C ′′ = (1 + 2γmaxσ+4σ
γmin−1

)2.

Proof. Let link li,j be the link e incident to node vj. If a link with transmitter vp belongs

to I(e), there are two cases that determine the distance between transmitter vp and node

vj:

Case 1: A link incident to vj affects the reception of the link with transmitter vp. For

example, link li,j incident to vj affects the reception of link lp,q as shown in Figure 4.4(a).

As vi can communicate with vj, di,j ≤ rj. As li,j interferes with lp,q, di,q ≤ Ri. As vp can
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Figure 4.4: (a) Case 1 in Lemma 4.2, (b) Case 2 in Lemma 4.2.

communicate with vq, dp,q ≤ rq. Hence, dj,p ≤ di,j+di,q+dp,q ≤ rj+Ri+rq ≤ Rmax+2rmax.

Case 2: A link adjacent to the link with transmitter vp affects the reception of vj. For

example, link lk,q adjacent to link lp,q affects the reception of li,j as shown in Figure 4.4(b).

As lk,q interferes with li,j, dj,k ≤ Rk. As vk and vp can communicate with vq, dk,q ≤ rq

and dp,q ≤ rq. Hence, dj,p ≤ dj,k + dk,q + dp,q ≤ Rk + 2rq ≤ Rmax + 2rmax.

Therefore, the distance between transmitter vp and node vj is at most Rmax + 2rmax,

as shown in Figure 4.5. That is, for any transmitter belongs to I(e), it must locate in disk

D(vj, Rmax + 2rmax). From Lemma 4.1, the distance between two nodes simultaneously

transmitting without interferences should be larger than (γmin − 1)rmin. This means

that, to be interference-free, each disk with a diameter (γmin − 1)rmin can have at most

one transmitter. In other words, these disks must be non-overlapped. Considering these

non-overlapped disks must be placed within disk D(vj, Rmax+2rmax+0.5(γmin−1)rmin),

there are at most π[Rmax+2rmax+0.5(γmin−1)rmin]
2

π[0.5(γmin−1)rmin]2
= [1+ 2Rmax+4rmax

(γmin−1)rmin
]2 ≤ (1+ 2γmaxσ+4σ

γmin−1
)2 = C ′′

disks that can be placed at the same time.
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Figure 4.5: Bounding C ′′.

Thus, there exists a link set with the size at least |I(e)|/C ′′ such that each pair of

links in the set interferes with each other. Therefore, at least |I(e)|/C ′′ time slots are

needed to schedule all links in I(e).

Similar to Theorem 3.2, we could get the following theorem:

Theorem 4.1. The number of time slots assigned by the centralized scheduling with

spatial reuse algorithm in heterogeneous networks is at most a constant factor of the

optimum, where C = 2C ′′.

Theorem 4.2. The number of time slots assigned by the centralized scheduling with spa-

tial reuse algorithm in homogeneous networks is at most a constant factor of the optimum,

where C = 2C ′.

Proof. In homogeneous networks, as each node has identical transmission range r and

interference range R, σ = 1 and γi = γ. From Lemma 4.2, we can get C ′ = (1+ 2γσ+4σ
γ−1

)2 =

9(γ+1
γ−1

)2.

69



Energy-Efficient Interference-Free Link Scheduling in Wireless Sensor Networks, PhD Thesis

Similarly, we could prove that the centralized scheduling (Algorithm 3.1) also has a

theoretical bound in heterogeneous networks.

Corollary 4.1. The number of time slots assigned by the centralized scheduling algorithm

in heterogeneous networks is at most a constant factor of the optimum, where C = 2C ′′.

Complexity Analysis. Similar to the centralized scheduling algorithm, the centralized

scheduling with special reuse uses O(n2) time to construct the merged conflict graph

and O(nlogn) time to sort the vertices in the decreasing order of their weights. Let Δ

and Δ′ be the maximum number of links incident to a node in G and the maximum

degree in Gmc respectively. The scheduling period T < 2(
∑L

l=1 wil + wi) ≤ 2(L+ 1)Δ ≤

2(Δ′ + 1)Δ because wi ≤ Δ and L ≤ Δ′. To construct the interference matrix for each

node takes O(ΔT ) = O(Δ′Δ) time, and to construct the interference submatrix for each

node takesO(Δ2) time. The time required to obtain a valid assignment using the recursive

backtracking for scheduling a node vi is O(wi!) = O(Δ!). The time required to update

the interference matrices for scheduling a node vi is O(Δ′Δ2), since each node vj, whose

corresponding vertex Lj(wj) is adjacent to Li(wi) in Gmc, needs to update its interference

matrix and the worst case is that any link incident to vj interferes with any link incident

to vi. Therefore, the time complexity of Algorithm 4.1 with recursive backtracking is

O(n2)+O(nlogn)+O(nΔ′Δ)+O(nΔ2)+O(nΔ!)+O(nΔ′Δ2) = O(n2 +nΔ!+nΔ′Δ2).

In the minimum conflicts heuristic, the initial configuration takes time linear to wi.

Amazingly, if the initial configuration time is not considered, the runtime of the minimum

conflicts heuristic is roughly independent of the problem size of the constraint satisfaction

problem [96], such as the n-queens problem. For example, it solves even the million-

queens problem in an average of 50 steps. After the initial assignment (the time required
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is O(wi)), minimum conflicts heuristic can find the solution in a limited step. In each

step, the time to construct the conflict matrix is O(w2
i ). Hence, the time required to

obtain a valid assignment using the minimum conflicts heuristic for scheduling a node

vi is O(w2
i ) = O(Δ2). Therefore, the time complexity of Algorithm 4.1 with minimum

conflicts heuristic is O(n2) + O(nlogn) + O(nΔ′Δ) + O(nΔ2) + O(nΔ2) + O(nΔ′Δ2) =

O(n2 + nΔ′Δ2).

4.4 Distributed Algorithms

Wireless sensor networks are self-organized and distributed, centralized algorithms could

not be used without a predefined leader. Therefore, it is necessary to design efficient and

scalable distributed algorithms. In this section, we propose two distributed algorithms,

distributed scheduling and distributed scheduling with efficient delay.

4.4.1 Distributed Scheduling

In the distributed scheduling, we use a random order rather than a global decreasing

order of the weights, and we assume that there is a contention-based MAC (e.g. B-

MAC [89]) available for a node to monitor and compete for the channel. The distributed

scheduling is simple and efficient so that each sensor node can run the scheduling with

less computation. The distributed scheduling is shown in Algorithm 4.4.

In the distributed scheduling algorithm, a node vi first competes to obtain the channel,

then assigns the smallest consecutive time slots for its incident links without interferences

using the first-fit heuristic same as the centralized scheduling. After that, vi and its

neighbors should notify the nodes in their interference ranges the time slots they could
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Algorithm 4.4 Distributed scheduling (Distributed)

Input: A communication graph G = (V,E).

Output: A valid contiguous link scheduling.

1: Construct an interference matrix for each node vi, which is initially a zero matrix.

2: while a valid contiguous link scheduling is not obtained do

3: vi that is not yet scheduled monitors and competes for the channel.

4: if node vi obtains the channel then

5: vi assigns the smallest wi consecutive time slots sequentially to its incident links

which do not interfere with the links that have already been scheduled. Suppose

link lj,i incident to vi is assigned time slot tj.

6: vi broadcasts the assignment information to the nodes that are in the interference

range of vi, and these nodes could not transmit in the wi time slots due to

the interferences. These nodes notified by vi forward the information to their

receivers to update the interference matrices.

7: Each node vj adjacent to vi broadcasts the assignment information to the nodes

that are in the interference range of vj to update the interference matrices, and

these nodes could not receive in time slot tj due to the interferences.

8: else

9: vi waits for a random time.

10: end if

11: end while

not use, and then these nodes can update their interference matrices. For node vi, it

broadcasts the assignment information to the nodes that are in the interference range of

vi, and these nodes could not transmit in these wi time slots because their transmissions

will interfere vi’s packet reception in these time slots. For each link lj,i incident to vi,

time slot tj is assigned. Node vj then broadcasts the assignment information to the nodes

that are in its interference range, and these nodes could not use time slot tj to receive

packets because their packet receiving will be interfered by vj’s packet transmitting in

time slot tj.
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Example 4.4. In Figure 4.2, suppose node v9 has already been scheduled time slots

{t1, t2, t3, t4, t5}. Node v9 first informs v5 not to transmit in time slots from t1 to t5, as

the packet transmission of v5 will interfere the packet reception of v9 in these time slots.

Then the elements {m1,4, m2,4, m3,4, m4,4, m5,4} in the fourth column of the interference

matrix are marked as “−”. Node v8, the transmitter in link l8,9, next informs v1 not to

receive in time slot t2, as the packet transmission of v8 will interfere the packet reception

of v1 in time slot t2. Then the elements {m2,1, m2,2, m2,3, m2,4} in the second row of the

interference matrix are marked as “−”. Therefore, we can update the interference matrix

of v1 as follows.

M ′′
0 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

l2,1 l3,1 l4,1 l5,1

t1 0 0 0 −

t2 − − − −

t3 0 0 0 −

t4 0 0 0 −

t5 0 0 0 −

t6 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Theorem 4.3. The number of time slots assigned by the distributed scheduling algorithm

in heterogeneous networks is at most Θ(K) times of the optimum, where K = wmax

wmin
,

wmax = max
1≤l≤L

wil, and wmin = min
1≤l≤L

wil.

Proof. Suppose that node vi is scheduled in the latest wi time slots, and all the other

nodes have already been scheduled in some earlier time slots. We denote K = wmax

wmin
,

where wmax = max
1≤l≤L

wil and wmin = min
1≤l≤L

wil .
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Figure 4.6: Distributed scheduling in the contiguous link scheduling (t1, t2, · · · , t10 are
the assigned time slots, and dashed lines represent the interference relationship).

The number of time slots assigned by the distributed scheduling algorithm is

T =
L∑
l=1

gil +
L∑
l=1

wil + wi <

L∑
l=1

wi +
L∑
l=1

wil + wi

≤
L∑
l=1

K · wil +
L∑
l=1

wil + wi < (K + 1)(
L∑
l=1

wil + wi)

≤ (K + 1)C ′′ · Topt.

Similarly, we could get the following corollary:

Corollary 4.2. The number of time slots assigned by the distributed scheduling algorithm

in homogeneous networks is at most Θ(K) times of the optimum.

Example 4.5. A sample of the distributed scheduling (Algorithm 4.4) is as shown in

Figure 4.6. As the scheduling order is randomly selected in the distributed scheduling, we

suppose the scheduling order is v2, v7, v5, v1 and v9. After the scheduling, v2 is assigned

time slot t1, v7 is assigned consecutive time slots from t2 to t5, v5 is assigned time slot

t1, v1 is consecutive time slots from t6 to t9, v9 is assigned consecutive time slots from t6
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Figure 4.7: Distributed scheduling with efficient delay: (a) Line topology of 5 nodes, (b)
Scheduling delay. Dashed lines represent the interference relationship.

to t10. After the scheduling, the total number of time slots assigned is 10. The time slot

assigned to each link is indicated in Figure 4.6.

4.4.2 Distributed Scheduling with Efficient Delay

In the TDMA sleep scheduling, a node stays in the sleep state for most time, and pe-

riodically starts up to check for activity. As a forwarding node has to wait until its

next-hop neighbor starts up and is ready to receive, the message delivery delay will in-

crease. When packets are forwarded from an incoming link to an outgoing link, they

could only be forwarded to the outgoing link in the next period T if the incoming link is

scheduled to be active after the outgoing link. This kind of delay will accumulate at every

hop in the network, which may lead to a long latency. A sample network is illustrated

in Figure 4.7(a). As a line topology, the data is transmitted from v5 to v1 along the line.

If links e1, e2, e3, e4 are assigned time slots t1, t2, t3, t4 respectively (Schedule 1), the time

delay for a packet transmission from v5 to v1 is almost 3T , as shown in Figure 4.7(b).

However, if links e1, e2, e3, e4 are assigned time slots t4, t3, t2, t1 respectively (Schedule

2), v5 could transmit the data to v1 in one period T . In order to reduce this delay, we
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Figure 4.8: Distributed scheduling with efficient delay in the contiguous link scheduling
(t1, t2, · · · , t10 are the assigned time slots, and dashed lines represent the interference
relationship).

schedule the links from bottom to top, that is, a node with a higher depth should be

scheduled earlier. Hence, a node vi can only be scheduled until all the children nodes of

vi are already scheduled. The algorithm is described in Algorithm 4.5.

Example 4.6. A sample of the distributed scheduling with efficient delay (Algo-

rithm 4.5) is as shown in Figure 4.8. As the scheduling is from bottom to top, the

scheduling order is v9, v7, v2, v5 and v1. After the scheduling, v9 is assigned consecutive

time slots from t1 to t5, v7 is assigned consecutive time slots from t3 to t6, v2 is assigned

time slot t1, v5 is assigned time slot t6 and v1 is assigned consecutive time slots from t7

to t10. After the scheduling, the total number of time slots assigned is 10. The time slot

assigned to each link is indicated in Figure 4.8.

As the links are still scheduled in a random order, the algorithm follows a constant

bound performance guarantee of the distributed scheduling, that is, the number of time

slots assigned by the distributed scheduling with efficient delay is at most a constant

factor of the optimum. Similar to Theorem 4.3, we could get the following corollary:

Corollary 4.3. The number of time slots assigned by the distributed scheduling with
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Algorithm 4.5 Distributed scheduling with efficient delay (Distributed-delay)

Input: A communication graph G = (V,E).

Output: A valid contiguous link scheduling.

1: Construct an interference matrix for each node vi, which is initially a zero matrix.

2: while a valid contiguous link scheduling is not obtained do

3: Each node vi that is not yet scheduled monitors and competes for the channel if

all the children nodes of vi are already scheduled.

4: if node vi obtains the channel then

5: vi assigns the smallest wi consecutive time slots sequentially to its incident links

which do not interfere with the links that have already been scheduled. Suppose

link lj,i incident to vi is assigned time slot tj.

6: vi broadcasts the assignment information to the nodes that are in the interference

range of vi, and these nodes could not transmit in the wi time slots due to

the interferences. These nodes notified by vi forward the information to their

receivers to update the interference matrices.

7: Each node vj adjacent to vi broadcasts the assignment information to the nodes

that are in the interference range of vj to update the interference matrices, and

these nodes could not receive in time slot tj due to the interferences.

8: else

9: vi waits for a random time.

10: end if

11: end while

efficient delay algorithm in homogeneous and heterogeneous networks is at most Θ(K)

times of the optimum.

Complexity Analysis. We assume all nodes in the interference range of node vi are at

most k hops away from vi, i.e., k = 
γmax�. In the distributed algorithms, vi and its wi

neighbors need to broadcast the assignment information to the nodes in their interference

ranges. As a node cannot communicate with all the nodes in its interference range directly,

it can broadcast the information to its k-hop neighbors, where k = 
γmax�. In a k-hop
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broadcast, the worst case is the flooding, where each node in the k-hop region sends a

message to its neighbors. Therefore, the message complexities of both Algorithm 4.4 and

Algorithm 4.5 are O(Δρn), where Δ is the maximum number of links incident to a node

and ρ is the maximum number of k-hop neighbors.

The time complexity of a distributed algorithm is different from that of a centralized

algorithm, as the local computation time is negligible compared to the message trans-

mission time. We assume each message transmission takes one time unit, and then the

time complexity of a distributed algorithm is the maximum time required in the worst

case. When node vi is scheduled, vi and its neighbors need to separately make a k-hop

broadcast. The time complexities of both Algorithm 4.4 and Algorithm 4.5 are O(Δn),

the worst case is that sensors are scheduled sequently and only one sensor is scheduled

at a time.

4.5 Simulation Results

Table 4.1: Simulation settings.

Parameter Value

Power consumption in the sleep state 0.063mW

Power consumption in the listen state 59.1mW

Power consumption in the receive state 59.1mW

Power consumption in the transmit state 52.2mW

Energy consumption to activate a sensor once 32.9μJ

Data package length 36bytes

Data transfer rate 250kbps

Time slot size 4ms
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(a) BFS tree (b) DAG graph

Figure 4.9: Average total energy consumption in homogeneous networks.

In this section, we evaluate the performance of the proposed algorithms in the contigu-

ous link scheduling in both homogeneous and heterogeneous networks. The algorithms

compared in the simulation are the proposed centralized and distributed algorithms (cen-

tralized, recursive backtracking, minimum conflicts heuristic, distributed, distributed-

delay), and the degree-based heuristic [118]. The performance metrics used in the evalu-

ation are total energy consumption, throughput, and time delay.

4.5.1 Homogeneous Networks

In the simulations, nodes with a transmission range of 15 m and an interference range of

30 m are deployed in a square area of 100 m× 100 m. In homogeneous networks, we test

the networks when the number of nodes varies from 200 to 400 with a step of 50. For each

algorithm, the network operates 10000 scheduling periods. The other simulation settings

are listed in Table. 4.1. We construct a breadth first search (BFS) tree and a directed

acyclic graph (DAG) rooted at the sink node as the topologies of the network. For each
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(a) BFS tree (b) DAG graph

Figure 4.10: Average throughput in homogeneous networks.

case, 50 network topologies are randomly generated where nodes are deployed uniformly,

and the average performances over all these randomly generated networks are reported.

Figure 4.9 (a) and (b) show the average total energy consumption in homogeneous

networks of the schemes. In both the BFS tree and DAG topologies, the total energy

consumption increases as the number of nodes increases. The total energy consumption

of the contiguous link scheduling schemes can be reduced about 10% than the degree-

based scheme because the contiguous link scheduling schemes can efficiently reduce the

frequency of state transitions.

The average throughput in homogeneous networks is shown in Figure 4.10 (a) and

(b). In both the BFS tree and DAG topologies, the throughput decreases as the number

of nodes increases, for the number of interfering links increases when the number of

nodes increases. In the contiguous link scheduling, the links incident to one node are

scheduled together to obtain consecutive time slots to avoid the frequent state transitions,

and several gaps are formed among the assigned time slots (seen in Figure 3.8), which
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(a) BFS tree (b) DAG graph

Figure 4.11: Average time delay in homogeneous networks.

requires more time slots and hence decreases the throughput. Figure 4.10 (a) and (b)

show that the overhead is not high, and the recursive backtracking scheduling scheme has

performance comparable to the degree-based scheme. Although the minimum conflicts

heuristic may get stuck on a local optimum, it almost has the same performance compared

to the recursive backtracking. If the centralized scheduling with spatial reuse is not used,

the results would be a little worse, as shown in the centralized scheduling. The two

distributed algorithms have the worst performance, due to the fact that they do not have

the global information. The throughput in the recursive backtracking scheduling is about

1.3 times the throughput in the distributed algorithms.

Figure 4.11 (a) and (b) show the average time delay in homogeneous networks, and the

delay increases as the number of nodes increases in both the BFS tree and DAG topologies.

The distributed scheduling with efficient delay scheme has the best performance, for the

links are scheduled from the bottom to the top in the scheduling, which is helpful to

reduce the network delay.
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(a) BFS tree (b) DAG graph

Figure 4.12: Average total energy consumption in heterogeneous networks.

4.5.2 Heterogeneous Networks

In heterogeneous networks, we randomly deploy 300 nodes in a square area of 100 m ×

100 m, and we vary the transmission range ratio of the maximal transmission range

to the minimal transmission range, σ = rmax

rmin
, from 1 to 3 with a step of 0.5. The

transmission range of each node follows a uniform distribution on the interval [rmin,

rmax] with an average of 15 m, and the interference range of each node is twice the

transmission range. For each algorithm, the network operates 10000 scheduling periods.

For each transmission range ratio, 50 network topologies are generated, and the average

performances are reported. The other simulation settings are listed in Table. 4.1.

Figure 4.12 (a) and (b) show the average total energy consumption in heterogeneous

networks. In both the BFS tree and DAG topologies, the total energy consumption

in the contiguous link scheduling schemes is much less than that in the degree-based

scheme, same as homogeneous networks. The total energy consumption does not vary
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(a) BFS tree (b) DAG graph

Figure 4.13: Average throughput in heterogeneous networks.

significantly as the transmission range ratio σ changes in the BFS tree, while the total

energy consumption increases as the transmission range ratio σ increases in the DAG

topology.

Figure 4.13 (a) and (b) show the average throughput in heterogeneous networks. In

both the BFS tree and DAG topologies, the centralized scheduling with spatial reuse

(recursive backtracking and minimum conflicts heuristic) has better performance than

the centralized scheduling due to the reduction of the number of time slots assigned. The

throughput decreases as the transmission range ratio σ increases, which indicates that

the heterogeneous nodes are detrimental to the contiguous link scheduling.

Figure 4.14 (a) and (b) show the average time delay in heterogeneous networks. As

the transmission range ratio σ increases, the average time delay decreases in both the

BFS tree and DAG topologies because the depth of the network topology reduces as

σ increases. In heterogeneous networks, the distributed scheduling with efficient delay

scheme still has the best performance.
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(a) BFS tree (b) DAG graph

Figure 4.14: Average time delay in heterogeneous networks.

We summarize observations from the simulation results as follows:

• The proposed centralized scheduling with spatial reuse algorithm can reduce the

number of time slots assigned, and thus increase network throughput.

• Our proposed distributed algorithms can achieve performance comparable to the

centralized algorithms in both homogeneous and heterogeneous networks.

• The distributed scheduling with efficient delay scheme can reduce the network delay.

• In heterogeneous networks, the throughput decreases as the transmission range

ratio σ increases, and the average time delay decreases as σ increases.

4.6 Summary

In this chapter, we further investigate the contiguous link scheduling problem to reduce

the number of time slots assigned. We propose efficient centralized and distributed al-
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gorithms with theoretical performance bounds to the optimum in both homogeneous

and heterogeneous networks. Our proposed distributed scheduling with efficient delay

algorithm can also reduce the network delay. The simulation results corroborate the

theoretical analysis, and show the efficiency of our algorithms in terms of total energy

consumption, throughput, and time delay.
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Chapter 5

Compact Wakeup Scheduling in
TWSNs

In this chapter, we investigate a novel energy-efficient interference-free link scheduling

problem called compact wakeup scheduling, in which a node needs to wake up only once

to communicate bidirectionally with all its neighbors. The organization of this chapter

is as follows. Section 5.1 is the overview of this work. Section 5.2 describes the system

model and formulates the compact wakeup scheduling problem. Section 5.3 presents

polynomial-time algorithms for trees and grid graphs. Section 5.4 shows the performance

evaluation, and finally Section 5.5 summarizes this chapter.

5.1 Overview

In TWSNs, wakeup scheduling [63] is a popular approach to increase the network life,

where nodes stay in the sleep state for most of the time, and periodically wake up to

check the channel for activity. After the scheduling, each node could operate in a low-

duty-cycle mode, and consequently start up several times in a period to communicate

with its neighbors.

87



Energy-Efficient Interference-Free Link Scheduling in Wireless Sensor Networks, PhD Thesis

To reduce the frequency of state transitions, we have identified the contiguous link

scheduling problem, and designed energy-efficient centralized and distributed algorithms

in Chapters 3 and 4. In the contiguous link scheduling, the incoming links are scheduled

together to obtain consecutive time slots. If the network topology is a data gathering tree,

each node just needs to start up at most twice in a period: once for receiving data from

its children, and once for sending data to its parent. If the network topology is a directed

acyclic graph (DAG) where each node vi has ki parents, the contiguous link scheduling

would require vi to wake up ki + 1 times as the parent nodes are not scheduled together.

In the contiguous link scheduling, the two-way (or bidirectional) communication is not

taken into consideration. If the two-way communication is considered, this scheduling

will require each node to wake up more times in a period. Is it possible to further reduce

the frequency of state transitions? An interesting design is to schedule both the incoming

links and outgoing links together such that a node could wake up only once and finish all

communication tasks with its neighbors consecutively and bidirectionally.

In this chapter, we propose compact wakeup scheduling, a novel TDMA approach to

the wakeup scheduling problem, to minimize the frequency of state transitions. Compact

wakeup scheduling assigns consecutive time slots to all the links incident to a node vi so

that vi can start up only once to communicate bidirectionally with all its neighbors in

one scheduling period T .

Note that we consider the communication links, including both the upstream links

and the downstream links, as end-to-end communications. If the downstream links are

not end-to-end but broadcast messages, we cannot obtain a compact wakeup scheduling

even for a star network. As shown in Figure 5.1(a), links l2,1, l3,1, l4,1 are assigned time
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Figure 5.1: (a) Broadcast for the downstream messages, (b) The piggybacking approach

slots 1, 2, 3 respectively, and the broadcast message is assigned time slot 4. Then node

v3 has to start up twice in a period, and thus the scheduling is not a compact wakeup

scheduling. Moreover, to piggyback the downstream message to the upstream message

using the contiguous link scheduling method does not lead to a compact wakeup schedul-

ing either. As shown in Figure 5.1(b), links l2,1, l3,2, l4,2, l5,2 are assigned time slots 4, 1,

2, 3 respectively. Then node v4 has to start up twice in a period, and thus the scheduling

is still not a compact wakeup scheduling.

Apart from reducing the transient time and energy cost in the state transitions, com-

pact wakeup scheduling also has other benefits. The network delay, which is a major

concern in the time-critical monitoring systems like that in [71], can be reduced. For

instance, a sensor may need to wait until all its neighbors wake up so that it can collect

the real time data from these neighbors to make the local computation on these data.

The main contributions of this chapter are summarized as follows.

• We formulate the compact wakeup scheduling problem in TWSNs to minimize the

frequency of state transitions, and prove it to be NP-complete.
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• We present polynomial-time algorithms using the optimum number of time slots in

a period for trees and grid graphs.

• In grid graphs, we point out all the possible coloring patterns and give the lower

bound as well as the upper bound of the compact wakeup scheduling.

• We develop simulations to show the efficiency of compact wakeup scheduling.

5.2 System Model and Problem Formulation

In this section, we first present the system model, then formulate the compact wakeup

scheduling problem, and finally we present an approach of how to assign a time slot to

each transmission link after finding an edge coloring.

5.2.1 System Model

Network Model. We assume that a TWSN has n static sensor nodes equipped with sin-

gle omni-directional antennas, and all the nodes have the same communication range. The

network is represented as a communication graph G = (V,E), where V = {v1, v2, · · · , vn}

denotes the set of nodes, and E = {e1, e2, · · · , em} denotes the set of edges referred to

all the communication links. If {vi, vj} ⊆ V , the edge e = (vi, vj) ∈ E if and only if vj is

located within the communication range of vi. We assume that nodes have the ability of

data aggregation and can use one time slot to transmit data in one link.

Interference Model. We assume that the interference range is equal to the commu-

nication range. Two types of interferences, primary interference and secondary interfer-

ence [92], exist in the network. The primary interference occurs when a node has more
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than one communication task in a single time slot. Typical examples are sending and

receiving at the same time and receiving from two different transmitters. The secondary

interference (or called the hidden terminal problem [20]) occurs when a node vi receives

packets from a transmitter vj and vi is also within the communication range of another

transmitter vk which is intended for other nodes.

Energy Model. In our energy model, each node operates in three states: active state

(transmit, receive and listen), sleep state and transient state (state transition), same as

that in Chapter 3.

5.2.2 Problem Formulation

In TDMA wakeup schedulings, each bidirectional communication link lij is assigned two

time slots: one time slot is that vi is a transmitter and vj is a receiver, while the other

one is that vj is a transmitter and vi is a receiver. In the two time slots, nodes vi and

vj start up, and switch from the sleep state to the active state. After that, nodes vi

and vj switch to the sleep state again. We can see that node vi may start up 2wi times

to communicate bidirectionally with its neighbors in a scheduling period T in the worst

case, where wi is the number of links incident to vi. To minimize the frequency of state

transitions, we propose a new scheduling approach called compact wakeup scheduling.

Definition 5.1. Compact wakeup scheduling is an interference-free wakeup scheduling

aiming to assign consecutive time slots to all the links incident to a node vi, and then vi

needs to start up only once to communicate bidirectionally with all its neighbors.

Compact wakeup scheduling attempts to assign consecutive time slots to all the links

incident to a node, but it may fail to find such a scheduling. If it succeeds, the scheduling
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Figure 5.2: Wakeup scheduling and compact wakeup scheduling: (a) Network topology,
(b) Wakeup scheduling, (c) Compact wakeup scheduling.

is said to be a valid scheduling. If not, the scheduling is said to be not a valid scheduling.

In the compact wakeup scheduling, the two time slots assigned to each bidirectional

link lij are adjacent, and node vi can finish its bidirectional communication with vj in

consecutive time slots. Figure 5.2(a) shows the given network topology. Figure 5.2(b)

shows a wakeup scheduling, in which a node starts up numerous times in a period.

Figure 5.2(c) shows a compact wakeup scheduling, in which a node could start up only

once to communicate bidirectionally with its neighbors. Compact wakeup scheduling can

reduce the time for a node to collect the data from its neighbors. As shown in Figure 5.2

(b) and (c), node c needs 5 more time slots to communicate with all its neighbors without

the compact wakeup scheduling.

An edge coloring of graph G is called a valid coloring if any two adjacent edges of G

are assigned different colors. A valid coloring of G is called an interval (or consecutive)

edge-coloring if, for each vertex v, the colors of edges incident to v form an integer interval.

Theorem 5.1. The problem of deciding whether a valid compact wakeup scheduling exists

for an arbitrary graph G is NP-complete.
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Proof. The compact wakeup scheduling problem is in NP. To verify whether a scheduling

is a solution to the compact wakeup scheduling problem, we need to check (i) all the links

incident to a node are assigned consecutive time slots; (ii) the scheduling is interference-

free. Verifying (i) and (ii) require O(n) and O(n2) operations respectively, where n is the

number of nodes. It is clearly that this verification can be done in polynomial time.

To prove that the compact wakeup scheduling problem is NP-hard, we show a polynomial-

time transformation from the problem of deciding the existence of an interval edge-

coloring to the compact wakeup scheduling. To decide whether an interval edge-coloring

exists for a given graph is proven to be NP-hard in [100].

Suppose G = (V,E) is an undirected graph that has no cycles with 4k + 2 number

of edges, where k ∈ N . For each e = (u, v) ∈ E, construct two directed edges (u, v) and

(v, u), and then create a new graph G′. Reference [40] indicates that if a graph has no

cycles with 4k+2 number of edges, the graph has an interference-free link scheduling by

the direction of transmission assignment after an edge coloring. Therefore, there exists

an interval edge-coloring for G, if and only if G′ has a valid compact wakeup scheduling.

Otherwise, there does not exist an interval edge-coloring for G. As the transformation is

in polynomial time, the compact wakeup scheduling problem is NP-hard.

Since the compact wakeup scheduling problem is both NP and NP-hard, we conclude

the problem is NP-complete.

Theorem 5.2. A communication graph G with a valid compact wakeup scheduling has

an interval edge-coloring, and belongs to Class 1 graphs.

Proof. If graph G has a valid compact wakeup scheduling, any node vi in G can wake up
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Figure 5.3: Class 1 graphs without valid compact wakeup schedulings.

once to communicate with all its neighbors. Each two-way communication link can be

colored with one color, and then the links incident to one node are assigned consecutive

colors. Thus, graph G has an interval edge-coloring. According to [14], graph with an

interval edge-coloring belongs to Class 1 graphs where the edge chromatic number is equal

to the maximum degree Δ of graph G. Therefore, graph G is a Class 1 graph.

Unfortunately, the converse proposition is not true. The graph in Figure 5.3(a) belongs

to Class 1 graphs, but has no valid interval edge-colorings, and thus it has no valid

compact wakeup schedulings. The Class 1 graphs even with valid interval edge-colorings

may not have valid compact wakeup schedulings. For example, the graph in Figure 5.3(b)

has an interval edge-coloring, but all valid interval edge-colorings could not avoid the

hidden terminal problem. Thus, graphs with valid compact wakeup schedulings are a

proper subset of graphs with valid interval edge-colorings, and also a proper subset of

Class 1 graphs, as shown in Figure 5.4.

Since not all communication graphs have valid compact wakeup schedulings and the

problem of deciding whether a valid scheduling exists for an arbitrary graph is NP-
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Figure 5.4: The relationship among Class 1 graphs, graphs with valid interval edge-
colorings and graphs with valid compact wakeup schedulings.

complete, we will focus on particular graphs, such as tree and grid topologies. Inter-

estingly and surprisingly, we can obtain polynomial-time algorithms using the optimum

number of time slots in a period. By minimizing the number of time slots, the overall

network throughput can be maximized.

5.2.3 Direction of Transmission Asssignment

In the link scheduling in TWSNs, each edge in the communication graph has two trans-

mission links: one is the upstream link, and the other one is the downstream link. We

can easily find an edge coloring of a communication graph using Δ + 1 colors [82], but

how can this coloring be used to assign time slots to each transmission link? In [40], each

color is mapped to two unique time slots and each transmission link is assigned a time

slot according to the direction of transmission assignment (i.e. which end node of edge e

will transmit or receive). Using such an assignment, both the hidden terminal problem

and the exposed terminal problem can be avoided. When the topologies are acyclic, the

overall scheduling requires at most 2(Δ+ 1) time slots, where Δ is the maximum degree

of a graph. When the topologies have cycles, additional time slots may be needed.
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In this chapter, the transmitter is marked with a sign “+” and the receiver is marked

with a sign “−”. Given a coloring of graph G and a color k, a subgraph Gk = (V k, Ek)

is defined as follows: a) V k is the set of vertices incident to the edges colored with k. b)

Ek is the set of edges with both end vertices in V k. When a node is assigned a sign “−”,

the only neighbor assigned a sign “+” in Gk is the neighbor incident to the edge colored

with k, and the other neighbors in Gk are individually assigned a sign “−”. Then, nodes

incident to an edge colored with k always have an opposite sign, and nodes incident to an

edge colored with other colors have the same sign. Algorithm 5.1, based on Depth First

Search (DFS), can provide a valid direction of transmission assignment to each edge in Gk

after a valid edge coloring is obtained in acyclic topologies. Such an assignment enables

one-way communication. We can reverse the direction of transmission assignment along

each edge to support bidirectional communication, and then each edge is assigned two

time slots.

Algorithm 5.1 DFS-based sign assignment algorithm [40]

Input: A subgraph Gk = (V k, Ek).

Output: A valid direction of transmission assignment.

1: Start by visiting any node in V k, and assign a sign “+” to it.

2: Initiate a Depth First Search (DFS) procedure.

3: while there are unvisited nodes do

4: Let edge e be traversed from a visited node vi to an unvisited node vj using the

DFS procedure.

5: if e is colored with k then

6: Assign vj the sign opposite to vi.

7: else

8: Assign vj the sign same to vi.

9: end if

10: end while
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Figure 5.5: A cycle that has odd number of edges with color k cannot be assigned a valid
direction of transmission.

Gandham et al. [40] prove that a valid direction of transmission assignment exists in

acyclic topologies (e.g. tree graphs). If a valid edge coloring is obtained in the topologies

which are not acyclic (e.g. grid graphs), a valid direction of transmission assignment

may not exist due to the hidden terminal problem, as shown in Figure 5.5. Interestingly,

Gandham et al. [40] also prove that all the nodes in a cycle of Gk can be given a valid

sign “+” or “−” if and only if there are an even number of edges with color k in the

cycle.

5.3 Compact Wakeup Scheduling Algorithms

In this section, we propose polynomial-time algorithms to produce valid compact wakeup

schedulings for tree and grid topologies, which are commonly used in TWSNs [16,81,83,

101, 129]. The proposed algorithms can achieve the optimum number of time slots in a

period for tree and grid topologies.
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5.3.1 Trees

To obtain a valid compact wakeup scheduling of a tree, we first obtain an interval

edge-coloring of a tree. After that, we try to assign time slots to each edge, ensuring

interference-free by the direction of transmission assignment.

If graph G is a tree of degree Δ, we could get an interval edge-coloring with Δ colors

for G using Algorithm 5.2 [45]: We first color any edge with 1, then find an uncolored

edge e adjacent to an already colored edge and assign e with a consecutive color until all

the edges are colored. In the coloring process, when coloring a new uncolored edge, the

consecutiveness of edge-coloring remains invariant, and the edges already colored form

a consecutively colored subgraph. After all edges are colored, we could get an interval

edge-coloring and the total number of colors assigned is Δ.

Algorithm 5.2 Interval edge-coloring of a tree [45]

Input: A tree G = (V,E).

Output: A valid interval edge-coloring with Δ colors.

1: Color any edge with 1.

2: while there are uncolored edges do

3: Find an uncolored edge e whose end vertex v is adjacent to an already colored

edge. Let {a, · · · , b} be the interval of colors assigned to v.

4: if a > 1 then

5: Color edge e with a− 1.

6: else

7: Color edge e with b+ 1.

8: end if

9: end while

We now describe how the interval edge-coloring is used to assign time slots to each edge

in Algorithm 5.3. The idea is to map color k to two consecutive time slots {2k − 1, 2k},
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and use Algorithm 5.1 to determine a valid direction of transmission assignment for time

slot 2k − 1, and then reverse the direction of transmission along each edge to obtain the

other assignment for time slot 2k.

Algorithm 5.3 Compact wakeup scheduling of a tree

Input: A tree G = (V,E).

Output: A valid compact wakeup scheduling.

1: Use Algorithm 5.2 to obtain a valid interval edge-coloring with Δ colors for G.

2: for k = 1 to Δ do

3: Map color k to two consecutive time slots {2k − 1, 2k}.
4: Use Algorithm 5.1 to determine a valid direction of transmission assignment for

time slot 2k − 1.

5: Reverse the direction of transmission along each edge to obtain the other assign-

ment for time slot 2k.

6: end for

In Figure 5.6, link lab and lce are assigned the same color “1” in the interval edge-

coloring, while time slot ts1 and ts2 are allocated for color “1”. If time slot ts1 is assigned

in the directions of transmission as shown in Figure 5.6(a), the hidden terminal problem

would happen because the reception at node vb is garbled due to the collision of trans-

mission from nodes va and vc. Alternatively, if time slot ts1 is assigned in the directions

of transmission as shown in Figure 5.6(b), the hidden terminal problem could be avoided.

Similarly, time slot ts2 is assigned in the reverse directions of transmission as shown in

Figure 5.6(c). Inspired by this, we should determine the directions of transmission along

each link carefully to avoid the hidden terminal problem, i.e., determine a node when to

transmit and when to receive.

A tree does not have any cycles, and thus it is always possible to obtain a valid compact

wakeup scheduling. Algorithm 5.1, based on Depth First Search (DFS), can provide a
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Figure 5.6: Compact wakeup scheduling of a tree: (a) Hidden terminal problem, (b)
Avoid the hidden terminal problem, (c) Avoid the exposed terminal problem.

valid direction of transmission assignment to Gk. Note that the time slot assignment also

avoids the exposed terminal problem [20], as shown in Figure 5.6(c).

Definition 5.2. The span of a valid compact wakeup scheduling of graph G is the

number of colors assigned. The minimum and maximum span over all valid compact

wakeup schedulings of G are denoted by χcw(G) and ζcw(G) respectively.

As any valid coloring in a tree requires at least Δ colors and an interval edge-coloring

can be obtained using Δ colors, χcw(G) is equal to Δ. Then, the number of time slots

assigned in the compact wakeup scheduling is 2Δ, which is the optimum number of time

slots. Algorithm 5.3 describes the compact wakeup scheduling of a tree. Both the interval

edge-coloring of a tree and the time slot assignment can be obtained using O(n), where

n is the number of vertices in a tree. Thus, the time complexity of the compact wakeup

scheduling of a tree is O(n).

Theorem 5.3. The number of time slots assigned by Algorithm 5.3 is 2Δ, which is

optimum.
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5.3.2 Grid Graphs

A V × H grid graph (3 ≤ V ≤ H) is a square lattice graph composed of VH vertices.

The grid graph has H vertical paths and V horizontal paths, where each vertical path

consists of V vertices and each horizontal path consists of H vertices.

Definition 5.3. In a V ×H grid graph, V ij (1 ≤ i ≤ V − 1, 1 ≤ j ≤ H) denotes the ith

vertical edge in the jth vertical path, and H ij (1 ≤ i ≤ V , 1 ≤ j ≤ H − 1) denotes the

jth horizontal edge in the ith horizontal path.

11V 12V 13V 14V

21V 22V 23V 24V

(a) Vertical edges (b) Ho rizontal edges

21H

31H

12H

22H

32H

13H

23H

33H

11H

Figure 5.7: Vertical and horizontal edges in grid graphs.

Sample grids with labeled vertical and horizontal edges are illustrated in Figure 5.7

(a) and (b). V ij is called parallel to V mn if i = m, H ij is called parallel to Hmn if j = n.

For example, H11, H21 and H31 are parallel in Figure 5.7(b).

Grid graphs can be consecutively colored with Δ colors, and one interval edge-coloring

approach is given below: For a V ×H grid graph, let c be a consecutive coloring of each

horizontal path with colors 2 and 3. For each i = 1, 2, · · · ,V , we color the edges of ith

horizontal path according to c. Let {a, · · · , b} be an interval of colors assigned at each

vertex in the corresponding horizontal path, then edge V 1j is colored with a−1, V 2j with

b+ 1, V 3j with a− 1, and so forth, where 1 ≤ j ≤ H. By repeating this for all edges, we
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Figure 5.8: An interval edge-coloring of a grid graph: (a) Interval edge-coloring, (b)
Hidden terminal problem.

could obtain a interval edge-coloring of G, and a sample of the edge-coloring is shown in

Figure 5.8(a).

A valid direction of transmission assignment can be obtained to avoid the hidden

terminal problem using Algorithm 5.1 in acyclic subgraphs Gk. But grid graphs contain

cycles, a valid assignment does not exist if we use the interval edge-coloring approach

above. For example, this edge-coloring cannot avoid the hidden terminal problem as

shown in Figure 5.8(b). Interestingly, Gandham et al. [40] prove that all the nodes in a

cycle of Gk can be given a valid sign “+” or “−” if and only if there are an even number

of edges with color k in the cycle.

If the edges colored with “3” in the cycle of Figure 5.8(b) are assigned with other

colors, the consecutiveness of the colors assigned to the edges incident to one node cannot

be held. Our solution for a grid graph first considers the property of the hidden terminal

problem in the grid graph, and then deals with the consecutiveness of the edge-coloring.

Our key results for grid graphs are summarized below:
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(1) We obtain an interval edge-coloring according to the parity of V and H.

∗ If both V and H are even, χcw(G) = 4.

∗ If one of V and H is even and the other is odd, χcw(G) = 5.

∗ If both V and H are odd, χcw(G) = 6.

(2) We point out all the possible coloring patterns.

(3) We give the upper bound of the compact wakeup scheduling.

Definition 5.4. In a grid graph, the maximum degree of vertices is Δ = 4. The vertices

of degree 4 are inner vertices, the vertices of degree 2 or 3 are boundary vertices, the

edges incident to at least one inner vertex are inner edges, and the edges incident to two

boundary vertices are boundary edges.

Definition 5.5. In the compact wakeup scheduling of a grid graph, the colors assigned

to the inner edges incident to an inner vertex form an interval of 4 integers. When the

total number of colors assigned is less than 8, certain color must appear in one of the

inner edges and this color is referred to as a critical color.

In grid graphs, if the total number of colors assigned is M (4 ≤ M ≤ 7), the number

of critical colors is 8−M . For example, if M = 4, the set of critical colors is {1, 2, 3, 4};

if M = 5, the set of critical colors is {2, 3, 4}; if M = 6, the set of critical colors is {3, 4}.

Lemma 5.1. If K is a critical color assigned to an inner edge e incident to two inner

vertices in the compact wakeup scheduling of a grid graph, the inner edges parallel to e

are all colored with K.
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Figure 5.9: Invalid colorings in the compact wakeup scheduling.

(a) Lemma 1 (b) Lemma2

K

K

K

K

K

K

K

K

K

K

K

K

K

K

Figure 5.10: Coloring pattern in the compact wakeup scheduling.

Proof. Without loss of generality, we assume that an inner horizontal edge H ij (2 ≤ i ≤

V − 1, 2 ≤ j ≤ H − 2) is colored with K in a V × H grid graph. The cases of colorings

shown in Figure 5.9 would lead to odd number of edges with color K in the subgraph

GK (see the thick lines in Figure 5.9), and no feasible direction of transmission can be

obtained. Since K is a critical color, H(i+1)j (i+1 ≤ V − 1) must be colored with K. By

applying recursion, the horizontal edges Hmj (2 ≤ m ≤ V − 1) are in a parallel pattern,

as shown in Figure 5.10(a).

Lemma 5.2. If K is a critical color, the inner edges colored with K are in an interlined

pattern.

Proof. Without loss of generality, we assume an inner horizontal edge H ij (2 ≤ i ≤ V −

104



Chapter 5 Compact Wakeup Scheduling in TWSNs
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Figure 5.11: The coloring patterns in the compact wakeup scheduling (Both V and H are
even).

1, 2 ≤ j ≤ H−2) is colored with K in a V ×H grid graph. According to Lemma 5.1, the

horizontal edges Hmj (2 ≤ m ≤ V−1) are colored with K. Let k = j+2 (k ≤ H−2), H3k

must be colored with K, since K is a critical color and H3(k−1), V 2k as well as V 3k cannot

be colored with K. According to Lemma 5.1, the horizontal edges Hmk (2 ≤ m ≤ V − 1)

are colored with K, and the result still holds when k = j − 2 (k ≥ 2). By applying

recursion, the horizontal edges Hmk (k = j±2n, n ∈ N, 2 ≤ m ≤ V−1, 2 ≤ k ≤ H−2)

are colored with K. If k = 1 (or H − 1) and k = j ± 2n, n ∈ N , the horizontal

edges Hmk (3 ≤ m ≤ V − 2) are colored with K, since K is a critical color. Hence,

the inner edges colored with a critical color are in an interlined pattern, as shown in

Figure 5.10(b).

Theorem 5.4. A V × H grid graph (3 ≤ V ≤ H, both V and H are even) can be

consecutively colored with 4 colors in the compact wakeup scheduling, and the possible

colorings must be the patterns as shown in Figure 5.11, and χcw(G) = 4.
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Figure 5.12: The coloring in the compact wakeup scheduling (Both V and H are even).

Proof. Figure 5.11 (a) and (b) show two possible colorings in the compact wakeup schedul-

ing, if both V and H are even. Since the edges with the same color are in a parallel and

interlined pattern, there are an even number of edges with color k (1 ≤ k ≤ 4) in a cycle

in the subgraph Gk and then the scheduling could avoid the hidden terminal problem.

Therefore, χcw(G) = 4.

As χcw(G) is equal to 4, we assume the four critical colors are A, B, C and D.

According to Lemma 5.1 and Lemma 5.2, A, B, C and D are all in a parallel and

interlined pattern shown as the status 1 in Figure 5.12(a). To avoid the hidden terminal

problem, H13 cannot be colored with D or C, and can only be colored with A. Then H12

must be colored with D. Similarly, V 21 and V 31 are colored with C and B respectively.

Then H11, V 11, H21 and V 12 are colored with A, B, A and B respectively. We can color

other edges in a similar way. In the status 2 shown in Figure 5.12(b), we can see the

color sets {A,B}, {A,B,D} and {A,B,C} must consist of consecutive numbers since

these colors assigned to the edges incident to the vertices in the dashed circles must be

consecutive. Therefore, {A,B,C} and {A,B,D} belong to {1, 2, 3} and {2, 3, 4}, {A,B}
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Figure 5.13: The colorings in the compact wakeup scheduling using 4 and 5 colors (Both
V and H are odd).

belongs to {2, 3}. For C and D are symmetrical, we can get C = 4 and D = 1. For the

case that A = 2 and B = 3, the coloring pattern is Figure 5.11(a). For the case that

A = 3 and B = 2, the coloring pattern is Figure 5.11(b).

Lemma 5.3. A V × H grid graph(3 ≤ V ≤ H, both V and H are odd) cannot be

consecutively colored with 4 or 5 colors in the compact wakeup scheduling.

Proof. 1) If the grid could be consecutively colored with 4 colors A, B, C and D, the four

colors belonging to {1, 2, 3, 4} are all critical colors. For an inner vertex has 4 incident

inner edges, the inner edges are colored with A, B, C and D respectively. According to

Lemma 5.1 and Lemma 5.2, A, B, C andD are all in a parallel and interlined pattern, and

the coloring is shown in Figure 5.13(a). As the colors assigned to the edges incident to the

vertices in the dashed circles must be consecutive, the color sets {A,B,C}, {B,C,D},

{A,C,D} and {A,B,D} must consist of three consecutive numbers. However, {1, 2, 3}

and {2, 3, 4} are the only two possible cases with three consecutive numbers, which leads
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Figure 5.14: The general coloring pattern and coloring pattern in the compact wakeup
scheduling (One of V and H is even and the other is odd. The uncolored edges depend
on the edges colored with X, and X = 1 or 5).

to a contradiction.

2) If the grid could be consecutively colored with 5 colors, B, C and D belonging

to {2, 3, 4} are critical colors and the non-critical color 1 or 5 is denoted by X. For

an inner vertex has 3 incident critical inner edges, the inner edges are colored with B,

C and D respectively. According to Lemma 5.1 and Lemma 5.2, B, C and D are all

in a parallel and interlined pattern, and the coloring is shown in Figure 5.13(b). Since

the colors assigned to the edges incident to the vertices in the dashed circles must be

consecutive, the color sets {B,C,X}, {B,C,D}, {C,D,X} and {B,D,X} must consist

of three consecutive numbers. However, {1, 2, 3}, {2, 3, 4} and {3, 4, 5} are the only three

possible cases with three consecutive numbers, which leads to a contradiction.

Similarly, we could get the following lemma:

Lemma 5.4. A V ×H grid graph (3 ≤ V ≤ H, one of V and H is even and the other is

odd) cannot be consecutively colored with 4 colors in the compact wakeup scheduling.
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Figure 5.15: The colorings in the compact wakeup scheduling (One of V and H is even
and the other is odd).

Theorem 5.5. A V ×H grid graph (3 ≤ V ≤ H, one of V and H is even and the other

is odd) can be consecutively colored with 5 colors in the compact wakeup scheduling, and

the possible coloring must be the pattern as shown in Figure 5.14(a), and χcw(G) = 5.

Proof. Figure 5.14(b) shows a possible coloring in the compact wakeup scheduling by

determining the colors for the rest uncolored edges in Figure 5.14(a), if one of V and H

is even and the other is odd. Since the edges with the same color are in a parallel and

interlined pattern, there are an even number of edges with color k (1 ≤ k ≤ 5) in a cycle
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in the subgraph Gk and then the scheduling could avoid the hidden terminal problem.

By combining with Lemma 5.4, χcw(G) = 5.

Since χcw(G) is equal to 5, we assume B, C and D belonging to {2, 3, 4} are critical

colors and the non-critical color 1 or 5 is denoted by X. As an inner vertex has 3 incident

critical inner edges, Figure 5.15 (a), (c) and (d) are the possible coloring patterns.

Case 1: In the status 1 shown in Figure 5.15(a), H14 cannot be colored with B, C

or D, and can only be colored with X. Then H13 must be colored with B. Similarly,

V 21, V 31, V 27, V 37 are colored with D, C, D and C respectively. We can see that the

color sets {B,C,X}, {B,C,D} and {C,D,X} must consist of consecutive numbers since

these colors assigned to the edges incident to the vertices in the dashed circles must be

consecutive. Then, {B,C,X} and {C,D,X} belong to {1, 2, 3} and {3, 4, 5}. Then, we

can get C = 3. If B = 2 and D = 4, H15, V 16, H26 and V 17 are colored with 2, 3,

5 and 3 respectively, shown as the status 2 in Figure 5.15(b). Then H16 can only be

colored with 4, which leads to interferences in the dashed circle. Similarly, if B = 4 and

D = 2, we cannot get an interference-free scheduling either. Hence, the coloring pattern

in Figure 5.15(a) is not valid.

Case 2: In Figure 5.15(c), H14 cannot be colored with B, C or X, and can only be

colored with D. Then H13 must be colored with B. Similarly, V 21, V 31, V 27, V 37 are

colored with C, X, C and X respectively. We can see that the color sets {B,D,X},

{B,C,X} and {C,D,X} must consist of consecutive numbers since these colors assigned

to the edges incident to the vertices in the dashed circles must be consecutive. Moreover,

B,C,D ∈ {2, 3, 4} are consecutive. However, {1, 2, 3}, {2, 3, 4} and {3, 4, 5} are the

only three possible cases with three consecutive numbers. Hence, the coloring pattern in
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Figure 5.16: The coloring patterns in the compact wakeup scheduling (V = 3 and H is
odd).
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Figure 5.17: The general coloring patterns in the compact wakeup scheduling (Both V
and H are odd. The uncolored edges have various alternatives).

Figure 5.15(c) is not valid.

Case 3: In Figure 5.15(d), V 21 cannot be colored with B, C or D, and can only be

colored with X. Then V 31 must be colored with C. Similarly, V 27 and V 37 are colored

with X and C respectively. We can see that the color sets {B,C,X} and {C,D,X}

must consist of consecutive numbers since these colors assigned to the edges incident to

the vertices in the dashed circles must be consecutive. Then C = 3. For B and D are

symmetrical, we can get B = 2 and D = 4. By assigning the possible colors in other

edges, the coloring pattern in Figure 5.14(a) is obtained.
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Figure 5.18: The coloring patterns in the compact wakeup scheduling (Both V and H are
odd).

Theorem 5.6. A V × H grid graph (3 ≤ V ≤ H, both V and H are odd) can be

consecutively colored with 6 colors in the compact wakeup scheduling, and the possible

colorings must be the patterns as shown in Figure 5.17, and χcw(G) = 6.

Proof. Figure 5.18 (a) and (b) shows two possible colorings in the compact wakeup

scheduling by determining the colors for the rest uncolored edges in Figure 5.17 (a)

and (b), if both V and H are odd. Particularly, if V = 3, the possible colorings are shown

in Figure 5.16 (a) and (b). Since there are even number of edges with color k (1 ≤ k ≤ 6)

in a circle in the subgraph Gk and then the scheduling could avoid the hidden terminal

problem. According to Lemma 5.3, χ′(G) = 6.

Since the grid graph can be consecutively colored with 6 colors, 3 and 4 are critical

colors. For an inner vertex has two incident critical inner edges, Figure 5.19 (a) and (c)

are the possible coloring patterns.

Case 1: In Figure 5.19(a), V 21, V 31 and H31 cannot be colored with 3, but can only
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Figure 5.19: The colorings in the compact wakeup scheduling (both V and H are odd).

be colored with {4, 5, 6}. For V 31 and H31 cannot be colored with 4, V 21 must be colored

with 4. Similarly, H12 must be colored with 3. Then V 11, V 21 and H21 must be colored

with {4, 5, 6}, and H11, H12 and V 12 must be colored with {1, 2, 3}. For V 12, V 22, H21

and H22 are consecutively colored, V 12 is colored with 2 and H21 is colored with 5. Then,

V 11 is colored with 6 and H11 is colored with 1, which leads to an inconsecutive coloring,

as shown in Figure 5.19(b). Hence, Figure 5.19(a) is not a possible coloring.

Case 2: In Figure 5.19(c), V 21, V 23 and H31 cannot be colored with 4, but can only

be colored with {1, 2, 3}; V 27, V 37 and H36 cannot be colored with 3, but can only be

{4, 5, 6}. According to the symmetrical property, we suppose V 27 and V 37 are colored
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Figure 5.20: ζcw(G) in the compact wakeup scheduling: (a) Lower bound of ζcw(G), (b)
Upper bound of ζcw(G).

with 6 and 5 respectively. If V 21 is colored with 2 and V 31 is colored with 1, we can get

Figure 5.19(d). By assigning the possible colors in other edges, the coloring pattern in

Figure 5.17(a) is obtained. If V 21 is colored with 1 and V 31 is colored with 2, we can get

the coloring pattern in Figure 5.17(b).

Hence, the possible colorings must be the patterns as shown in Figure 5.17 (a) and

(b), and χ′(G) = 6.

Theorem 5.7. In the compact wakeup scheduling of a V × H grid graph (3 ≤ V ≤ H),

2V + 2H− 6 ≤ ζcw(G) ≤ 1
6
(13V + 13H− 8).

Proof. Lower bound: We can get a valid consecutive edge coloring with a valid direction

of transmission assignment in the compact wakeup scheduling using 2V + 2H− 6 colors.

For example, the number of colors assigned is 22 = 2 × 7 + 2 × 7 − 6 in a 7 × 7 grid as

shown in Figure 5.20(a).

Upper bound: For a consecutive edge coloring in the compact wakeup scheduling
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of a grid graph G, the difference in colors of edges incident to a node v cannot exceed

deg(vi)−1. Suppose that v1, v2, · · · , vm is the vertex sequence of a path connecting edges

with extremal colors, we could get ζcw(G) ≤ 1+
∑m

i=1(deg(vi)−1). We suppose vertices A

and B are on the path connecting edges with minimum and maximum colors respectively,

as shown in Figure 5.20(b). We assume vertex A is on the common point ofH(b+1)(a+1) and

V (b+1)(a+1), and vertex B is on the common point of H(V−m)(H−1−n) and V (V−1−m)(H−n).

We can get ζcw(G) ≤ 1+3(H−1−a−n+1)+3(V−1−b−m) = 3(V+H−a−b−m−n)−2

using route 1. We have also known ζcw(G) ≥ 2V +2H− 6. 3(V +H− a− b−m− n)− 2

should be no less than 2V + 2H − 6. Otherwise, 2V + 2H − 6 should also be the upper

bound. Then we get, V + H + 4 ≥ 3(a + b + m + n). Without loss of generality,

we assume a + m ≥ b + n. Then, b + n ≤ 1
6
(V + H + 4). We can also get ζcw(G) ≤

1+3b+2(H−a−1)+1+2(V−m−1)+3n = 2(V+H−a−m)+3b+3n−2 using route 2.

Then, ζcw(G) = 2(V+H)+3(b+n)−2(a+m)−2 ≤ 2(V+H)+b+n−2 ≤ 1
6
(13V+13H−8).

Thus, ζcw(G) is bounded by 2V + 2H− 6 and 1
6
(13V + 13H− 8).

According to Theorem 5.3, 5.4 and 5.5, the number of time slots assigned is optimum.

If both V and H are even, the number of time slots assigned in a period is 4× 2 = 8 in

a V ×H grid graph. If one of V and H is even and the other is odd, the number of time

slots assigned is 5× 2 = 10. If both V and H are odd, the number of time slots assigned

is 6 × 2 = 12. Algorithm 5.4 and Algorithm 5.5 describe the interval edge-coloring and

compact wakeup scheduling of a grid graph respectively. The time complexity of the

compact wakeup scheduling of a grid graph is O(n).

Theorem 5.8. The number of time slots assigned by Algorithm 5.5 is optimum.
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Algorithm 5.4 Interval edge-coloring of a grid graph

Input: A V ×H grid graph G (3 ≤ V ≤ H).

Output: A valid interval edge-coloring with χcw(G) colors.

1: Decide the parity of V and H (even or odd).

2: if both V and H are even then

3: Color G using the pattern in Figure 5.11.

4: else if one of V and H is even and one is odd then

5: Color G using the pattern in Figure 5.14(b).

6: else

7: Color G using the pattern in Figure 5.18.

8: end if

Algorithm 5.5 Compact wakeup scheduling of a grid graph

Input: A V ×H grid graph G (3 ≤ V ≤ H).

Output: A valid compact wakeup scheduling.

1: Use Algorithm 5.4 to obtain a valid interval edge-coloring with χcw(G) colors for G.

2: for k = 1 to χcw(G) do

3: Map color k to two consecutive time slots {2k − 1, 2k}.
4: Use Algorithm 5.1 to determine a valid direction of transmission assignment for

time slot 2k − 1.

5: Reverse the direction of transmission along each edge to obtain the other assign-

ment for time slot 2k.

6: end for

5.4 Simulation Results

In this section, we study the performance of the compact wakeup scheduling of trees and

grid graphs, and we also compare our algorithms with the degree-based heuristic in [118]

and the contiguous link scheduling (Algorithm 3.1). The performance metrics used in the

evaluation are total transient energy consumption and waiting period. The total energy

consumption is an important metric in WSNs, but the energy consumption except the

transient energy consumption is the same among the three schemes under identical traffic
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(a) Tree (b) Grid Graph

Figure 5.21: Average total transient energy consumption.

conditions, so we will only focus on the total transient energy consumption. The waiting

period is defined as the total time a node stays in the waiting status from the first neighbor

waking up to the last neighbor waking up as the node waits for gathering the information

from all its neighbors. The waiting period reflects the extra delay caused by the node if

it stays in the sleep state for the wakeup of its neighbors.

We adopt the following parameters in our simulation: the transient energy to activate

a sensor is 32.9 μJ [99], a time slot is 0.1 second, a scheduling period T is 10 seconds

(=100 time slots), and the network operating time is 1 day. In the tree construction of n

nodes, the number of children nodes of each sensor is randomly set from 1 to 4. The root

node first determines its children nodes, and then each child node determines its children

nodes, and so on and so forth until the total number of nodes in the tree reaches n. In

the tree construction, we vary n from 20 to 120 with a step of 20, 10 trees are generated

and the average performances over all these trees are reported. For the grid graph, we

use square grid graphs, where V = H. In the grid graph construction, we vary V from 2
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(a) Tree (b) Grid Graph

Figure 5.22: Average waiting period.

to 12 with a step of 2.

Figure 5.21 shows the total transient energy consumption of the following schemes:

degree-based heuristic (degree-based), contiguous link scheduling (contiguous) and com-

pact wakeup scheduling (compact). In both the tree and grid topologies, the total tran-

sient energy consumption increases as the number of nodes increases. The energy con-

sumption in the compact wakeup scheduling is the smallest among the three schemes,

for the frequency of state transitions is minimized in the scheduling. As shown in Fig-

ure 5.21(a), compact wakeup scheduling reduces the transient energy consumption sig-

nificantly by approximately 50% as compared to that in the degree-based heuristic, and

about 35% as compared to that in the contiguous link scheduling.

Figure 5.22 shows the average waiting period increases as the number of nodes in-

creases in the degree-based heuristic and contiguous link scheduling, while the waiting

period is zero in the compact wakeup scheduling. With a smaller waiting period, it would

be faster for nodes to gather the information from their neighbors, thus reducing network
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delay.

We summarize observations from the simulation results as follows:

• The waiting period of trees and grid graphs with valid compact wakeup scheduling

is zero.

• Compact wakeup scheduling can significantly reduce network delay and energy con-

sumption.

5.5 Summary

In this chapter, we address a new interference-free TDMA wakeup scheduling problem

in TWSNs, called compact wakeup scheduling. In the scheduling, a node needs to wake

up only once to communicate bidirectionally with all its neighbors, thus reducing the

time overhead and energy cost in the state transitions. We propose polynomial-time

algorithms to achieve the optimum number of time slots assigned in a period for trees

and grid graphs. In grid graphs, we point out all the possible coloring patterns and

give the lower bound as well as the upper bound of the compact wakeup scheduling.

In the process of time slot assignments, both the hidden terminal and exposed terminal

problems can be avoided. The simulation results corroborate the theoretical analysis and

show the efficiency of compact wakeup scheduling.
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Chapter 6

Spatio-Temporal Link Scheduling in
UWSNs

In this chapter, we investigate the spatio-temporal link scheduling problem in UWSNs.

We present efficient centralized and distributed scheduling algorithms that have theoret-

ical performance bounds for both unified and weighted traffic loads. The organization of

this chapter is as follows. Section 6.1 is the overview of this work. Section 6.2 describes

the system model and then formulates the spatio-temporal link scheduling problem for

UWSNs. Section 6.3 presents the centralized and distributed algorithms in the unified

traffic load scenario. Section 6.4 considers the link scheduling in the weighted traffic load

scenario where each link can transmit its packets in multiple consecutive or inconsecu-

tive time slots. Section 6.5 shows the performance evaluation of the proposed scheduling

algorithms. Finally, Section 6.6 summarizes this chapter.

6.1 Overview

Due to the long propagation delay of acoustic signals [134], current terrestrial MAC

approaches are not suitable for UWSNs. In traditional MACs, the arrival of a packet is
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Figure 6.1: Propagation delay in UWSNs.

generally uncertain, and this uncertainty only considers the transmission time uncertainty.

As the propagation delay is neglected, the reception time of a packet is assumed to be the

same as the transmission time, i.e., the reception time uncertainty is removed. In UWSNs,

however, the reception time uncertainty depends on both the transmission time and

relative propagation delay to the receiver. This phenomenon is called “spatio-temporal

uncertainty” in [107].

Figure 6.1 illustrates the effect of the propagation delay on the time slot assignment

in UWSNs. Figure 6.1(a) shows the network topology. In the underwater scenario, the

propagation delays from nodes vb and vc to node va are 1 and 2 time units respectively.

In the terrestrial scenario, the collision at va can be avoided when nodes vb and vc trans-

mit at time 2 and 1 respectively as shown in Figure 6.1(b). But the same assignment

for the topology in the underwater scenario results in a collision at va as shown in Fig-

ure 6.1(c). On the contrary, if nodes vb and vc transmit at the same time as shown in

Figure 6.1(d), the collision at va is eliminated, which is significantly different from the

terrestrial scenario.

In this chapter, we adopt the TDMA MAC protocols for UWSNs where the time

is slotted and node’s transmission time is synchronized. We study the link scheduling
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problem in UWSNs which aims to eliminate collisions and guarantee fairness for UWSNs.

In this chapter, we focus on dealing with the problem of spatio-temporal uncertainty, and

propose several spatio-temporal link scheduling algorithms for UWSNs.

The main contributions of this chapter are summarized as follows:

• We identify the spatio-temporal link scheduling problem in UWSNs, which is sig-

nificantly different from terrestrial wireless networks and also NP-hard.

• We propose a novel slotted spatio-temporal conflict graph which is constructed

based on the network topology, conflict relationship, propagation delay and link

transmission delay.

• We present both centralized and distributed scheduling algorithms that have theo-

retical performance bounds under both unified and weighted traffic load scenarios.

In the weighted traffic load scenario, we consider the scheduling with and without

the consecutive constraint.

• We develop simulations to show the efficiency of the proposed algorithms.

6.2 System Model and Problem Formulation

In this section, we present the system model consisting of a network model and an in-

terference model, then we formulate the spatio-temporal link scheduling problem for

UWSNs.

6.2.1 System Model

We assume that an UWSN has n static sensor nodes, which are all equipped with single

half-duplex acoustic modems. For the acoustic signal propagation in the underwater
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environment, we adopt a cylindrical propagation model for the two-dimensional scenario

and a spherical propagation model for the three-dimensional scenario [110]. Therefore,

the network can be represented as a communication graph G = (V,E), where V =

{v1, v2, · · · , vn} denotes the set of nodes, and E denotes the set of directed edges referring

to all the communication links. If {vi, vj} ⊆ V , the edge lij = (vi, vj) ∈ E when vj is

located within the transmission range of vi. For link lij, node vi is the transmitter and

vj is the receiver. The traffic load of link lij is Dij, the data rate of underwater sensors

is B, and then the transmission delay of link lij is ΔTij
=

Dij

B
. The propagation speed of

acoustic signals in underwater environments is c.

In acoustic networks, the packets transmitted by a node can be received by multiple

nodes within its transmission range, and thus interferences may occur when two nodes

transmit packets simultaneously. Similar to wireless networks, there are two types of

interferences in acoustic networks: primary interference and secondary interference [92].

The primary interference occurs when a node has more than one communication task in

a single time slot. Typical examples are RX-RX interference (receiving from two different

transmitters simultaneously), TX-TX interference (transmitting to two different receivers

simultaneously), and RX-TX interference (receiving and transmitting simultaneously).

The secondary interference occurs when a node tuned to a particular transmitter is also

within the transmission range of another transmission intended for other nodes. Both

primary interference and secondary interference are considered in this chapter.

The interference between two links in the network depends on the interference model,

and we use the protocol model [48]. In the protocol model, each node vi has a transmission

range r and an interference range R, where R > r. We denote the ratio between the
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Figure 6.2: Interference analysis in UWSNs.

interference range and the transmission range as γ = R
r
. The transmission time of node

vi is denoted by TXi and the propagation delay between nodes vi and vj is denoted by

PDij.

Lemma 6.1. In UWSNs, a transmission from vi to vj fails due to the secondary interfer-

ence if the transmission time TXp of node vp, which is located within a distance R from

vj meets the following formula:

TXi + PDij − PDpj −ΔTpq ≤ TXp ≤ TXi + PDij − PDpj +ΔTij
, (6.1)

where ΔTij
and ΔTpq are the link transmission delays of link lij and link lpq respectively.

Proof. As shown in Figure 6.2, node vj starts to receive the data from node vi at time

t1 = TXi + PDij due to the propagation delay. Node vj can finish the reception at time

t2 = TXi + PDij +ΔTij
considering the link transmission delay. As another transmitter

vp is located within a distance R from vj, vp starts to interfere the data reception of vj

at time t3 = TXp + PDpj and ends the interference at time t4 = TXp + PDpj +ΔTpq .
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If the transmission of link lpq interferes the reception of link lij, intervals [t1, t2] and

[t3, t4] must have an overlap. We can see that these two intervals [t1, t2] and [t3, t4]

are overlapped if and only if t3 ≤ t2 and t1 ≤ t4. If t3 ≤ t2, i.e., TXp + PDpj ≤

TXi + PDij + ΔTij
, we can get TXp ≤ TXi + PDij − PDpj + ΔTij

. If t1 ≤ t4, i.e.,

TXi + PDij ≤ TXp + PDpj +ΔTpq , we can get TXP ≥ TXi + PDij − PDpj −ΔTpq .

Note that the primary interference can be treated as a special case of the secondary

interference, we can extend Lemma 6.1 to the primary interference where two links share

a common node.

Lemma 6.2. In UWSNs, a transmission from vi to vj fails due to the primary interfer-

ence if the transmission time of another link meets the following formulas:

(1) For the RX-RX interference that two links lij and lpj have the same receiver vj,

TXi + PDij − PDpj −ΔTpj
≤ TXp ≤ TXi + PDij − PDpj +ΔTij

.

(2) For the TX-TX interference that two links lij and liq have the same transmitter vi,

TXi − ΔTiq
≤ TX ′

i ≤ TXi + ΔTij
, where TX ′

i is the transmission time from vi to

vq.

(3) For the RX-TX interference that the receiver vj in link lij is also the transmitter in

link ljq, TXi + PDij −ΔTjq
≤ TXj ≤ TXi + PDij +ΔTij

.

Proof. Since the primary interference is a special case of the secondary interference, we

extend Lemma 6.1 to prove Lemma 6.2 as following:

(1) For the RX-RX interference, link lpj plays the role of link lpq in Lemma 6.1, then we

can replace the subscript q with j in Eq. (1), and get TXi+PDij −PDpj −ΔTpj
≤
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TXp ≤ TXi + PDij − PDpj +ΔTij
.

(2) For the TX-TX interference, link liq plays the role of the link lpq in Lemma 6.1, then

we can replace the subscript p with i in Eq. (1), and get TXi+PDij−PDij−ΔTiq
≤

TX ′
i ≤ TXi + PDij − PDij +ΔTij

, i.e., TXi −ΔTiq
≤ TX ′

i ≤ TXi +ΔTij
.

(3) For the RX-TX interference, link ljq plays the role of the link lpq in Lemma 6.1, then

we can replace the subscript p with j in Eq. (1), and get TXi + PDij − PDjj −

ΔTjq
≤ TXj ≤ TXi + PDij − PDjj + ΔTij

, i.e., TXi + PDij − ΔTjq
≤ TXj ≤

TXi + PDij +ΔTij
.

6.2.2 Problem Formulation

Given an interference model, the interference of the links in the communication graph

G = (V,E) can be represented as a conflict graph [56]. To deal with the propagation

delay in UWSNs, Hsu et al. [53] proposed the spatial-temporal conflict (STC) graph

G′(V ′, E ′), where V ′ = E and E ′ is the set of conflict relationships between transmission

links. There is a conflict relationship Conflict(u→v) (u, v ∈ V ′), if the transmission of

link lpq (denoted by u) interferes the reception of link lij (denoted by v). The conflict

delay cu,v is used to describe the spatio-temporal uncertainty for each edge e(u, v) ∈ E ′.

Link u would conflict with link v if the transmission time TXp of u is just cu,v time units

after the transmission time TXi of v, i.e., TXp = TXi + cu,v. If two links u and v have

the same destination, we can easily get cu,v = −cv,u.

Figure 6.3 shows a sample UWSN and its corresponding conflict graph. Figure 6.3(a)
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Figure 6.3: Communication graph and corresponding conflict graph: (a) Communication
graph, (b) Spatial-temporal conflict graph. The dashed line represents the interference
relationship, and the link transmission delay is assumed to be 0.9 time unit.

shows the communication graph, where the dashed line denotes that node v2 is in the

interference range of node v5 and the numbers on each edge denote the propagation

delays of data transmissions. Figure 6.3(b) shows the corresponding STC graph. For

example, links b and d (i.e., vertices b and d in Figure 6.3(b)) interfere with each other,

so both Conflict(b→d) and Conflict(d→b) exist, and the conflict delays are cb,d = 1.1

and cd,b = −0.8. For links b and c that have the same destination node v2, Conflict(b→c)

and Conflict(c→b) both exist, and cb,c = −0.2 and cc,b = 0.2. Due to the symmetrical

conflict relationships between links b and c, their conflict relationship is represented in

only one direction in the STC graph.

In the STC graph, since the link transmission delay is not considered, the conflict

delay is only a time value. Thus, it underestimates the effect of interferences in UWSNs.

Suppose that link u interferes the reception of link v. When link u is transmitting a data

packet, the transmission process needs a time duration to complete. Thus, the time slots

that link v cannot be assigned actually form a time interval. Therefore, the conflict delay
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Figure 6.4: Considering the link transmission delay: (a) Improved spatial-temporal con-
flict graph, (b) Time diagram.

cu,v is not a time value, but a time interval. As cu,v = TXp − TXi, according to Lemma

6.1, cu,v should be an interval [PDij−PDpj−ΔTpq , PDij−PDpj+ΔTij
] for the secondary

interference. According to Lemma 6.2, for the RX-RX, TX-TX and RX-TX interferences

in the primary interference, cu,v should be intervals [PDij −PDpj −ΔTpj
, PDij −PDpj +

ΔTij
], [−ΔTiq

,ΔTij
] and [PDij −ΔTjq

, PDij +ΔTij
] respectively.

To further consider the link transmission delay, we revise the STC graph to be a

new graph, as shown in Figure 6.4(a). In the given sample network, assume the link

transmission delay for a packet is ΔT = 0.9 time unit, where one time unit is equal to

the length of one time slot. The conflict delay for each link is an interval with 2×ΔT =

1.8 time units. For example, the conflict delay between link a and link b belongs to

[1.6 − 0.9, 1.6 + 0.9] = [0.7, 2.5]. This means that link a would interfere with link b’s

reception if link a starts to transmit a packet [0.7, 2.5] time units after link b. As shown

in Figure 6.4(b), if link b is assigned at time slot 0 (i.e. link b starts to transmit at

time 0), link a cannot start to transmit during the time interval [0.7, 2.5]. As each

link starts to transmit its package from the beginning of the assigned time slot, link a
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cannot be assigned the time slots which begin during the interval, i.e., time slots 1 and

2. Interestingly, although the time interval occupies part of time slot 0 (i.e., from 0.7 to

1.0), link a can start to transmit at time 0, for links a and b can transmit simultaneously.

To eliminate the conflict delay in the conflict graph, we add a time dimension in

the conflict graph, and transform the improved spatial-temporal conflict graph to a

novel three-dimensional conflict graph called slotted spatio-temporal conflict graph (S-

STC graph). In the S-STC graph Gsstc = (Vsstc, Esstc), Vsstc = {(u, ti)|u ∈ E, ti ∈ T},

Esstc = {e((u, ti), (v, tj))|u, v ∈ E, ti, tj ∈ T}, where e((u, ti), (v, tj)) denotes the trans-

mission of link u at time ti conflicts the transmission of link v at time tj. Figure 6.5

shows the S-STC graph corresponding to the communication graph in Figure 6.3(a). For

example, (b, 0), (a, 1), (a, 2) denote link b at time slot 0, link a at time slot 1 and link

a at time slot 2 respectively. From the improved spatial-temporal conflict graph, link a

cannot transmit 1 or 2 time units later than link b. Therefore, there is an edge between

(b, 0) and (a, 1) as well as an edge between (b, 0) and (a, 2) in the S-STC graph.

In TDMA, we assume that time is divided into slots with slot size ts. To overcome the

spatio-temporal uncertainty in UWSNs, we identify the spatio-temporal link scheduling

problem, in which each link u is assigned a set of time slots to transmit. We assume that

the scheduling is periodical and its period T is composed of |T | consecutive time slots.

Let Xu,t ∈ {0, 1} be an indicator variable, Xu,t = 1 if link u transmits at time t and

Xu,t = 0 if link u does not transmit at time t. We can get Xu,t = Xu,t + i · T for any

integer i. For a link u, let I(u, t) be the set of links v that interfere with u if v transmits at

time t′, where t′ = t + cu,v. Therefore, a spatio-temporal link scheduling is interference-

free if Xu,t + Xv,t′ ≤ 1 for any v ∈ I(u, t). The objective of the spatio-temporal link
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Figure 6.5: Slotted spatio-temporal conflict graph.
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scheduling is to find a scheduling with the minimal period T , i.e., the number of time

slots assigned is minimum. As the throughput of the network is inverse proportional to

T , the network throughput can be maximized by obtaining the minimal period. In [54],

it is proven that the link scheduling in a single broadcast domain UWSN is NP-hard. As

the single broadcast domain UWSN is a special topology of UWSNs, the spatio-temporal

link scheduling problem is also NP-hard. Therefore, it is necessary to design efficient

heuristic algorithms with theoretical performance bounds.

In this chapter, we consider both unified and weighted traffic load scenarios. In the

unified traffic load scenario, as the traffic load of each link lij is unified to be D, the

link transmission delay of each link is ΔT = D
B
. We assume that all links can transmit

their packets using one time slot, i.e., ΔT ≤ ts. In the weighted traffic load scenario, we

assume that each link lij has a weight wij = 
 Dij

B·ts �, which is the number of time slots it

requires to complete the transmission.

6.3 Spatio-Temporal Link Scheduling with Unified

Traffic Load

In this section, we investigate the spatio-temporal link scheduling with unified traffic load

in UWSNs. We propose both centralized and distributed scheduling algorithms that have

theoretical performance bounds to the optimum solutions.

6.3.1 Centralized Scheduling

In this subsection, we propose a centralized approximation algorithm called Centralized

Spatio-Temporal link scheduling with Unified traffic load (CIST-U), which is shown in
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Algorithm 6.1.

Algorithm 6.1 Centralized Spatio-Temporal link scheduling with Unified Traffic Load
(CIST-U)

1: Construct the S-STC graph Gsstc based on G with t = 4δ∗(Gstc) + 
 cΔT+R
c·ts �+ 1, and

let graph G∗ = Gsstc. Initialize stack S = ∅.

2: while G∗ �= ∅ do

3: Select a link u ∈ E with the smallest degree in G∗ and remove all the vertices (u, ti)

from G∗ and all their incident edges. Push u into stack S.

4: end while

5: while S �= ∅ do

6: Pop link u from S. Assign u with the smallest available time slot tu. For any

neighbor (v, tv) of (u, tu) in Gsstc, time slot tv turns unavailable for link v.

7: end while

We first describe how to utilize the S-STC graph in the spatio-temporal link schedul-

ing. Different from the traditional vertex coloring, the S-STC graph is three-dimensional.

In the S-STC graph, we need to select one and only one vertex (u, tu) in all (u, ti) where

i = 0, 1, 2, ... as it indicates that link u transmits at time slot tu. After (u, tu) is as-

signed, the vertices adjacent to (u, tu) cannot be selected. This procedure continues until

every vertex is selected, that is, each link is assigned its own transmission time. Take

Figure 6.5 as an example, we can select vertices (a, 0), (b, 0), (c, 2) and (d, 3), that is,

links a, b, c and d transmit at time slots 0, 0, 2 and 3 respectively. As there exists the

propagation delay in UWSNs, the transmission and reception of a link are not at the

same time, and they should be scheduled separately. In the assignment, the selected

time slot represents the transmission time, and the reception time can be calculated by

adding the propagation delay of the link to the transmission time. The scheduling period

is T = max
u∈E

{tu + 
ΔT+PDu

ts
�} ≤ max

u∈E
{tu + 
 cΔT+R

c·ts �}, where PDu is the propagation delay

of link u. The objective of the link scheduling is to minimize the scheduling period T .
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As the parameters c, ΔT , R and ts are determined by the network environment, we can

try to minimize max
u∈E

{tu}.

To solve the spatio-temporal link scheduling problem in the S-STC graph, we use the

smallest-degree-last ordering method [80]. The basic idea is to firstly sort the links using

the smallest-degree-last ordering which is shown as follows: Every time we select a link

with the smallest degree from the remaining graph, and then remove the link from the

graph. Repeat this until the remaining graph becomes empty. We reverse the order of the

selected links, and assign time slots to these links in sequence using the first-fit heuristic,

that is, the smallest available time slots that are not used by the interfering links will be

assigned. Take the sample network in Figure 6.3(a) as an example, the CIST-U algorithm

first constructs the S-STC graph as shown in Figure 6.5, and then finds a scheduling order

using the smallest-degree-last method as < b, d, c, a >. Then each link is assigned the

smallest available time slot without interferences one by one. After the assignment, links

a, b, c and d are assigned time slots 3, 0, 3 and 1 respectively.

In the S-STC graph, the degree deg(ui) of a vertex (u, ti) is the number of vertices

adjacent to it. Then deg(u1), deg(u2), deg(u3), · · · are all equal to a value deg(u), which

is called the degree of link u in the S-STC graph. This degree is different from the degree

of link u in the STC graph, denoted as deg′(u), which is defined as the number of vertices

adjacent to link u in the STC graph. For example, for link b in the communication graph

shown as Figure 6.3(b), its degree in the S-STC graph shown as Figure 6.5 is deg(b) = 7,

and its degree in the STC graph shown as Figure 6.3(b) is deg′(b) = 3. It is easy to see

that deg′(u) is different from deg(u). However, they are closely related, which is given by

the following lemma.
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Lemma 6.3. Given a communication graph and its corresponding STC and S-STC

graphs, for any link u, the degree of u in the S-STC graph is at most four times the

degree of u in the STC graph.

Proof. Suppose that link v is adjacent to link u in the STC graph. In the worst case, link

u may interfere the reception of link v with conflict delay cu,v, and link v may interfere

the reception of link u with conflict delay cv,u. Then, the vertices adjacent to a vertex

(u, ti) in the S-STC graph are (v, t) and (v, t′), where t = ti − cu,v and t′ = ti + cv,u.

As both cu,v and cv,u are time intervals of 2ΔT , both t and t′ are also time intervals of

2ΔT . If 0 ≤ ΔT < 0.5ts, the number of vertices in all (v, tj) adjacent (u, ti) is not larger

than 2. If 0.5ts ≤ ΔT < ts, the number of vertices in all (v, tj) adjacent to (u, ti) is

not larger than 4. Hence, we can get that for each vertex adjacent to link u in the STC

graph, there are at most four vertices adjacent to (u, ti) in the S-STC graph. Therefore,

deg(u) ≤ 4deg′(u).

We denote the minimum degree of all vertices by δ(G) in G = (V,E), and the in-

ductivity of G by δ∗(G) = maxU⊆V δ(G[U ]), where G[U ] is the subgraph of G induced

by U ⊆ V . A vertex coloring of G is an assignment of colors to nodes in V such that

adjacent vertices are assigned different colors. It is well known that we can produce a

proper vertex coloring in G using at most δ∗(G)+1 colors by applying a smallest-degree-

last ordering of vertices in O(|V |+ |E|) time [80]. Although the scheduling in the S-STC

graph is different from the vertex coloring problem, the number of transmitting time slots

assigned by the CIST-U algorithm is at most δ∗(Gsstc) + 1. From Lemma 6.3, we have

δ∗(Gsstc) ≤ 4δ∗(Gstc). Therefore, the scheduling period T of the spatio-temporal link

scheduling is at most 4δ∗(Gstc) + 
 cΔT+R
c·ts �+ 1.
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Theorem 6.1. The upper bound of the number of transmitting time slots assigned by the

CIST-U algorithm is δ∗(Gsstc) + 1.

Proof. In the CIST-U algorithm, we suppose that the scheduling order is< u1, u2, · · · , un >.

Let Gi be the S-STC graph induced by links u1, u2, · · · , ui, and degi(u) be the degree of

u in Gi. Thus, degn(u) is the degree of u in Gsstc.

Suppose ki is the number of transmitting time slots assigned after links u1, u2, · · · , ui

are scheduled by the CIST-U algorithm. When considering link ui+1, if an assigned time

slot can also be assigned to ui+1, we have ki+1 = ki; otherwise, a new time slot has to

be assigned to it, then we have ki+1 = ki + 1 and degi+1(ui+1) ≥ ki. By mathematical

induction on i, we deduce ki ≤ 1+max{degi(ui)|i = 1, 2, · · · , n}. Since degi(ui) is clearly

bounded by both degn(ui) and i − 1 (i.e., the total number of vertices in Gi excluding

ui), kn ≤ 1 +max{min
1�i�n

{degn(ui), i− 1}}.

Notice that, we use the smallest-degree-last ordering method, then we have degi(ui) =

min{degi(uj)|uj ∈ Gi}. According to the definition, we have kn ≤ δ∗(Gsstc) + 1, that

is, the number of transmitting time slots assigned by the CIST-U algorithm is at most

δ∗(Gsstc) + 1.

Lemma 6.4. The distance between two nodes that can simultaneously transmit without

interferences should be at least cΔT , where c denotes the acoustic signal’s propagation

speed.

Proof. Suppose that receiver vj in link lij is in the interference range of another transmit-

ter vp in link lpq, as shown in Figure 6.2(a). We use dxy to denote the distance between

nodes x and y. Due to the propagation delay, we have dij = c · PDij and dpj = c · PDpj.
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Figure 6.6: Bounding minimum degree in the CIST-U algorithm.

From Lemma 6.1, we get |TXp+PDpj−TXi−PDij| > ΔT because lpq does not interfere

with lij. As nodes vp and vi transmit simultaneously, TXp = TXi, then |PDpj −PDij| >

ΔT . Thus, the distance between vi and vp is dip ≥ |dpj−dij| = c|PDpj−PDij| > cΔT .

Theorem 6.2. The lower bound of the number of transmitting time slots assigned by the

CIST-U algorithm is δ∗(Gsstc)
4C

in two-dimensional networks, where C = 1
2
(2H+ 4H

γ
+1)2+

4
π
(H + 2H

γ
+ 1

2
)− 1, H = R

cΔT
and γ = R

r
.

Proof. Let G∗ be a subgraph of Gsstc such that every vertex in G∗ has a degree of at

least δ∗(Gsstc). Let vj ∈ G∗ be the bottom-most node in this subgraph and vi is the

transmitter of link lij. In G∗, the transmitters of the links that interfere with link lij lie

in a semi-disk with radius R + 2r, as shown in Figure 6.6. There are two cases:

Case1: A link incident to vj interferes the reception of the link with transmitter vp.

For example, lij interferes the reception of link lpq as shown in Figure 6.6. As vp can

communicate with vq, dpq ≤ r. As lij interferes with lpq, dqi ≤ R. As vi can communicate

with vj, dij ≤ r. Hence, dpj ≤ dpq + dqi + dij+ ≤ R + 2r.
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Case 2: A link with transmitter vp interferes the reception of vj, and dpj ≤ R.

From Lemma 6.4, the distance between two nodes simultaneously transmitting with-

out interferences should be at least cΔT . That is, in a two-dimensional network, there is

at most one transmitter within a disk with diameter cΔT that can simultaneously trans-

mit with vi. Therefore, the number of non-overlapped disks in the semi-disk with radius

R + 2r, excluding the disk centered at vi, is upper-bounded by

C =
1
2
π(R + 2r + cΔT

2
)2 + 2(R + 2r + cΔT

2
)( cΔT

2
)

π( cΔT

2
)2

− 1. (6.2)

With H = R
cΔT

and γ = R
r
> 1, Eq. (6.2) can be presented as

C =
1

2
(2H +

4H

γ
+ 1)2 +

4

π
(H +

2H

γ
+

1

2
)− 1.

From Lemma 6.3, the number of links that interfere with the link incident to vj is at

least δ∗(Gsstc)
4

. So the number of transmitting time slots assigned is at least δ∗(Gsstc)
4C

.

We are now ready to obtain the approximation ratio of the CIST-U algorithm in

two-dimensional networks.

Theorem 6.3. The number of transmitting time slots assigned by the CIST-U algorithm

is at most 4C times of the optimum in two-dimensional networks.

Proof. According to Theorems 6.1 and 6.2, the approximation ratio of the CIST-U algo-

rithm in two-dimensional networks is δ∗(Gsstc)+1
δ∗(Gsstc)

4C

� 4C.

Theorem 6.4. The number of transmitting time slots assigned by the CIST-U algorithm

in three-dimensional networks is at most 4C ′ times of the optimum, where C ′ = 1
2
(2H +

4H
γ

+ 1)3 + 3(H + 2H
γ

+ 1
2
)2 − 1.
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Proof. The approximation ratio in three-dimensional networks is determined similarly to

that in two-dimensional networks. The transmitters of the links that interfere the recep-

tion of a receiver vj must lie in a semi-sphere with radius R+2r and center vj. Therefore,

the number of non-intersecting spheres with diameter cΔT in a three-dimensional network

is upper-bounded by:

C ′ =
1
2
· 4
3
π(R + 2r + cΔT

2
)3 + π(R + 2r + cΔT

2
)2 · cΔT

2
4
3
π( cΔT

2
)3

− 1

=
1

2
(2H +

4H

γ
+ 1)3 + 3(H +

2H

γ
+

1

2
)2 − 1.

According to Lemma 6.3, the lower bound of the number of transmitting time slots

assigned is δ∗(Gsstc)
4C′ . As the upper bound of the number of transmitting time slots assigned

is still δ∗(Gsstc)+1, we can get the approximation ratio of the CIST-U algorithm in three-

dimensional networks is δ∗(Gsstc)+1
δ∗(Gsstc)

4C′
� 4C ′.

Complexity Analysis: The number of vertices of the STC graph (i.e. the number

of links in the communication graph) is denoted as m, the maximum degree of the STC

graph is denoted as Δ, and δ∗(Gstc) ≤ Δ. The S-STC graph is three-dimensional with t =

4δ∗(Gstc) + 
 cΔT+R
c·ts �+ 1, and to construct the graph takes O(tΔm) = O(δ∗(Gstc)Δm) =

O(Δ2m) time. According to [80], to make the smallest-degree-last ordering and use the

first-fit heuristic takes O(tm+ tΔm) = O(Δ2m) time. Therefore, the time complexity of

the CIST-U algorithm is O(Δ2m).

6.3.2 Distributed Scheduling

In UWSNs, it is necessary to design efficient distributed algorithms, as the centralized

algorithms could not be used without a predefined leader. For the distributed scheduling,
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we use the smallest-ID-first ordering rather than the smallest-degree-last ordering, i.e., an

unscheduled node with the smallest ID among its unscheduled k-hop neighbors is sched-

uled first. The distributed algorithm, called Distributed Spatio-Temporal link scheduling

with Unified traffic load (DIST-U), is shown in Algorithm 6.2.

Algorithm 6.2 Distributed Spatio-Temporal link scheduling with Unified Traffic Load
(DIST-U)

1: Each node vj, with a unique ID, knows its own location. Mark each node vj initially

as unscheduled.

2: Each node vj broadcasts its ID and location information to its k-hop neighbors using

a simple flooding with TTL = k.

3: if node vj is unscheduled and its ID is smaller than any other unscheduled k-hop

neighbor then

4: vj, as a receiver, collects the information when its transmitters cannot transmit

due to the interferences.

5: vj assigns the smallest available time slots to its incident links which do not interfere

with the links that have already been scheduled.

6: vj broadcasts the information to its k-hop neighbors, and these nodes cannot trans-

mit or receive in the corresponding time slots considering the propagation delay

due to the interferences.

7: vj marks itself as scheduled.

8: end if

By virtue of the smallest-ID-first ordering, the receivers of the links interfering with

each other are scheduled separately, and then invalid schedulings can be avoided. The

receivers of the links that interfere with a link incident to vj are at most R+ r away from

vj. We assume that all nodes within vj’s interference range are at most 
γ� hops away

from vj, and then the receivers of the links interfering with a link incident to vj are at

most k = 
γ�+ 1 hops away from vj.

Each node vj, with a unique identity (ID), first collects the ID and location information
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Figure 6.7: Bounding minimum degree in the DIST-U algorithm.

of the nodes that are within its k-hop range, which can be done by using a simple flooding

with a time-to-live (TTL) value equal to k. In the time slot assignment, we still use the

first-fit heuristic to assign links with the smallest available time slots that are not used

by the interfering links. After that, vj will notify the k-hop nodes the time slots they

cannot use due to the interferences, and these nodes will not transmit or receive in the

corresponding time slots considering the propagation delay, which can be calculated using

the location information. Take Figure 6.2(a) as an example, if link lij incident to vj is

assigned time slot tj for the transmission, the transmitter vp of link lpq cannot transmit

at time interval [tj + PDij − PDpj −ΔT , tj + PDij − PDpj +ΔT ].

Theorem 6.5. The number of transmitting time slots assigned by the DIST-U algorithm

is at most 4C1 times of the optimum in two-dimensional networks, where C1 = (2H +

4H
γ

+ 1)2 − 1.
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Proof. The maximum degree of a vertex in the slotted spatio-temporal conflict graph

Gsstc is denoted as Δ(Gsstc). Suppose vj is the receiver of link lij which has the maximum

degree Δ(Gsstc). Similar to Theorem 6.2, the transmitters of the links that interfere with

link lij lie in a disk with radius R + 2r, as shown in Figure 6.7.

From Lemma 6.4, the distance between two nodes simultaneously transmitting with-

out interferences should be at least cΔT . That is, for a disk with diameter cΔT , there is at

most one transmitter which can simultaneously transmit with transmitter vi. Therefore,

the number of non-overlapped disks in the disk with radius R + 2r, excluding the disk

centered at vi, is upper bounded by

C1 =
π(R + 2r + cΔT

2
)2

π( cΔT

2
)2

− 1 = (2H +
4H

γ
+ 1)2 − 1.

From Lemma 6.3, the number of links that interfere with the link incident to vj is at

least Δ(Gsstc)
4

. So the lower bound of the number of transmitting time slots assigned by

the DIST-U algorithm is Δ(Gsstc)
4C1

. As the first-fit heuristic is used in the algorithm, the

upper bound of the number of transmitting time slots assigned is Δ(Gsstc) + 1. Hence,

the approximation ratio in two-dimensional networks is Δ(Gsstc)+1
Δ(Gsstc)

4C1

� 4C1.

Theorem 6.6. The number of transmitting time slots assigned by the DIST-U algorithm

in three-dimensional networks is at most 4C ′
1 times of the optimum, where C ′

1 = (2H +

4H
γ

+ 1)3 − 1.

Proof. The approximation ratio in three-dimensional networks is determined similarly

to that in two-dimensional networks. The transmitters of the links that interfere the

reception of a receiver vj lie in a sphere with radius R + 2r and center vj. Thus, we can
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get that the number of non-intersecting spheres with diameter cΔT is upper bounded by:

C ′
1 =

4
3
π(R + 2r + cΔT

2
)3

4
3
π( cΔT

2
)3

− 1 = (2H +
4H

γ
+ 1)3 − 1.

According to Lemma 6.3, the lower bound of the number of transmitting time slots

assigned is Δ(Gsstc)
4C′

1
. As the upper bound of the number of transmitting time slots assigned

is still Δ(Gsstc)+1, we can get the approximation ratio of the DIST-U algorithm in three-

dimensional networks is Δ(Gsstc)+1
Δ(Gsstc)

4C′
1

� 4C ′
1.

Complexity Analysis: For each node vj, it first conducts a k-hop broadcast to send

its information to the nodes within its k-hop range. After vj is scheduled, it needs to

conduct another k-hop broadcast to send the assignment information. Therefore, the

message complexity of Algorithm 6.2 is O(ρn), where ρ is the maximum number of

k-hop neighbors and n is the number of nodes in the network. The time complexity

of a distributed algorithm is the number of communication rounds until the last node

terminates the algorithm. The time complexity of Algorithm 6.2 is O(n), and the worst

case is that sensors are deployed in a line with node ID in an increasing order and

consequently sensors are scheduled in sequence.

6.4 Spatio-Temporal Link Scheduling with Weighted

Traffic Load

In this section, we investigate the spatio-temporal link scheduling with weighted traffic

load in UWSNs. In general, the traffic load of each link is different. For the link scheduling

with weighted traffic load, we assume that link u has weight wu = 
 Du

B·ts � upon the load
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requirement, and the traffic load Du is determined by a certain routing. Then in the link

scheduling, link u is assigned wu time slots.

We consider the spatio-temporal link scheduling with weighted traffic load under two

scenarios: One scenario is that each link does not have the constraint of consecutive

time slots, that is, each link can transmit its packets in multiple time slots arbitrarily in

each scheduling period such as [118]. The other one is that each link has the consecutive

constraint, that is, each link must use consecutive time slots to transmit its packets and

can only transmit once in each scheduling period such as [38, 77].

6.4.1 Spatio-Temporal Link Scheduling with Weighted Traffic
Load

The Centralized Spatio-Temporal link scheduling with Weighted traffic load (CIST-W)

algorithm is shown in Algorithm 6.3, which does not consider the consecutive constraint.

The basic idea is to create a clique with size wu for each vertex (u, ti) in the S-STC graph,

and then there is a set of virtual links u1, u2, · · · , uwu for each link u, and all these virtual

links are assigned time slots using the CIST-U algorithm. Finally, link u is assigned the

wu time slots which are assigned to its virtual links. In the scheduling, the wu time slots

assigned to link u can be non-consecutive.

Theorem 6.7. The number of transmitting time slots assigned by the CIST-W algorithm

is at most 4C times of the optimum in two-dimensional networks.

Proof. The minimum number of transmitting time slots assigned by the CIST-U al-

gorithm in G′
sstc and the minimum number of transmitting time slots assigned by the

CIST-W algorithm in Gsstc are denoted by χ(G′
sstc) and χ(Gsstc) respectively. Notice
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Algorithm 6.3 Centralized Spatio-Temporal link scheduling with Weighted Traffic Load
(CIST-W)

Input: A graph G = (V,E) with weights on each link.

Output: A valid CIST-W scheduling.

1: Construct the S-STC graph Gsstc with t = 4Wδ∗(Gstc) + 
 cΔT+R
c·ts � + 1, and assign a

weight wu to each vertex (u, ti).

2: Construct a new S-STC graph G′
sstc as follows: For each vertex (u, ti) with weight

wu, we create wu virtual vertices, (u1, ti), (u2, ti), · · · , (uwu , ti), and add them to G′
sstc.

Add to graph G′
sstc the edges connecting (uj, ti) and (uk, ti) for all 1 ≤ j < k ≤ wu.

Add to graph G′
sstc an edge between (uj, ti) and (vk, tl) if and only if there is an edge

between (u, ti) and (v, tl) in Gsstc.

3: Run the CIST-U algorithm on G′
sstc.

4: Assign link u all the time slots which are assigned to uj for 1 ≤ j ≤ wu in G′
sstc.

that for any valid CIST-W scheduling for Gsstc, link u is assigned at least wu time slots.

By assigning each virtual link uj in G′
sstc a distinct time slot from the wu time slots

which are assigned to link u, we obtain a valid CIST-U scheduling for G′
sstc. Thus,

χ(G′
sstc) ≤ χ(Gsstc). Since the CIST-U algorithm will return a scheduling with at most

4C · χ(G′
sstc) transmitting time slots, the CIST-W algorithm produces a scheduling with

at most 4C · χ(G′
sstc) ≤ 4C · χ(Gsstc) transmitting time slots.

Theorem 6.8. The number of transmitting time slots assigned by the CIST-W algorithm

in three-dimensional networks is 4C ′ times of the optimum.

Proof. Similar to Theorem 6.7, the CIST-W algorithm in three-dimensional networks has

the same approximation ratio as the CIST-U algorithm in three-dimensional networks,

which is 4C ′.

The Distributed Spatio-Temporal link scheduling with Weighted traffic load (DIST-

W) is shown in Algorithm 6.4. The basic idea is to use the smallest-ID-first ordering
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rather than the smallest-degree-last ordering. Each node vj needs to calculate the weight

information of its incident links, and vj uses the first-fit heuristic to assign time slots

when it is scheduled.

Algorithm 6.4 Distributed Spatio-Temporal link scheduling with Weighted Traffic Load
(DIST-W)

1: Each node vj, with a unique ID, knows its own location. Mark each node vj initially

as unscheduled.

2: Calculate wu of each link u.

3: Each node vj broadcasts its ID and location information to its k-hop neighbors using

a simple flooding with TTL = k.

4: if node vj is unscheduled and its ID is smaller than any other unscheduled k-hop

neighbor then

5: vj, as a receiver, collects the information when its transmitters cannot transmit

due to the interferences.

6: For vj’s each incident link u with weight wu, assign the smallest wu available time

slots to link u which do not interfere with the links that have already been sched-

uled.

7: vj broadcasts the information to its k-hop neighbors, and these nodes cannot trans-

mit or receive in the corresponding time slots considering the propagation delay

due to the interferences.

8: vj marks itself as scheduled.

9: end if

Theorem 6.9. The number of transmitting time slots assigned by the DIST-W algorithm

is at most 4C1 times of the optimum in two-dimensional networks, and 4C ′
1 times of the

optimum in three-dimensional networks.

Proof. Similar to Theorem 6.7, the DIST-W algorithm in two-dimensional networks and

three-dimensional networks has the same approximation ratios as the DIST-U algorithm

in two-dimensional networks and three-dimensional networks, which are 4C1 and 4C ′
1

respectively.
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Complexity Analysis: In the new S-STC graph G′
sstc, each vertex in Gsstc is replaced

with wu nodes, and wu ≤ W where W is the maximum weight of all the links in the net-

work, i.e., W = max
1�i�m

{wi}. As both to construct the new S-STC graph and to invoke the

CIST-U algorithm in the CIST-W algorithm take O(t·WΔ·Wm) = O(W 3δ∗(Gstc)Δm) =

O(Δ2m) time, the time complexity of the CIST-W algorithm is O(Δ2m). The message

complexity and time complexity of the DIST-W algorithm are same to those of the DIST-

U algorithm, which are O(ρn) and O(n) respectively.

6.4.2 Spatio-Temporal Link Scheduling with Weighted Traffic
Load under the Consecutive Constraint

The Centralized Spatio-Temporal link scheduling with Weighted traffic load under the

Consecutive constraint (CIST-WC) algorithm is shown in Algorithm 6.5. The basic

idea is that a link with a heavier traffic load will be scheduled earlier. Different from

the CIST-W algorithm, gaps exist in the time slot assignment (i.e., the assigned time

slots for different links may not be adjacent), because each link u has to be assigned

wu consecutive time slots. For example, suppose the weights of links a, b, c and d in

Figure 6.5 are 3, 4, 5, 6 respectively. Based on the CIST-WC algorithm, the scheduling

order is d, c, b and a. After the scheduling, we can easily get that link d is assigned time

slots from 0 to 5, link c is assigned time slots from 7 to 11, and link b is assigned time

slots from 12 to 15. Then link a cannot be assigned time slots from 0 to 5, from 8 to 13

and from 13 to 17 due to the interferences with links d, c and b respectively. Because of

the consecutive constraint, time slots 6 and 7 cannot be assigned, and these time slots

are referred to as gaps in the scheduling. By using the first-fit heuristic, link a is assigned

time slots from 18 to 20.
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Algorithm 6.5 Centralized Spatio-Temporal link scheduling with Weighted Traffic Load
under the Consecutive Constraint (CIST-WC)

Input: A graph G = (V,E) with weights on each link.

Output: A valid CIST-WC scheduling.

1: Construct the S-STC graph Gsstc with t = 4Wδ∗(Gstc) + 
 cΔT+R
c·ts � + 1, and assign a

weight wu to each vertex (u, ti).

2: Sort the vertices according to the weight information.

3: Schedule the link with higher weight earlier, and assign each link u the smallest wu

available consecutive time slots.

......
1g 2g 3g Lg1w 2w 3w Lw uw

T

Figure 6.8: The time slots that cannot be assigned to link u in Gsstc when u is scheduled.

Theorem 6.10. The number of transmitting time slots assigned by the CIST-WC algo-

rithm is at most 8C1 times of the optimum in two-dimensional networks.

Proof. Suppose that all the links have been already scheduled using the CIST-WC algo-

rithm, and link u is assigned the last wu time slots, as shown in Figure 6.8. In the figure,

wi (1 � i � L) is the number of consecutive time slots occupied by the links that interfere

with link u in the S-STC graph Gsstc, and g1, g2, · · · , gL represent the gaps which are not

large enough for scheduling link u. Note that the links scheduled before link u may reuse

some time slots. Since the links are scheduled in the non-increasing order of weights,

wi (1 � i � L) is not smaller than wu. As link u is assigned the smallest wu consecutive

time slots using the first-fit heuristic, gi (1 � i � L) is smaller than wu. The upper bound

of the number of transmitting time slots assigned by the CIST-WC algorithm is

L∑
i=1

gi +
L∑
i=1

wi + wu < L · wu +
L∑
i=1

wi + wu < 2(
L∑
i=1

wi + wu).
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In the CIST-WC algorithm, links with heavier traffic loads are scheduled earlier.

Similar to Theorem 6.5, the lower bound of the number of transmitting time slots assigned

by the CIST-WC algorithm is
∑L

i=1 wi+wu

4C1
. Therefore, we get the approximation ratio of

the CIST-WC algorithm in two-dimensional networks is
2(
∑L

i=1 wi+wu)
∑L

i=1
wi+wu

4C1

= 8C1.

Theorem 6.11. The number of transmitting time slots assigned by the CIST-WC algo-

rithm is at most 8C ′
1 times of the optimum in three-dimensional networks.

Proof. Similar to Theorem 6.10, the upper bound and the lower bound of the number

of transmitting time slots assigned by the CIST-WC algorithm are 2(
∑L

i=1 wi + wu)

and
∑L

i=1 wi+wu

4C′
1

respectively. Therefore, we get the approximation ratio of the CIST-WC

algorithm in three-dimensional networks is
2(
∑L

i=1 wi+wu)
∑L

i=1
wi+wu

4C′
1

= 8C ′
1.

The Distributed Spatio-Temporal link scheduling with Weighted Traffic Load under

the Consecutive Constraint (DIST-WC) is shown in Algorithm 6.6. The basic idea is

to use the smallest-ID-first ordering rather than the weight ordering. In the time slot

assignment, each link u is assigned the smallest wu available consecutive time slots that

are not used by the interfering links after obtaining the channel.

Theorem 6.12. The number of transmitting time slots assigned by the DIST-WC algo-

rithm is at most 4(K + 1)C1 times of the optimum in two-dimensional networks, where

K = W
w
, W = max

1�i�m
{wi} and w = min

1�i�m
{wi}.

Proof. Suppose that link u is scheduled in the last wu time slots, and all the other links

have already been scheduled. wi (1 � i � L) is the number of consecutive time slots

occupied by the links that interfere with link u in the S-STC graphGsstc, and g1, g2, · · · , gL
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Algorithm 6.6 Distributed Spatio-Temporal link scheduling with Weighted Traffic Load
under the Consecutive Constraint (DIST-WC)

1: Each node vj, with a unique ID, knows its own location. Mark each node vj initially

as unscheduled.

2: Calculate wu of each link u.

3: Each node vj broadcasts its ID and location information to its k-hop neighbors using

a simple flooding with TTL = k.

4: if node vj is unscheduled and its ID is smaller than any other unscheduled k-hop

neighbor then

5: vj, as a receiver, collects the information when its transmitters cannot transmit

due to the interferences.

6: For each incident link u with weight wu of vj, assign the smallest w available

consecutive time slots to link u which do not interfere with the links that have

already been scheduled.

7: vj broadcasts the information to its k-hop neighbors, and these nodes cannot trans-

mit or receive in the corresponding time slots considering the propagation delay

due to the interferences.

8: vj marks itself as scheduled.

9: end if

represent the gaps which are not large enough for scheduling link u. The upper bound of

the number of transmitting time slots assigned by the DIST-WC algorithm is

T =
L∑
i=1

gi +
L∑
i=1

wi + wu <
L∑
i=1

wu +
L∑
i=1

wi + wu

≤
L∑
i=1

K · wi +
L∑
i=1

wi + wu < (K + 1)(
L∑
i=1

wi + wu).

Similar to Theorem 6.5, the lower bound of the number of transmitting time slots

assigned by the DIST-WC algorithm is
∑L

i=1 wi+wu

4C1
. Therefore, we get the approximation

ratio of the DIST-WC algorithm in two-dimensional networks is
(K+1)(

∑L
i=1 wi+wu)

∑L
i=1

wi+wu

4C1

= 4(K+

1)C1.

Theorem 6.13. The number of transmitting time slots assigned by the DIST-WC algo-
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rithm is at most 4(K + 1)C ′
1 times of the optimum in three-dimensional networks.

Proof. Similar to Theorem 6.12, the upper bound and the lower bound of the number of

transmitting time slots assigned by the DIST-WC algorithm are (K + 1)(
∑L

i=1 wi + wu)

and
∑L

i=1 wi+wu

4C′
1

respectively. Therefore, we get the approximation ratio of the DIST-WC

algorithm in three-dimensional networks is
(K+1)(

∑L
i=1 wi+wu)

∑L
i=1

wi+wu

4C′
1

= 4(K + 1)C ′
1.

Complexity Analysis: In the CIST-WC algorithm, the time required to construct the

S-STC graph is O(tΔm) = (Δ2m), and the time to sort the vertices and use the first-

fit heuristic is O(mlogm). Hence, the time complexity of the CIST-WC algorithm is

O(Δ2m+mlogm). The message complexity and time complexity of the DIST-WC algo-

rithm are same to those of the DIST-U algorithm, which are O(ρn) and O(n) respectively.

6.5 Simulation Results

In this section, we study the performance of the spatio-temporal link scheduling in

UWSNs, and we also compare our approaches with the STUMP algorithm [64]. We

evaluate the performance in terms of two metrics, the number of transmitting time slots

assigned and throughput. Though energy consumption is an important metric in UWSNs,

we do not show its effect on the performance in this section since all the approaches con-

sume the same energy under identical conditions due to the utilization of TDMA.

We adopt the following simulation parameters: the propagation speed of the acoustic

signal is 1.5 km/s, the data packet length is 300 bytes, the radio bandwidth is 15 kbps,

and the link transmission delay of one data packet is 0.16 s. The length of the time slot

(i.e., one time unit) is set to be 0.2 s. In the deployment, nodes with a transmission
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(a) Average number of transmitting time slots as-
signed

(b) Average throughput

Figure 6.9: The impact of network size under unified traffic load.

range of 1.5 km and an interference range of 3 km are deployed in a three-dimensional

space of 10 km × 10 km × 1 km. We assume there is a sink on the center of the top

surface of the 3-D space, and all traffics are towards it. We construct a shortest path tree

rooted at the sink node as the topology of the network, and this topology determines the

routing of each source to the sink. For a given number of nodes, 50 network topologies are

randomly generated, and the average performances over all these networks are reported.

In the simulations, we test the link scheduling algorithms under both unified and weighted

traffic load scenarios.

6.5.1 Under Unified Traffic Load Scenario

In this subsection, we evaluate the performance of our algorithms under the unified traffic

load scenario. In the unified traffic load scenario, we assume that nodes have the ability

of data aggregation and can use one time slot to transmit all data in one link, then each

link is assigned one time slot to transmit its package.
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(a) Average number of transmitting time slots as-
signed

(b) Average throughput

Figure 6.10: The impact of interference ratio under unified traffic load.

To test the impact of network size, the network varies from 100 nodes to 200 nodes

with a step of 20 nodes, and the interference ratio is set to be 2, i.e., the interference

range of each node is 3 km. To test the impact of interference ratio, the interference ratio

varies from 1.6 to 2.6 with a step of 0.2, and the network size is set to be 100.

We first evaluate the average number of transmitting time slots assigned and average

throughput of our algorithms (CIST, DIST) and STUMP when the network size varies.

As the number of nodes increases, the average number of transmitting time slots assigned

in all the three algorithms increases, as shown in Figure 6.9(a). Consequently, the average

throughput decreases as the number of nodes increases as shown in Figure 6.9(b). The

STUMP algorithm performs worse than the CIST-U algorithm as it overestimates the

effect of interferences. The performance of the DIST-U algorithm is comparable to that

of the centralized scheduling, e.g., the throughput in the DIST-U algorithm is about 10%

less than that in the CIST-U algorithm.
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(a) Average number of transmitting time slots as-
signed

(b) Average throughput

Figure 6.11: The impact of network size under weighted traffic load.

We then evaluate the average number of transmitting time slots assigned and average

throughput of our algorithms (CIST, DIST) and STUMP when the interference ratio

varies. For all the three algorithms, as the interference ratio increases, the average number

of transmitting time slots assigned increases and the average throughput decreases as

shown in Figure 6.10. This indicates that the interference is detrimental to the link

scheduling in UWSNs. Among the three algorithms, the CIST-U algorithm still has the

best performance.

6.5.2 Under Weighted Traffic Load Scenario

In this subsection, we evaluate the performance of our algorithms under the weighted

traffic load scenario. In the weighted traffic load scenario, the traffic load of each link is

calculated by the total amount of traffics that need to be transmitted, and then each link

u has its weight information wu.
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(a) Average number of transmitting time slots as-
signed

(b) Average throughput

Figure 6.12: The impact of interference ratio under weighted traffic load.

Figure 6.11 shows the average number of transmitting time slots assigned and aver-

age throughput of our algorithms (CIST-W, DIST-W, CIST-WC, DIST-WC) when the

network size varies. For all the four algorithms, as the number of nodes increases, the

average number of transmitting time slots assigned increases and the average throughput

decreases. We can see that the CIST-WC algorithm has less throughput than the CIST-

W algorithm due to the consecutive constraint. The performances of the distributed

algorithms, i.e. DIST-W and DIST-WC, are worse than those of the corresponding cen-

tralized algorithms, but still comparable.

Figure 6.12 shows the average number of transmitting time slots assigned and aver-

age throughput of our algorithms (CIST-W, DIST-W, CIST-WC, DIST-WC) when the

interference ratio varies. We can also see that the CIST-WC algorithm has a worse per-

formance than the CIST-W algorithm. The performances of the distributed algorithms

are comparable to those of the corresponding centralized algorithms.
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We summarize observations from the simulation results as follows:

• Our proposed algorithms have better performance than STUMP.

• Our proposed distributed algorithms can achieve performance comparable to the

centralized algorithms.

6.6 Summary

In this chapter, we investigate the spatio-temporal link scheduling in UWSNs. To over-

come the spatio-temporal uncertainty, we propose a novel slotted spatio-temporal conflict

graph which considers both the packet propagation delay and link transmission delay. We

present efficient scheduling algorithms that have theoretical performance bounds for both

unified and weighted traffic loads. Finally, we evaluate the proposed algorithms via simu-

lations, which show the efficiency of the algorithms in terms of the number of transmitting

time slots assigned and throughput.
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Conclusions and Suggestions for
Future Research

In this chapter, we conclude this thesis by summarizing our original contributions in

Section 7.1, and outline the directions for future research in Section 7.2.

7.1 Conclusions

In this thesis, we investigate the energy-efficient interference-free link schedulings in

WSNs, where where sensors can be deployed in terrestrial or underwater areas.

In TWSNs, we first identify the contiguous link scheduling problem to reduce the

frequency of state transitions, which is proven to be NP-complete. We formulate the

contiguous link scheduling as an interval vertex-coloring of a so-called merged conflict

graph, and we propose a centralized scheduling algorithm with a theoretical performance

bound to the optimum. Especially, if the topology is a tree, each node can start up at

most twice in a scheduling period.

Considering the drawback of the merged conflict graph, we improve the centralized
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scheduling algorithm using an interference matrix, including recursive backtracking and

minimum conflicts heuristic. We also develop efficient distributed algorithms, and the

distributed scheduling with efficient delay algorithm can even reduce the network delay.

We prove that our proposed centralized and distributed algorithms have theoretical per-

formance bounds to the optimum in both homogeneous and heterogeneous networks. We

conduct extensive simulations to show the effectiveness of the proposed centralized and

distributed algorithms.

To minimize the frequency of state transitions, we identify the compact wakeup

scheduling problem. However, not all communication graphs have valid compact wakeup

schedulings, and the problem of deciding whether a valid compact wakeup scheduling

exists for an arbitrary graph is NP-complete. Hence, we focus on particular network

topologies, such as trees and grid graphs in the compact wakeup schedulings. We pro-

pose polynomial-time algorithms with the optimum solutions for trees and grid graphs.

In grid graphs, we present all the possible coloring patterns, and analyze both upper and

lower bounds of the compact wakeup scheduling. Simulations demonstrate the effective-

ness of our proposed algorithms.

In UWSNs, we address the spatio-temporal link scheduling problem, which is also

NP-hard. To deal with the problem, we construct a three-dimensional slotted spatio-

temporal conflict graph. We propose centralized and distributed scheduling algorithms

with theoretical performance bounds to the optimum for both unified and weighted traffic

loads. In the weighted traffic load scenario, we consider the scheduling with and with-

out the constraint of consecutive time slots. The simulation results illustrate that our

proposed algorithms outperform the existing approach.
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7.2 Suggestions for Future Research

In this section, we provide some suggestions for future research. The research work that

has been completed so far can be extended in the directions as follows.

• Contiguous link scheduling under the physical interference model: The

contiguous link scheduling problem has been investigated under the protocol inter-

ference model in this thesis. The problem is still open under the physical interference

model, which is closer to realistic networks. In the physical interference model, the

transmission of a link is successful if the SINR at the receiver is above a certain

threshold. Recently, the link scheduling under the physical interference model has

been investigated in [113,132], and could serve as a guideline.

• Bidirectional communication in contiguous link scheduling: In the contigu-

ous link scheduling, we mainly consider the upstream links for data aggregation and

schedule the incoming links together to reduce the frequency of state transitions. It

is interesting to consider the bidirectional communication, and one possible solution

is to schedule all the incoming links together and all the outing links together.

• Contiguous link scheduling in UWSNs: The contiguous link scheduling can

be extended to UWSNs, where the long propagation delay needs to be considered.

After such a scheduling in UWSNs, a node is assigned consecutive time slots to

receive data from its neighbors. Note that the transmission time of a link is different

from the reception time in underwater networks, each neighbor can determine its

transmission time by considering the propagation delay. Due to the unique feature

of UWSNs, a new conflict graph can be constructed to describe the interference
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relationship.

• Investigation of other topologies with valid compact wakeup schedulings:

The compact wakeup scheduling mainly focuses on trees and grid graphs, as not

all communication graphs have valid compact wakeup schedulings. We can still

obtain efficient algorithms for other kinds of network topologies with valid compact

wakeup schedulings, such as hexagon grid graphs.

• Compact wakeup scheduling for general graphs: For a given topology where

a valid compact wakeup scheduling does not exist, one approach is to find an effi-

cient scheduling with the minimum waiting period. Interestingly, Giaro et al. [46]

investigate the graphs without valid interval edge-colorings, and raise an issue called

consecutive coloring deficiency of a graph G, which is the minimum number of pen-

dant edges attached to G such that G can be consecutively colorable. The solutions

to deal with the consecutive coloring deficiency problem can be helpful in the com-

pact wakeup scheduling for general graphs.

• Spatio-temporal link scheduling in heterogeneous networks: The spatio-

temporal link scheduling has been addressed in homogeneous UWSNs in this thesis.

We can further extend our approaches to heterogeneous networks, where each node

has a different transmission range and a different interference range. In heteroge-

neous networks, a new theoretical performance bound analysis is needed.

• Broadcast scheduling in UWSNs: Another interesting topic in UWSNs is to de-

sign an efficient broadcast scheduling to deal with the broadcast storm problem [85],

in which a simple flooding leads to serious redundancy and collisions. Similar to the
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spatio-temporal link scheduling in UWSNs, the spatio-temporal uncertainty due to

the long propagation delay makes the broadcast scheduling a challenging issue.
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