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Abstract 
 

Red-green-blue (RGB) light-emitting-diode (LED) is more capable to 

vary its color in real time, less energy-consuming and more durable than the 

conventional light source, and thereby has gained increasing popularity in 

various applications. One of the promising applications of RGB LED is the 

full-color large-area LED display system. Large-scale LED video displays 

market has competitive advantages, since few technologies are capable to 

deliver large size at high contrast and durability. Due to the higher power 

consumption of the full-color large-area LED display, maximizing the power 

efficiency has become a major design objective of this type of display system. 

This thesis demonstrates how the multi-level pulse-width modulation 

(MPWM) driving method can be implemented on a full-color large-area LED 

display system through a low-cost modification of the existing hardware 

configuration. This method uses multiple LED driver modules that are linked 

in parallel to transfer a MPWM current to individual LED pixels. For a 

three-level driving scheme, the criterion for selecting the mid-level current in 

order to maximize the luminous efficacy gain is derived mathematically. The 

algorithms of video signal conversion, which are designed to derive the 

sub-video signals from the original high-definition multimedia interface 

(HDMI) or digital visual interface (DVI) video signals for activating multiple 

LED driver modules, are also discussed.  
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Chapter 1 Introduction 
 

 

 

 

 

1.1 Motivation 

 

Electric light source has been continuously developing with substantial 

improvements since the first electric light source, incandescent light bulb, was 

invented by Swan and Edison in 1879 [1, 2]. The incandescent light bulb is 

the first artificial light source that used a filament heated by the electric 

current passing through it to produce light. However, the filament suffered 

from having a short lifespan and therefore was replaced by other materials. In 

order to increase the lifespan of the filament, the halogen lamp is produced 

which is filled with a small amount of halogen gas, such as 

chlorine, iodine or bromine. A halogen lamp can be operated at a higher 

temperature and has a longer lifespan than the ordinary incandescent light 

bulb [3]. However, both the incandescent light bulb and the halogen lamp 

have low efficiency, as they convert only 5% of the energy they produce into 

light and 95% into heat [4]. 
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To improve the energy efficiency for general lighting, the fluorescent 

tubes were introduced by the General Electric Company in 1930s [5]. The 

fluorescent tubes can convert more than 30% of energy they produce into 

visible light, so they have higher energy efficiency than the incandescent 

bulbs, and thereby the fluorescent tubes were widely used in European 

countries, the U.S.A and some other countries to replace incandescent bulbs 

[6]. Unfortunately, the fluorescent tubes also have an obvious drawback that 

they cannot be connected to dimmer switches designed for the incandescent 

bulbs. This drawback results from the fact that the interaction between the 

waveforms of the voltage generated by the dimmer and the ballasts is 

ineffective and the fact that the arc in the fluorescent tube has difficulty in 

maintaining stable at a low power level. The compact fluorescent lamp (CFL) 

was later proposed to avoid the drawback of traditional fluorescent tubes, as 

CFL could work properly under the condition of low power supply [7]. In 

general, both the fluorescent tube and the CFL are categorized as 

low-pressure gas-discharge lamps, and their energy efficiencies remain at low 

levels without any breakthrough at that time. The high-intensity discharge 

(HID) lamp with high-pressure gas was later proposed to obtain higher energy 

efficiency than that of the CFL [8]. However, HID lamps still have some 

disadvantages. One disadvantage is that they are fragile since their filaments 

are easily burnt out. Another disadvantage is that they produce faint light 

when first kindled, and require a few seconds (e.g., 15 - 20 seconds) to 

achieve the full intensity of light [9].  

Unlike conventional light sources, solid-state lighting (SSL) employs the 

semiconductor light-emitting diode (LED) as source of illumination. The first 

solid-state electroluminescence was discovered by H.J. Round in the Marconi 

Lab, and its light was delivered from a silicon carbide (SiC) crystal when a 
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large voltage was applied [10]. In 1962, the first red-color LED based on the 

gallium arsenide phosphide (GaAsP) alloy was discovered by N. Holonyak in 

the General Electric Company. However, the first-generation LED had very 

low efficiency in light output, so it was merely used as the indicator light. Due 

to the development of materials and architectures of LED, the aluminum 

gallium indium phosphide (AllnGaP/GaP) based red LED , having more than 

ten times efficiency compared with that of the traditional incandescent lamps, 

was introduced in 1990 [11]. In 1993, the first blue-color LED based on the 

indium gallium nitride (InGaN) alloy was discovered by Nakamura [12, 13]. 

In the following year, the green-color LED was also invented by Nakamura 

[14]. In 1996, the first white LED was developed by Nakamura and Nichia, 

and it was based on the blue-color LED coated with yellow phosphors on the 

top layer of the LED. A comparison among incandescent lamps, Halogen 

lamps, CFL, and LED is illustrated in Table 1. 

 

Table 1  The comparison of incandescent lamps, Halogen lamps, CFLs, and 

LEDs [15]. 

Comparison among incandescent lamps, Halogen lamps, CFL, and LED 

  

Incandescent 

 

Halogen 

 

CFL 

 

LED 

 

Purchase price $0.41  $1.50  $0.99  $6.97  

Power used 

(watts) 
60 43 14 9.5 

Lifespan 

(hours) 
1,000 2,500 10,000 25,000 

Lumens (mean) 860 750 775 806  

Color 

temperature 
2700 2900 2700 2700 

https://www.google.it/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0CCQQFjAA&url=http%3A%2F%2Fen.wikipedia.org%2Fwiki%2FGallium_arsenide_phosphide&ei=sxLFU875DJLz8QWdyYDABw&usg=AFQjCNGF_rnRxRkaSAnCeDZdXwgLXDCuZw
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(Kelvin) 

Total cost per 

860 lumens 
$360 $356 $94 $73 

Lumens/watt 14.3 17.4 55.4 84.2 

 

LEDs are p-n junction devices consisting of gallium phosphide (GaP) 

and gallium nitride (GaN). The characteristics of LEDs are similar to the 

diodes. The LEDs can become visible photons when the electrons are driven 

into the active region by a fitting voltage, and then release energy. Since 

LEDs are current-driven devices, the forward current flowing through the 

devices is utilized to control the luminance intensity. Like the normal diodes, 

the LEDs process the current in one direction. So, the simplest way to dim the 

LEDs can be achieved by using the continuous direct current (DC) which 

corresponds to the conventional amplitude mode dimming technique, as 

illustrated in Fig. 1. 

 

P

N

Light Emission

I

I

+

_
 

Figure 1   The basic principle of LED driving technique. 

 

Compared with the conventional lighting sources, LEDs consume less 

power. For the conventional lighting sources, the majority of the energy 

generated is lost in the form of heat, and little remaining energy is converted 

http://en.wikipedia.org/wiki/Gallium_nitride
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into visible lighting [16]. In LEDs, recombination of injected holes and 

electrons take place in the semiconductor junction. This design has the 

advantage that a large proportion of the energy the LEDs produce is converted 

into visible light [16]. However, the single LED die can only emit 

monochromatic light, so more LED dies need to be combined together to 

achieve more colors. For instance, red-green-blue (RGB) LEDs contain three 

different LED emitters. Three LEDs (e.g., red, green and blue) are often 

packaged in one RGB LED which has four wires----a common lead (anode or 

cathode) and others are for red, green and blue. One advantage of the RGB 

LEDs is that they can provide a wide range of colors and have more 

flexibility with respect to the color adjustability for lighting applications [17]. 

In addition, the RGB LEDs have the advantages of high brightness and 

saturated chromaticity, and they are generally more high-efficiency, 

fast-switching and long-lifespan than conventional lightings sources.  

The LEDs have been widely used in various applications, for example, 

single-color LEDs have been employed in poles, parking garages and 

other architectural lighting [18]. Most of the single color LEDs are used as 

indicators which contain LEDs of a variety of sizes ranging from 2 mm to 10 

mm and using through-hole or surface-mount technologies. Single-color 

LEDs are appropriate for applications subject to constant on-off cycling. They 

are superior to fluorescent lamps and HID lamps, since they can sustain 

frequent on-off cycling and only require a short time before restarting. 

The low energy consumption, the economical maintenance cost and the 

relatively small size of LEDs make it possible to use LEDs as status 

indicators and to display them on a variety of equipment and installations. 

Single-color LEDs are also well suited for further applications in information 

transmission as traffic lights and signals, exit signs, emergency vehicle 

http://en.wikipedia.org/wiki/Architectural_lighting_design
http://en.wikipedia.org/wiki/Energy_conservation
http://en.wikipedia.org/wiki/Exit_sign
http://en.wikipedia.org/wiki/Emergency_vehicle_lighting
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lightings and ships’ navigation lights [19]. For instance, the application of 

single-color LEDs in brake may improve traffic safety, since the time needed 

to light fully for single color LEDs is about 0.5 second shorter than that 

needed to light fully for an incandescent bulb, providing drivers behind more 

time to respond to the brake. Fig. 2 presents some typical applications of 

LEDs. 

 

 

Figure 2   Examples of LED application [20]. 

 

Besides single-color LEDs, RGB LEDs begin to be employed in a new 

range of applications. Since RGB LEDs can provide a full visible color 

spectrum and have the characteristics of high brightness, low voltage power 

supply and high dimming ratio, they can be applied for backlight of LCD 

display panels, lightweight laptop displays and light sources for projectors [21, 

22]. Screens for the television and computer monitors can be manufactured 

thinner using RGB LEDs as the backlight [23, 24]. RGB LEDs are more 

http://en.wikipedia.org/wiki/Emergency_vehicle_lighting
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energy-efficient than the cold cathode fluorescent lamp (CCFL) as backlights. 

For instance, a 15-inch computer notebook’s backlight using CCFL consumes 

5 W electricity in an hour, while the backlight using RGB LEDs consumes 

less than 3 W within the same amount of time. Another important usage of 

RGB LEDs is to provide the local dimming technique for LCD video display. 

The local luminance intensity of the LED-backlight LCD video display can be 

linked to the image displayed, enhancing the contrast ratio of the display [25]. 

At the same time, the LCD’s power consumption can be further reduced under 

2 W, representing more than 60% improvement than conventional one. Fig. 3 

shows a typical LED-backlight LCD video display architecture. This kind of 

LCD video display is not self-illuminating (i.e. it requires a source of light for 

illumination). When RGB LED backlighting is used, it can produce a 

dynamic illumination for the video display. LED-backlight LCD video 

display can produce deep dark when LEDs are turned off and can produce 

high brightness when LEDs are turned on. 

 

Figure 3   An example of LED backlight LCD display [26].  
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With the increasing industrial development, there is a rising demand for 

energy consumption in many countries. Governments and enterprises are 

willing to seek for new energy sources and effective ways to utilize energy. 

Based on the data from the U.S. department of energy, approximately 30% 

electrical power has been consumed by commercial and industrial lighting [4]. 

Meanwhile, according to the world energy organization, over 70% of the 

energy consumed by lamps and displays is converted into heat. Reducing the 

power dissipation on the existing general illumination light source is an 

effective way for energy saving. Therefore, studies on energy saving on 

lighting deserve more attention from academic researchers. 

LED video displays can be the future of the large-area display market. 

Their scale, durability, and ability to produce eye-catching video make them 

integral to the experience in stadiums, arenas, entertainment complexes, and 

outdoor advertising across a wide range of uses and industries [28]. LED 

displays are versatile and can be used to excite customers, enhance fan 

experience, raise company awareness and promote brands. Due to the high 

power consumption of large-area LED arrays for full-color video displays, 

maximizing the power efficiency has become a major design objective of this 

type of display system. In particular, the luminous efficacy of the LED arrays 

should be improved as they are the main consumer of electrical power in the 

entire system, the power consumption of the video processing circuitry is low, 

and the onboard switched mode power supplies can be designed with very 

high efficiencies. 

Moreover, although there are numerous studies reporting the influence of 

forward current on the efficacy of RGB LEDs, the optical characteristics of 

RGB LEDs on LED video display system still remain unknown and the 

practical uses of RGB LEDs dimming techniques need further exploration 
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[29]. So, in this thesis, the display performance of RGB LEDs dimming under 

AM technique and PWM technique will be investigated experimentally and 

the relation between efficiency and the driving technique will be explained. 

The limited dimming range of bi-level PWM dimming technique and the 

complex circuit implementation of n-level PWM dimming technique are main 

challenges for RGB LEDs display technology. Therefore, this study intends to 

investigate the design and implementation of full-color large-area LED 

display system in an energy-efficient manner by improving the dimming 

methods for LED displays. 

 

 

1.2 Literature review 

 

In this section, an overview of video display and a detailed review of 

previous studies on dimming methods are given. 

 

1.2.1 Overview of video display   

 

Since the cathode ray tube (CRT) is cost-efficient, its application has 

been proliferated in video display systems applied in the enterprise 

information systems, the desktop publishing system and the office-automation 

system [30]. The CRT consists of a electron emitter and a screen. The electron 

beams generated by the electron emitter are accelerated and deflected onto the 

screen to display images. The horizontal synchronization (HS) signals 

manipulate the movement of electron beams from left to right of the screen, 

whereas the vertical synchronization (VS) signals control the transfer of 
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electron beams from the top to bottom. The CRT display presents the video 

images via the raster scan. The raster scan consists of progressive scan and 

interlaced scanning [31]. In the progressive scan, the electron beams firstly 

reach the top left corner of the screen and then moves to the top right corner 

of the screen point by point. Next, the electron beams moves to the next 

horizontal line and reaches the screen from left to right as well. This process 

repeats until the electron beams reaches the bottom right of the screen. So the 

first field can be presented on the screen, and the electron beams can start 

scanning the next field from the top left of the screen. On the other hand, in 

the interlaced scanning, the electronic beams scan every other line firstly, and 

then scan the rest of the lines. The interlaced scan may make the screen 

flicker more frequently than the progressive scan, leading to visual fatigue. So 

most CRT display uses the progressive scan. 

The image information processed by the computer graphics card can be 

transmitted to screen via the graphics output interface [32], which is a 

connection between the computer and the screen, and responsible for 

transmission of image signals to the display screen. Due to its unique design 

and manufacture, the CRT monitor can only process analog signals. The video 

graphics array (VGA) interface can process the analog signals output by the 

graphics card [33]. These signals are transmitted through the VGA cable to 

the display device. They contain the image display information digitally 

generated inside the computer, and can be converted to RGB signals by the 

digital/analog (D/A) converter [34]. For analog CRT monitors, signals are 

directly transmitted to the corresponding signal processing circuit, a drive 

tube to generate an image.  

However, the CRT devices have several drawbacks. Gorog [35] reported 

that the CRT monitor often emits much during the operation, and thereby has 
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relatively high power consumption. Chuang et al. [36] demonstrated that the 

maximum size for direct view displays (e.g., CRT display) is limited to about 

40 inches because of practical and manufacturing restriction. Lu et al. [37] 

showed that even though the size of the CRT device can be expanded through 

an array of separate displays, CRT display with a large size may weigh about 

300 pounds, thus suffering from such problems as relocation and resettlement. 

The CRT devices are subject to magnetic interference, which can make the 

images to flicker or make the colors shift if an electro-magnetic source 

approaches the screen or if an unshielded device approaches the screen. 

Finally, Chuang et al. [36] found that the glass envelopes of CRT devices 

contain toxic lead and barium, and that their phosphors can also contain toxic 

components such as cadmiums, which can cause environmental pollution. 

LCDs were later applied to avoid the drawbacks of CRT, since the LCD 

displays have high energy efficiency, can be disposed conveniently, have  

multiple choices in regard to screen sizes, do not contain toxic elements, and 

do not suffer from magnetic interference. The LCD is a type of electronic 

visual display which employs the light modulating characteristics of liquid 

crystals, and the LCD needs a backlight source or reflector to emit light and 

display images [38]. The LCDs are applied in computer monitors, televisions, 

instrument panels, aircraft cockpit displays, signage, battery-powered 

electronic equipment, video players, gaming devices, clocks, watches, 

calculators, and telephones, and have substituted CRT displays in many 

applications [39].  

However, the LCD display has some drawbacks, such as limited viewing 

angle, relatively low contrast, and reduced color saturation at low intensity 

levels [40]. The uneven backlights in some LCDs can lead to luminance 

distortion, particularly in edges of the screen. Most LCDs’ backlights use 
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pulse-width modulation (PWM) dimming technique to drive the display. But 

this design makes the LCD flash more seriously than a CRT display at 60 Hz 

refresh rate, since the LCD is lighted entirely in one field and then turned off, 

whereas the CRT screen is lighted by conscious scans within one filed [41]. 

The flicker of the LCD can lead to eye stress for some people. Finally, the 

quality of the LCD display in direct sunlight is very poor, and often not 

viewable. The LCD devices make improvements in regard to providing the 

natural light, but they provide dim light via the backlight technique and thus 

have limited application in outdoor environment.   

For LCD devices, A/D converter is a necessity in the display device to 

transform the analog signal into a digital signal. This transmission process 

inevitably results in image distortion. Given the image distortion problem, 

DVI digital display technology is widely spread in the marketplace. Given the 

image distortion problem, digital visual interface (DVI) technology was 

proposed to avoid the distortion problem. The DVI is a video interface 

standard. DVI aims to enhance the quality of the PC display of the digital 

transmission. It is widely used in LCD, digital projectors and other display 

devices [42]. The DVI can transmit uncompressed digital video data to the 

display device. The DVI protocol interface can transmit the luminance and 

color signals of the pixels from the signal source (such as video) in binary 

mode to the display device. When the display device receives data signals of 

its native resolution, it can read numerical data of each pixel and display the 

data signals correspondingly. Analog approach to transmit pixel data is 

affected by adjacent pixels and electromagnetic noise and other data, which 

affects the data quality [43]. In the DVI interface transfer approach, each pixel 

in the register corresponds to a pixel in the display system, therefore ensuring 

the picture quality. 

http://en.wikipedia.org/wiki/Pulse-width_modulation
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   On the basis of the DVI interface, due to advances in digital media 

technology, people need a cable capable of transmitting audio and video 

signals simultaneously. High-definition multimedia interface (HDMI) is an 

interface for sending uncompressed audio and video signals, and can be 

applied in set-top boxes, video projectors, personal computer monitors, video 

games, integrated amplifier, and digital television equipment [44]. During the 

transmission, all the video data is encoded into data packets with HDMI 

transceiver chip using the “transition-minimized differential signaling” 

(TMDS) technology. TMDS is a differential signaling mechanism with which 

video pixel data can be encoded and transmitted via a serial connection. A 

HDMI display system includes a transmitter whose sources can be built-in 

graphics chips, and a receiver which is a circuit on the display and can receive 

digital signals, and decode and pass them to digital display circuit. 

  The video display systems containing LED devices have gained 

increasing popularity, as the improvement of LED techniques reduces the 

costs of LED devices. It is reported that the market for LED display has been 

having great success, and the sales price of displays drop annually, allowing 

larger displays to be built. In addition, the LED video display has advantages 

of energy efficacy and high contrast [45]. For these merits, video systems 

using LED modules have been become increasingly popular and LED video 

display industry has grown rapidly. Given such trends of LED display 

industry, many techniques to control LED display have been proposed. It is 

reported that the color calibration methods by software and hardware 

compensations can improve the image quality and color quality of the LED 

display. Kim et al. [46] proposed a dynamic nonlinear transformation 

algorithm to ensure that the LED display system can have high quality image 

in all kinds of ambient brightness. Chang et al. [47] showed an automated 
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color inspection and compensation methods for color LED modules to 

improve the display quality.  

The individual PWM converters can be used to control each LED, since 

although such converters are quite simple, they can control a large number of 

LEDs [48]. Similar approach is used in [49], and the LED drivers have been 

developed to include all dimming electronics on a chip, such as serial 

interface, PWM dimming, constant current LED drivers and even local dot 

correction. Up to date such drivers are expensive but are very attractive for 

future applications with the decrease of IC’s price. It is suggested that the 

LEDs and their control electronics are placed on same module in the 

integrated tile design, but the most expensive electronics is placed separately 

from the tile [50]. However, there are also challenges associated with the LED 

display system. The application of LED video display may impose certain 

complex circuitry for image presentation on screen. Nguyen [51] proposes 

that in the indoor display market, competing technologies can provide similar 

performance as LED displays, and that the resolution and view angle of LED 

displays need to be further improved in order to meet the requirements of the 

indoor environment. In addition, most LED display mainly focused on 

presentation of graphical advertisements or short movies, and therefore, may 

not be optimal for longer video display [52]. Tsai et al. [45] suggests that the 

field-programmable gate array (FPGA) can be used to control a 16 × 16 dots 

resolution tile by treating it as an independent microsystem, as can be seen in 

Fig. 4. As this design uses USB for data transfer, the maximum rate for data 

flow is limited to 1 MB/s. Also, the high definition video sources cannot be 

used in this kind of LED display system. The high definition video source is 

capable of generating 32 levels of each main color. Since this kind of LED 
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display system uses conventional PWM dimming and thereby lacks color 

depth, it is not capable to control a large number of LED pixels.  

 

 

Figure 4   The block diagram of a LED display system [45]. 

 

1.2.2 Dimming methods for LED video display   

 

With the widespread use of LED video display, there is an increased need 

for improvement of dimming techniques for LED video display to enable 

accurate control and regulation of colors in displayed images. So there has 

been a natural growth in demand for highly efficient and controlled LED 

drivers. Dimming capability of the LED drivers is important to sustain the 

energy efficiency scheme by an accurate control of the current. 

Several studies were made on the driving methods for LEDs in the past. 

In general, they can be broadly divided into three main categories: (1) analog 

or direct current (DC); (2) ON-OFF pulse-width modulation (PWM); and (3) 
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multi-level pulse-width modulation (MPWM). One of the methods is to 

control the amplitude of a continuous DC current (AM dimming technique), 

which can be achieved by adopting resistive dimming or external DC control 

voltage. A sinusoidal current dimming technique has also been used for 

driving LEDs with desired illuminations [54]. Analog or DC driving provides 

the highest luminous efficacy and the best color stability over dimming [55]. 

However, due to the intrinsic optical properties of LEDs, whose luminous 

output varies nonlinearly with the driving DC current, this driving method is 

suitable only for lighting applications that do not require linear dimming. The 

latter requirement is fulfilled when ON-OFF PWM driving method is used. 

By this approach, a constant DC current goes through the LEDs over the 

duration of the ON pulse, and the LEDs are fully turned off during the OFF 

duration. This way a chopped DC current is realized and the LEDs can be 

dimmed by varying the duration of the ON pulse, and a luminous output 

proportional to the ON duration is thus generated. In addition to the provision 

of linear dimming, ON-OFF PWM driving is also intrinsically compatible 

with the operation of large-area LED arrays since the brightness information 

embedded in the input digital video signal can be easily converted to the ON 

duration of the PWM driving signal without much computational effort. The 

drawback of the ON-OFF PWM driving method, however, is that it will lead 

to a reduced luminous efficacy of the LEDs. 

The multi-level PWM driving method was recently developed as an 

extension to the conventional ON-OFF PWM [56, 57]. Instead of having two 

extreme states only, i.e. fully ON and fully OFF, the PWM driving signal is 

configured to switch between two current levels, with the lower current level 

being zero or non-zero. Depending on the required dimming level for the 

LEDs, multiple pairs of current levels can be adaptively selected, hence the 
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name multi-level PWM driving method.  

    In the LED video display system, LED luminance control can be realized 

in two ways: one is the current intensity control method, and the other one is 

on-time control method [58]. The method of current intensity control can be 

achieved by adjusting the LED forward current in regard to different levels of 

luminance. For example, the LED forward current is divided into 256 levels, 

which means that the brightness can be divided into 256 levels. Luminous 

efficiency of this method is the highest. However, the current intensity control 

method is rarely used in practice because of its complicated operation and 

implementation.  

On-time control method uses constant current to drive LED, and controls 

the conduction time per unit time to achieve different luminance levels. Since 

the LED has a fast response time, LED can be driven with a pulse light. For 

example, the pulse light with 1 MHz, 50% duty cycle and the peak current of 

2 A has the same driving effect with the a driving current of 1 A theoretically 

in terms of brightness [59]. Therefore, adjusting the duty cycle of the current 

pulses can obtain different brightness levels. If the discrete data of each pixel 

of the video signal is used to control LED the conduction time, 256 full-color 

video image can be obtained. At the same time, the human eye has visual 

inertia. When the light pulse stimulation enters the human eyes, it takes some 

time for the image establishment and disappearance [60]. So the longer the 

conduction time is the more light-emitting energy the human eyes perceive. 

As long as the turning-on and turning-off frequencies of the LED display are 

properly controlled, the human eyes cannot distinguish the time period of 

non-emitting, i.e., no flickering. In the digital signal processing, time control 

can be easily obtained. So this study employs PWM method to control the 

luminance of the LED system, and makes improvement on this method. 



 

31 
 

    For on-time control method, in the circuit design process, there are two 

methods to choose from: counter comparison and bit-plane method. In Fig. 5, 

to achieve the 256 full-color luminance, the time of one frame should be 

divided into 256 parts. The counter clock’s cycle time of each frame is 1/256 

which is the minimum time period to turn on the LED display. Specifically, 

counter comparison method generates an initial value of 0 in the internal 

programmable logic device [61]. The maximum value is 256, and the counter 

can continue to increase the value in the clock control. Initial state of the LED 

display is set to turned-on. In the next clock cycle, the video data read from 

the memory is compared with the data set for counter. If the video data read 

from the memory is larger than the value of counter, the conduction time of 

the pixels is not enough. So the LED display should stay the turn-on state. If 

the video data is smaller than the value of counter, the conduction time of 

pixels meets the requirements. So LED display is switched from the turn-on 

state to the turn-off state. 
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Figure 5   Conventional full-color video data dimming method. 

 

 In practice, however, this approach read the video data from memory and 

compare for 256 times in each frame. If the screen is slightly bigger, then a 

very fast read speed is needed to meet the design requirements [62, 63].  

The full-color high-definition video signal has 256 brightness levels, and 

8 bits digital signal can be obtained by decoding circuitry. In the LED display 

process, only 1 bit digital signal data needs to be displayed among the 8 bits 

(D7 - D0). So the signal can be displayed 8 times to present the entire 8 bits 

full-color video signal. The luminance value of each pixel can be controlled 

by adjusting the duty cycle, and the corresponding luminance value for each 

duty ratio is 8 bits. The duty-cycle value of the video data with 8 bits is shown 

as below. T represents the total time occupied by each byte, and t represents 
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the conduction time of LED. Given that the control period is fixed, the 

different duty cycle control modules can be achieved by adjusting the value of 

t and the 8 bits video data. The conduction time given to the low brightness is 

short, while the conduction time given to the high brightness is long. Thus, a 

complete 8 bits duty ratio corresponding to the video data with 8 bits can be 

calculated by the sum of the value of "1" (turn on) times its duty ratio and the 

value of "0" (turn off) times its duty ratio, as shown in Fig. 6. 

 

t

T
t/T=128/256

t/T=64/256

t/T=32/256

t/T=16/256

t/T=8/256

t/T=4/256

t/T=2/256

t/T=1/256

D7

D6

D5

D4

D3

D2

D1

D0
 

Figure 6   The explanation of bitwise separate method. 

 

However, the conventional linear PWM dimming technique has one 

inherent disadvantage which is that in any pixels intensity, all the LEDs are 

switched on at the same time. Using this technique, a large number of LEDs 

may be lighted simultaneously in the LED display system, resulting in a large 

current spike on power supply which may lead to a serious electromagnetic 

interference (EMI) problem, as can be seen in Fig. 7. 
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Figure 7   The explanation of linear PWM operation method. 

On the basis of previous studies, some different weighted PWM 

dimming techniques are provided, such as the binary weighted PWM 

dimming technique [64], the discrete PWM dimming technique [65] and the 

bit angle modulation dimming technique [66]. This kind of dimming 

technique can reduce EMI problem by spreading the current spike into 

different time period. Here take binary weighted PWM dimming technique as 

an example, Fig. 8 compares the conventional PWM dimming technique and 

binary weighted PWM dimming technique. 
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Figure 8   The comparison between PWM and BPWM with the same weight 

values. 

 

A number of different pulses can be used by the binary weighted PWM 

dimming method for a single period. The width of each separate pulse is 

proportional to the weight of the bit corresponding to the code bit for the 

required luminous intensity [67]. The total pulses width for the binary 
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weighted PWM dimming technique is equal to the conventional linear PWM 

dimming technique. The advantage of this dimming technique is to reduce the 

amount of required memory in control system and decrease EMI problems by 

spreading the current consumed. 

However, in the conventional linear PWM dimming method and the 

binary weighted PWM dimming method, the minimum pulse depends on the 

data loading period. Thus, an improved binary weighted PWM dimming 

technique was provided with additional gating in Fig. 9. Such improved 

binary weighted PWM dimming technique is called gated PWM (GPWM) 

dimming technique [67]. The minimum lighting duration in GPWM dimming 

technique is much shorter than that for loading the video signal. Compared 

with the shortest PWM duration tload defined by the video signal load time, the 

“on” period of LED is a short duration tmin of loading video signal operation. 

So the tmin can be used to replace the tload. In such dimming method, the 

amount of PWM levels can be extended. Most of the dimming technique 

performance in binary weighted PWM dimming technique can be achieved 

when the GPWM dimming technique is combined with the BPWM dimming 

technique. 
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Figure 9   The comparison between BPWM and GPWM with the same 

weight values. 

 

The third dimming method is derived from the combination of AM 

dimming method and PWM dimming method, and is called two-dimensional 

dimming technique. Its luminance intensity can be manipulated by varying 

the duty cycle and the current amplitude at the same time [55]. The typical 

techniques in this type of method, including pulse amplitude modulation 

(PAM) [58], bi-level PWM [56] and n-level PWM [57], are widely used to 

further improve the flexibility and accuracy on the control of luminous 

intensity of LEDs.   

The first two dimensional dimming technique, pulse amplitude 

modulation (PAM) dimming technique was proposed for driving LEDs by 

Radiant [58]. In PAM dimming technique, both the duty cycle and the current 

amplitude are used to adjust the luminous intensity of LEDs. The PAM 

dimming technique has the advantage of choosing AM dimming technique or 

PWM dimming technique by varying the duty cycle and current amplitude. 

When the LED is driven under AM dimming technique, the duty cycle is set 
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as 100% to control the amplitude of the current and to determine the luminous 

intensity of LED output. In the PWM dimming technique, the driver delivers 

constant and fixed current for LEDs, and the luminance intensity of LEDs 

depends on the duty cycle. So the major advantage of the two dimensional 

dimming technique is controlling the luminous intensity of RGB LEDs. In 

practice, PAM dimming technique is often used in AM driving mode. The 

luminance intensity can be adjusted by changing the current amplitudes, since 

the duty cycle is set at the same value. The problem in this case is because the 

current amplitude is varied. The accuracy and color stability of the current 

amplitude remains to be an issue. Meanwhile, when the duty cycle is not at 

100%, the luminous efficacy of PAM dimming technique is lower than AM 

dimming technique.  

However, the two dimensional dimming technique requires further 

improvement so as to control the duty cycle and the current amplitude at the 

same time. Some related works have been proposed to further improve the 

conventional two dimensional dimming techniques. Bi-level current driving 

technique [56] and n-level current driving technique [57] were proposed to 

further improve this driving method. The bi-level dimming method is a 

typical two dimensional dimming technique as it combines the DC offset with 

a PWM current. In this way, the bi-level PWM dimming method can improve 

the luminous efficacy. The main feature of this dimming technique is that two 

different levels of the current I and Imax are used to provide a lower and higher 

efficacy respectively. And the overall or average luminous efficacy for 

dimming processing in this method is higher than that in the conventional 

PWM dimming technique. The disadvantage of this dimming approach is that 

the minimum luminous intensity of LED is limited by the first current level. 

So in this case, this driving technique cannot be used in LED display system 
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for its limited dimming ranges. Moreover, the n-level dimming technique is 

used based on the bi-level’s advantage of higher luminous efficacy, as it plots 

the overall dimming range from minimum level to the maximum level into 

several bi-level sections. In this method, the luminous efficacy can approach 

the AM dimming technique as closely as possible. Even though LED 

dimming technique has advantages in efficacy and stability [68], its driver 

controller and driver circuit are difficult to design and cannot be implemented 

with low consumption. So this study aims to explore an effective dimming 

method with low cost and simple implementation, especially with dimming 

ranges which match video display system that features large dimming ranges. 

 

1.3 Objective 

 

This thesis mainly focuses on improving the energy efficiency of the 

RGB LED display system. Driving solution for improving the efficacy of the 

RGB LED display system is found. From the literature review, considering 

the merits of HDMI and the characteristics of LEDs, this study uses HDMI as 

the video playback unit for sending the video signals; the bi-level dimming 

technique and n-level dimming technique are the appropriate methods for the 

system. Specifically, a special case of practical implementation of n-level 

dimming technique can be employed to further improve the color stability and 

video resolution of the full-color LED display. This study will also commit to 

narrowing the gap by introducing the practical implementation of this special 

case PWM dimming technique based on the digital controlled RGB LED 

video display system. Moreover, the implementation of this technology only 

brings a very small increase in the hardware cost. Issues on color source data 

correction and dimming approach are also discussed. 
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1.4 Outline of the thesis 

 

This thesis is organized as follows. Chapter 1 introduces the motivation 

of this study on the full-color LED video display. A literature review on the 

overview of video display and dimming methods in LED video display is 

provided. The potential improvement of full-color large-area LED display 

system is discussed. The research objective and outline of this thesis are also 

presented. 

Chapter 2 describes the fundamental aspects of LED video display, 

including the video sources, LED display panel drivers and large-area sizes, 

followed with the architecture of a typical full-color LED video display panel 

system. It also presents a brief description of the basic concepts of the 

multi-level PWM dimming method and generalizes the design guideline for a 

three-level dimming scheme. And the algorithms of data correction on both 

the multi-level PWM dimming method and original video signal data sources 

are also discussed. 

Chapter 3 proposes a modified energy saving full-color large-area LED 

video display system. The goal is to implement the multi-level PWM driving 

method with a minimum change to the architecture or operating principles of 

the existing systems. And it also presents the detail description of design and 

implementation of the LED video display in hardware and software. A 

prototype control system is built to verify performance of the proposed LED 

video display system. 

Finally, chapter 4 gives a conclusion of the thesis. The major work and 

contributions are reiterated. Some suggestions for future research are given. 
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Chapter 2 LED video display and 

its dimming methods 
 

 

 

 

 

In this chapter, the basics of LED video display will be firstly described, 

and the general issues associated with the conventional LED video display 

will be discussed. The system architecture of FPGA-based LED video display 

and its general operation will be discussed. Then the conventional dimming 

methods will be described, followed by the proposed energy-saving 

multi-level dimming methods. The related data correction problems will be 

discussed and the special issue of gamma correction between the differences 

of CRT and LED device will also be described. 

 

2.1 Basics of LED video display  

 

There are two categories of LED display panels: conventional display 

panels using discrete LEDs and surface-mounted device (SMD) panels. 
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Conventional panels using discrete LEDs are mostly used by outdoor LED 

screens. A bunch of red, green, and blue diodes are driven collectively to 

establish a full-color pixel with the square in shape. These full-color pixels 

are located with equal spacing, and their absolute pixel resolution is measured 

by the distance from center to center within the square-shaped pixels. Most 

indoor LED screens on the market use surface mounted devices (SMD) 

technology and there is a trend that SMD techniques are extended to be used 

by the outdoor screens. A SMD pixel includes red, green, and blue diodes 

installed in a single package, which is then installed on the driver board. The 

diodes are tiny and are set up in a compact manner. The difference between 

conventional panels and SMD panels is that the maximum viewing distance 

of SMD panels is 25% less than that of discrete diode screen with the same 

resolution [69]. 

In general, LED display system consists of data source transmission 

module, signal processing module, and LED display module. The basic 

operating principle of LED display is that the signal processing module 

receives the video signals from the data source transmission module and then 

presents them through the LED display module. LED video signals control 

the information required to decode circuits and control systems, and are 

obtained through the conversion process on the interface transmission. The 

driving circuit transmits signals required by the display to control the LEDs. 

Then video signals can be shown in the LED display panel. The structure of 

LED display system is illustrated as can be seen in Fig. 10.  
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Figure 10  Architecture of basic LED video display system. 

 

The LED driving process can be divided into two parts: transmission of 

the video data and display of the video data. The two parts are independent of 

each other. When the video data is transmitted, the video data should be 

simultaneously displayed. To achieve this object, the display of the video data 

requires a latch function. Thus, the video data transmission should achieve the 

function of serial-in and parallel-out; whereas the video display should 

achieve the function of the parallel latch. Therefore, when the video data has 

been input to the parallel latch display, the serial shift register can prepare for 

the next frame of video data, thus not impacting the current frame. 

The smallest unit of LED display panel is the LED display module as 

can be seen in Fig. 11. Each module of LED display consists of two parts: the 

LED driver circuit and the LED display unit. Various circuits, including a 

signal transmission circuit, the input and output interfaces, and the display 

unit are assembled on a printed circuit board. LED is the smallest unit of a 

display module, and each display module generally contains 32 × 32 LED 

pixels. The video signals will be transmitted to LED display modules bit by 

bit. Each LED display module transmits the current video data to the next 
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LED display module and receives new video data from the previous LED 

display module until the entire video data is transferred completely. Signals 

are input from the rightmost of each line and output from the leftmost of each 

line to the next LED display module [70]. The information for each LED 

display module can be fully presented by repeating the above process. This 

process will continue until all the video data is transmitted. If the video data 

of one frame has been transmitted, the video information of this frame can be 

presented in the LED display screen.  
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Figure 11  The smallest unit of LED display module which consists of RGB 

LEDs.  

 

The RGB LED display system uses multiple connected LED display 

modules to present image directly. Due to great progress in computer and 

multimedia technology [45], the RGB LED display is widely spread for the 

advantage of its high visibility, sunlight visibility, long operation life, high 

reliability and resistance to the environment, low power consumption, low 

weight and full range of power, wide range of color spectrum, and flexibility 

in design. Fig. 12 gives an example of a full-color LED video display screen. 
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For the full-color LED display, the number of LED drivers is limited in each 

of the board, and each driver needs to control the RGB LEDs as many as 

possible at the same time. Large scale LED video displays market still holds 

competition: no other technology is capable to deliver large size at high 

contrast and durability. LED video displays manufacturers are offering new 

fancy size and shape products in attempt to explore the main advantage of 

LED displays over their competitors: the large scale combined with 

unbeatable luminance and contrast.  

 

 

Figure 12  An example of a full-color LED video display panel shown 

outside the gym [20]. 

 

2.2 System architecture 

 

The basic architecture of field-programmable gate array (FPGA) based 

LED energy-efficient video display control system, as can be seen in Fig. 13. 

The main operating principle of the system is briefly described.  
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Figure 13  An FPGA-controlled LED display panel system architecture. 

 

This system is composed of four main components, including the HDMI / 

DVI video signal decoding section, FPGA controller section, an external 

SRAM portion, and the LED display module section. The LED display cannot 

display HDMI or DVI video signals directly because of format 

incompatibility. So the HDMI video signals are firstly transmitted into 24-bit 

RGB signals. Each color (i.e., red, green, blue) contains 8 bits, thus enabling 

the presentation of 256 levels per color. The transmitted signals, together with  

the clock signals and the synchronization signals, are sent to the FPGA 

controller for further processing [53]. The primary synchronization signal 

includes output data enable (DE), the output data clock (DCLK), the vertical 

sync output (VSYNC) and a horizontal synchronization signal output 

(HSYNC). A typical example of the corresponding timing diagram is shown 

in Fig. 14. 

 

 



 

46 
 

 

 

Figure 14  An example of timing diagram showing the various output signals 

generated by video decoder. 

 

The rising edge of VSYNC indicates the start of a new field and it 

remains active over the time interval spanning from the start to the end of a 

scan. The rising edge of HSYNC indicates the start of a line scan (or row scan 

in the context of LED display panel) and it remains active over the time 

interval spanning from the start to the end of a line. Over the period of a row 

scan, the clock signal DCLK is used as a pixel counter to control the amount 

of data to be sent to the FPGA and LED display panel, depending on the panel 

size. For example, for an m × n panel, n clock pulses will be used to transmit 

the data corresponding to n pixels. The same purpose is achieved by using 

HSYNC as a row counter. 

Within the FPGA controller, the incoming 24-bit RGB data are read into 

two external random-access memory (RAM) according to the page flipping 

(ping-pong buffering) approach. The minimum capacity of each RAM should 

be made sufficient to store the amount of data corresponding to one complete 

field, hence, for an m × n panel, the required memory space is m × n × 24 bits 

= 3mn bytes. By adopting the ping-pong buffering approach, the two RAM 

are read and write alternately to ensure that the data flowing in from the video 

decoder is uninterrupted. 
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 Subsequently, the data stored in these RAM are re-ordered to make them 

compatible with the operation of the LED driver module. The re-ordering 

mechanism, more commonly known as bit-plane separation, can be 

conveniently described using Fig. 15. With this approach, the data bits of all 

pixels are separated so that data bits having the same weight are collected into 

the same memory page. This simplifies the design of the LED driver module, 

as the data bits having the same weight should activate the LED pixels for the 

same duration of time. For example, if a time required for scanning a row is T, 

a bit-1 stored in the D7-plane will cause the corresponding LED pixel in the 

row to be activated for (128/256)T, whereas a bit-1 stored in the D0-plane 

will cause the corresponding LED pixel in the row to be activated for 

(1/256)T. Therefore, instead of converting data bits into the corresponding 

PWM duty cycles, which requires the use of D/A converters, the same total 

activation time can be achieved in a distributed or binary-weighted form. This 

has the advantage of avoiding simultaneous activation of all LED pixels in the 

same row, thus preventing a large transient load change to the onboard power 

supply.  
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Figure 15  Separation of data bits according to their weights (bit-plane 

separation). 

 

A typical LED driver module, as shown in Fig. 16, contains a 16-bit shift 

register that receives data transmitted serially by the FPGA controller. The 

FPGA is programmed to retrieve 16 data bits from the RAM per read-out and 

transmit them to the LED driver module in 16 clock pulses. LED display 

panels that have more than 16 pixels per row will require the cascading of 
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multiple LED driver modules, and the FPGA will continue to transmit data 

serially until all shift registers are populated with data bits. When the 

transmission of all the data bits corresponding to one row is completed, LAT 

is raised to lock the transmitted data bits in the latches. The constant-current 

LED drivers are then enabled by lowering BLANK for a duration 

corresponding to the weight of the stored data bits. The same process is 

repeated until all eight groups of data bits (representing the eight different 

weights) are transmitted to the LED driver modules. The same process is 

repeated until all eight groups of data bits (representing the eight different 

weights) are transmitted to the LED driver module. After this the input value 

to the row decoder, ABCD, is incremented by one, and the transmission of the 

data bits for the next row will begin and the LED pixels will be activated 

similarly. A typical example of the corresponding timing diagram is shown in 

Fig. 17.   

  

 

Figure 16  A typical LED driver module. 
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Figure 17  An example of timing diagram showing the various control 

signals applied to the LED driver module. 

 

 

2.3 The proposed multi-level dimming method 

 

The basic concepts of the multi-level PWM driving method will be 

discussed in this section, and the selection criterion for the mid-level current 

I1 for a three-level driving scheme will be derived. Fig. 19 shows the typical 

current waveforms associated with the three driving methods discussed in the 

section 1.2.2, where DC, PWM, and MPWM is used to denote the analog, 

PWM, and multi-level PWM driving method, respectively. The current 

waveforms are drawn in such a way that they have the same average value 

equal to the value of the DC current.  

For the MPWM driving method, the full dimming range of an LED, that 

is, 0 to I2, is partitioned into multiple piecewise-linear sections (despite that 

only two sections are shown in Fig. 18), and each section is bounded by a pair 

of current levels, one higher and one lower current level [27]. When the 

required dimming level, or the equivalent average current, falls within a 

particular section, it is obtained by adjusting the relative time during which 
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the higher current level is applied to the LED, thus resembling the 

duty-cycle-based dimming employed in the conventional ON-OFF PWM 

driving. In the illustrative example shown in Fig. 19, this is achieved by 

controlling the duration 2, which produces the average current as 

 

 2 2 2
2 1 1 2 1

T
I I I I I I

T T T

       
         
     

 

(2-1) 

 

 

 

Figure 18  Dimming curves associated with three driving methods. 
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 Figure 19  Typical current waveforms for three driving methods. 

 

 By referring to the illustrative example shown in Fig. 19, it can be seen 

that, if the required dimming level, or the equivalent average current, falls 

below I1, the multi-level driving method will revert to the conventional 

ON-OFF PWM driving method, which is characterized by a PWM current 
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waveform that switches between I1 and 0. The main advantage of the 

multi-level driving method is that it offers a higher luminous efficacy in 

comparison to the ON-OFF PWM driving while retaining the characteristic of 

duty-cycle dimming [45], thus making it compatible with the digital operation 

of LED display panel systems. The conversion from an ON-OFF PWM 

driving signal to a MPWM driving signal, by keeping the average values of 

both driving signals equal, is straightforward, as shown below, which can be 

easily implemented on FPGA. 
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2 1
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     
 

(2-2) 

 

 In theory, with the MPWM dimming method, the number of 

piecewise-linear sections can be infinitely multiplied in order to approach as 

closely as possible the DC dimming curve in order to maximize the luminous 

efficacy of LEDs, but doing so will cause the dimming action to become 

increasingly nonlinear. Therefore, a three-level driving scheme is suggested as 

a practical choice for achieving a compromise between dimming linearity and 

luminous efficacy. 

 Based on the proposed three-level driving scheme, it is now desired to 

derive the design criteria for selecting the three current levels employed. The 

selections of the highest and the lowest current level are straightforward. The 

highest current level I2 is selected based on the specified maximum luminous 

output demanded from the LEDs, and the lowest current level is always set as 

zero to allow the LED to be completely turned off for achieving the maximum 

display’s contrast ratio. Finally, the mid-level current amplitude I1 should be 

selected with the aim to maximize the average luminous efficacy of the LED. 
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The notion of ‘average luminous efficacy’ is used here to reflect the fact that 

the luminous output of LEDs is continuously changing during the display of 

motion pictures and it is assumed that the LEDs will have equal probability of 

operating at any point on the dimming curve. From Fig. 20, the task is 

equivalent to maximizing the area of the shaded area (denoted by A). 

 

 

Figure 20  Maximization of area A leads to the maximum gain in luminous 

efficacy for MPWM driving over conventional PWM driving. 
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(2-3) 

 

 Since the luminous output of a typical LED is characterized by a concave 

shape, which can be fitted satisfactorily using a quadratic function of the 

standard form y = –ax
2
 + bx + c, where, specifically, c = 0 since the luminous 

output of an LED should be zero when its forward current is zero, Eq. (2-3) 
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can be further expanded as  
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(2-4) 

 

 Differentiating A with respect to I1 and setting the resulting equation to 

zero gives 

1 2

1

2
I I  

(2-5) 

 

 Since the result is independent of the coefficients of the quadratic 

function, it is equally applicable to all types of LEDs that exhibit a saturating 

luminous output characteristic. In fact, the result remains valid even for the 

case of a = 0, turning the quadratic function into a linear function y = bx, in 

which case the MPWM driving method will have the same performance as 

the conventional ON-OFF PWM driving method, and there will be no gain in 

luminous efficacy. 

In the most general case, the selections of the number of current levels n 

and the individual values of the current levels {I1 , I2 , . . . , In} represent a 

complex optimization problem involving multiple constraints. One possible 

approach is to first maximize n subject to some customized constraints such 

as the additional cost of LED driver modules (see Chapter 3), the additional 

SRAM on FPGA for holding the sub-video signals (see Chapter 3), the 

available PCB area, the available output pins of FPGA and input pins of LED 

display panels for transmitting and receiving the sub-video signals, 

respectively, etc. Once the desired n is determined, the average luminous 

efficacy A is maximized subject to the constraints I1 < I2 < . . . < In < Imax, 
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where 
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(2-6) 

 

2.4 The algorithms of video data correction  

 

In the previous section, the energy saving method has been discussed. At 

the same time, we need to ensure the display quality of the LED video display 

system. To this end, we proposed two algorithms to improve the video quality 

of the LED display. The first algorithm aims to correct the nonlinearity 

introduced by the MPWM driving method, whereas the second algorithm 

aims to correct the color distortion problem introduced by gamma correction. 

 

2.4.1 The correction algorithm for MPWM 

 

    To account for the nonlinearity introduced by the MPWM driving 

method, and to ensure that color quality is preserved, additional calculations 

are required to estimate the average MPWM current required to produce the 

same luminance as the original PWM current by simple calculations based on 

the slopes of the two piecewise-linear sections. Consider the DC dimming 

curves of an LED which can be generally approximated by the quadratic form 

as shown in Fig. 21： 

 

2y ax bx    

(2-7) 
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where x and y represents the equivalent PWM duty cycle (coded with 8 bits) 

and the normalized luminance, respectively. The coefficients a and b can be 

obtained by performing curve-fitting on the DC dimming curves obtained 

from the pulsating DC current experiment. Assuming that the original video 

signal commands a PWM duty cycle of x, and the corresponding normalized 

luminance is y = x/255, one can determine that the required MPWM current 

value is found in the lower piecewise-linear section y1 if y < y1 and the upper 

piecewise-linear section if y ≥ y1. Referring to Fig. 21, the equivalent PWM 

duty cycle of the MPWM current is denoted as x . 

 

x1 255

y1

1

0

2y ax bx  

xx’

y

m1

m2

 

Figure 21  PWM to MPWM current conversion. 
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(2-8) 

 

when y ≥ y1, the equivalent PWM duty cycle of the MPWM current can be 

calculated from 

2 1 1( )
255

x
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1 1

2

1
( )
255

x
x y x

m
     

(2-9) 

 

where x1 = 128 for realizing I2 = 2I1. If a small error is tolerable, the 

conversion can be performed more conveniently using one equation only 

given by Eq. (2-9), assuming that the DC dimming curve has been 

approximated very closely by the two piecewise-linear sections combined. 
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(2-10) 

 

2.4.2 The anti-gamma correction algorithm 

 

There are no specific image signals and standards for full-color LED 

video display, since the video sources are mostly designed for the CRT 

display. In the LED video display system, the luminance of LED is linear to 

the driving signal, as the gray scale of LED is controlled by the lighting time 

or the lighting intensity. So the LED display can be activated with linear 

video signals. However, the video sources output by mainstream CRT 
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monitors are non-linear, since they are processed by the gamma correction. 

Gamma correction, also known as gamma compression or encoding, can be 

used to encode the video signals to match the non-linear requirements of CRT 

display devices. So if these signals are directly send to the LED display, the 

gray scale of the LED display will have distortion problems. To alleviate the 

distortion issue, the anti-gamma correction will be conducted before the video 

signals are sent to the LED display, thus improving its video quality. 

In conventional signal transmission system, to get high-quality images, 

signals from the camera in the transmission process should be linear, that is 

image luminance is proportional to the object brightness. However, luminous 

brightness of the CRT tube is not proportional to the voltage of control signals, 

but proportional to its power of gamma value. So the video sources should be 

processed with gamma correction prior to transmission of the video signals. A 

typical example of the characteristics of CRT performance is shown in Fig. 

22. 
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Figure 22  The relationship between the normalized control signal and 

normalized illumination in CRT display. 

 

    According to the CRT emission characteristics, the relationship between 

the brightness and the control voltage is not linear. The corresponding 

equation is  

Gamma

out in=( )L L  

 (2-11) 

Lin : the input value of the original video data. 

Lout : the result after the gamma correction of the output value.  

The gamma value is different depending on the equipment, and the value 

generally ranges between 2.0 and 3.0. In this study, the gamma value is set as 

2.5. Since this distortion is caused by the hardware implementation, 

anti-gamma correction is implemented by the software to solve this problem. 

However, the luminance intensity of LED display is mainly determined 

by its current intensity and its external voltage. When the external voltage is 

constant, the strength of current is constant through the LED, and the 

luminance intensity of LED display also remains constant. Because the 

emission time of the LED light is less than the residence time of the human 

eye, the human eyes can view continuous images of LED display. When the 

current is constant, the gray scale level of the video source is completely 

determined by the current pulse. LED display brightness is linear to the 

current pulse width, so the brightness of the LED display is proportional to 

video image signal. The equation is shown as below:  

out inL L  

 (2-12) 

   Lin : the input value of the original video data. 
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   Lout : the result after the gamma correction of the output value. 

 

Full-color LED display is driven by the digital signal. The gray values are 

controlled by the duty cycle of corresponding LED pixels. So the gamma 

value is set as 1. The relationship between the brightness and the control 

signal in the LED display is linear. A typical example of the characteristics of 

LED performance is shown in Fig. 23.  

 

Figure 23  The relationship between the normalized control signal and 

normalized illumination in LED display. 

 

The corresponding correction equation of anti-gamma is as follows:  
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(2-13) 
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 Lin :the original image to be displayed.  

 (Lin)
Gamma

:
 
the input value of the original video data with gamma    

 correction. 

There are two methods to conduct gamma correction. The first method is 

the real-time arithmetic function which obtains more accurate values than a 

look-up table (LUT), since a well-founded formula can be used to calculate 

the gamma correction block. However, it has complicated logics for 

arithmetic calculation block due to the use of floating points. So, it is not 

suitable to be used to process HDMI video sources. The other method is the 

LUT that saves the corresponding function for the correction in RAM. The 

LUT can check the input values by matching a list of valid items in an array. 

Also, it can avoid the complex calculation of power and floating points so that 

it can process the video data more quickly than the real-time arithmetic 

function. 

As can be seen in Fig. 24, the red line represents the control signals of the 

LED display. The blue line represents the signals processed with gamma 

correction that are output by the CRT monitor. The green line represents the 

signals used in first method using real arithmetic function. The red line 

represents the signals used in the second method using LUT algorithm that the 

corrected control signals written previously in RAM. 
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Figure 24  Anti-gamma correction. 

 

Hence, according to the two data correction algorithms (e.g., the 

correction algorithm for MPWM and the anti-gamma correction algorithm), 

when the FPGA reads the original video signals from the video signal decoder, 

it will convert the signals to the corresponding data. This process will be 

accomplished before the signals are passed to the data-splitter for further 

processing.  

 

 

2.5 Summary 

 

In this chapter, the basics of LED video display have been introduced and 

followed with the related general requirements about such kind of display 

panel system. The FPGA based LED video display system has also been 
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proposed with details about the system architecture, the display modules, the 

dimming techniques and the design of driving circuit of the LED video 

display. Then, the conventional AM and PWM dimming methods have been 

presented. To decrease the power consumption of the LED video display 

system, its luminous efficacy should be improved. So a multi-level current 

driving method has been proposed theoretically. Based on the physical 

characteristics of LEDs, this study proposes that the luminance efficacy of 

LEDs can be enhanced by introducing a dc-offset component into the PWM 

current [68]. Furthermore, the proposed multi-level current driving method 

can integrate the features of conventional techniques, in which both current 

levels and duty cycle are adopted to manipulate variables. The design criteria 

for selecting the three current levels employed has been derived. The highest 

current level is selected based on the specified maximum luminous output 

demanded from the LEDs; the lowest current level is set as zero; the 

mid-level current amplitude should be selected with the aim to maximize the 

average luminous efficacy of the LED. Finally, the algorithm of anti-gamma 

correction has been introduced to accommodate the video images used in 

CRT display so that they can also be well employed by the LED display. 
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Chapter 3 LED video display 

design and implementation 
 

 

 

 

In this chapter, the modified LED video display system architecture will 

be firstly proposed. Then the hardware implementation will be provided, and 

the energy saving dimming method will be applied in the hardware assembly 

of the proposed LED display panel system. In the section of software 

implementation, the architecture and the simulation result of FPGA controller 

will be provided. Moreover, the experimental results on energy saving 

methods will be presented, and the verification of the LED display system 

performance will be given. Finally, both the hardware realization and the 

software realization on the large-area LED display system will be proposed.  

 

3.1 Modified system architecture 

 

In comparison with the existing system architecture, the modified system 
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includes a data splitter that divides the incoming video signals into two 

sub-video signals as shown in Fig. 25. The algorithm based on which this is 

achieved has been described in Chapter 2. 

The two sub-video signals are individually subjected to the process of 

bit-plane separation and output serially to the two LED driver modules. When 

the LED pixel's current is less than half of the maximum value, i.e. I1, only 

one of the two driver modules will be activated, whereas the other driver 

module will be deactivated by sending a null signal to it, i.e. [0000 0000]. 

When the LED pixel's current exceeds I1, one of the two driver modules will 

be always on by sending a full signal to it, i.e. [1111 1111], whereas the other 

driver module will deliver a PWM current to the LED pixel. This way, the 

currents from the two driver modules will combine to form a three-level 

current waveform comprising of 0, I1, and I2 (see Fig. 19). 
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Figure 25  Block diagram showing the modified system architecture. 
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The advantages of this implementation include the following: 

1) The MPWM driving method, which can result in a significant energy 

saving in large-area LED display systems, can be realized; 

2) The data-splitter can be implemented on the FPGA without incurring 

additional cost compared to existing systems; 

3) Although the number of LED driver modules is doubled in the 

modified system, the additional cost is not doubled given that IC 

manufacturers can redesign their ICs to house two or multiple such modules 

within the same IC package. 

Although the MPWM driving method can be implemented with an 

arbitrary number of current levels, a three-level driving scheme is adopted in 

this work, with the lower current level I1 chosen to be 50% of the higher 

current level I2, according to the justification given by Eq. (2-5). With this 

configuration, the MPWM driving method can be implemented on FPGA with 

the minimum additional computational effort, thus avoiding the need for more 

powerful and costly hardware or performance degradation of the system due 

to additional computation. 

 

 

Figure 26  Implementation of three-level MPWM using two LED driver 

modules connected in parallel. 
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To realize a three-level MPWM dimming method on LED display 

systems, two LED driver modules are  linked in parallel to offer two 

constant current drivers, as shown in Fig. 26. Each of these drivers is 

configured to deliver a maximum current of I1 to the LED pixels. Hence, the 

use of two LED driver modules enables a maximum current of I2 = 2I1 to be 

delivered to the LED pixels. With two driver modules, two separated 

bit-streams are needed to determine the average current delivered to each 

LED pixel. The method for converting the original 8-bit video signal into two 

separate bit-streams will be discussed in the next section. 

The proposed structure can be similarly expanded for MPWM driving 

scheme employing more than two current levels. Should the MPWM driving 

method find recognition and adoption by the LED display panel industry in 

the future, integrated circuits containing multiple driver units can be 

fabricated for cost saving and compactness. A significant energy saving is 

therefore made possible at the expense of a small increment in hardware cost. 

Since two LED driver modules are employed, two separate sets of data 

bits transmitted from the FPGA are needed to control them. For each color, 

this requires the conversion of the 8-bit video signal into two 8-bit sub-video 

signals for driving the two LED driver modules such that the combined 

current is equal to the required current represented by the original 8-bit video 

signal. The conversion can be easily illustrated using the following example. 

Consider that the required intensity level of a given LED pixel (per color) 

is represented by the 8-bit video signal: [1010 0000]. If a single LED driver 

module with IREF = I2 is employed, the average current delivered to the LED 

pixel will be: 
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(3-1) 

 

 The last line of Eq. (3-1) indicates that the same average current can be 

obtained using two LED driver modules with IREF = I1, one of which is fed 

with the binary equivalent of 255/255 = [1111 1111], and the other with the 

binary equivalent of 65/255 = [0100 0001]. The two resulting 8-bit sub-video 

signals will be subject to bit-plane separation as in the conventional systems, 

where they will be mapped onto different memory pages and subsequently 

transmitted to the two LED driver modules. 

 Based on the example discussed above, it can thus be generalized that if x 

is the decimal equivalent of the 8-bit video signal for an LED pixel (per color), 

the video signal can be converted into two 8-bit sub-video signals consisting 

of the following: 

Case A: [1111 1111] and [the binary equivalent of 2x – 255], if x ≥ 

128, or 

Case B: [0000 0000] and [the binary equivalent of 2x], if x < 128. 

Since x = 128 corresponds the original 8-bit video signal having the 

MSB = 1, the value of the MSB can be used to distinguish between the two 

possible cases stated above, and hence the conversion can be executed very 

efficiently without having to repeat the calculation steps shown in Eq. (3-1). 
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3.2 Hardware implementation 

 

This system uses the HDMI interface to transmit video sources. The 

HDMI decoding circuit is the receiving component in the LED video display 

system, and it can get digital signals from the HDMI graphic interface. 

According to the transition-minimized differential signaling (TMDS) protocol, 

the HDMI decoding circuit sends decoded signals to the control system to 

format video signals. Since HDMI decoding circuit sends the output of 

differential TMDS signals, it requires a special decoding circuit to decode and 

store the video signals. The video decoder chip TFP401A, specifically used 

by flat panel display (FPD) as a digital receiving chip, plays an important role 

in decoding video signals.  

Architecture of video source decoding circuit design based on the HDMI 

interface is shown as the Fig. 27. AT24C02 in the figure is used to store 

extended display identification data (EDID) of the HDMI display device. 

AT23C02 is the I2C serial bus memory for storing EDID signals and it 

through the DDC channel to achieve plug and play feature of the display 

device. When the power is on, AT24C02 transmitted the EDID data to PC 

through the display data channel (DDC) under the control of SCL clock. After 

reading EDID data, PC performs the identification and configuration. Then 

TMDS links will be activated. In the Fig. 27, RX2 and RX2+ denote red 

differential signals; RX1- and RX1+ denote green differential signals; RX3- 

and RX3 + denote blue differential signals; RXC- and RXC + denote 

differential signals of the clock. After conversion, TFP401A can output the 

luminance values of R[7..0], G[7..0] and B[7..0] to FPGA. The data clock is 

DCLK, and the signals of DE and line / field and the signals of VSYNC / 

HSYNC can be transmitted to FPGA controller. 
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Figure 27  Architecture of video source decoding design. 

 

    In the LED video display system, the controller device is the core of the 

whole system. In order to obtain maximum flexibility, a programmable logic 

device can be used. The selection of programmable logic device mainly 

depends on the number of logic elements (LE), the number of embedded 

RAM, the requirement on the speed, the number of user input/output (I/O), 

the requirement for phase locked loops (PLL), and internal production device, 

etc. For embedded RAM, this design uses many internal RAMs to create a 

dual-port RAM that is mainly used in the bit plane separation module. The 

amount of RAM used in the bit-plane separation is 256 × 24 × 16 × 2 = 

196608 bits, so 196608/1024 = 192 embedded RAM Kbits are needed. 

Considering the phase-locked loop, this study uses clocks with one frequency: 

20 MHz. This design is generated by one phase-locked loop. Considering the 

IO number, 32 IO pins are needed to decode the HDMI. Two SRAM require 
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88 IO pins in total. 16 × 2 × 6 = 192 IO pins are required for the LED display 

driver signals, so a total of 312 IO pins are needed. Based on the above 

analysis, EP3C55, EP3C80, EP3C120 can meet the system’s requirement. To 

fulfill the requirement for large-scale LED video display system (discussed in 

section 3.5), this study chooses Altera Cyclone EP3C120 FPGA, and the 

related parameters are shown in table 2. 

 

Table 2  Comparison of Cyclone III FPGA family. 

Device EP3C5 EP3C10 EP3C25 EP3C55 EP3C80 EP3C120 

Logic 

elements(L

Es) 5,136 10,320 24,624 55,856 81,264 119,088 

Embedded 

memory(Kb

its) 414 414 594 2,340 2,745 3,888 

Embedded 

multipliers 23 23 66 156 244 288 

Phase 

locked 

loops(PLLs) 2 2 4 4 4 4 

Maximum 

user I/O 

pins 182 182 215 377 429 531 

 

In order to simplify the circuit structure, reduce the cost of the display, 

and improve energy efficiency of the system, the thesis design a full-color 

LED video display system using the way of 1/16 scan, a typical circuit of the 

corresponding driver circuit is shown in Fig. 28. Each LED dot matrix 

includes 32 × 32 pixels. Using common anode design approach, each line in 

the display modules has 8 dot matrix modules which contain 256 LEDs. 

These LEDs are controlled by four to sixteen decoder 74HC138D and SI4953 

driver chips. Since the output of 74HC138D is low and SI4953 is a driver for 
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low output, the scanning process is determined by four lines. The column 

driver cathode LED uses constant current driver MBI5026, and the output 

current can be adjusted by the external resistor. Due to the use of constant 

current driver design, the LED luminous intensity is proportional to the PWM 

duty cycle [27], which achieves LED brightness control. The circuit diagram 

of modified LED video display module is similar to the conventional one, but 

it adds one more constant current driver MBI5026 as can be seen in Fig. 29. 

The external resistor (Rext) can determine the output current of each channel 

(Iout). The link between Iout and Rext is given in Fig. 30. The output current can 

be given from the following equations: 

r ext 1.26VV    

(3-2) 

out r-ext ext( / ) 15I V R    

 (3-3) 

Rext donates the resistance of the external resistor that is connected to R-EXT 

terminal, and Vr-ext donates the voltage of R-EXT terminal. The magnitude of 

current (as a function of Rext) is around 20 mA at 945  in the conventional 

LED video display module and 10 mA at 1890  in the modified LED video 

display module. The specifications of the proposed LED display module 

circuit can be seen in table 3.  
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Figure 28  Circuit diagram of conventional LED video display module. 
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Figure 29  Circuit diagram of modified LED video display module. 
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Figure 30  Resistance of the external resistor. 

 

Table 3  Specifications of the LED video display module circuit.  

Parameter Symbol Nominal value 

Input voltage Vin 5 V 

Diode voltage Vo, R  2.0 V 

 
Vo, G  3.2 V 

 
Vo, B  3.2 V 

Current levels I0 0 mA 

 
I1 10 mA 

 
I2 20 mA 

Maximum average output current  Imax 20 mA 

Current sense resistors RR 33 Ω 

 
RG 0 Ω 

  RB 0 Ω 

 

Since each pixel matrix contains 24 bits video data information 

according the above analysis, the video data for the screen should be: 1920 × 

1080 × 24 = 55296000 bits in order to present all the information of the 

computer screen on the LED video display system. If HDMI high-definition 
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video data is used and the screen is refreshed 60 times within one second , 

then high definition video data source within a second will reach :1920 × 

1200 × 24 × 60 = 3317760000 bits = 3164 Mbits. The resolution of the LED 

video display system in this paper is 256 × 192, that is the image with 256 × 

192 pixels on the computer screen will be displayed on the LED video display 

system. As can be seen in Fig. 31, the amount of data within one frame of the 

video source is 256 × 192 × 24 = 1179648 bits, and the amount of data within 

one second is: 256 × 192 × 24 × 60 = 70778880 bits = 67.5 MHz. 
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Figure 31  Interception of video source. 

 

The front view and the back view of a single LED module consisting of 

32 × 32 LED pixels can be seen in Fig. 32. The structure of the prototype 

energy saving LED video display panel is shown as Fig. 33. The LED display 

panel is composed by 48 LED display modules with 6 rows and 8 columns, 

and the resolution of the LED display is 256 × 192. The signal is input from 

the rightmost module in each row and output from the leftmost module of 

each row. Signals are input with six rows together from the rightmost modules, 

so the data from the computer screen can be fully displayed on the LED 

display screen. 
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(a)                         (b)  

Figure 32  The front view and back view of the a single LED module 

consisting of 32 × 32 LED pixels, Fig. 32(a) represents the front view, and Fig. 

32(b) represents the back view. 
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Figure 33  Energy-efficient full-color LED display system architecture. 
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3.3 Software implementation 

3.3.1 Architecture of FPGA controller 

 

This section presents the overall architecture of FPGA controller and the 

main functions of FPGA controller. FPGA controller system consists of three 

modules, including the data acquisition module, the bit-plane separation 

module, and the driving controller module.  

The data acquisition module is mainly responsible for collecting and 

adjusting the RGB video signals and the control signals output by the HDMI 

decoding circuit. This module includes two sub-modules: static 

random-access memory (SRAM) controller module and the data image 

correction module. This system uses two external SRAMs to simultaneously 

conduct read and write operations. When one SRAM performs writing 

operation, the other SRAM conducts reading operation. The image data 

correction module will adjust and correct the image data according to the 

corresponding algorithm. The bit-plane separation module is responsible for 

converting and caching the collected video signals. The bit-plane separation 

module separates the 0-7 units of the RGB values, and writes them into the 

dual-port RAM (Random-Access Memory). The driving controller module is 

responsible for adjusting the luminance according to the brightness algorithm 

and for outputting the video signals of LED display. The driving controller 

module reads the data from dual-port RAM, and converts the data according 

to the timing required by the LED decoding circuit. The processed data is then 

output to LED driving circuit, driving LED display to present the intercepted 

video image.   

The overall architecture of FPGA controller can be seen in Fig. 34. The 

blue line represents the data signal channel and the red line represents the 
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clock signal channel. 
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Figure 34  The architecture of FPGA controller system. 

 

In the data signal channel, the video data source is processed by the 

HDMI decoding circuit, and then sent to the FPGA chip. Normally, the 

resolution of video signals output by HDMI is 1920 × 1200, and all the 1920 

× 1200 pixels will be sent to the FPGA. Since the LED display panel can only 

presents 256 × 192 pixels, the video data needs to be intercepted and then 

stored in the external SRAM.  

Then, the video data of the first frame will be stored in SARM1, and the 

video data of the second frame will be store in SARM2. After the data of the 

first frame is processed, it will be sent to the data correction module and then 
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the SRAM1 is available to receive the third frame. This design can prevent 

the damage caused by the conflict between the cache of the first frame and the 

cache of the second frame. After the data is processed by the data correction 

module based on the corresponding algorithm, it will be sent to the bit-plane 

separation module. Each pixel of the video data consists of 8 bits R, 8 bits G 

and 8 bits B, and it is transmitted in a serial manner. The driving controller 

module will separately operate the bit 0- bit 6 and the bit 7 of the RGB values, 

so the bit-plane separation is necessary. 

The bit-plane separation module simultaneously operates the RGB values, 

and stores them separately. The R value is separated and stored in its 

corresponding area of dual-port RAM, so is the G value and the B value. The 

corresponding area of R, G and B in dual-port RAM consists of 2 parts: one 

part is used to store the bit 0- bit 6, whereas the other part is used to store the 

bit 7. These two parts can conduct read and write operation at the same time. 

To prevent the image damage, the system employs dual-port RAMs. After the 

bit-plane separation module writes the first intercepted frame into the first 

RAM, the driving controller will display the data in the first dual-port RAM. 

The second intercepted frame will be written into the second RAM and then 

displayed. The third intercepted frame will be written into the first dual-port 

RAM.  

Finally, the driving controller module will read the data of the bit 0 - bit 6 

and the bit 7 of dual-port RAM respectively. It then converts the data in the 

bit 0 - bit 6 and outputs the data to the first module, and converts the data in 

the bit 7 and transmits the data to the second module, according to the timing 

requirements of the driving modules. Then the driving modules will convert 

the data into the RGB signals and control signals of the first interface and the 
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data for the second interface, and then transmit them to the LED display. 

Finally, the video images are presented on the LED display. 

 

In the clock signal channel, the original clock signal is provided by the 

crystal oscillator circuit, and it is transmitted to the PLL module in the FPGA. 

Then the PLL module can generate the SYSTEM_CLK clock signals which 

are transmitted to every module of the FPGA and serve as the working clock. 

In addition, for the data acquisition module, the clock which writes the data 

from the data acquisition module to the external SRAM comes from the 

HDMI decoding circuit, whereas the clock which reads the data from the 

SRAM for further processing comes from the SYSTEM_CLK clock. 

 

3.3.2 Simulation results 

 

The timing of each module has been verified via the Modelsim software, 

and it has met the requirements of the LED video display system. In the 

practical hardware system, the video data input to the FPGA controller comes 

from the HDMI decoding circuit. But in the simulation, this transmission 

process has been simplified by the introduction of HDMI timing module: 

dvi_sim. The structure of dvi_sim can been seen in Fig. 35. 

 

Figure 35  Structure of HDMI timing module. 

By providing a system clock signal and a reset signal, the dvi_sim can 
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output control signals (e.g., dclk/de/hsync/ysync/r/g/b signals) that have the 

same timings as the signals output by the HDMI decoding circuit. The video 

data is fixed so that the LED display presents a static picture. Fig. 36 shows 

the timing diagram of signals output by the dvi_sim module.  

 

 
Figure 36  The simulated structure of HDMI interface module. 

Fig. 37 presents the timing diagram of signals written from the bit-plane 

separation module into the dual-port RAM. 

 

Figure 37  Simulated results of bit-plane conversion. 

 

Fig. 38 presents the timing diagram of signals written from the bit-plane 

separation module into the dual-port RAM, after the signals are enlarged.
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Figure 38  Details of simulated results of bit-plane. 

 

Fig. 39 shows the timing diagram of the signals of led_sub_module. The 

driving controller module generates these signals and then the FPGA 

controller outputs them to the LED driving circuit.  

 

Figure 39  Simulated results of interfaces of LED display. 

 

Fig. 40 shows the timing diagram of the signals of led_sub_module, after 

the signals are enlarged. 
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Figure 40  Details of simulated results of interfaces of LED display. 

 

 

Table 4  The controller tools. 

Tools Name 

FPGA Altera Cyclone EP3C120 

Computer Language Verilog HDL 

Software  Quartus II 14.1 

Simulation tool Modelsim 10.2 

 

3.4 Experimental verification 

 

In order to demonstrate the effectiveness of the proposed algorithm, 

energy-saving algorithm based on LED display panel is used. Since the 

full-color image is composed of a mixture of three colors (e.g., red, green and 

blue) and they are emitted from the LED, this experiment has tested these 

three colors. Then, in order to realize energy efficiency of LED display, the 

energy-saving algorithm has been implemented to transmit the HDMI video 

signals to the LED display. The experiment results have proved that the signal 

decoding circuit can output HDMI video signals complying with the 

characteristics of timing sequence. The three basic colors (e.g., red, green, and 

blue) have been displayed properly, and the whole system worked 

appropriately. Moreover, the intercepted area on the original video image can 
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be identified by comparing the video image on the LED display and that on 

the original video image. The large-scale LED video display panel can be 

achieved by using a display panel combined by several small-sized LED 

panels and multiple FPGA controllers.  

 

3.4.1 Experimental results on energy saving methods 

 

An MPWM-based LED display panel system was constructed for 

verifying the proposed energy-saving driver design concept. A three-level 

driving scheme with I1 = 10 mA and I1 = 20 mA was adopted. PWM currents 

at various duty cycles (coded with 8 bits with decimal values varying from 0 

to 255) were applied to an LED display module consisting of 32 × 32 LED 

pixels and the average luminance values were measured using a luxmeter. 

Similar measurements were repeated for the corresponding MPWM currents. 

Fig. 41(a), (b) and (c) shows the measured luminance data plotted for the red, 

green, and blue LED sub-pixels, respectively. It can be seen that the measured 

curves resemble closely the conceptualized curves shown in Fig. 18. As 

intended by design, the maximum luminance gain occurs in the intermediate 

region for all three colors. In general, the MPWM dimming method generates 

a higher luminance under different average current conditions . For the PWM 

method, the linear relationship between average current and luminance has 

constant slopes. For the MPWM method, it contains different piecewise linear 

sections with differentiated slopes. 
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Figure 41  Average luminance of the (a) red, (b) green, and (c) blue LED 

subpixels. 

 

Fig. 45 shows the percentage gain in luminous efficacy (over PWM 

driving) by using the MPWM driving method, with the maximum achievable 

luminous efficacy gain by using DC driving included for reference. The 

curves shown were generated by first measuring the DC dimming curves for 

each color under constant junction temperatures and then calculating the areas 

bounded by the DC, PWM, and MPWM dimming curves and the horizontal 

axis. A maximum luminance gain due to MPWM dimming technique is found 

in the mid-range average current with 25.0%, 26.1%, and 22.2% achieved for 

the red, green and blue LEDs, respectively. The average luminance gain over 

full range average current is 10.5%, 14.1%, and 12.3% for the red, green and 

blue LED, respectively. In general, when the LED display system presents 

video images, the RGB LEDs’ intensities change with the time. Thus, to 

achieve the most significant luminance gain, the time-averaged currents and 

intensities of RGB LEDs are located in the middle region.  

The experiments were performed in a sealed oven at the intended 

junction temperature, as can be seen in Fig. 46. A pulsating DC current at 200 

Hz and 1% duty cycle was used to drive the LEDs to prevent them from 

self-heating so that their junction temperature was kept approximately equal 

to the oven temperature. The peak value of the pulsating DC current was 

varied from 0 to 20 mA and the luminance of the LEDs were measured using 

lux-meter via a light guide inserted into the oven through a small opening. 

The same process was repeated for three junction temperatures. The luminous 

outputs of red, green and blue LED at different current levels have been 

plotted, as can be seen in Fig. 42, Fig. 43 and Fig. 44. 
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Figure 42  The luminance output of red LED. 

 

 

 

Figure 43  The luminance output of green LED. 
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Figure 44  The luminance output of blue LED. 

 

For each junction temperature, the measured luminance was plotted 

against the peak value of the pulsating DC current. The dimming curves 

associated with the MPWM and PWM driving methods were superimposed 

on the graph, and the areas bounded by them and the horizontal axis were 

calculated. Finally, the differences in the bounded areas were computed and 

plotted in Fig. 45. 
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Figure 45  For each of the three colors, dashed lines indicate the maximum 

achievable luminous efficacy gain (by using dc driving) over PWM driving, 

and solid lines with marks indicate the luminous efficacy gain achieved by 

using MPWM driving under various junction temperatures. 

 

 

Figure 46  Setup of experiment for RGB LEDs. 

 

Fig. 47 shows the prototype of LED display panel constructed in our 
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laboratory, which consists of 2 × 3 LED display modules, or 64 × 96 LED 

pixels. The three LED display modules (showing red, green, blue color, 

respectively) belonging to the upper row were driven by PWM current, and 

those belonging to the lower row were driven by MPWM current having the 

same average value as the PWM current. It can be seen (when viewed at some 

distance from screen or color-printed on paper) that for all three colors the 

lower row shows a higher luminosity compared to the upper row. 

 
Figure 47  Prototype of LED display panel consisting of 2 × 3 LED display 

modules or 64 × 96 LED pixels. 

 

 

3.4.2 Verification of LED display system performance 

 

In this section, we verified the performance of the LED video display,  

including the chrominance uniformity, the luminance uniformity, and the 

functionality of the entire display system.  

The chrominance uniformity needs to be measured by a specific 

equipment called photoelectric colorimeter. For LEDs in each primary color 

(red, green or blue), the wavelength of a large number of LEDs will be tested 
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respectively. If the range of the wavelength is wide, the chrominance 

uniformity will be weak. To ensure that each primary color is consistent, we 

select the LEDs whose range of wavelength is below 5 nm to form the LEDs 

of each color (red, green, or blue). 

The luminance uniformity is determined by the timing of the control 

system, the data correction, and the driving circuit. So the system 

functionality of the LED video display can be further verified by testing the 

consistency of the LED luminance. The luminance of each LED was 

measured by the light meter in this study. The LED panel system designed in 

this study has 48 modules, and each module has 1024 LEDs. To ensure the 

luminance uniformity of the entire system, the luminance of an area in each 

module was randomly tested. The luminance value of each LED pixel is 

determined by the pictures with solid color output by the HDMI video source 

unit. The performance of the luminance uniformity with solid colors can be 

seen in Fig. 48. 
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Figure 48  The luminance uniformity test with solid colors. 

 

The luminance difference among each LED can be calculated using the 

following formula:  

 

i ave

difference

ave

100%
L L

L
L


   

（3-4） 

differenceL : the difference between original brightness value and the average 

brightness value 
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iL : the luminance value for each of LED module 

aveL : the average luminance value of all LED modules 

 

n

ave i

i=1

1
L L

n
   

（3-5） 

where aveL is the average of N measured LED modules, N = 48 in this case 

 

The difference between original luminance value and the average 

luminance in standard module has been tested, based on the above equations. 

The testing results of Fig.48 (a), (b), and (c) are illustrated in Fig. 49, 50 and 

51 respectively. The luminance differences between each of the modules for 

the color shown in Fig.48(a) is below 1.3%, as can be see in Fig. 49; the 

luminance differences between each of the modules for the color shown in Fig. 

48(b) is below 0.4%, as can be see in Fig. 50; The luminance differences 

between each of the modules for the color shown in Fig. 48(c) is below 3.8%, 

as can be see in Fig. 51. These results prove the luminance uniformity of the 

designed LED video display system. 
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Figure 49  The luminance differences between each of the modules for the 

color as shown in Fig.45(a). 

 

 

Figure 50  The luminance differences between each of the modules for the 

color as shown in Fig.45(b). 
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Figure 51  The luminance differences between each of the modules for the 

color as shown in Fig.45(c). 

 

    After the hardware and software design assembly, we verified the 

functionality of the entire system. It is found that the energy-saving LED 

video display panel and the HDMI signal decoding circuit work in a proper 

manner. The graphics card used in this study was the smart player. The 

display mode was adjusted to the “same mode on two displays”, and the PC 

monitor serves as the primary display through the frequency divider of the 

HMDI interface. The same video source files were simultaneously transmitted 

to the LCD display and the LED display. Since each LED module has limited 

pixels to display, we selected a particular part of original image to be assigned 

to a particular LED module. So if the video data were changed in the main 

display, the intercepted video data in an area of 256 × 192 could also be 

altered in the LED display. The LED display presents video sources (e.g., the 

house in the video clip) presented the original file with good performance, as 

can be seen in Fig. 52. The luminance of the LED display is higher than that 

of the LCD display. 
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Figure 52  LED video display with good performance 

 

The LED and the LCD video displays presented the video sources 

simultaneously and in real-time manner, as can been seen in Fig. 53. The 

location of the intercepted video images can be seen in the LCD display. The 

intercepted video images (e.g., the flags from various countries) have been 

well displayed on the LED screen. 
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Interceptive Section 
In  Video Images 

 

Figure 53  LCD and LED video display of flags in real-time. 

 

    Finally the setup of the LED video display system and its main 

components can be seen in Fig. 54. And the resolution of the LED video 

display is 256 × 192, and the dot pitch of the LED display is 5 mm × 5 mm. 

The wavelengths of the red, green and blue LEDs are 625 nm, 520 nm, 470 

nm, respectively. If the frequency of the video scan and the frame rotation 

speed of the LED video display are high enough to be indistinguishable by 

human eyes, then the display appears to be constantly illuminated. The 

specifications of the LED video display are lists in table 5. 
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Figure 54  Setup of MPWM based LED video display system. 

 

Table 5  Specification of the full-color LED video display system. 

 

Item Full-color LED display system 

Pixel pitch 5 mm × 5 mm 

Working voltage AC220 V 

Power consumption Average 400 W/sqm 

Pixel configuration Tricolor SMD (1R1G1B) 

Pixel size 4 mm (circle) 

Pixel density 40,000 Pixels/m
2
 

Color spectrum R = 625 nm, G = 520 nm, B = 470 nm 

Refresh frequency 60 frames/second 

Driver mode 1/16 Scanning 

Grade level RGB 256 grade/each 

Viewing angle Horizontally > 160°/ Vertically > 120° 

Driving IC MBI5026 

Change frame frequency 60 Hz 

Input signal DVI/HDMI 

LED module size 256 pixels × 192 pixels (8'' × 6'') 
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3.5 Realization of large-area LED display system 

  

The merits of the MPWM dimming approach have been discussed and 

verified in the previous section and the video images have been presented in 

the LED display panel with good quality. In this section, a discussion on how 

to expand the size of the energy-saving LED display system to realize the 

large-scale LED display system will be discussed.  

Large-scale LED display system has the advantage of seamless 

connectivity, modular maintenance, natural color, even display, wide color 

gamut. In order to achieve large-scale LED display system, more LED display 

modules need to be cascaded together to form large-scale LED display system. 

The image consistency should be guaranteed and the number of control 

signals should be reduced to achieve more convenience. So the control signals, 

excluding the data signals, should be connected together. This design may 

ensure the timing consistency of the large-scale LED display system. At the 

same time, large-scale LED display system has the problem of color distortion 

at low gray level. Green and blue LEDs are made from nitride-based 

semiconductors which suffer more significantly from the efficiency droop 

effect, compared to read LEDs that are made from arsenide- or 

phosphide-based semiconductors. This issue can be alleviated by increasing 

the coordination between the driving IC and the control system of LED 

display. And this issue can be further reduced by adjusting the parameters of 

the control system of the large-scale LED display system.  

 In addition, the modular design of the display module needs to facilitate 

the expansion of LED display rows and columns. Fig. 55 shows a schematic 

diagram of the ranks of the expansion. The OE, CLK, and LTD signals from 

MBI5026 driver and A, B, C, and D signals from 74HC138D Decoder are 
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connected in a parallel way. To extend a line, a DATA signal cable should be 

added. The more the number of display lines, the more DATA signal cables. 

Thus the width of the display is restricted by the controller output pin. 

Extension of columns can be obtained through direct MBI5026 way, with no 

additional signal control lines needed. If the number of columns increases, 

more time is needed to achieve LED status latch. To ensure the refresh 

frequency and gradation levels, a FPGA controller is used to distribute data. 

Multiple FPGA controllers are responsible for controlling the corresponding 

region of LED display, which will be further discussed in Chapter 4.  
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Figure 55  Large-scale LED display system consisting of standard LED 

display panels. 

To fully display the original video source, several LED display panels can 

work together and each of them displays an area of the original video source. 
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Firstly, one of the FPGA controllers can be selected as the primary controller. 

This primary controller will receive the original HDMI video signals, and 

then deliver each part of the original video source to its corresponding FPGA 

controller. The other FPGA controllers will process these video signals and 

send them to the corresponding LED display panels. Then each LED panel 

can display its corresponding video image, and the original video source can 

be fully displayed, as can be seen in Fig. 56.  

Data Acquisition 

Module

Clock Controller 

Module

SRAM1 SRAM2

SRAM Controller 

Module

Video Data Format 

Transform  Module

Bit-Plane Separation 

Module0
Driving Controller 

Module0

Video Data Bit-

Plane Separation 

Transform  Module0

Internal RAM 

Controller Module0

Scan Controller 

Module0

Driving Module0_0

Driving Module0_1

Clock Signals

Data Signals

HDMI_R/G/B

HDMI_DE/VS/HS

HDMI_DCLK

SYS_CLK

Main FPGA

Bit-Plane Separation 

Module1
Driving Controller 

Module1

Video Data Bit-

Plane Separation 

Transform  Module1

Internal RAM 

Controller Module1

Scan Controller 

Module1

Driving Module1_0

Driving Module1_1

Bit-Plane Separation 

Module2
Driving Controller 

Module2

Video Data Bit-

Plane Separation 

Transform  Module2

Internal RAM 

Controller Module2

Scan Controller 

Module2

Driving Module2_0

Driving Module2_1

Bit-Plane Separation 

Module3
Driving Controller 

Module3

Video Data Bit-

Plane Separation 

Transform  Module3

Internal RAM 

Controller Module3

Scan Controller 

Module3

Driving Module3_0

Driving Module3_1

Video Data 

Cropping Module

FPGA for LED Panel1

FPGA for LED Panel0

FPGA for LED Panel2

FPGA for LED Panel3

 



 

103 
 

Figure 56  The software realization of large-scale LED display system. 

 

Based on the above analysis, the large-scale LED video display system 

can be obtained via the hardware and software realization. At the same time, 

since the large-area LED display system contains more LED display panels, a 

larger amount of the power consumption can be saved through the 

energy-saving methods. 

3.6 Summary   

 

In this chapter, the modified LED video display system architecture has 

been firstly proposed, with the detailed information on the modified hardware 

and software. The hardware implementation consists of three components, the 

HDMI decoding circuit, the FPGA controller circuit and the LED display 

driving circuit. For the limitation of the size of LED display panel in the lab, 

part of the video data has been intercepted and displayed in the LED display 

panel. The energy saving dimming method has been applied in the hardware 

assembly of the proposed LED display panel system. In the software 

implementation, the architecture of FPGA controller has been provided in 

regard to the data signal channel and the clock signal channel. There are three 

components in the FPGA controller. The first component is the data 

acquisition module. It is mainly responsible for collecting and adjusting the 

RGB video signals and the control signals output by the HDMI decoding 

circuit. After the signals are transferred to the bit plane separation module, the 

second component of the FPGA controller, they will be converted and cached 

in the internal RAM. Then all the data signals and control signals will be 

output into the driving controller module, the third component of the FPGA 

controller, which is responsible for adjusting the luminance and for outputting 
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the video signals of LED display panel. The HDMI simulation components 

have been added to further verify the timing correction in the software 

implementation, and the simulation result has been given. Finally, the 

experimental results on energy saving methods have been be presented, the 

color uniform has been tested by the light meter, and the LED display system 

performance has been verified. Finally, both the hardware realization and the 

software realization for the large-area LED display system has been proposed. 
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Chapter 4 Conclusion 
 

 

 

 

In this chapter, we first make a conclusion about the thesis and then 

present the contributions of this study. Some possible future work and 

potential research areas for further development will also be presented.  

 

4.1 Contribution of this thesis 

 

In this thesis, the characteristics of VGA, DVI and HDMI video 

resources and the principle of CRT, LCD, and LED video displays have been 

discussed. Compared with traditional video displays, LED video display has 

more advantages in outdoor and large-scale applications. The luminous 

efficiency of LED video display deserves further exploration in order to 

improve the overall efficiency of the system. Conventional dimming methods 

for LED video display, including Analog or direct current (DC) dimming 

method, ON-OFF pulse-width modulation (PWM) dimming method, and 

bi-level PWM (BPWM) dimming method, have been reviewed in detail. The 
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differences in luminous intensity and efficacy between the AM and PWM 

driven LEDs have been analyzed and discussed. It is found that the luminous 

efficacy under AM dimming methods is always higher than that of PWM 

dimming methods. In some cases, the efficacy difference between the two 

conventional dimming methods can be as much as 30%. The advantages and 

disadvantages of some conventional dimming methods (e.g., binary PWM, 

gate PWM, pulse amplitude modulation) have also been discussed from the 

perspective of flexibility of luminous control. 

Then the basics of LED video display, the system architecture, the 

proposed multi-level dimming methods, and the algorithm of the video data 

correction have also been provided. The LED video display system consists 

of data source transmission module, signal processing module, and LED 

display module, and these modules coordinate to display the video image on 

the display panel. The luminous efficacy of LED video display panel can be 

improved by introducing a DC-offset into the conventional PWM dimming 

current. For a three-level driving scheme, the criterion for selecting the 

mid-level current in order to maximize the luminous efficacy gain has been 

derived mathematically. In utilizing the multi-level current driving technique, 

the dimming flexibility of LED can be retained by using duty cycles as a 

control parameter for adjusting the luminous intensity. To solve the 

nonlinearity introduced by MPWM driving method and preserve color quality, 

the average MPWM current has been estimated to produce the same 

luminance as the original PWM current. The algorithm of anti-gamma 

correction has been discussed to correct the video signals used in CRT display 

so that they can also be well employed by the LED display. 

Finally, a FPGA-based LED video display panel system was constructed 

for verifying the proposed energy-saving driver design concept. The design 
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and implementation details of the multi-level current dimming have been 

discussed. In the hardware implementation, the existing LED video display 

configuration can be extended at low cost for the realization of the MPWM 

driving method by the use of multiple LED driver modules and simple video 

signal conversion. In the software implementation, the architecture of FPGA 

controller has been given in regard to the data signal channel and the clock 

signal channel. Then the simulation results of the FPGA controller have been 

provided to verify the timing and the data format. Then the average luminous 

efficacy gain over the conventional PWM-based system was measured for 

verifying the effectiveness of the proposed MPWM-based system. The 

proposed adaptive multi-level current driving technique has been 

implemented and its effectiveness has been successfully demonstrated on 

LED video display panels through experiments. The three colors of RGB 

LED display can be well displayed, and the intercepted video images have 

been presented correctly in the LED screen.  

The first contribution of this thesis is the proposal of the MPWM driving 

method, which can result in a significant energy saving in large-area LED 

display systems. A three-level driving scheme is suggested as a practical 

choice for achieving a compromise between dimming linearity and luminous 

efficacy. It is showed that the luminous efficacy by using the MPWM driving 

method can be enhanced with the maximum achievable luminous efficacy 

gain by using DC driving method. 

The second contribution of this thesis is the design and implementation of 

modified LED video system, namely, the MPWM-based large-area LED 

display system. The advantages of this design and implementation include: 1) 

The data splitter and data correction can be implemented on the FPGA 

without incurring extra cost compared to existing systems; 2) although the 
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number of LED driver modules is doubled in the modified system, the overall 

cost is not doubled, since IC manufacturers can modify their ICs to include 

two or more such modules within the same IC package. 

In general, the size of a full-color large-area LED display panel for 

outdoor application is 100 square meters. The average power consumption for 

this type of LED display is 500 W/sqr. Assume that the LED display is lighted 

for 20 hours per day. The total power consumption of this type of LED 

display is 365,000 kWh in a year. As discussed in the experimental 

verification, the maximum luminance gain for RGB LEDs is at least 22.2 % 

by using the proposed energy-saving MPWM dimming method. Therefore, 

the energy consumption reduced by our proposed LED display is 81,030 kWh 

annually. The cost of one kWh is 0.16 US dollar, and thus the total cost saved 

by the proposed LED display is 12,964 US dollar annually. The saved cost for 

a period of five years is equivalent to the purchasing price of a new LED 

display. 

 

4.2 Suggestions for future work 

  

 The experimental verification of the proposed full-color LED video 

display system was performed on the LED display panels which were actually 

modified from existing commercial products with predesigned architecture. 

For these products, the same supply voltage of 5 V is used to power the LEDs 

and other onboard ICs. Considering that the forward voltage of the red, green, 

and blue LED is 2.0 V, 3.2 V, and 3.2 V, respectively, at the desired forward 

current, the minimum supply voltage required for driving the LEDs while 

maintaining linear operation of the constant-current drivers is about 3.2 + 1 = 

4.2 V. Lowering the supply voltage to (maximum LED forward voltage + 1) V 
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will improve the driver efficiency while maintaining linear operation of the 

constant-current drivers. This gives better driver efficiency if other onboard 

ICs can operate normally under the lowered supply voltage. This option may 

be considered when the system is optimized for commercialization.  

 To further increase the size of the LED display panel, the data 

management algorithms for improving the data processing efficiency of the 

FPGA controller may be studied in order to cope with the increased video 

data volume associated with the expansion of the panel size. In some cases, 

there is a long distance between the center of control system and the LED 

display panel, so the hardware and software implementation of wireless data 

transmission and some related technical issues may be further explored. The 

hardware and software implementation of three-dimensional (3D) viewing 

effect which strengthens the illusion of depth perception can be considered for 

the LED video display panel system. As 3D video sources became 

increasingly successful and popular throughout the recent decade, the 

corresponding design for the 3D video LED display deserves further 

investigation. 
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Appendix A 
 

Details of the module input and output pins are as below in table 6. 

 

Table 6  Description of the input and output of FPGA controller system. 

Number Port Location I/O Description 

1 dvi_de W20 I Output data enable 

2 dvi_vsync AB21 I Vertical Sync signal 

3 dvi_hsync AD22 I Horizontal Sync signal  

4 dvi_dclk AF24 I Clock signal 

5 dvi_r[0] Y18 I Red color signal from HDMI 

6 dvi_r[1] AA18 I Red color signal from HDMI 

7 dvi_r[2] W19 I Red color signal from HDMI 

8 dvi_r[3] Y19 I Red color signal from HDMI 

9 dvi_r[4] Y21 I Red color signal from HDMI 

10 dvi_r[5] Y20 I Red color signal from HDMI 

11 dvi_r[6] W24 I Red color signal from HDMI 

12 dvi_r[7] W23 I Red color signal from HDMI 

13 dvi_g[0] Y23 I Green color signal from HDMI 

14 dvi_g[1] Y22 I Green color signal from HDMI 

15 dvi_g[2] AA20 I Green color signal from HDMI 

16 dvi_g[3] AA19 I Green color signal from HDMI 

17 dvi_g[4] AA17 I Green color signal from HDMI 

18 dvi_g[5] Y17 I Green color signal from HDMI 

19 dvi_g[6] AC20 I Green color signal from HDMI 

20 dvi_g[7] AB20 I Green color signal from HDMI 

21 dvi_b[0] AD21 I Blue color signal from HDMI 

22 dvi_b[1] AE21 I Blue color signal from HDMI 

23 dvi_b[2] AD20 I Blue color signal from HDMI 

24 dvi_b[3] AE20 I Blue color signal from HDMI 

25 dvi_b[4] AC19 I Blue color signal from HDMI 

26 dvi_b[5] AD19 I Blue color signal from HDMI 

27 dvi_b[6] AB18 I Blue color signal from HDMI 

28 dvi_b[7] AC18 I Blue color signal from HDMI 

29 reset A6 I System reset 

30 sys_clk_in AE14 I System clock 

31 r_serial[0] AA24 O Red color signal (channel0) 
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32 g_serial[0] V20 O Green color signal (channel0) 

33 b_serial[0] AC25 O Blue color signal (channel0) 

34 r_serial[1] AC24 O Red color signal (channel0) 

35 g_serial[1] W25 O Green color signal (channel0) 

36 b_serial[1] AB24 O Blue color signal (channel0) 

37 a[0] Y24 O Row selection (channel0) 

38 b[0] AB23 O Row selection (channel0) 

39 c[0] W26 O Row selection (channel0) 

40 d[0] Y26 O Row selection (channel0) 

41 clk[0] Y25 O Clock signal for display (channel0) 

42 latch[0] AA26 O Latch signal for display (channel0) 

43 oe_n[0] AA23 O Enable signal for display (channel0) 

44 a[1] AC22 O Row selection (channel1) 

45 b[1] V22 O Row selection (channel1) 

46 c[1] V21 O Row selection (channel1) 

47 d[1] W22 O Row selection (channel1) 

48 clk[1] AD25 O Clock signal for display (channel1) 

49 latch[1] AB22 O Latch signal for display (channel1) 

50 oe_n[1] W21 O Enable signal for display (channel1) 

51 r_serial_s[0] AB26 O Red color signal (channel1) 

52 g_serial_s[0] AC23 O Green color signal (channel1) 

53 b_serial_s[0] AB25 O Blue color signal (channel1) 

54 r_serial_s[1] AD23 O Red color signal (channel1) 

55 g_serial_s[1] AC26 O Green color signal (channel1) 

56 b_serial_s[1] AD26 O Blue color signal (channel1) 
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Appendix B 
 

 
 

The FPGA codes are listed in this section. 

 
1) Top module FPGA codes 
 

 

 

`include  "../source/define.v" 

 

 

module led 

( 

 dvi_r, 

 dvi_g, 

 dvi_b, 

 dvi_dclk, 

 dvi_de, 

 dvi_vsync, 

 dvi_hsync, 

 

 clk, 

 latch, 

 oe_n, 

 

 a, 

 b, 

 c, 

 d, 

 

 r_serial, 

 g_serial, 

 b_serial, 

 r_serial_s, 

 g_serial_s, 

 b_serial_s, 

 

 clk_s, 

 latch_s, 

 oe_n_s, 

 

 a_s, 

 b_s, 

 c_s, 

 d_s, 

 

 led_disp, 

 

 system_clk_in, 

 reset 

); 

 

 

input [7:0] dvi_r; 

input [7:0] dvi_g; 

input [7:0] dvi_b; 

input   dvi_dclk; 

input   dvi_de; 

input   dvi_vsync; 

input   dvi_hsync; 

 

output [11:0] r_serial; 

output [11:0] g_serial; 

output [11:0] b_serial; 

 

output [11:0] r_serial_s; 

output [11:0] g_serial_s; 

output [11:0] b_serial_s; 

 

output [5:0] clk; 

output [5:0] latch; 

output [5:0] oe_n; 

 

output [5:0] a; 
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output [5:0] b; 

output [5:0] c; 

output [5:0] d; 

 

output [5:0] clk_s; 

output [5:0] latch_s; 

output [5:0] oe_n_s; 

 

output [5:0] a_s; 

output [5:0] b_s; 

output [5:0] c_s; 

output [5:0] d_s; 

 

output [3:0] led_disp; 

 

input   system_clk_in; 

input   reset; 

 

 

wire   reset_n; 

wire   reset_in_n; 

 

reg  [25:0] system_clk_in_cnt; 

wire   system_clk_in_g; 

 

reg  [25:0] system_clk_cnt; 

wire   system_clk; 

wire   sys_clk_locked; 

 

wire [11:0] ram_b0b6_wr_en; 

wire [11:0] ram_b7_wr_en; 

wire [95:0] ram_wr_data; 

wire [10:0] ram_wr_addr; 

 

wire   system_clk_2x; 

 

wire   disp_req; 

wire   disp_ack; 

wire   disp_buff_sel; 

 

wire [255:0] cs_data_module_0; 

reg  [31:0] cnt_vsync;   

 

/*   main              

        */ 

 

`ifdef  __ALTERA__ 

 

assign  reset_in_n  = reset; 

assign  reset_n   = reset & sys_clk_locked; 

 

assign  led_disp[0]  = system_clk_in_cnt[25]; 

assign  led_disp[1]  = system_clk_cnt[25]; 

assign  led_disp[3:2] = cnt_vsync[31:30]; 

 

always @ (posedge system_clk_in or negedge reset_in_n) 

begin 

 if (~reset_in_n) 

  system_clk_in_cnt <= 26'h0; 

 else 

  system_clk_in_cnt <= system_clk_in_cnt + 26'h1; 

end 

 

always @ (posedge system_clk or negedge reset_n) 

begin 

 if (~reset_n) 

  system_clk_cnt  <= 26'h0; 

 else 

  system_clk_cnt  <= system_clk_cnt + 26'h1; 

end 

 

always @ (posedge system_clk_2x or negedge reset_n) 

begin 

 if (~reset_n) 

  cnt_vsync   <= 32'h0; 

 else if (~dvi_vsync) 

  cnt_vsync   <= 32'h0; 

 else 

  cnt_vsync   <= cnt_vsync + 32'h1; 

end 

 

system_pll   system_pll_inst 

( 

  .areset  (~reset_in_n), 

  .inclk0  (system_clk_in), 

  .c0   (system_clk_in_g), 



 

114 
 

  .c1   (system_clk), 

  .c2   (system_clk_2x), 

  .locked  (sys_clk_locked) 

); 

 

`else 

 

assign  reset_in_n = ~reset; 

assign  reset_n  = (~reset) & sys_clk_locked; 

 

assign  led_disp[0] = system_clk_in_cnt[25]; 

assign  led_disp[1] = system_clk_cnt[25]; 

assign  led_disp[2] = system_clk_in_cnt[23]; 

assign  led_disp[3] = system_clk_in_cnt[22]; 

 

always @ (posedge system_clk_in_g or negedge reset_in_n) 

begin 

 if (~reset_in_n) 

  system_clk_in_cnt <= 26'h0; 

 else 

  system_clk_in_cnt <= system_clk_in_cnt + 26'h1; 

end 

 

always @ (posedge system_clk or negedge reset_n) 

begin 

 if (~reset_n) 

  system_clk_cnt  <= 26'h0; 

 else 

  system_clk_cnt  <= system_clk_cnt + 26'h1; 

end 

 

sys_dcm  sys_dcm_inst 

( 

  .CLKIN_IN   (system_clk_in), 

        .RST_IN    (reset), 

        .CLKDV_OUT   (system_clk), 

        .CLKIN_IBUFG_OUT (system_clk_in_g), 

        .CLK0_OUT   (), 

  .CLK2X_OUT   (system_clk_2x), 

        .LOCKED_OUT   (sys_clk_locked) 

); 

 

`endif 

 

///  DVI 

 

`ifdef  __DVI_SIM__ 

 

wire [7:0] dvi_r_sim; 

wire [7:0] dvi_g_sim; 

wire [7:0] dvi_b_sim; 

wire   dvi_dclk_sim; 

wire   dvi_de_sim; 

wire   dvi_vsync_sim; 

wire   dvi_hsync_sim; 

 

dvi_sim dvi_sim_inst 

( 

 .r   (dvi_r_sim), 

 .g   (dvi_g_sim), 

 .b   (dvi_b_sim), 

 .dclk  (dvi_dclk_sim), 

 .de   (dvi_de_sim), 

 .vsync  (dvi_vsync_sim), 

 .hsync  (dvi_hsync_sim), 

 

 .clk  (system_clk), 

 

 .reset_n (reset_n) 

); 

 

`endif 

 

dvi_to_ram  dvi_to_ram_inst 

( 

`ifdef  __DVI_SIM__ 

 .r    (dvi_r_sim), 

 .g    (dvi_g_sim), 

 .b    (dvi_b_sim), 

 .dclk   (dvi_dclk_sim), 

 .de    (dvi_de_sim), 

 .vsync   (dvi_vsync_sim), 

 .hsync   (dvi_hsync_sim), 

`else 

 .r    (dvi_r), 

 .g    (dvi_g), 
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 .b    (dvi_b), 

 .dclk   (dvi_dclk), 

 .de    (dvi_de), 

 .vsync   (dvi_vsync), 

 .hsync   (dvi_hsync), 

`endif 

 

 .ram_b0b6_wr_en (ram_b0b6_wr_en), 

 .ram_b7_wr_en (ram_b7_wr_en), 

 .ram_wr_data (ram_wr_data), 

 .ram_wr_addr (ram_wr_addr), 

 

 .disp_req  (disp_req), 

 .disp_ack  (disp_ack), 

 .disp_buff_sel (disp_buff_sel), 

  

 .reset_n  (reset_n) 

); 

 

///  output module 

 

//assign  a[1] = a[0]; 

//assign  b[1] = b[0]; 

//assign  c[1] = c[0]; 

//assign  d[1] = d[0]; 

 

//assign  clk[1] = clk[0]; 

//assign  latch[1]= latch[0]; 

//assign  oe_n[1] = oe_n[0]; 

 

//assign  b_serial[0] = 0; 

//assign  b_serial[1] = 0; 

//assign  b_serial_s[0] = 0; 

//assign  b_serial_s[1] = 0; 

 

led_sub_module  sub_module_0 

( 

  .r_0    (r_serial[0]), 

  .g_0    (g_serial[0]), 

  .b_0    (b_serial[0]), 

 

  .r_1    (r_serial[1]), 

  .g_1    (g_serial[1]), 

  .b_1    (b_serial[1]), 

 

  .clk    (clk[0]), 

  .latch    (latch[0]), 

  .oe_n    (oe_n[0]), 

 

  .a     (a[0]), 

  .b     (b[0]), 

  .c     (c[0]), 

  .d     (d[0]), 

 

  .r_0_second   (r_serial_s[0]), 

  .g_0_second   (g_serial_s[0]), 

  .b_0_second   (b_serial_s[0]), 

 

  .r_1_second   (r_serial_s[1]), 

  .g_1_second   (g_serial_s[1]), 

  .b_1_second   (b_serial_s[1]), 

 

  .clk_second   (clk_s[0]), 

  .latch_second  (latch_s[0]), 

  .oe_n_second  (oe_n_s[0]), 

 

  .a_second   (a_s[0]), 

  .b_second   (b_s[0]), 

  .c_second   (c_s[0]), 

  .d_second   (d_s[0]), 

 

  .ram_wr_addr  (ram_wr_addr), 

  .ram_wr_data  (ram_wr_data), 

  .ram_b0b6_wr_en_0 (ram_b0b6_wr_en[0]), 

  .ram_b0b6_wr_en_1 (ram_b0b6_wr_en[1]), 

  .ram_b7_wr_en_0  (ram_b7_wr_en[0]), 

  .ram_b7_wr_en_1  (ram_b7_wr_en[1]), 

 

  .disp_req   (disp_req), 

  .disp_ack   (disp_ack), 

  .disp_buff_sel  (disp_buff_sel), 

 

`ifdef  __DVI_SIM__ 

  .dclk    (dvi_dclk_sim), 

`else 

  .dclk    (dvi_dclk), 
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`endif 

 

  .cs_data   (cs_data_module_0), 

 

  .system_clk   (system_clk), 

  .reset_n   (reset_n) 

); 

 

led_sub_module  sub_module_1 

( 

  .r_0    (r_serial[2]), 

  .g_0    (g_serial[2]), 

  .b_0    (b_serial[2]), 

 

  .r_1    (r_serial[3]), 

  .g_1    (g_serial[3]), 

  .b_1    (b_serial[3]), 

 

  .clk    (clk[1]), 

  .latch    (latch[1]), 

  .oe_n    (oe_n[1]), 

 

  .a     (a[1]), 

  .b     (b[1]), 

  .c     (c[1]), 

  .d     (d[1]), 

 

  .r_0_second   (r_serial_s[2]), 

  .g_0_second   (g_serial_s[2]), 

  .b_0_second   (b_serial_s[2]), 

 

  .r_1_second   (r_serial_s[3]), 

  .g_1_second   (g_serial_s[3]), 

  .b_1_second   (b_serial_s[3]), 

 

  .clk_second   (clk_s[1]), 

  .latch_second  (latch_s[1]), 

  .oe_n_second  (oe_n_s[1]), 

 

  .a_second   (a_s[1]), 

  .b_second   (b_s[1]), 

  .c_second   (c_s[1]), 

  .d_second   (d_s[1]), 

 

  .ram_wr_addr  (ram_wr_addr), 

  .ram_wr_data  (ram_wr_data), 

  .ram_b0b6_wr_en_0 (ram_b0b6_wr_en[2]), 

  .ram_b0b6_wr_en_1 (ram_b0b6_wr_en[3]), 

  .ram_b7_wr_en_0  (ram_b7_wr_en[2]), 

  .ram_b7_wr_en_1  (ram_b7_wr_en[3]), 

 

  .disp_req   (disp_req), 

  .disp_ack   (), 

  .disp_buff_sel  (disp_buff_sel), 

 

`ifdef  __DVI_SIM__ 

  .dclk    (dvi_dclk_sim), 

`else 

  .dclk    (dvi_dclk), 

`endif 

 

  .system_clk   (system_clk), 

  .reset_n   (reset_n) 

); 

 

led_sub_module  sub_module_2 

( 

  .r_0    (r_serial[4]), 

  .g_0    (g_serial[4]), 

  .b_0    (b_serial[4]), 

 

  .r_1    (r_serial[5]), 

  .g_1    (g_serial[5]), 

  .b_1    (b_serial[5]), 

 

  .clk    (clk[2]), 

  .latch    (latch[2]), 

  .oe_n    (oe_n[2]), 

 

  .a     (a[2]), 

  .b     (b[2]), 

  .c     (c[2]), 

  .d     (d[2]), 

 

  .r_0_second   (r_serial_s[4]), 

  .g_0_second   (g_serial_s[4]), 
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  .b_0_second   (b_serial_s[4]), 

 

  .r_1_second   (r_serial_s[5]), 

  .g_1_second   (g_serial_s[5]), 

  .b_1_second   (b_serial_s[5]), 

 

  .clk_second   (clk_s[2]), 

  .latch_second  (latch_s[2]), 

  .oe_n_second  (oe_n_s[2]), 

 

  .a_second   (a_s[2]), 

  .b_second   (b_s[2]), 

  .c_second   (c_s[2]), 

  .d_second   (d_s[2]), 

 

  .ram_wr_addr  (ram_wr_addr), 

  .ram_wr_data  (ram_wr_data), 

  .ram_b0b6_wr_en_0 (ram_b0b6_wr_en[4]), 

  .ram_b0b6_wr_en_1 (ram_b0b6_wr_en[5]), 

  .ram_b7_wr_en_0  (ram_b7_wr_en[4]), 

  .ram_b7_wr_en_1  (ram_b7_wr_en[5]), 

 

  .disp_req   (disp_req), 

  .disp_ack   (), 

  .disp_buff_sel  (disp_buff_sel), 

 

`ifdef  __DVI_SIM__ 

  .dclk    (dvi_dclk_sim), 

`else 

  .dclk    (dvi_dclk), 

`endif 

 

  .system_clk   (system_clk), 

  .reset_n   (reset_n) 

); 

 

led_sub_module  sub_module_3 

( 

  .r_0    (r_serial[6]), 

  .g_0    (g_serial[6]), 

  .b_0    (b_serial[6]), 

 

  .r_1    (r_serial[7]), 

  .g_1    (g_serial[7]), 

  .b_1    (b_serial[7]), 

 

  .clk    (clk[3]), 

  .latch    (latch[3]), 

  .oe_n    (oe_n[3]), 

 

  .a     (a[3]), 

  .b     (b[3]), 

  .c     (c[3]), 

  .d     (d[3]), 

 

  .r_0_second   (r_serial_s[6]), 

  .g_0_second   (g_serial_s[6]), 

  .b_0_second   (b_serial_s[6]), 

 

  .r_1_second   (r_serial_s[7]), 

  .g_1_second   (g_serial_s[7]), 

  .b_1_second   (b_serial_s[7]), 

 

  .clk_second   (clk_s[3]), 

  .latch_second  (latch_s[3]), 

  .oe_n_second  (oe_n_s[3]), 

 

  .a_second   (a_s[3]), 

  .b_second   (b_s[3]), 

  .c_second   (c_s[3]), 

  .d_second   (d_s[3]), 

 

  .ram_wr_addr  (ram_wr_addr), 

  .ram_wr_data  (ram_wr_data), 

  .ram_b0b6_wr_en_0 (ram_b0b6_wr_en[6]), 

  .ram_b0b6_wr_en_1 (ram_b0b6_wr_en[7]), 

  .ram_b7_wr_en_0  (ram_b7_wr_en[6]), 

  .ram_b7_wr_en_1  (ram_b7_wr_en[7]), 

 

  .disp_req   (disp_req), 

  .disp_ack   (), 

  .disp_buff_sel  (disp_buff_sel), 

 

`ifdef  __DVI_SIM__ 

  .dclk    (dvi_dclk_sim), 

`else 
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  .dclk    (dvi_dclk), 

`endif 

 

  .system_clk   (system_clk), 

  .reset_n   (reset_n) 

); 

 

led_sub_module  sub_module_4 

( 

  .r_0    (r_serial[8]), 

  .g_0    (g_serial[8]), 

  .b_0    (b_serial[8]), 

 

  .r_1    (r_serial[9]), 

  .g_1    (g_serial[9]), 

  .b_1    (b_serial[9]), 

 

  .clk    (clk[4]), 

  .latch    (latch[4]), 

  .oe_n    (oe_n[4]), 

 

  .a     (a[4]), 

  .b     (b[4]), 

  .c     (c[4]), 

  .d     (d[4]), 

 

  .r_0_second   (r_serial_s[8]), 

  .g_0_second   (g_serial_s[8]), 

  .b_0_second   (b_serial_s[8]), 

 

  .r_1_second   (r_serial_s[9]), 

  .g_1_second   (g_serial_s[9]), 

  .b_1_second   (b_serial_s[9]), 

 

  .clk_second   (clk_s[4]), 

  .latch_second  (latch_s[4]), 

  .oe_n_second  (oe_n_s[4]), 

 

  .a_second   (a_s[4]), 

  .b_second   (b_s[4]), 

  .c_second   (c_s[4]), 

  .d_second   (d_s[4]), 

 

  .ram_wr_addr  (ram_wr_addr), 

  .ram_wr_data  (ram_wr_data), 

  .ram_b0b6_wr_en_0 (ram_b0b6_wr_en[8]), 

  .ram_b0b6_wr_en_1 (ram_b0b6_wr_en[9]), 

  .ram_b7_wr_en_0  (ram_b7_wr_en[8]), 

  .ram_b7_wr_en_1  (ram_b7_wr_en[9]), 

 

  .disp_req   (disp_req), 

  .disp_ack   (), 

  .disp_buff_sel  (disp_buff_sel), 

 

`ifdef  __DVI_SIM__ 

  .dclk    (dvi_dclk_sim), 

`else 

  .dclk    (dvi_dclk), 

`endif 

 

  .system_clk   (system_clk), 

  .reset_n   (reset_n) 

); 

 

led_sub_module  sub_module_5 

( 

  .r_0    (r_serial[10]), 

  .g_0    (g_serial[10]), 

  .b_0    (b_serial[10]), 

 

  .r_1    (r_serial[11]), 

  .g_1    (g_serial[11]), 

  .b_1    (b_serial[11]), 

 

  .clk    (clk[5]), 

  .latch    (latch[5]), 

  .oe_n    (oe_n[5]), 

 

  .a     (a[5]), 

  .b     (b[5]), 

  .c     (c[5]), 

  .d     (d[5]), 

 

  .r_0_second   (r_serial_s[10]), 

  .g_0_second   (g_serial_s[10]), 

  .b_0_second   (b_serial_s[10]), 
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  .r_1_second   (r_serial_s[11]), 

  .g_1_second   (g_serial_s[11]), 

  .b_1_second   (b_serial_s[11]), 

 

  .clk_second   (clk_s[5]), 

  .latch_second  (latch_s[5]), 

  .oe_n_second  (oe_n_s[5]), 

 

  .a_second   (a_s[5]), 

  .b_second   (b_s[5]), 

  .c_second   (c_s[5]), 

  .d_second   (d_s[5]), 

 

  .ram_wr_addr  (ram_wr_addr), 

  .ram_wr_data  (ram_wr_data), 

  .ram_b0b6_wr_en_0 (ram_b0b6_wr_en[10]), 

  .ram_b0b6_wr_en_1 (ram_b0b6_wr_en[11]), 

  .ram_b7_wr_en_0  (ram_b7_wr_en[10]), 

  .ram_b7_wr_en_1  (ram_b7_wr_en[11]), 

 

  .disp_req   (disp_req), 

  .disp_ack   (), 

  .disp_buff_sel  (disp_buff_sel), 

 

`ifdef  __DVI_SIM__ 

  .dclk    (dvi_dclk_sim), 

`else 

  .dclk    (dvi_dclk), 

`endif 

 

  .system_clk   (system_clk), 

  .reset_n   (reset_n) 

); 

 

 

///  logic analysis module 

 

/* 

wire [35:0] chipscope_controlline; 

wire [63:0] chipscope_data; 

 

//assign  chipscope_data = {ram_b0b6_wr_en[0], cs_data_module_0[254:0]}; 

 

assign  chipscope_data =  

{ 

  dvi_b,dvi_g,dvi_r, 

  dvi_hsync, dvi_vsync, dvi_de, dvi_dclk 

}; 

*/ 

/* 

assign  chipscope_data =  

{ 

//  dvi_hsync, dvi_vsync, dvi_de, dvi_dclk 

  ram_wr_data,ram_wr_addr, 

  disp_buff_sel,disp_ack,disp_req, 

  ram_b7_wr_en[1],ram_b7_wr_en[0],ram_b0b6_wr_en[1],ram_b0b6_wr_en[0], 

  dvi_hsync_sim,dvi_vsync_sim,dvi_de_sim,dvi_dclk_sim 

//  dvi_b_sim,dvi_g_sim,dvi_r_sim, 

//  d[0],c[0],b[0],a[0],oe_n[0],latch[0],clk[0],b_serial[0],g_serial[0],r_serial[0] 

}; 

*/ 

/* 

chipscope_ila ila_inst 

( 

  .CLK   (system_clk_2x),  

  .CONTROL  (chipscope_controlline),  

  .TRIG0   (chipscope_data) 

); 

 

chipscope_icon icon_inst 

( 

  .CONTROL0  (chipscope_controlline) 

); 

*/ 

/* 

wire [35:0] chipscope_controlline; 

wire [63:0] chipscope_data; 

 

assign  chipscope_data =  

{ 

  latch_s, clk_r0_c0_s, 

  ram_b0b6_rd_data_1[31:0], 

  r_r0_c0_1_s, g_r0_c0_1_s, b_r0_c0_1_s,  

  ram_b0b6_bitsel_status, ram_b0b6_rd_addr, 

  r_r0_c0_0_s, g_r0_c0_0_s, b_r0_c0_0_s,  
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  a, b, c, d, 

  latch, oe_n, clk_r0_c0, 

  r_r0_c0_1, g_r0_c0_1, b_r0_c0_1, r_r0_c0_0, g_r0_c0_0, b_r0_c0_0 

}; 

 

chipscope_ila ila_inst 

( 

  .CLK   (system_clk),  

  .CONTROL  (chipscope_controlline),  

  .TRIG0   (chipscope_data) 

); 

 

chipscope_icon icon_inst 

( 

  .CONTROL0  (chipscope_controlline) 

); 

*/ 

 

endmodule 

 

 

2) Bit-plane separating module 
 

 

`include  "../source/define.v" 

 

/*   definition             

         */ 

 

module led_out_ptos 

( 

 sdi_r, 

 sdi_g, 

 sdi_b, 

 

 sdi_clk, 

 

 data_r, 

 data_g, 

 data_b, 

 

 data_en, 

 

 system_clk, 

 reset_n 

); 

 

/*   definition             

         */ 

 

output   sdi_r; 

output   sdi_g; 

output   sdi_b; 

 

output   sdi_clk; 

 

input [31:0] data_r; 

input [31:0] data_g; 

input [31:0] data_b; 

 

input   data_en; 

 

input   system_clk; 

input   reset_n; 

 

/*   definition             

         */ 

 

parameter  S_IDLE       = 2'h0, 

   S_OUT   = 2'h1; 

 

/*   definition             

         */ 

 

reg    [1:0]   state_next; 

reg    [1:0]   state_cur; 

 

reg  [31:0] data_r_reg; 

reg  [31:0] data_g_reg; 

reg  [31:0] data_b_reg; 

 

reg  [4:0] bit_cnt; 

 

wire   bit_out_end; 
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wire   st_idle; 

wire   st_out; 

 

reg    st_out_d1; 

 

reg    st_out_d2_neg; 

 

wire   system_clk_inv; 

wire   sdi_clk_en; 

 

reg    sdi_r; 

reg    sdi_g; 

reg    sdi_b; 

 

/*   main              

        */ 

 

///  状态机 

 

assign   st_idle       = state_cur==S_IDLE; 

assign   st_out        = state_cur==S_OUT; 

 

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  state_cur    <= S_IDLE; 

 else 

  state_cur      <= state_next; 

end 

 

always@ (*) 

begin 

 

 state_next       <= state_cur; 

 

 case (state_cur) 

  S_IDLE: 

   if (data_en) 

    state_next    <= S_OUT; 

 

  S_OUT: 

   if (bit_out_end & (~data_en)) 

    state_next    <= S_IDLE; 

 

  default: 

   state_next     <= S_IDLE; 

 endcase 

end 

 

///  data input 

 

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  begin 

   data_r_reg   <= 32'h0; 

   data_g_reg   <= 32'h0; 

   data_b_reg   <= 32'h0; 

  end 

 else if ((data_en & bit_out_end) | st_idle) 

  begin 

   data_r_reg   <= {data_r[15:0], data_r[31:16]}; 

   data_g_reg   <= {data_g[15:0], data_g[31:16]}; 

   data_b_reg   <= {data_b[15:0], data_b[31:16]}; 

  end 

end 

 

///  data output 

 

assign  system_clk_inv  = (~system_clk); 

assign  sdi_clk_en   = st_out_d2_neg & st_out_d1; 

assign  sdi_clk    = sdi_clk_en & system_clk_inv; 

 

assign  bit_out_end   = bit_cnt==5'h1f; 

 

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  st_out_d1    <= 1'b0; 

 else 

  st_out_d1      <= st_out; 

end 

 

always@ (negedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 
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  st_out_d2_neg   <= 1'b0; 

 else 

  st_out_d2_neg     <= st_out_d1; 

end 

 

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  bit_cnt     <= 5'h0; 

 else if (st_idle) 

  bit_cnt     <= 5'h0; 

 else 

  bit_cnt       <= bit_cnt + 5'h1; 

end 

 

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  begin 

   sdi_r    <= 1'b0; 

   sdi_g    <= 1'b0; 

   sdi_b    <= 1'b0; 

  end 

 else if (st_idle) 

  begin 

   sdi_r    <= 1'b0; 

   sdi_g    <= 1'b0; 

   sdi_b    <= 1'b0; 

  end 

 else 

  case (bit_cnt) 

   5'd0  : begin 

      sdi_r <= data_r_reg[0]; 

      sdi_g <= data_g_reg[0]; 

      sdi_b <= data_b_reg[0]; 

     end 

   5'd1  : begin 

      sdi_r <= data_r_reg[1]; 

      sdi_g <= data_g_reg[1]; 

      sdi_b <= data_b_reg[1]; 

     end 

   5'd2  : begin 

      sdi_r <= data_r_reg[2]; 

      sdi_g <= data_g_reg[2]; 

      sdi_b <= data_b_reg[2]; 

     end 

   5'd3  : begin 

      sdi_r <= data_r_reg[3]; 

      sdi_g <= data_g_reg[3]; 

      sdi_b <= data_b_reg[3]; 

     end 

   5'd4  : begin 

      sdi_r <= data_r_reg[4]; 

      sdi_g <= data_g_reg[4]; 

      sdi_b <= data_b_reg[4]; 

     end 

   5'd5  : begin 

      sdi_r <= data_r_reg[5]; 

      sdi_g <= data_g_reg[5]; 

      sdi_b <= data_b_reg[5]; 

     end 

   5'd6  : begin 

      sdi_r <= data_r_reg[6]; 

      sdi_g <= data_g_reg[6]; 

      sdi_b <= data_b_reg[6]; 

     end 

   5'd7  : begin 

      sdi_r <= data_r_reg[7]; 

      sdi_g <= data_g_reg[7]; 

      sdi_b <= data_b_reg[7]; 

     end 

   5'd8  : begin 

      sdi_r <= data_r_reg[8]; 

      sdi_g <= data_g_reg[8]; 

      sdi_b <= data_b_reg[8]; 

     end 

   5'd9  : begin 

      sdi_r <= data_r_reg[9]; 

      sdi_g <= data_g_reg[9]; 

      sdi_b <= data_b_reg[9]; 

     end 

   5'd10 : begin 

      sdi_r <= data_r_reg[10]; 

      sdi_g <= data_g_reg[10]; 

      sdi_b <= data_b_reg[10]; 

     end 



 

123 
 

   5'd11 : begin 

      sdi_r <= data_r_reg[11]; 

      sdi_g <= data_g_reg[11]; 

      sdi_b <= data_b_reg[11]; 

     end 

   5'd12 : begin 

      sdi_r <= data_r_reg[12]; 

      sdi_g <= data_g_reg[12]; 

      sdi_b <= data_b_reg[12]; 

     end 

   5'd13 : begin 

      sdi_r <= data_r_reg[13]; 

      sdi_g <= data_g_reg[13]; 

      sdi_b <= data_b_reg[13]; 

     end 

   5'd14  : begin 

      sdi_r <= data_r_reg[14]; 

      sdi_g <= data_g_reg[14]; 

      sdi_b <= data_b_reg[14]; 

     end 

   5'd15  : begin 

      sdi_r <= data_r_reg[15]; 

      sdi_g <= data_g_reg[15]; 

      sdi_b <= data_b_reg[15]; 

     end 

   5'd16 : begin 

      sdi_r <= data_r_reg[16]; 

      sdi_g <= data_g_reg[16]; 

      sdi_b <= data_b_reg[16]; 

     end 

   5'd17 : begin 

      sdi_r <= data_r_reg[17]; 

      sdi_g <= data_g_reg[17]; 

      sdi_b <= data_b_reg[17]; 

     end 

   5'd18 : begin 

      sdi_r <= data_r_reg[18]; 

      sdi_g <= data_g_reg[18]; 

      sdi_b <= data_b_reg[18]; 

     end 

   5'd19 : begin 

      sdi_r <= data_r_reg[19]; 

      sdi_g <= data_g_reg[19]; 

      sdi_b <= data_b_reg[19]; 

     end 

   5'd20 : begin 

      sdi_r <= data_r_reg[20]; 

      sdi_g <= data_g_reg[20]; 

      sdi_b <= data_b_reg[20]; 

     end 

   5'd21 : begin 

      sdi_r <= data_r_reg[21]; 

      sdi_g <= data_g_reg[21]; 

      sdi_b <= data_b_reg[21]; 

     end 

   5'd22 : begin 

      sdi_r <= data_r_reg[22]; 

      sdi_g <= data_g_reg[22]; 

      sdi_b <= data_b_reg[22]; 

     end 

   5'd23 : begin 

      sdi_r <= data_r_reg[23]; 

      sdi_g <= data_g_reg[23]; 

      sdi_b <= data_b_reg[23]; 

     end 

   5'd24 : begin 

      sdi_r <= data_r_reg[24]; 

      sdi_g <= data_g_reg[24]; 

      sdi_b <= data_b_reg[24]; 

     end 

   5'd25 : begin 

      sdi_r <= data_r_reg[25]; 

      sdi_g <= data_g_reg[25]; 

      sdi_b <= data_b_reg[25]; 

     end 

   5'd26 : begin 

      sdi_r <= data_r_reg[26]; 

      sdi_g <= data_g_reg[26]; 

      sdi_b <= data_b_reg[26]; 

     end 

   5'd27 : begin 

      sdi_r <= data_r_reg[27]; 

      sdi_g <= data_g_reg[27]; 

      sdi_b <= data_b_reg[27]; 

     end 

   5'd28 : begin 
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      sdi_r <= data_r_reg[28]; 

      sdi_g <= data_g_reg[28]; 

      sdi_b <= data_b_reg[28]; 

     end 

   5'd29 : begin 

      sdi_r <= data_r_reg[29]; 

      sdi_g <= data_g_reg[29]; 

      sdi_b <= data_b_reg[29]; 

     end 

   5'd30 : begin 

      sdi_r <= data_r_reg[30]; 

      sdi_g <= data_g_reg[30]; 

      sdi_b <= data_b_reg[30]; 

     end 

   5'd31 : begin 

      sdi_r <= data_r_reg[31]; 

      sdi_g <= data_g_reg[31]; 

      sdi_b <= data_b_reg[31]; 

     end 

  endcase 

end 

 

endmodule 

 

 

3) Scan controller module 
 

/*   definition             

         */ 

 

`include  "../source/define.v" 

 

module led_out_ctrl 

( 

 a, 

    b, 

    c, 

    d, 

 

    latch, 

    oe_n, 

 

 ram_rd_addr, 

 

 ram_b0b6_rd_data_0, 

 ram_b0b6_rd_data_1, 

 ram_b7_rd_data_0, 

 ram_b7_rd_data_1, 

 

 disp_req, 

 disp_ack, 

 disp_buff_sel, 

 

 data_r_0, 

 data_g_0, 

 data_b_0, 

 

 data_r_1, 

 data_g_1, 

 data_b_1, 

 

 data_en, 

  

 data_r_second_0, 

 data_g_second_0, 

 data_b_second_0, 

 

 data_r_second_1, 

 data_g_second_1, 

 data_b_second_1, 

 

 data_en_second, 

 

 system_clk, 

 reset_n 

); 

 

/*   definition             

         */ 

 

output   a; 

output   b; 

output   c; 

output   d; 
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output   latch; 

output   oe_n; 

 

output [10:0] ram_rd_addr; 

 

input [95:0] ram_b0b6_rd_data_0; 

input [95:0] ram_b0b6_rd_data_1; 

input [95:0] ram_b7_rd_data_0; 

input [95:0] ram_b7_rd_data_1; 

 

input   disp_req; 

output   disp_ack; 

input   disp_buff_sel; 

 

output [31:0] data_r_0; 

output [31:0] data_g_0; 

output [31:0] data_b_0; 

output [31:0] data_r_1; 

output [31:0] data_g_1; 

output [31:0] data_b_1; 

output   data_en; 

 

output [31:0] data_r_second_0; 

output [31:0] data_g_second_0; 

output [31:0] data_b_second_0; 

output [31:0] data_r_second_1; 

output [31:0] data_g_second_1; 

output [31:0] data_b_second_1; 

output   data_en_second; 

 

input   system_clk; 

input   reset_n; 

 

/*   definition             

         */ 

 

parameter  S_IDLE         = 3'h0, 

   S_BIT0_ROW0_DATA_OUT = 3'h1, 

   S_BIT0_ROW0_WAIT  = 3'h2, 

   S_ROW_DATA_LATCH  = 3'h3, 

   S_NEXT_ROW_DATA_OUT  = 3'h4, 

   S_FRAME_TIME_WAIT  = 3'h5, 

   S_ACK     = 3'h6, 

   S_ROW_TIME_WAIT   = 3'h7; 

 

`ifdef  __OUT_SLOW__ 

 

parameter TICK_CNT_MAX   = 24'hffff; 

`ifdef __OE_TIME_CTRL__ 

parameter OE_TIME_CNT_MIN   = 24'h10; 

parameter OE_TIME_CNT_MAX   = 24'h11; 

`endif 

 

`else 

 

//parameter TICK_CNT_MAX   = 9'd320; 

parameter TICK_CNT_MAX   = 9'd270; 

`ifdef __OE_TIME_CTRL__ 

parameter OE_TIME_CNT_MIN   = 9'd10; 

parameter OE_TIME_CNT_MAX   = 9'd11; 

`endif 

 

`endif 

 

//parameter FRAME_TICK_CNT_MAX  = 20'd332232; 

parameter FRAME_TICK_CNT_MAX  = 20'd664464; 

//此参数为每行的模块数目-1 

parameter SUB_MODULE_NUM   = 3'd7; 

 

/*   definition             

         */ 

 

reg  [3:0] row_cnt;    // 

reg  [4:0] serial_out_bit_cnt;  //  

reg  [2:0] serial_out_word_cnt; //  

reg  [3:0] serial_out_row_cnt;  //  

reg  [2:0] serial_out_b0b6_cnt; //  

 

wire   is_one_word_out_end; //  

wire   is_one_row_out_end;  //  

wire   is_one_scr_out_end;  //  

wire   is_data_out_going;  //  

 

 

reg  [2:0] b0b6_cnt;    //  

wire   is_b0b6_1bit_disp_end; //  
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`ifdef  __OUT_SLOW__ 

reg  [23:0] tick_cnt;    //  

`else 

reg  [8:0] tick_cnt;    //  

`endif 

 

wire   is_frame_time_end; 

reg  [19:0] frame_tick_cnt; 

 

reg  [5:0] piece_cnt;    //  

reg  [5:0] row_time_piece_max;  //  

 

wire   is_one_piece_end;  //  

wire   is_piece_cnt_max;  //  

wire   is_row_time_end;  //  

wire   is_one_frame_end;  //  

 

reg    disp_buff_sel_reg; 

reg    disp_req_reg; 

 

reg  [2:0] bit0_row0_wait_cnt; 

wire   is_bit0_row0_wait_end; 

 

reg    is_data_out_going_d1; 

reg    st_row_data_latch_d1; 

 

wire   st_idle;    // state machine 

wire   st_bit0_row0_data_out; 

wire   st_bit0_row0_wait; 

wire   st_row_data_latch; 

wire   st_next_row_data_out; 

wire   st_frame_time_wait; 

wire   st_ack; 

 

reg    [2:0]   state_next; 

reg    [2:0]   state_cur; 

 

/*   main              

        */ 

 

assign  disp_ack   = st_ack; 

 

///   

 

assign  a     = row_cnt[0]; 

assign  b     = row_cnt[1]; 

assign  c     = row_cnt[2]; 

assign  d     = ~row_cnt[3]; 

 

`ifdef __OE_TIME_CTRL__ 

 

`ifdef __FRAME_TIME_CTRL__ 

assign  oe_n    = st_idle | st_bit0_row0_data_out | st_bit0_row0_wait | st_frame_time_wait | 

          (tick_cnt<OE_TIME_CNT_MIN) | (tick_cnt>OE_TIME_CNT_MAX); 

`else 

assign  oe_n    = st_idle | st_bit0_row0_data_out | st_bit0_row0_wait |  

          (tick_cnt<OE_TIME_CNT_MIN) | (tick_cnt>OE_TIME_CNT_MAX); 

`endif 

 

`else 

 

`ifdef __FRAME_TIME_CTRL__ 

assign  oe_n    = st_idle | st_bit0_row0_data_out | st_bit0_row0_wait | st_frame_time_wait; 

`else 

assign  oe_n    = st_idle | st_bit0_row0_data_out | st_bit0_row0_wait; 

`endif 

 

`endif 

 

assign  latch    = st_row_data_latch | st_row_data_latch_d1; 

 

///   

 

assign  data_en    = is_data_out_going_d1; 

assign  data_r_0   = ram_b0b6_rd_data_0[31:0]; 

assign  data_g_0   = ram_b0b6_rd_data_0[63:32]; 

assign  data_b_0   = ram_b0b6_rd_data_0[95:64]; 

assign  data_r_1   = ram_b0b6_rd_data_1[31:0]; 

assign  data_g_1   = ram_b0b6_rd_data_1[63:32]; 

assign  data_b_1   = ram_b0b6_rd_data_1[95:64]; 

 

assign  data_en_second  = is_data_out_going_d1; 

assign  data_r_second_0  = ram_b7_rd_data_0[31:0]; 

assign  data_g_second_0  = ram_b7_rd_data_0[63:32]; 

assign  data_b_second_0  = ram_b7_rd_data_0[95:64]; 
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assign  data_r_second_1  = ram_b7_rd_data_1[31:0]; 

assign  data_g_second_1  = ram_b7_rd_data_1[63:32]; 

assign  data_b_second_1  = ram_b7_rd_data_1[95:64]; 

 

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  begin 

   is_data_out_going_d1 <= 1'b0; 

   st_row_data_latch_d1 <= 1'b0; 

 

   disp_buff_sel_reg  <= 1'b0; 

   disp_req_reg   <= 1'b0; 

  end 

 else 

  begin 

   is_data_out_going_d1 <= is_data_out_going; 

   st_row_data_latch_d1 <= st_row_data_latch; 

 

   disp_buff_sel_reg  <= disp_buff_sel; 

   disp_req_reg   <= disp_req; 

  end 

end 

 

///  RAM 接口输出 

 

assign  ram_rd_addr   = {disp_buff_sel_reg, serial_out_b0b6_cnt, serial_out_row_cnt, serial_out_word_cnt}; 

 

///  RAM 接口处理 

 

//  

assign  is_data_out_going = st_bit0_row0_data_out | st_next_row_data_out; 

//  

assign  is_one_word_out_end = serial_out_bit_cnt==5'h1f; 

//  

assign  is_one_row_out_end = (serial_out_word_cnt==SUB_MODULE_NUM) & is_one_word_out_end; 

//  

assign  is_one_scr_out_end = (serial_out_row_cnt==4'hf) & is_one_row_out_end; 

 

//  

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  serial_out_bit_cnt  <= 5'h0; 

 else if (is_data_out_going) 

  serial_out_bit_cnt  <= serial_out_bit_cnt + 5'h1; 

 else 

  serial_out_bit_cnt  <= 5'h0; 

end 

 

//  

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  serial_out_word_cnt  <= 3'h0; 

 else if (is_data_out_going) 

  begin  

   if (is_one_word_out_end) 

    serial_out_word_cnt <= serial_out_word_cnt + 3'h1; 

  end 

 else 

  serial_out_word_cnt  <= 3'h0; 

end 

 

//  

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  serial_out_row_cnt  <= 4'h0; 

 else if (st_idle) 

  serial_out_row_cnt  <= 4'h0; 

 else if (is_one_row_out_end) 

  serial_out_row_cnt  <= serial_out_row_cnt + 4'h1; 

end 

 

//  

//  

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  serial_out_b0b6_cnt   <= 3'h0; 

 else if (st_idle) 

  serial_out_b0b6_cnt   <= 3'h0; 

 else if (is_one_scr_out_end) 

  begin 

   if (serial_out_b0b6_cnt==3'h6) 
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    serial_out_b0b6_cnt <= 3'h0; 

   else 

    serial_out_b0b6_cnt <= serial_out_b0b6_cnt + 3'h1; 

  end 

end 

 

///   

 

//  

assign  is_b0b6_1bit_disp_end = (row_cnt==4'hf) & st_row_data_latch; 

 

//  

//  

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  row_cnt     <= 4'hf; 

 else if (st_idle) 

  row_cnt     <= 4'hf; 

 else if (st_row_data_latch) 

  row_cnt        <= row_cnt + 4'h1; 

end 

 

//  

//  

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  b0b6_cnt    <= 3'h6; 

 else if (st_idle) 

  b0b6_cnt    <= 3'h6; 

 else if (is_b0b6_1bit_disp_end) 

  begin 

   if (b0b6_cnt==3'h6) 

    b0b6_cnt  <= 3'h0; 

   else 

    b0b6_cnt  <= b0b6_cnt + 3'h1; 

  end 

end 

 

///   

 

//  

assign  is_one_piece_end = tick_cnt==TICK_CNT_MAX; 

//  

assign  is_piece_cnt_max = piece_cnt==row_time_piece_max; 

//  

assign  is_row_time_end  = is_piece_cnt_max & is_one_piece_end; 

//  

assign  is_one_frame_end = (b0b6_cnt==3'h6) & (row_cnt==4'hf) & is_row_time_end; 

 

//  

always@ (*) 

begin 

 case (b0b6_cnt) 

  3'h1  : row_time_piece_max <= (6'd2  - 6'd1); 

  3'h2  : row_time_piece_max <= (6'd4  - 6'd1); 

  3'h3  : row_time_piece_max <= (6'd8  - 6'd1); 

  3'h4  : row_time_piece_max <= (6'd16 - 6'd1); 

  3'h5  : row_time_piece_max <= (6'd32 - 6'd1); 

  3'h6  : row_time_piece_max <= (6'd63); 

  default : row_time_piece_max <= (6'd1  - 6'd1); 

 endcase 

end 

 

`ifdef  __OUT_SLOW__ 

 

//  

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  tick_cnt    <= 24'h0; 

 else if (st_idle | st_bit0_row0_data_out | st_bit0_row0_wait) 

  tick_cnt    <= 24'h0; 

 else if (is_one_piece_end) 

  tick_cnt    <= 24'h0; 

 else 

  tick_cnt    <= tick_cnt + 24'h1; 

end 

 

`else 

 

//  

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 
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  tick_cnt    <= 9'h0; 

 else if (st_idle | st_bit0_row0_data_out | st_bit0_row0_wait) 

  tick_cnt    <= 9'h0; 

 else if (is_one_piece_end) 

  tick_cnt    <= 9'h0; 

 else 

  tick_cnt    <= tick_cnt + 9'h1; 

end 

 

`endif 

 

//  

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  piece_cnt    <= 6'h0; 

 else if (st_idle | st_bit0_row0_data_out | st_bit0_row0_wait) 

  piece_cnt    <= 6'h0; 

 else if (is_one_piece_end) 

  begin 

   if (is_piece_cnt_max) 

    piece_cnt  <= 6'h0; 

   else     

    piece_cnt  <= piece_cnt + 6'h1; 

  end 

end 

 

///   

 

assign  is_frame_time_end = frame_tick_cnt==FRAME_TICK_CNT_MAX; 

 

//  

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  frame_tick_cnt   <= 20'h0; 

 else if (st_idle | st_bit0_row0_data_out | st_bit0_row0_wait) 

  frame_tick_cnt   <= 20'h0; 

 else if (is_frame_time_end) 

  frame_tick_cnt   <= 20'h0; 

 else 

  frame_tick_cnt   <= frame_tick_cnt + 20'h1; 

end 

 

///   

 

assign   is_bit0_row0_wait_end = bit0_row0_wait_cnt==3'h7; 

 

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  bit0_row0_wait_cnt  <= 3'h0; 

 else if (st_bit0_row0_wait) 

  bit0_row0_wait_cnt  <= bit0_row0_wait_cnt + 3'h1; 

 else 

  bit0_row0_wait_cnt  <= 3'h0; 

end 

 

///  state machine 

 

assign   st_idle        = state_cur==S_IDLE; 

assign  st_bit0_row0_data_out = state_cur==S_BIT0_ROW0_DATA_OUT; 

assign  st_bit0_row0_wait  = state_cur==S_BIT0_ROW0_WAIT; 

assign  st_row_data_latch  = state_cur==S_ROW_DATA_LATCH; 

assign  st_next_row_data_out = state_cur==S_NEXT_ROW_DATA_OUT; 

assign  st_frame_time_wait  = state_cur==S_FRAME_TIME_WAIT; 

assign   st_ack        = state_cur==S_ACK; 

 

always@ (posedge system_clk or negedge reset_n) 

begin  

 if (~reset_n) 

  state_cur    <= S_IDLE; 

 else 

  state_cur      <= state_next; 

end 

 

`ifndef   __DATA_STATIC__ 

 

always@ (*) 

begin 

 

 state_next       = state_cur; 

 

 case (state_cur) 

  S_IDLE: 

   if (disp_req_reg) 
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    state_next    = S_ACK; 

 

  S_ACK: 

   if (~disp_req_reg) 

    state_next    = S_BIT0_ROW0_DATA_OUT; 

 

  S_BIT0_ROW0_DATA_OUT: 

   if (is_one_row_out_end) 

    state_next    = S_BIT0_ROW0_WAIT; 

 

  S_BIT0_ROW0_WAIT: 

   if (is_bit0_row0_wait_end) 

    state_next    = S_ROW_DATA_LATCH; 

 

  S_ROW_DATA_LATCH: 

   state_next     = S_NEXT_ROW_DATA_OUT; 

 

  S_NEXT_ROW_DATA_OUT: 

   if (is_one_row_out_end) 

    state_next    = S_ROW_TIME_WAIT; 

 

  S_ROW_TIME_WAIT: 

   if (is_row_time_end) 

    begin 

     if (is_one_frame_end) 

      state_next   = S_IDLE; 

     else 

      state_next   = S_ROW_DATA_LATCH; 

    end 

 

  default: 

   state_next     = S_IDLE; 

 endcase 

end 

 

`else 

 

always@ (*) 

begin 

 

 state_next       = state_cur; 

 

 case (state_cur) 

  S_IDLE: 

   state_next     = S_BIT0_ROW0_DATA_OUT; 

 

  S_BIT0_ROW0_DATA_OUT: 

   if (is_one_row_out_end) 

    state_next    = S_BIT0_ROW0_WAIT; 

 

  S_BIT0_ROW0_WAIT: 

   if (is_bit0_row0_wait_end) 

    state_next    = S_ROW_DATA_LATCH; 

 

  S_ROW_DATA_LATCH: 

   state_next     = S_NEXT_ROW_DATA_OUT; 

 

  S_NEXT_ROW_DATA_OUT: 

   if (is_one_row_out_end) 

    state_next    = S_ROW_TIME_WAIT; 

 

  S_ROW_TIME_WAIT: 

   if (is_row_time_end) 

    begin 

     if (is_one_frame_end) 

`ifdef __FRAME_TIME_CTRL__ 

      state_next   = S_FRAME_TIME_WAIT; 

`else 

      state_next   = S_IDLE; 

`endif 

     else 

      state_next   = S_ROW_DATA_LATCH; 

    end 

 

  S_FRAME_TIME_WAIT: 

   if (is_frame_time_end) 

    state_next   = S_IDLE; 

 

  default: 

   state_next     = S_IDLE; 

 endcase 

end 

 

`endif 

 

Endmodule 
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4) Driving modules 
 

led_sub_module 

`include  "../source/define.v" 

 

/*   definition             

         */ 

 

module led_sub_module 

( 

 r_0, 

 g_0, 

 b_0, 

 

 r_1, 

 g_1, 

 b_1, 

 

 clk, 

 latch, 

 oe_n, 

 

 a, 

 b, 

 c, 

 d, 

 

 r_0_second, 

 g_0_second, 

 b_0_second, 

 

 r_1_second, 

 g_1_second, 

 b_1_second, 

 

 clk_second, 

 latch_second, 

 oe_n_second, 

 

 a_second, 

 b_second, 

 c_second, 

 d_second, 

 

 ram_wr_addr, 

 ram_wr_data, 

 ram_b0b6_wr_en_0, 

 ram_b0b6_wr_en_1, 

 ram_b7_wr_en_0, 

 ram_b7_wr_en_1, 

 

 disp_req, 

 disp_ack, 

 disp_buff_sel, 

 

 dclk, 

 

 cs_data, 

 

 system_clk, 

 reset_n 

); 

 

/*   definition             

         */ 

 

output   r_0; 

output   g_0; 

output   b_0; 

 

output   r_1; 

output   g_1; 

output   b_1; 

 

output   clk; 

output   latch; 

output   oe_n; 

 

output   a; 

output   b; 

output   c; 

output   d; 



 

132 
 

 

output   r_0_second; 

output   g_0_second; 

output   b_0_second; 

 

output   r_1_second; 

output   g_1_second; 

output   b_1_second; 

 

output   clk_second; 

output   latch_second; 

output   oe_n_second; 

 

output   a_second; 

output   b_second; 

output   c_second; 

output   d_second; 

 

input [10:0] ram_wr_addr; 

input [95:0] ram_wr_data; 

input   ram_b0b6_wr_en_0; 

input   ram_b0b6_wr_en_1; 

input   ram_b7_wr_en_0; 

input   ram_b7_wr_en_1; 

 

input   disp_req; 

output   disp_ack; 

input   disp_buff_sel; 

 

input   dclk; 

 

output [255:0] cs_data; 

 

input   system_clk; 

input   reset_n; 

 

/*   definition             

         */ 

 

wire [31:0] data_r_0; 

wire [31:0] data_g_0; 

wire [31:0] data_b_0; 

wire [31:0] data_r_1; 

wire [31:0] data_g_1; 

wire [31:0] data_b_1; 

wire   data_en; 

 

wire [31:0] data_r_second_0; 

wire [31:0] data_g_second_0; 

wire [31:0] data_b_second_0; 

wire [31:0] data_r_second_1; 

wire [31:0] data_g_second_1; 

wire [31:0] data_b_second_1; 

wire   data_en_second; 

 

wire [10:0] ram_rd_addr; 

 

wire [95:0] ram_b0b6_rd_data_0; 

wire [95:0] ram_b0b6_rd_data_1; 

wire [95:0] ram_b7_rd_data_0; 

wire [95:0] ram_b7_rd_data_1; 

 

/*   main              

        */ 

 

assign   a_second  = a; 

assign   b_second  = b; 

assign   c_second  = c; 

assign   d_second  = d; 

 

assign   clk_second  = clk; 

assign   latch_second = latch; 

assign   oe_n_second  = oe_n; 

 

assign   cs_data   =  

{ 

 ram_b0b6_rd_data_0, 

 ram_rd_addr, 

 ram_wr_data, 

 ram_wr_addr, 

 8'h0, 

 ram_b0b6_wr_en_0, 

 data_en 

}; 

 

led_out_ctrl led_out_ctrl_inst 
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( 

 .a       (a), 

    .b       (b), 

    .c       (c), 

    .d       (d), 

 

    .latch      (latch), 

    .oe_n      (oe_n), 

 

 .ram_rd_addr    (ram_rd_addr), 

 .ram_b0b6_rd_data_0   (ram_b0b6_rd_data_0), 

 .ram_b0b6_rd_data_1   (ram_b0b6_rd_data_1), 

 .ram_b7_rd_data_0   (ram_b7_rd_data_0), 

 .ram_b7_rd_data_1   (ram_b7_rd_data_1), 

 

 .disp_req     (disp_req), 

 .disp_ack     (disp_ack), 

 .disp_buff_sel    (disp_buff_sel), 

 

 .data_r_0     (data_r_0), 

 .data_g_0     (data_g_0), 

 .data_b_0     (data_b_0), 

 .data_r_1     (data_r_1), 

 .data_g_1     (data_g_1), 

 .data_b_1     (data_b_1), 

 

 .data_en     (data_en), 

  

 .data_r_second_0   (data_r_second_0), 

 .data_g_second_0   (data_g_second_0), 

 .data_b_second_0   (data_b_second_0), 

 .data_r_second_1   (data_r_second_1), 

 .data_g_second_1   (data_g_second_1), 

 .data_b_second_1   (data_b_second_1), 

 

 .data_en_second    (data_en_second), 

 

 .system_clk     (system_clk), 

 .reset_n     (reset_n) 

); 

 

led_out_ptos led_out_ptos_0 

( 

 .sdi_r    (r_0), 

 .sdi_g    (g_0), 

 .sdi_b    (b_0), 

 

 .sdi_clk   (clk), 

 

 .data_r    (data_r_0), 

 .data_g    (data_g_0), 

 .data_b    (data_b_0), 

 

 .data_en   (data_en), 

 

 .system_clk   (system_clk), 

 .reset_n   (reset_n) 

); 

 

led_out_ptos led_out_ptos_1 

( 

 .sdi_r    (r_1), 

 .sdi_g    (g_1), 

 .sdi_b    (b_1), 

 

 .sdi_clk   (), 

 

 .data_r    (data_r_1), 

 .data_g    (data_g_1), 

 .data_b    (data_b_1), 

 

 .data_en   (data_en), 

 

 .system_clk   (system_clk), 

 .reset_n   (reset_n) 

); 

 

`ifdef  __ONLY_ONE_CHANNEL__ 

 

assign  r_0_second = r_0; 

assign  g_0_second = g_0; 

assign  b_0_second = b_0; 

 

//assign  r_0_second = 1'b1; 

//assign  g_0_second = 1'b1; 

//assign  b_0_second = 1'b1; 
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assign  r_1_second = r_1; 

assign  g_1_second = g_1; 

assign  b_1_second = b_1; 

 

`else 

 

led_out_ptos led_out_ptos_second_0 

( 

 .sdi_r    (r_0_second), 

 .sdi_g    (g_0_second), 

 .sdi_b    (b_0_second), 

 

 .sdi_clk   (), 

 

 .data_r    (data_r_second_0), 

 .data_g    (data_g_second_0), 

 .data_b    (data_b_second_0), 

 

 .data_en   (data_en_second), 

 

 .system_clk   (system_clk), 

 .reset_n   (reset_n) 

); 

 

led_out_ptos led_out_ptos_second_1 

( 

 .sdi_r    (r_1_second), 

 .sdi_g    (g_1_second), 

 .sdi_b    (b_1_second), 

 

 .sdi_clk   (), 

 

 .data_r    (data_r_second_1), 

 .data_g    (data_g_second_1), 

 .data_b    (data_b_second_1), 

 

 .data_en   (data_en_second), 

 

 .system_clk   (system_clk), 

 .reset_n   (reset_n) 

); 

 

`endif 

 

/* 

  ALTERA RAM 

 

*/ 

 

`ifdef __ALTERA__ 

 

///  0 组 b0b6 

 

b0b6_ram  b0b6_ram_r0 

( 

  .wrclock  (dclk), 

  .wren   (ram_b0b6_wr_en_0), 

  .wraddress  (ram_wr_addr), 

  .data   (ram_wr_data[31:0]), 

 

  .rdclock  (system_clk), 

  .rdaddress  (ram_rd_addr), 

  .q    (ram_b0b6_rd_data_0[31:0]) 

); 

 

b0b6_ram  b0b6_ram_g0 

( 

  .wrclock  (dclk), 

  .wren   (ram_b0b6_wr_en_0), 

  .wraddress  (ram_wr_addr), 

  .data   (ram_wr_data[63:32]), 

 

  .rdclock  (system_clk), 

  .rdaddress  (ram_rd_addr), 

  .q    (ram_b0b6_rd_data_0[63:32]) 

); 

 

b0b6_ram  b0b6_ram_b0 

( 

  .wrclock  (dclk), 

  .wren   (ram_b0b6_wr_en_0), 

  .wraddress  (ram_wr_addr), 

  .data   (ram_wr_data[95:64]), 

 

  .rdclock  (system_clk), 



 

135 
 

  .rdaddress  (ram_rd_addr), 

  .q    (ram_b0b6_rd_data_0[95:64]) 

); 

 

///  0 组 b7 

 

b7_ram   b7_ram_r0 

( 

  .wrclock  (dclk), 

  .wren   (ram_b7_wr_en_0), 

  .wraddress  ({ram_wr_addr[10], ram_wr_addr[6:0]}), 

  .data   (ram_wr_data[31:0]), 

 

  .rdclock  (system_clk), 

  .rdaddress  ({ram_rd_addr[10], ram_rd_addr[6:0]}), 

  .q    (ram_b7_rd_data_0[31:0]) 

); 

 

b7_ram   b7_ram_g0 

( 

  .wrclock  (dclk), 

  .wren   (ram_b7_wr_en_0), 

  .wraddress  ({ram_wr_addr[10], ram_wr_addr[6:0]}), 

  .data   (ram_wr_data[63:32]), 

 

  .rdclock  (system_clk), 

  .rdaddress  ({ram_rd_addr[10], ram_rd_addr[6:0]}), 

  .q    (ram_b7_rd_data_0[63:32]) 

); 

 

b7_ram   b7_ram_b0 

( 

  .wrclock  (dclk), 

  .wren   (ram_b7_wr_en_0), 

  .wraddress  ({ram_wr_addr[10], ram_wr_addr[6:0]}), 

  .data   (ram_wr_data[95:64]), 

 

  .rdclock  (system_clk), 

  .rdaddress  ({ram_rd_addr[10], ram_rd_addr[6:0]}), 

  .q    (ram_b7_rd_data_0[95:64]) 

); 

 

///  1 组 b0b6 

 

b0b6_ram  b0b6_ram_r1 

( 

  .wrclock  (dclk), 

  .wren   (ram_b0b6_wr_en_1), 

  .wraddress  (ram_wr_addr), 

  .data   (ram_wr_data[31:0]), 

 

  .rdclock  (system_clk), 

  .rdaddress  (ram_rd_addr), 

  .q    (ram_b0b6_rd_data_1[31:0]) 

); 

 

b0b6_ram  b0b6_ram_g1 

( 

  .wrclock  (dclk), 

  .wren   (ram_b0b6_wr_en_1), 

  .wraddress  (ram_wr_addr), 

  .data   (ram_wr_data[63:32]), 

 

  .rdclock  (system_clk), 

  .rdaddress  (ram_rd_addr), 

  .q    (ram_b0b6_rd_data_1[63:32]) 

); 

 

b0b6_ram  b0b6_ram_b1 

( 

  .wrclock  (dclk), 

  .wren   (ram_b0b6_wr_en_1), 

  .wraddress  (ram_wr_addr), 

  .data   (ram_wr_data[95:64]), 

 

  .rdclock  (system_clk), 

  .rdaddress  (ram_rd_addr), 

  .q    (ram_b0b6_rd_data_1[95:64]) 

); 

 

///  1 组 b7 

 

b7_ram   b7_ram_r1 

( 

  .wrclock  (dclk), 

  .wren   (ram_b7_wr_en_1), 



 

136 
 

  .wraddress  ({ram_wr_addr[10], ram_wr_addr[6:0]}), 

  .data   (ram_wr_data[31:0]), 

 

  .rdclock  (system_clk), 

  .rdaddress  ({ram_rd_addr[10], ram_rd_addr[6:0]}), 

  .q    (ram_b7_rd_data_1[31:0]) 

); 

 

b7_ram   b7_ram_g1 

( 

  .wrclock  (dclk), 

  .wren   (ram_b7_wr_en_1), 

  .wraddress  ({ram_wr_addr[10], ram_wr_addr[6:0]}), 

  .data   (ram_wr_data[63:32]), 

 

  .rdclock  (system_clk), 

  .rdaddress  ({ram_rd_addr[10], ram_rd_addr[6:0]}), 

  .q    (ram_b7_rd_data_1[63:32]) 

); 

 

b7_ram   b7_ram_b1 

( 

  .wrclock  (dclk), 

  .wren   (ram_b7_wr_en_1), 

  .wraddress  ({ram_wr_addr[10], ram_wr_addr[6:0]}), 

  .data   (ram_wr_data[95:64]), 

 

  .rdclock  (system_clk), 

  .rdaddress  ({ram_rd_addr[10], ram_rd_addr[6:0]}), 

  .q    (ram_b7_rd_data_1[95:64]) 

); 

 

/* 

 

Endmodule 
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