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Abstract

At ever-increasing rates, wireless networks are becoming an indispensable part of peo-

ple’s daily life due to the low cost in the deployment of networking infrastructures and

the high availability to access the Internet. Current wireless technologies use bits to

deliver both the digital contents and packets’ information, e.g. MAC address or packet

transmission duration, which require the packets to be fully received and correctly de-

coded. However, for most receivers in the networks, they only need packets’ information

to adjust their behaviors even if they suffer the bad channel conditions. In this thesis,

I mainly focus on the cross-layer design of symbol-level information extraction which

enables the vital information to be delivered between the transmitters and receivers at

symbol-level. I further take advantage of that symbol-level information to design the

cross-layer structure to deal with three popular research topics in wireless communica-

tions: the hidden terminal problem, the energy inefficiency of the packet overhearing

problem and communications security (COMSEC) problem.

Hidden terminals are typical interference sources that can significantly reduce the

throughput of a wireless network if it adopts the CSMA/CA (Carrier Sense Multiple

Access with Collision Avoidance) MAC protocol. Normally, the standard RTS/CTS

(Request to Send / Clear to Send) mechanism is deployed to solve this hidden terminal

problem. However, the standard RTS/CTS would fail to silence all the hidden terminal,

as in the real world, the CTS packets might not be correctly received all the time due

i



to either the CTS packets are unable to be decoded at remote hidden terminals or the

CTS packets are collided with other packets at the hidden terminals. To solve the two

drawbacks of the CTS packets, the RTS/S-CTS mechanism is proposed, which uses the

symbol-level information extraction mechanism to deliver the NAV time information. The

S-CTS frame can be correctly detected from collisions and by remote hidden terminals.

Thus, the NAV time information which is contained in the S-CTS frame can be used

to silence those hidden terminals. A testbed of RTS/S-CTS with GNURadio/USRP2

software radio is built to demonstrate its feasibility and extensive ns-2 simulations are

conducted to evaluate its performance. The simulations results show that the RTS/S-

CTS can significantly improve the throughput in the random topology network scenario

compared with the standard RTS/CTS.

In the energy inefficiency of the packet overhearing problem, I first reveal that the

energy waste on the packet overhearing accounts for the majority of the energy inefficiency

of wireless devices in high traffic wireless LANs by analyzing the real world traffic traces.

Though there are many existing approaches trying to reduce this energy inefficiency, none

of them can avoid the energy waste on the packet overhearing in high traffic wireless LANs

effectively. Thus, I propose a novel SASD (Sample-Address Sample-Duration) scheme

that uses the symbol-level information extraction mechanism to deliver the MAC address

and packet transmission duration information at the PHY layer. The SASD enables

the wireless devices to discern the information under the energy-saving downclocking

mode through the SASD Detection and Identification decoder. Consequently, the devices

which are not the intended receiver of the packet can switch to the sleeping mode to

save the energy cost on the packet overhearing. The extensive hardware experiments and

simulation results show that the SASD can greatly outperform the existing approaches

in the high traffic wireless LAN scenario.

In the wireless communications security problem, I explore the feasibility of symbol
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obfuscation to defend against the passive eavesdropping attack and fake packet injec-

tion attack during the wireless communications. I propose a novel Multiple Inter-symbol

Obfuscation (MIO) scheme, which utilizes a set of artificial noisy symbols, which called

“symbols key”, to obfuscate the original data symbols in the PHY layer. As the symbols

key information can only be extracted and verified by the legitimate receiver, the eaves-

dropper can hardly decrypt the obfuscated symbols from the eavesdropped packets, and

the fake packet can be easily checked out. Thus, the MIO can effectively enhance the

wireless communications security. Compared with other communications security meth-

ods, the mathematical analysis proves that the MIO can provide the better performance

on computational secrecy against the fake packet injection attack. Moreover, MIO can

provide an easier way to achieve information-theoretic secrecy against the passive eaves-

dropping attack.

To sum up, by investigating the symbol-level information extraction mechanism to

solve the problems, we show the feasibility of delivering vital information at the symbol

level. Moreover, this symbol-level information extraction mechanism opens up a new

dimension to convey the information from the bit level to the symbol level.
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Chapter 1

Introduction

Over the past decades, the development of wireless network technology has fundamentally

changed the way we obtain information and communicate with others [18, 39]. The

wireless network is becoming an indispensable part of people’s daily life. People can easily

access the wireless network via the cellphones, laptops, tablets, or other wireless handheld

devices. Most wireless network systems deploy the 5-layer networking model (TCP/IP

model) and use the bits to deliver the digital contents and packets’ information [64],

which inevitably require that the packets must be fully and correctly received. However,

there is a factor that most receivers do not have to fully receive the packets. They only

need some packet information to adjust their behavior.

The main objective of this research is to investigate the symbol-level information

extraction mechanism which makes the information to be carried, delivered and discerned

by the transmitters and receivers at symbol-level. In this thesis, the cross-layer structures

between physical layer (PHY layer) and MAC layer are designed to utilize the symbol-level

information to express different level of vital information, e.g. the packet’s information

or the confidential information, so that both transmitters and receivers are aware of the
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vital information without fully receive the packet even if the channel conditions are not

good enough for receivers to correctly decode the bits. We deploy this cross-layer design

of symbol-level information extraction mechanism in three popular research topics in

wireless communications: the hidden terminal problem, the energy inefficiency of the

packet overhearing problem and wireless communications security (COMSEC) problem.

1.1 The Introduction

In this section, I first brief the symbol-level information extraction. Then, I give the intro-

duction of the three popular research problems which I mentioned above, briefly discuss

the motivation why I deploy the symbol-level information extraction mechanism in the

problems and our approaches that how the cross-layer design of symbol-level information

extraction mechanism defends against the problems.

1.1.1 The Symbol-Level Information Extraction

At ever-increasing rates, wireless networks are becoming an indispensable part of people’s

daily life. Current wireless technologies, e.g. 802.11, 802.15.4, or bluetooth, use digital

bits to deliver both the digital contents and packets’ information, which inevitably cause

that the information acquirement in the wireless network is limited by two main require-

ments, 1) the signal to interference and noise ratio (SINR) requirement and 2) the packet

integrity requirement, which means that, the SINR at the receiver side must be enough

to correctly decode the digital bits, and the packet must be fully received to reveal the

information carried in the packet.

To alleviate these two main requirements, recent research works [29,39,45,46,68,83,84]
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trend to use the PHY layer baseband symbols to convey some information at the PHY

layer. The symbol-level information is added at the transmitter side without any third

party, and it can be achieved by the receiver. As the symbol-level information does not

need to be decoded into digital bits and can be directly extracted at the PHY layer,

the symbol-level information extraction can resist the low SNR and SINR environments.

Moreover, as the symbol-level information extraction mechanism is independent of the

whole packet, it can be added to any place of the packet frame at the PHY layer to deliver

some vital information.

In the thesis, I use this symbol-level information extraction mechanism to convey

some packets’ control information, such as MAC address or packet transmission duration

(Chapter 3 and 4), to solve the hidden terminal problem and the energy inefficiency of

the packet overhearing problem. Moreover, I use this symbol-level information extraction

mechanism to covey the secure information, such as noisy symbols key (Chapter 5), to

enhance the wireless communications security.

1.1.2 The Hidden Terminal Problem

1.1.2.1 The Problems in the Existing Hidden Terminal Solutions

Hidden terminals are typically considered harmful in wireless networks since the inter-

ference from these hidden terminals can significantly reduce the throughput of wireless

networks [21,23,41,60,77,80]. Current IEEE 802.11 MAC protocol mainly uses two mech-

anisms, carrier sense multiple access with collision avoidance (CSMA/CA) and RTS/CTS

(virtual carrier sensing), to handle this hidden terminal problem [5, 23, 25, 50, 60, 80]. In

the standard RTS/CTS mechanism, the NAV time field of the RTS/CTS packets plays
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an important role that the terminals, which are not involved in the RTS/CTS handshake,

can decode the NAV time and defer their transmissions for that time duration. Ideally,

underlying the assumptions that (1) all hidden terminals are within the data transmis-

sion range of a receiver and (2) the CTS packet from the receiver suffers no collisions,

the RTS/CTS mechanism is successful in contending for the wireless channel [5, 43].

However, in the real world, these two assumptions do not hold all the time. Conse-

quently, it may cause two problems: (1) Remote hidden terminals that are out of the

data transmission range of the receiver may not be able to decode the CTS packet cor-

rectly due to its low signal-to-noise-ratio (SNR). (2) The CTS packet may be collided

with other concurrently transmitted packets so that hidden terminals cannot success-

fully decode the collided CTS packet due to its low signal-to-interference-plus-noise-ratio

(SINR). Therefore, the hidden terminal problem cannot be fully solved by the standard

RTS/CTS mechanism [39, 60, 80].

In this thesis, we address the above two problems as the remote hidden terminal

problem due to the low SNR of the received CTS packet, and the CTS collision problem

due to the low SINR of the received CTS packet. Both problems make the CTS packet

undecodable at hidden terminals under low SNR/SINR environments.

1.1.2.2 The Approach to Solve the Low SNR/SINR Problems

To effectively solve the two problems, I propose a novel cross-layer structure of RTS/S-

CTS mechanism that uses global-known bits sequences to carry the NAV time informa-

tion. I catalogue the NAV time durations and use different bits sequences, which are

called S-NAV indicators, to represent different catalogued NAV time durations. These
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indicators can be detected and identified at symbol-level by a node under low SNR/SINR

environments. The RTS/S-CTS frames require no change to the standard RTS/CTS

packets at the MAC layer, but just append a new “S-NAV” field to the tail of the CTS

frame at the PHY layer. The RTS/S-CTS handshake is same as the standard RTS/CTS

handshake except that I devise a symbol-level detection decoder (SLDD) at the PHY layer

to detect the S-NAV indicator, together with an NAV decision algorithm to pass the NAV

time information up to the MAC layer. As the S-NAV does not have to be decoded into

bits, the RTS/S-CTS can be compatible with current 802.11 MAC protocol.

Compared with the standard RTS/CTS mechanism, the RTS/S-CTS mechanism has

following key features:

(1) The S-CTS works at the symbol level, i.e., the S-CTS frame’s detectable range is

enlarged from the data transmission range to the interference range, which is controlled

by tuning the detectable threshold βS−NAV . By contrast, the standard CTS works at the

bit level, i.e., the CTS packet can only be correctly decoded within the data transmission

range.

(2) The RTS/S-CTS mechanism can achieve good performance even under low SNR/SINR

environments. It uses the symbol level correlation method to extract the S-NAV indica-

tor’s information from the S-CTS frame. Thus, the RTS/S-CTS mechanism can alleviate

the problems in the existing hidden terminal solutions.
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1.1.3 The Energy Inefficiency of the Packet Overhearing Prob-
lem

1.1.3.1 Energy Efficiency and the Packet Overhearing Problem

Energy efficiency is a critical issue of wireless devices. Generally speaking, due to the

broadcast character of the wireless transmission medium, theWiFi protocols would deploy

CSMA mechanism to sense the channel, which inevitably causes the energy-inefficiency

on channel sensing and packet overhearing [16, 17]. The continuously channel sensing

on sending packets or waiting for incoming packets would cause energy-inefficiency on

the mobile devices, because the energy cost of the channel sensing is comparable with

packet reception [10, 40]. Moreover, when a packet is broadcast in the wireless channel,

all WiFi devices which sense the packet would receive and decode the packet even if

the packet is not addressed to it. Despite the packet would be eventually dropped at

the MAC layer after the receiver checks the packet’s receiver MAC address, the energy

spent on receiving this packet has already been wasted, and this energy-inefficiency of

the unnecessary packets receiving, which is called packet overhearing, can be even worse

if the wireless devices are placed in a high traffic wireless LAN [2, 7, 47, 83].

Some well-known solutions to alleviate the energy-inefficiency are to build MAC-layer

Power Saving Model (PSM) protocols [2, 7, 37, 48, 67] which schedule the WiFi stations

to periodically wake up to exchange the control packets with AP. Then, the stations

decide whether to stay active to receive the data packets or to switch to the sleeping

mode to save the energy. The PSM protocols can classify the network traffic and reduce

the energy-inefficiency of channel sensing on waiting for incoming packets. However, it

cannot reduce the energy-inefficiency caused by the channel sensing on sending packets
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and unnecessary packet overhearing [2, 83].

Recently, another energy-efficient approaches have conducted at the PHY layer. As

the power consumption of wireless devices is known to be proportional to its voltage-

square and sampling clock-rate, putting the stations in the low voltage or downclocking

rate during the channel sensing and packet overhearing can significantly save the energy

[10,20,47,56,70,83]. A state-of-art work–E-MiLi [83] was proposed to let the WiFi chipsets

work at the downclocking mode during the channel sensing or packet overhearing, and

restore to the fullclocking mode when detecting the intended incoming packets. Although

E-MiLi alleviates the energy consumption on the packet overhearing, it still needs to spend

extra energy on sampling the unnecessary packets continuously.

1.1.3.2 The Approach to Reduce the Energy Waste on Packet Overhearing

To effectively reduce the energy consumption on channel sensing and packet overhearing,

in this thesis I propose the Sample-Address Sample-Duration (SASD) scheme, which

leverages the advantages of both the downclocking mode and sleeping mode for saving

the energy of wireless devices. SASD can put a device in the downclocking mode during

the channel sensing and turns the device into the sleeping mode when it detects that the

transmitted packet is not addressed to it. To achieve this, two critical packet information,

the packet’s receiver MAC address and transmission duration, must be carried in the

packet frame at the PHY layer and can be detected without the whole packet being

received, specifically in the downclocking mode. Thus, SASD designs a MAC address

mapping method that uses the local unique fixed-length bits sequence, called as Sample-

Address (SA), to represent the MAC address. The station involved in the packet receiving
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can detect the corresponding SA information at PHY layer, switches to the fullclocking

mode and waits for the incoming packet. On the other hand, to reduce the energy

cost on the packet overhearing, SASD adopts a “catalogued duration time” method that

divides all possible transmission durations of a packet into catalogues and uses different

global unique fixed-length bits sequences, called as Sample-Durations (SDs), to represent

these transmission duration catalogues. Stations which cannot detect the SA information

would turn to detect and identify the SD information in the downclocking mode at PHY

layer, switches to the sleeping mode for the catalogued duration time to avoid the energy

inefficiency of the packet overhearing problem.

1.1.4 The Wireless Communications Security Problem

1.1.4.1 The Problem in the Existing Physical Layer Security Techniques

The wireless communications security is a critical and increasingly challenging issue in

wireless networks since the users might transmit their sensitive personal information

(e.g., credit card details) over the wireless networks. In addition, wireless channels are

susceptible to eavesdropping [75] and malicious message injecting [28] due to the openness

and sharing of the wireless medium.

Recent research has shown that physical layer security techniques become a more

essential part in the wireless communications [27, 28, 30, 36, 49, 62, 71, 73, 79]. Com-

pared with the traditional asymmetric/symmetric cryptographic techniques, such as RSA,

DES [65, 66], that provide the computational secrecy, it has been proved that, physi-

cal layer security techniques, such as using a proper channel coding, can achieve the

information-theoretic secrecy which makes the eavesdropper hardly break the encryption

8



Chapter 1

even it has unlimited computing power. However, the information-theoretic secrecy re-

quires a strict positive secrecy capacity that the legitimate transmitter and receiver have

to be in a better quality channel than the attacker [8,14,78]. Later works have shown that

by artificially interfering the transmitting signal, the positive secrecy capacity require-

ment can be achieved [27,28,30,49,73] in practical wireless communications. But, most of

these techniques need to deploy trusted third parties [27, 28, 30, 49] or multiple antennas

(MIMO) [61] to generate the artificial noise. Moreover, the positive secrecy capacity of

these works may be compromised if the eavesdropper locates at certain locations.

1.1.4.2 The Approach to Enhance the Wireless Communications Security

In this thesis, I adopt a Multiple Inter-symbol Obfuscation (MIO) scheme to enhance

wireless communications security at the physical layer. In MIO, upon sending each data

packet, a random subset of the corresponding data symbols are obfuscated with a set of

artificial noisy symbols, which is called symbols key, so that (1) the eavesdropper’s channel

quality is worse than the legitimate receiver’s and (2) the eavesdropper cannot decrypt

the data symbols correctly since it does not know the symbols key, which is updated

dynamically during the data packets’ transmissions. For the legitimate receiver, it can

offset the obfuscation of the symbols key by employing the reversed symbols key to derive

the intended data symbols from the legitimate transmitter. In addition, the legitimate

receiver can discern the fake packets sent from the adversary as it will fail the integrity

check of the symbols key on the fake packets through symbol cross-correlation. Fig. 1.1

provides an overview about how MIO defends against both the passive eavesdropping

attack and fake packet injection attack. The MIO can provide the better performance

on computational secrecy against the fake packet injection attack, and an easier way to
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Figure 1.1: The overview of Multiple Inter-symbol Obfuscation (MIO).

achieve information-theoretic secrecy against the passive eavesdropping attack. Thus.

MIO can efficiently enhance the wireless communications security.

1.2 Contributions of the Thesis

The main contributions of this dissertation can be summarized in two aspects: the design

contributions and the hardware experimental contributions.
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Figure 1.2: Design contributions of this dissertation. At the physical layer, I have im-
plemented the symbol-level information extraction mechanisms (gray block) to solve the
problems in the three popular research topics. The extracted information can be passed
to the MAC layer, so that the MAC layer can give the corresponding responses and adjust
the receivers behaviors.

• The design contributions: The design contributions are shown as in Fig. 1.2. Al-

though the symbol-level information extraction mechanisms are implemented at

the PHY layer, the actual design structures are slightly different from each other.

Moreover, I focus on the techniques of this cross-layer design of symbol-level infor-

mation extraction mechanism that can provide a new dimension to convey the vital

information, e.g. MAC address information, packet transmission duration, or the

confidential information from the bit level to the symbol level.

• The hardware experimental contributions: I have implemented and evaluated the

symbol-level information extraction mechanisms on the hardware testbed with USR-

P2/GNURadio. The results show that the feasibility of the symbol-level information

extraction mechanisms. Although there are still lots of work to do, the symbol-level
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information extraction mechanisms show its potential in the indusial area.

The details of the contributions for each problem are listed in the rest of this section:

1.2.1 Contributions in Solving the Hidden Terminal Problem

The main contributions of solving the hidden terminal problem are summarized as follows:

• I propose the RTS/S-CTS scheme to deliver the NAV time information using

symbol-level information encoding and decoding, and show the feasibility of de-

livering such information at the symbol level.

• I design, implement, evaluate and analyze the RTS/S-CTS on a 4-node testbed with

GNURadio/USRP2 soft defined radio. The results demonstrate the feasibility of the

RTS/S-CTS to combat both remote hidden terminal and CTS collision problems.

• To reveal the performance improvement, I conduct simulations for various network

topology scenarios in ns-2. The results show that the RTS/S-CTS can achieve more

than 63% performance improvement compared with the standard RTS/CTS in the

random network topology scenario.

1.2.2 Contributions in Eliminating the Energy Inefficiency of

the Packet Overhearing Problem

The main contributions of solving the energy inefficiency of the packet overhearing prob-

lem are summarized as follows:

• I introduce the SASD (Sample-Address Sample-Duration) scheme, which can deliver

the packet’s receiver MAC address and transmission duration information in one

12
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shot at the PHY layer. Moreover, the SASD scheme combines the advantage of

both the downclocking mode and sleeping mode for energy efficiency.

• I design, implement, evaluate and analyze the SASD scheme on a 3-node testbed

with USRP2/GNURadio. The results demonstrate the feasibility of the SASD to

reduce the packet overhearing problem under the downclocking mode.

• To reveal the performance improvement, we conduct simulations for various network

topology scenarios in ns-2. The results show that our SASD can outperform the

CAM (76.3%), PSM (71.8%), E-MiLi (64.5%) and PSM+ E-MiLi (65.3%) in term

of energy usage with slight negative influence on the network throughput in the

WLAN scenario.

1.2.3 Contributions in Enhancing theWireless Communications

Security

The main contributions of enhancing the wireless communications security are summa-

rized as follows:

• I propose the MIO scheme that combines the data symbols encrypting and channel

interfering at one step. In MIO, the symbols key not only encrypts the baseband

data symbols but also interferes these symbols, which guarantee that the secrecy

capacity of the wireless communication would always stay positive regardless of

the location of the eavesdropper. Thus, the information-theoretic secrecy can be

achieved. On the contrary, the traditional bit-level symmetric/assymmetric crypto-

graphic schemes cannot guarantee this feature. Also, compared with other physical

layer security schemes, MIO does not have to concern or assume the channel state
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information (CSI), as the noisy symbols key has interfered the eavesdropping chan-

nel regardless of the location, which makes that the legitimate channel is better than

the eavesdropping channel. Moreover, MIO does not need any trusted third party

to deploy the noisy symbols key, and the secrecy capacity will not be decreased by

the location of the eavesdropper.

• I design a dynamic key extraction mechanism to change the artificial noisy symbols

key to defend against the eavesdroppers from retrieving the correct information of

symbols key in MIO. In this mechanism, as the legitimate transmitter can randomly

encrypt the data symbols without notifying the legitimate receiver, the receiver has

to employ the key checking process to locate the symbols key’s position and the

corresponding dynamic encrypted symbols. Consequently, MIO can allow the legit-

imate receiver to decrypt those encrypted symbols without any further information.

• I prove that, without considering the initial key, MIO scheme can provide information-

theoretic secrecy against the passive eavesdropping attack and computational se-

crecy against the fake packet injection attack. In addition, this information-theoretic

secrecy would not be compromised by the location of the eavesdroppers. Moreover,

we show that MIO can defend against the symbol detection attempts as well as the

acknowledgement-based key disruption attack. Thus, MIO can greatly enhance the

wireless communications security.

• I evaluate MIO’s performance with the USRP2 [19] testbed and Simulink tools to

further validate the effectiveness of MIO in real wireless environments.

14



Chapter 1

1.3 Organization of the Thesis

The structure of this thesis is illustrated in Figure. 1.3. Chapter 1 is the introduction

to this thesis. Chapter 2 briefly presents the literature review on the hidden terminal

problem, the energy efficiency problem and the wireless communications security at the

PHY layer respectively. Also some background knowledge related to the research issues

in this thesis are briefly introduced in this chapter. The main body of this thesis is

from Chapter 3 to Chapter 5. In Chapter 3, I detail a new approach of the symbol-level

detection approach that solves the hidden terminals problem. Chapter 4, the energy

inefficiency of the packet overhearing problem is discussed, along with the SASD (Sample-

Address Sample-Duration) solution. In Chapter 5, the wireless communications security

problem is discussed and I propose the MIO (Multiple Inter-symbol Obfuscation) solution

to enhance the wireless communications security in this chapter. Chapter 6 summarizes

this thesis and directions for future research.

Introduction

Literature Review and Background

The Energy

Inefficiency of

Packet Overhearing

Problem

Symbol-Level

Detection to Solve

the Hidden Terminal

Problem

Enhancing the

Wireless

Communications

Security

Conclusions and Suggestions for

Future Research

part 1 part 2 part 3

Figure 1.3: The structure of this thesis.
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Chapter 2

Literature Review and Background

In this chapter, we provide the literature review of the related topics and some necessary

background knowledge for the research in this thesis. The organization of this chapter

is as follows. We first review the related work about the hidden terminal problem in

Section 2.1. Then we review the related work about the energy efficiency in wireless

communication in Section 2.2. In Section 2.3, we review some former works related to

the wireless communication security. Finally, we introduce some background knowledge

about the experimental hardware, the digital signal processing and the cross-correlation

operation which are related to the research issues in Section 2.4 and 2.5, respectively.

2.1 Existing Work about Hidden Terminal Problem

In this section we briefly review some prior work related to the hidden terminal prob-

lem. The hidden terminal problem has been well-studied in the past two decades. Most

solutions to the hidden terminal problem work at the MAC layer. MACA [43] proposes

a mechanism using the RTS/CTS exchange without carrier sense to reserve the wireless

channel. MACAW [5] revises the MACA and uses the ACK packet to acknowledge the
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successful reception of data transmission. However, both of them assume the RTS/CTS

exchange can perfectly received by hidden nodes, which is not likely the case in the wire-

less network for most of the time. Moreover, it introduces extra control overhead when the

size of data packets is relatively small. Fullmer and Garcia-Luna-Aceves further proposed

FAMA family MAC protocols (FAMA [22], FAMA-PJ [21] and FAMA-NCS/NPS [23]),

which require the length of the RTS/CTS packets to be larger than a fixed size due to the

awareness of RTS/CTS packet collisions. This partially solves the RTS/CTS collision.

These MAC protocols relies on the virtual carrier sensing. However, they all suffer the

Low-SNR/SINR-CTS drawbacks (details in Section 3.1), which motivates us to resort to

new solutions to the hidden terminal problem.

Xu et al. [80] revealed the remote hidden terminal problem and proposed two solutions,

selective response to RTS request and directional antenna. The former solution requires

that a CTS can be granted only if the RTS’s energy level is higher than a threshold. As a

result, this solution reduces more than half of the effective data transmission range, which

sacrifices the network connectivity. Moreover, it cannot defeat the CTS collision problem

at the same time. The directional antenna could be a solution to both remote hidden

terminal and CTS collision problems. However, because the beam-width of directional

antenna is narrow, it requires 5∼9 times more CTS retransmissions to cover the whole

region, and may cause the jamming problem if they work with omni-antennas [12]. Also,

it is costly to equip a directional antenna into wireless devices.

Recent studies exploited a new form of interference cancelation strategy [29, 33, 38,

44,45,82]. Instead of avoiding collision, the new strategy tries to reconstruct the collided

packets at the PHY layer by using some known symbol level information. Jamieson and
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Balakrishnan [38] proposed a partial packet recovery mechanism to recover the whole

packet via SoftPHY. The SoftPHY interface collects bits information and requires the

transmitter only to retransmit corrupted bits for saving wireless network bandwidth.

ANC [44] provides an algorithm for canonical 2-way relay transmission; it doubles the

capacity of typical 2-way network by designing an analog sample coding algorithm. But,

it is based on the assumption that the receiver has already known one of the collision

packets, and not suitable for the random network. ZigZag [29] works under 802.11 proto-

col scenarios and deals with general collisions. However, it can only perform well in the

AP-Station mode and the collided packets require retransmitting multiple times.

Busy tone has been proposed in [32,72] to silence the hidden nodes. In [32], the busy

tone message is transmitted to hidden nodes through a separated control channel, which

wastes the wireless spectrum. In [72], to improve spectrum efficiency, the wireless device

sets up a full-duplex channel using two antennas. However, the transmitter and receiver

have to stay within a short distance so as to decode the data signal correctly.

More recently, a new form of collision avoidance called CSMA/CN has been proposed

in [68, 69]. Instead of collision avoidance, it uses a collision notification packet to send

out the packet collision information, so that the transmitter can stop transmitting the

data immediately. While it implements a kind of CSMA/CD mechanisms in wireless

environments, it does not alleviate the hidden node problem, and would still be interfered

by hidden nodes.
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2.2 Existing Work about Energy Inefficiency of the

Packet Overhearing Problem

The energy efficiency of WiFi devices has been a popular research topic in the research

community of wireless networks. Most solutions to the energy inefficiency problem work

at the MAC layer. A well-known power saving mode (PSM) protocol [37] in 802.11

standard requests the AP to buffer all the packets for the stations which work at the

power saving mode and the stations to periodically wake up to receive a Traffic Indication

Map (TIM) notice in the AP’s beacon messages. If the station’s corresponding TIM field

is set to 1, it sends back a PS-POLL packet to the AP and prepares to receive the buffered

packet from the AP. The PSM would cause a long response delay that particularly affects

the QoS of the time sensitive applications [1]. Consequently, most WiFi devices would

implement the adaptive PSM [48] that devices can switch between the constantly awake

mode (CAM) and PSM based on certain mechanisms, so that the QoS would not be

degraded in the adaptive PSM. However, it cannot prevent the stations from receiving

unnecessary packets when it switches to the CAM.

NAPman [67] improves the energy-efficiency of the above PSM protocols by isolat-

ing the traffic of PSM clients, so that stations can reduce the time staying in the high

power consumption CAM. Based on NAPman, Manweiler and Choudhury [57] proposed a

TDMA manner mechanism that isolates the traffic from different wireless LANs, the sta-

tions would wake up in each scheduled time and receive the packets. µPM [54] proposed

to save the energy by aggressively switching the stations to the sleeping mode in a very

short interval. It uses a prediction mechanism to exploit short idle intervals and does not

need any special support from the AP. However, it has to use the packet retransmission
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mechanism to recover the missing packet.

Recent studies exploited a new form of energy-efficiency at the PHY layer. As the

main energy consumption of a wireless card is caused by the modern wireless digital

circuits and is proportional to V 2
d f, where Vd is the supply voltage and f is the sampling

rate [10, 15, 20], by reducing the voltage of radio circuits or decreasing the sampling

clock-rate, the power efficiency of whole wireless system can be achieved [56].

The wake-on-wireless [70] employs a low power radio circuit to detect the packet, and

switches to the full power circuit to receive the incoming packets. The system would

keep in a low energy consumption in channel sensing. But the devices need a secondary

low power circuit to implement the packet detection, and also, it cannot solve the packet

overhearing problem.

Kim et al. [47] proposed a similar solution as [70], instead of using the secondary

low power circuit to detect packets, it deploys the low power sensor, which is called

accelerometer, to sense the channel. As a result, the overall energy cost at the PHY layer

can be reduced. However, as the sensor is using the energy-based detection to sense the

channel, the false negative/positive error cannot be controlled. Thus, it would cause the

unfair transmission in busy networks and the QoS cannot be guaranteed.

R. Chandra et al. [10] conducted the hardware experiment on the energy cost of

Atheros NIC cards. It revealed that the energy consumption of the wireless card can

be reduced when the A/D clocking-rate (channel bandwidth) goes down. However, this

paper is more focusing on the adaptive channel bandwidth usage, and does not discuss

the packets’ detection method under the downclocking rate.

Most recently, Zhang and Shin [83] proposed a state-of-art PHY layer energy saving
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mechanism–E-MiLi. Similar as [10], it linearly decreases the A/D converter’s sampling

clocking-rate, and adds a M-preamble field to notify the station whether the incoming

packet is addressed to it. The stations which are not involved in the packets receiving

can still in the downclocking mode to save the energy on the idle listening. E-MiLi

needs no extra circuits compared with wake-on-wireless [70] or sensors [47], and because

it applies at the PHY layer, it can combine with other MAC layer PSM protocols. By

deploying the A/D converter’s downclocking rate 2, E-MiLi can save 36% energy cost of

wireless NIC card. After that, Zhang and Shin [84] proposed the Gap Sensing which uses

the same method of E-MiLi to detect packets and save energy between heterogeneous

wireless devices.

However, all these MAC layer or PHY layer power saving protocols cannot avoid

the energy consumption on packet overhearing in the high dense and traffic wireless

LANs [2, 83]. To avoid this significant energy inefficiency on packet overhearing, Biswas

and Datta [7] proposed a RTS/CTS based mechanism that forces the stations switch

to the sleeping mode if the packet is not addressed to it. The approach relies on the

receiving of the RTS/CTS packets at the MAC layer. It cannot take the advantage of

the PHY layer energy saving. Also, as the high overhead of the RTS/CTS mechanism, it

would also degrade the QoS at the clients side.

2.3 Existing Work about Wireless Communication

Security at the PHY Layer

Although the communications security has been a popular research topic in the research

community of wireless networks, the development of wireless communications security,
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particularly in the physical layer, remains at its early stage. Prior physical layer security

research mainly falls in the following three areas, channel coding approaches, signal design

approaches, and artificial noise approaches [71]:

1) Channel Coding Approaches : Channel coding approaches can defeat packet inter-

ception and jamming problems. Code Division Multiple Access (CDMA) [6, 11, 51, 53] is

a well-known channel coding scheme in the wireless communications security area. By

using the bit level Pseudo Noise code (PN code), the encrypted transmission message can

only be decrypted by the legitimate user. However, traditional CDMA has limited PN

codes, and users have to share those PN codes. To solve this PN code size problem, Li et

al. [53] enhanced the CDMA security based on the advanced encryption standard (AES)

operation. It specifies 3 different AES-CDMA PN code sizes (128, 192, and 256 bits) to

raise the security level against eavesdropping. Unfortunately, like other channel coding

approaches, this long size security code lags the wireless transmission rate, reduces the

network goodput. Moreover, CDMA is spread-spectrum multiple access techniques which

data for transmission is combined via bitwise XOR with the PN code. Thus, CDMA is

still a kind of bit level symmetric cryptographic techniques which cannot provide the

information-theoretic secrecy in the wireless communication security.

Liu et al. [55] shown that the low-density parity-check (LDPC) code can achieve the

secrecy capacity of the wiretap channel, and proved this code can be used to provide

perfectly secret communications at low data rates. However, it is under the assumption

that the main channel must be noiseless than the eavesdropping channel and the eaves-

dropping channel is a general binary-input symmetric-output memoryless channel, which

can hardly be true in the real wireless communications environment.
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2) Signal Design Approaches : The advantage of the signal design approaches is that,

by designing a different signal constellation mapping method, the eavesdropper cannot

correctly map the received digital symbols into bits, which leads to the incorrect decoding

of the packets. Pöpper et al. [62] proposed the symbols flipping method by rotating a

preset angle for the baseband data symbol vectors before transmissions. The legitimate

receiver can retrieve the data symbol vectors by reversing the angle rotation. However, the

rotating angle in their scheme is fixed and the eavesdropper can brute-force the rotating

angle by intercepting sufficient data packets for demodulation.

Different from Pöpper’s work, Husain et al. [36] proposed a constellation diversity

mapping method to secure the wireless transmission. It increases the BER at the eaves-

dropper side by using different constellation maps (e.g., Circular constellation changes to

Rectangular constellation) in wireless transmissions (under Gaussian noise), this con-

stellation diversity mapping can hardly be detected by normal symbol detection at-

tempts [59,63]. However, this scheme is demonstrated to be more suitable for the complex

modulation, like M-QAM. Moreover, the information-theoretic secrecy can be compro-

mised under certain specific symbol detection attempts.

3) Artificial Noise (AN) Approaches : Recent studies [27, 28, 30, 49, 73] exploit the

advantage of deploying artificial noise that can easily make the intruders’ channel more

noisy than the legitimate users’ channel to achieve the information-theoretic secrecy.

Sperandio and Flikkema [73] proposed to obfuscate the original signal by imposing the

multiple orthogonal artificial noise through the multi-path transmissions. The receiver

can retrieve the correct signal by having multiple orthogonal noise to offset each other

while the eavesdropper is not able to retrieve the correct signal without correct location.
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However, their scheme is constrained to a static channel condition requirement for both

the sender and receiver so that the receiver is able to receive the affected signals, together

with that artificial orthogonal noise can offset each other through the multi-path effect.

Such requirement on the static channel condition of sender and receiver might not be

suitable for mobile networks.

Jorgensen et al. [42] proposed a wire-connected third party to send the synchronized

artificial noise when intended receiver receives the packet. It uses the secrecy capacity

to prove that the AN approach can achieve the information-theoretic secrecy. However,

if the eavesdropper is more closed to the transmitter, the secrecy capacity of the scheme

can decrease to 0, in which the information-theoretic secrecy is weakened by the locations

of eavesdroppers.

Lai and Gamal [49] suggested deploying a trusted third party to send anti-artificial

noise during the wireless transmission, thus, the useful information is hard to be inter-

cepted. However, their scheme requires an additional device and static channel condition

for the legitimate sender, receiver and trusted third party so that the anti-artificial noise

can be synchronously offset with the artificial noise to retrieve the transmitted signals.

Gollakota and Katabi [30] adopted a redundancy mechanism to defend against the

wireless signals’ interception. Each signal will be randomly obfuscated with addictive

noise and sent twice. The receiver is required to identify the obfuscated signal, and re-

construct the clean signal. Given the redundancy mechanism, the throughput is reduced;

it also required the signal synchronization between sender and receiver. They further

improved their work by employing the full-duplex hardware to impose the noise to the

transmission between the Implantable Medical Devices (IMDs) and the sink. As a result,
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the mission-critical commands to IMDs cannot be forged and overheard by the unautho-

rized third party [28]. Similar to Lai and Gamal’s design [49], their scheme requires an

additional hardware to jam the channel. Moreover, an adversary is able to overhear the

transmitted signal if it is sufficiently close to the legitimate transmitter or to inject the

unauthorized commands to the legitimate receiver if it is close enough to the legitimate

receiver.

2.4 Background Knowledge about Software-Defined

Radio and USRP2

As I said in Section 1.2, one of the main contributions of this dissertation is the hard-

ware experimental contributions. I design and implement all the ideas on the GNURa-

dio/USRP2 software-defined radio. Thus, in this section, I would give a brief background

about the GNURadio/USRP2, which is a useful hardware tool to implement the software-

defined radio.

Software-defined radio is the technique of getting your own code as close to the an-

tenna as possible. It turns radio hardware problems into software problems. The fun-

damental characteristic of software-defined radio is that software defines the transmitted

waveforms, and how to modulate/demodulate the received waveforms. This is in con-

trast to most radios in which the processing is done in either analog circuitry or analog

circuitry combined with digital chips [19,26]. Normally, it can be divided into two parts,

the software radio part and the supported hardware part (Fig. 2.1).

The beauty of the software radio is that you can create your own radio code and im-

plement it on the supported hardware. Compared with the old ways that people can only
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simulate the idea in the Matlab or Simulink, the software radio is more close to the real

world. Moreover, most software radio has already implemented many wireless standards,

e.g. GPRS, 802.11 or MIMO. In this dissertation, we mainly use the GNURadio which

is a free and famous software toolkit for building the soft radio1. As the GNURadio is

the open source software, you can download and modify the standard codes for you own

idea. The typical software radio block diagram is shown in the Fig. 2.1. The researchers

can create, modify, store the digital signals for further study [26, 35].

Moreover, the supported hardware must be correctly chosen to run your own software

radio code. Here, we choose the Universal Software Radio Peripheral 2 (USRP2) [19]

with RFX2400 daughter-board as the supported hardware part because it is the newest

hardware to support GNURadio in the year of 2010. All supported hardware should

connect to the PC, so that the software radio code can be run on the PC. In the hardware

experiment, the PCs have installed Ubuntu 10.04 as GNURadio can be only supported

by the Linux system. The RFX2400 operates at the 2.4GHz frequency band. The DAC

rate at the transmitter side is 400M samples/s; the ADC rate at the receiver side is 100M

1There are also other software radio, e.g. Sora system [58].

 Transmit RF

Frontend
DAC  Receive RF

Frontend
ADC

Your

own

code

Your

own

code

Supported

Hardware

Software

Radio
Supported

Hardware

Software

Radio

Wireless

Channel

Figure 2.1: The architecture of the software-defined radio’s transmitter and receiver side.
For each side, the software-defined radio can be divided into the software radio part and
the supported hardware part.
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samples/s. Thus, the USRP2 can support 100Mhz bandwidth which is enough for any

802.11 standards. As the figuration and experimental methodology are different for each

problem in this dissertation, I would give the details in the hardware experiment section

in Chapters 3∼5.

2.5 Background Knowledge about Digital Signal Pro-

cessing and Cross-Correlation Operation

In this section, we brief the digital signal processing and cross-correlation operation which

are strongly related to this thesis. As the symbol-level information extraction is mainly

accomplished by using cross-correlation between the incoming signal and the known se-

quence signal. Say that if the known sequence signal has l samples, the receiver aligns

the first l incoming signal samples with the known l samples, computes the correlation

value, then, shifts the incoming samples by one, and recomputes the correlation value.

The correlation value reaches the peak when the incoming samples are perfectly matched

to the known samples. Thus, a device can use this peak value to detect and identify this

known sequence signal.

When a packet transmits over the wireless channel, the transmitter needs to modulate

the digital bits to a series of digital baseband data symbols. These symbols will be further

resampled as a sequence of baseband samples [34]. Mathematically, those digital baseband

samples are represented as a stream of discrete complex samples.

x[n] = A[n]ejφ[n], (2.1)

where A[n], φ[n] are the magnitude and the angle of the nth resampled sample. Then,

these samples are gone to the D/A converter and carried by the analog signal. It is noted
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that the resampled samples are closely related to the input symbol. When the input

symbol is changed, the corresponding resampled samples are also changed.

As the analog signal is transmitted over the wireless channel, at the receiver side, the

RF down-converter samples the incoming analog signal, and the A/D converter derives

a stream of discrete complex baseband samples. However, those received samples differ

from transmitted samples. The received sample y[n] can be represented as:

y[n] = Hx[n] + w[n]. (2.2)

Here, H is also a complex number representing the channel coefficient between transmitter

and receiver, w[n] is the Gaussian noise at nth sample.

In practice, samples are actually distorted due to hardware constraint and wireless

channel effect: frequency offset, sampling offset, and inter-symbol interference [29, 46].

For example, considering the frequency offset between transmitter and receiver ∆f over

time ∆t, should be:

y[n] = Hx[n]·ej2π∆f∆t + w[n]. (2.3)

Assume xkn[i] is the i
th complex sample of the known sequence, i.e., xkn[i] = Akn[i]e

jφkn[i].

ytr[i] is the incoming signal sample from the transmitter, yint[i] is the incoming signal sam-

ple from the interferer, l is the length of the known sequence and 0 ≤ i ≤ l − 1. The

signal correlation value, Ckn(l), can be calculated as:

Ckn(l) = |
l−1
∑

i=0

x̄kn[i](ytr[i] + yint[i])| (2.4)

Here, x̄kn[i] represents the complex conjugate of xkn[i].

However, Eq. (2.4) cannot compute the correlation spike because the frequency offset
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can destroy the correlation. The receiver needs to compensate the frequency difference

∆f and shift each sample by −2π∆f∆t. Thus, from the above equations, we can have:

Ckn(l) = |
l−1
∑

i=0

¯xkn[i] · (Htr · xkn[i] · ej2π∆f∆t + yint[i] + w[i]) · e−j2π∆f∆t|

= |
l−1
∑

i=0

x̄kn[i] ·Htrxkn[i]e
j2π∆f∆t · e−j2π∆f∆t +O(l)|

= |
l−1
∑

i=0

H · |xkn[i]|2 +O(l)|. (2.5)

Here,

O(l) =

l−1
∑

l=0

xkn[i] · yint[i] · e−j2π∆f∆t +

l−1
∑

l=0

xkn[i] · w[i] · e−j2π∆f∆t.

Since the known sequence is independent of the signal from yint and the noise, as long

as l is large enough, O(l) would be close to 0. On contrast, when the known sequence is

presented in the incoming signal samples, the correlation value Ckn will reach a spike:

Ckn(l) ≈ |H| ·
l−1
∑

i=0

|xkn[i]|2. (2.6)

To detect the known sequence, a threshold βkn is introduced to compare with Ckn(l):

If Ckn(l) ≥ βkn, the receiver detects the presence of the sequence; otherwise, the sequence

is considered absent.

Normally, threshold βkn can be defined as βkn = ψ · l · RSSIkn [29, 68], where ψ

is a constant (Normally, 0.55 ≤ ψ ≤ 0.95) and RSSIkn is the received signal strength

indicator of the known-sequence signal. Thus, the comparison inequality can be changed
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Figure 2.2: Two types of errors caused by the ψ. It can cause false negative (missing
alarm) error if we use ψhigh, and false positive (false alarm) error if we use ψlow

to:

Ckn(l)

l · RSSIkn
≥ ψ. (2.7)

We call Ckn(l)
l·RSSIkn

as “normalized correlation value”.

Thus, we can use this cross-correlation operation to extract the vital information

which we give to this known sequence signal. We call this “the known sequence signal’s

detection and identification”. However, this method would have two kinds of errors, false

negative (missing alarm) error and false positive (false alarm) error, which are caused by

using improper ψ (Fig. 2.2). We give details that how to choose this parameter ψ wisely

in the later chapters.
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A Symbol-Level Information
Detection Approach against the
Hidden Terminals Problem

Hidden terminals are typical interference sources that can significantly reduce the through-

put of a wireless network if it adopts the CSMA/CA MAC protocol. The RTS/CTS

mechanism is a well-known solution to this hidden terminal problem. However, some

drawbacks of the CTS packet can make the standard RTS/CTS mechanism fail to silence

all hidden terminals, and deteriorate the throughput of the wireless network. In this chap-

ter, I present the RTS/S-CTS mechanism, a novel symbol-level detection mechanism that

combats the drawbacks to solve the hidden terminal problem.

3.1 Two Drawbacks in the Standard RTS/CTSMech-

anism

3.1.1 Remote Hidden Terminal Problem

The standard RTS/CTS works when a node’s data transmission range is equal to its

interference range. However, recent studies [23, 39, 60] have revealed that packets’ trans-
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mission power can raise the environmental noise of the wireless channel, which causes

the node’s interference range to be much larger than its data transmission range. To

avoid interference, the distance between transmitter-receiver d and the distance between

receiver-interferer di should satisfy di ≥ k
√
βSNR · d, where βSNR is the SNR threshold

that the received packet can be correctly decoded into bits and k is the signal decay

factor [80]. That means, when di <
k
√
βSNR · d, the receiver cannot correctly decode the

packet. Note that the impact of the interferer on the receiver’s reception of the packet is

related to the distance between transmitter and receiver.

d d i

Tr

Tr

A B C D

Data
Data

RTS/CTS failure

Ir

Area 1

Area 2

Figure 3.1: A remote hidden terminal scenario. Since the CTS packet from node B
cannot be decoded by the remote hidden node C, the standard RTS/CTS handshake
fails to silence node C. Node C’s data transmission causes node A’s data transmission
corrupted at node B. Here, d and di satisfy the relationship Tr < di <

k
√
βSNR · d.

Assume all nodes have the same data transmission range Tr. When d ≤ Tr
k
√
βSNR

,

the interference range Ir satisfies di ≤ Ir ≤ Tr, i.e., the interferer is within the data

transmission range of the receiver. Since the CTS packet from the receiver can be correctly

decoded by the interferer, the RTS/CTS handshake can successfully silence the hidden
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interferer. In that case, there is no remote hidden terminal problem (i.e., Area 2 in

Fig. 3.1). However, when Tr
k
√
βSNR

< d ≤ Tr, we get Tr < di ≤ Ir ≤ k
√
βSNR · Tr. As

the interferer is a remote terminal that locates outside the data transmission range of

the receiver, the SNR of the CTS packet at the receiver is below βSNR. The RTS/CTS

handshake fails to silence this remote hidden terminal. Thus, any transmission from this

remote hidden node will cause the receiver’s packet corruption (i.e., Area 1 in Fig. 3.1).

In this case, the standard RTS/CTS fails to silence node C’s transmission to node D,

which in turn causes node A’s transmission to be collided at node B. We also call this

remote hidden terminal drawback as Low-SNR-CTS problem.

3.1.2 CTS Collision Problem

The standard RTS/CTS mechanism makes the assumption that RTS/CTS packets would

not collide with other packets. This assumption cannot hold when the network’s work-

load becomes high. When multiple nodes concurrently transmit packets, the RTS/CTS

packets may be collided with other packets. The corruption of RTS packet does not

trouble the system much because, if the RTS is missed, the RTS/CTS handshake will

re-initiate after a waiting time. However, the corruption of CTS packet at hidden node(s)

can deteriorate the throughput of the system. If the CTS sent by the receiver fails to

silence its neighbor(s) for enough NAV time, its data reception may be corrupted by the

hidden node(s)’ transmissions, which will force the transmitter to retransmit the entire

data packet. To emphasize this problem, we also call this CTS collision drawback as

Low-SINR-CTS problem.

A simple CTS collision scenario is illustrated in Fig. 3.2: Nodes A∼G are wireless
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Figure 3.2: A CTS collision scenario: (a) Node B’s CTS packet is collided with node D’s
data packet at node C. (b) Because the CTS packet is collided at node C in (a), node C
cannot defer its transmission for the NAV time and node C’s RTS packet will cause node
A’s data packet to be corrupted at node B.

stations that form a straight line topology. Fig. 3.2(a) shows that node B’s CTS packet

is collided with node D’s data packet at node C. Due to the low SINR, the CTS packet

cannot be correctly decoded by node C, and node C do not renew its NAV waiting timer.

Hence, when node A transmits the data packet to node B, node C may initialize a new

RTS/CTS handshake with node D, as shown in Fig. 3.2(b). Consequently, node A’s data

packet is collided at node B. Note that though the RTS/CTS packets may be hardly

collided with each other due to their small packet sizes, the probability that the CTS

packets are collided with data packets will be high when the network’s workload becomes

high.

The Low-SNR-CTS and Low-SINR-CTS problems are two main drawbacks that sig-

nificantly deteriorate the performance of the standard RTS/CTS mechanism. To combat

these two drawbacks, we propose a novel RTS/S-CTS mechanism to make the S-CTS

frame detectable at the symbol level even under low SNR/SINR environments.
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3.2 RTS/S-CTS Mechanism

Similar to the standard RTS/CTS, the RTS/S-CTS silences the neighboring nodes through

the exchange of RTS/S-CTS frames: If a node that is not involved in the transmission

can successfully decode or detect the RTS/S-CTS frames, it defers its transmission for

the NAV time.

As we have addressed in previous section, because of the Low-SNR/SINR-CTS prob-

lems, the RTS/CTS cannot silence all interferers. On the contrary, the RTS/S-CTS

can silence these interferers through the symbol-level correlation method. As the low-

SNR/SINR-CTS problems only relate to the CTS frame, there is no change to the RTS

frame format. To make the S-CTS detectable under low SNR/SINR scenarios, a new “S-

NAV” field, which contains the symbol-level NAV time information, is appended to the

CTS frame at the PHY layer, which makes the S-CTS packet same as the standard CTS

packet at the MAC layer (Fig. 3.3). To specify the format difference of a packet between

the MAC and PHY layers, we call it as “packet” at the MAC layer and as “frame” at

the PHY layer in this dissertation.

Preamble Standard CTS
PHY  Layer

S-NAV

Standard CTS
MAC Layer

PLCP

Figure 3.3: New S-CTS frame format at the physical layer. We do not change the standard
CTS packet at the MAC layer, but only append a S-NAV filed at the PHY layer.

The new S-CTS frame can combat both Low-SNR/SINR-CTS problems (Fig. 3.4):

(a) For the Low-SNR-CTS problem case (Fig. 3.4(a)), because the distance between

node B and node C, di, satisfies Tr < di <
k
√
βSNR · Tr, node C cannot decode node B’s
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(a)  Low-SNR-CTS scenario
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S-CTS
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(b)   Low-SINR-CTS scenario

S-CTS Data

node A decodes the S-CTS,
prepares to send data

node C detects the collided S-NAV,
keeps silencing for the NAV time

CTS frame S-NAV

S-CTS

CTS frame S-NAV

S-CTS

CTS frame S-NAV

 RTS

Data

Figure 3.4: The RTS/S-CTS can combat both Low-SNR/SINR-CTS problems.

S-CTS frame into bits correctly. However, node C can detect the S-NAV field at the

symbol level and obtain the NAV time information. Thus, node C can keep silencing for

the NAV time.

(b) For the Low-SINR-CTS problem case (Fig. 3.4(b)), although node B’s S-CTS is

collided by node D’s data transmission at node C, node C can still detect the S-NAV field

at the symbol level, obtain the NAV time information, and keep silencing for the NAV

time.

3.2.1 S-CTS Frame Generation

When a station receives a RTS packet, it checks if it is the designated receiver. If yes,

it achieves the NAV time from the RTS’s duration field, minus the time that is required
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Figure 3.5: The receiving process of S-CTS frame. Gray blocks are the new compo-
nents. The SLDD detects the S-CTS frame’s S-NAV field and passes this S-NAV time
information to the NAV decision block at the MAC layer.

to transmit the CTS frame and ACK frame plus three SIFS intervals. That means, only

the time for transmitting the pending data is remained.

After the calculation, the receiver encodes the resultant NAV time, called “S-NAV

time”, into the S-NAV field (see details in Section 3.2.3), and appends this S-NAV field

to a standard CTS frame at the physical layer to build a S-CTS frame. The receiver

responses this S-CTS frame to the transmitter.

3.2.2 S-CTS Frame Reception

A station normally uses two mechanisms, hard decision decoder (HDD) and soft decision

decoder (SDD), to decode the incoming signals at the PHY layer [38,39]. Either one can

deliver the bits up to the MAC layer correctly if received signals meet the SNR/SINR

threshold requirement. However, as the S-CTS frame needs to be detected under low

SNR/SINR environments, we design a new decoder, called symbol-level detection decoder

(SLDD), to detect the S-CTS frame at the PHY layer, as shown in Fig. 3.5:

1) Under High SNR/SINR Environments : When the incoming signal meets the
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threshold requirement, the correct bits are delivered to the MAC layer. For a received

S-CTS frame, as the MAC layer can correctly obtain the standard CTS packet from the

PHY layer, both the receiver address RA and the NAV time TNAV are derived. In this

scenario, the S-NAV time information in the S-NAV field becomes useless.

2) Under Low SNR/SINR Environments : Due to the low SNR/SINR, the hidden

terminals cannot correctly decode the CTS packet at the MAC layer. However, for any

node not involved in the data transmission, the only useful information carried by the

CTS packet is the NAV time. This information is also presented as the S-NAV time

information, which is stored in the S-NAV field and can be detected by the SLDD at the

PHY layer (see details in Section 3.2.3).

When the NAV decision block only receives the S-NAV time information and no RA

is obtained from the S-CTS frame, the station knows that it does not involve in the

data transmission. Then the NAV decision adds the S-NAV time TS−NAV achieved from

the SLDD, together with the time required to transmit one ACK frame plus two SIFS

intervals to calculate a new NAV time TNAV−TIME. If the new NAV time is larger than

Algorithm 3.1 NAV Decision Algorithm

Input: The digital bits from the normal HDD/SDD decoders; the S-NAV time from the
SLDD decoder.

1: if the packet is correctly decoded then
2: Extract RA and TNAV from the digital bits; set TNAV−TIME to TNAV .
3: else
4: Set RA to NULL; obtain TS−NAV from the S-NAV field; set TNAV−TIME to

TS−NAV + TACK + 2 · TSIFS.
5: end if
6: if RA is the station’s address then
7: Prepare for sending the data packet.
8: else
9: Renew the NAV-timer if TNAV−TIME > TNAV−timer; cease for TNAV−timer.
10: end if
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the time kept in the NAV-timer TNAV−timer, the NAV decision renews the NAV-timer

and ceases for the duration. The NAV decision algorithm is listed in Algorithm 3.1.

3.2.3 S-NAV Detection and Identification

S-CTS’s two main challenges pertain to detecting the S-NAV field and discerning the

different NAV time information, both of which depend on how a known sequence signal

is detected. As describe in Section 2.5, by using the cross-correlation Ineq. (2.7), the

known sequence can be detected.

Ckn(l)

l · RSSIkn
≥ ψ.

However, as the S-NAV field plays a critical role in defeating the Low-SNR/SINR-CTS

drawbacks. When receiving the S-CTS frame, a hidden terminal can achieve the S-NAV

time information from the S-NAV field and keep silencing for the requested time. Thus,

there are still two issues for the S-NAV detection and identification process: (1) How

to provide enough global-known sequences, which are called S-NAV indicators, to carry

different S-NAV time information? (2) How to identify those S-NAV indicators under

low SNR/SINR environments? To solve these problems, we propose both indicators

mapping function and best candidate algorithm to present and identify different NAV

time information.

In the IEEE 802.11 standard, the size of MAC service data unit (MSDU) is limited

to 2272 bytes. However, in the IPv4 and Ethernet standard (Version 2), the maximum

transmission unit (MTU) cannot exceed 1500 bytes. Since the IEEE 802.11 MAC still uses

IPv4 as its upper layer, the MTU is set as 1500 bytes. Consequently, the data transmission
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time cannot exceed a maximum transmission time Tmax. The indicator mapping function

divides all possible data transmission time into N catalogues and maps each catalogued

time T i
cata to a global-unique S-NAV indicators. T i

cata is calculated as follows:

T i
cata =

Tmax

N
· i, (3.1)

where i is the catalogued index of the S-NAV indicator and 1 ≤ i ≤ N . Note that the

indicators mapping function could keep the station(s) waiting longer than actual data

transmission time, which is called “catalogue overhead” in this thesis.

When the station prepares for the S-CTS frame, it obtains the NAV time from the

RTS frame, calculates the data transmission time, finds the catalogued time just longer

than the data transmission time, maps the catalogued time to the corresponding S-NAV

indicator, and stores that S-NAV indicator in the S-NAV field of the S-CTS frame at the

PHY layer.
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Figure 3.6: The structure of SLDD.

To decode the S-NAV time from the S-CTS frame, the SLDD resorts to a parallel
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signal correlation process (PSCP) (Fig. 3.6): The SLDD correlates the incoming samples

with N different S-NAV indicators and picks up the results that exceed βS−NAV , which

are called the candidates. The SLDD compares those candidates to find the one with

maximum value Ei, which is the best candidate. The SLDD gets the index i and sets the

S-NAV time TS−NAV as the catalogued time T i
cata. The best candidate algorithm is listed

as Algorithm 3.2.

Algorithm 3.2 Best Candidate Algorithm

Input: Incoming symbol samples from the RF down-converter.
Output: The S-NAV time TS−NAV .
1: Correlate the incoming samples with N different S-NAV indicators; pick up the cor-

relation values that exceed βS−NAV as the candidates.
2: if the number of candidates > 0 then
3: Compare those candidates and find out the one with maximum value Ei as the

best candidate.
4: Get the catalogued index i of the best candidate; set TS−NAV to the catalogued

time T i
cata; .

5: else
6: Do nothing.
7: end if

Fig. 3.7 illustrates the decoding procedure of SLDD with N S-NAV indicators. Dif-

ferent from the conventional correlation detections which only allow one correlation value

to exceed the threshold, the SLDD allows several candidates to exceed the threshold

βS−NAV , and the best candidate algorithm can pick up the best candidate to output the

S-NAV time.

3.3 Hardware Experiments

In this section, we reveal the hardware implementation and experimental methodology.

Also, we discuss some practical issues about S-NAV detection and identification.
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3.3.1 Hardware Implementation and Experimental Methodol-

ogy

3.3.1.1 Hardware Implementation

We implemented the RTS/S-CTS mechanism on a 4-node GNURadio/USRP2 testbed.

Each node is a commodity PC connected to a Universal Software Radio Peripheral 2

(USRP2) [19] with RFX2400 daughter-board. The RFX2400 operates at the 2.4GHz

frequency range. All PCs are installed Ubuntu 10.04 and GNURadio [26].

The RTS/S-CTS uses the BPSK modulation/demodulation module, which is com-

monly used in the 802.11 standard. We used the default GNURadio configuration for

the communications, i.e., on the transmitter side, the DAC rate is 400e6 samples/s, the

interpolation rate is 200 (4 interpolation rate in the DAC chip itself and 50 interpolation

rate controlled by GNURadio), and the number of samples per symbol is 2; on the re-
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Figure 3.8: The network topology of the 4-node testbed.

ceiver side, the ADC rate is 100e6 samples/s and the decimation rate is 50. Given the

above parameters and a BPSK modulation, the resulting bit rate is 1Mbps.

3.3.1.2 Experimental Methodology

USRP2 has hardware delays in transmitting samples from the RF front-end to its con-

nected commodity PC, also GNURadio incurs artificial software delay to process these

samples. Thus, it is difficult to conduct a real time evaluation of the RTS/S-CTS in high

bit rates. Hence, we resorted to the trace-based evaluation that is also used in [29, 68].

Each node saves all the outgoing and incoming samples for off-line processing.

We set up the 4-node GNURadio/USRP2 testbed shown as Fig. 3.8: (1) To evaluate

the remote hidden terminal problem, we increased the distance between nodes 2 and

3 to make them not communicate with each other. We made nodes 1 and 2 exchange

RTS/S-CTS frames to set up link 1. Similarly, nodes 3 and 4 set up link 2. Here, node 3

is a remote hidden node of node 2. (2) To evaluate the CTS collision, we set the distance

between nodes 2 and 3 less than the transmission range. Nodes 1 and 2 exchange RTS/S-

CTS frames to set up a link, node 3 is a hidden node of node 1, and node 4 broadcasts

some random data as an interferer, causing the CTS collision at node 3.

The design of S-NAV plays a crucial role in the proposed RTS/S-CTS mechanism.

There are three factors that affect the design of S-NAV indicators: the length of S-NAV
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indicators, the detectable threshold βS−NAV of S-NAV indicators, and the minimum Ham-

ming distance among S-NAV indicators. We conducted hardware experiments to study

how these factors affect the S-NAV detection and identification under low SNR/SINR

environments.

3.3.2 Length of S-NAV Indicators

A pertinent concern is how long the S-NAV indicator should be. Evident from Fig. 3.9(a),

we can see that longer indicators can make higher normalized correlation values, which

also make the indicators easily detected under lower SINR environments (Fig. 3.9(b)).

However, a longer indicator also means more channel occupation time. Table 3.1 gives

the channel occupation time overhead with various indicator lengths.

a
a
a
a
a
a
a
a
aa

Standards

Indicator
Length 80 160 240 320

802.11a/g 6.67 13.3 20 26.6
802.11b 7.27 14.55 21.82 29.09

Time (Microsecond)

Table 3.1: Channel occupation time overhead.

Indicator Length 80 160 240 320
Utilization 0.075 0.069 0.046 0.041

Table 3.2: Indicator length utilization.

To make a trade-off between SINR and channel occupation overhead, a metric indi-

cator length utilization Ul is defined as:

Ul = |
SINRmin

l
|, (3.2)

where SINRmin is the lowest SINR that, given length l, the indicator can be detected

(with detection rate ≥ 95%, Fig. 3.9(b)). Table 3.2 gives the various indicator length
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Figure 3.9: (a) Normalized correlation value with various indicator lengths under different
SINRs. (b) Detection rate with various indicator lengths under different SINRs.

utilization. By further considering the available number of S-NAV indicators, in our

testbed, we set the length of S-NAV indicator as 160 symbols.
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3.3.3 Threshold βS−NAV

Another key factor that affects the performance of S-NAV detection (false negative/positive

error) is the threshold βS−NAV . According to Ineq. (2.7), we can have

CS−NAV (l)

l · RSSIS−NAV

≥ ψS−NAV . (3.3)

ψS−NAV is closely related to both false negative error and false positive error (Sec-

tion 2.5). Fig. 3.10 shows the two error rates with 160 symbols. Obviously, the false

negative error dominates the detection’s performance within −14dB. From Fig. 3.9(b),

we can see that the false negative error is more related to the SINR and indicator length.

The false positive error rate is mainly due to that the correlation value of S-NAV indica-

tor and data is larger than βS−NAV , which can be defeated by a large Hamming distance

between the indicator and data.
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Figure 3.10: False negative/positive error rate with 160 symbols. (ψS−NAV = 0.55)

Table 3.3 shows the decreasing trend as the Hamming distance increases. When the

Hamming distance becomes 52, the false positive error rate is 0.2%.

Clearly, Eq. (3.3) mainly deals with the Low-SINR-CTS problem. When a station
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Hamming Distance 34 40 46 52
FPE Rate 0.170 0.047 0.008 0.002

Table 3.3: The relationship between Hamming distance and false positive error (FPE)
rate. (SINR = −10dB, ψS−NAV = 0.55)

is out of the data transmission range, RSSIS−NAV ≤ βSNR + RSSIno where βSNR is

the SNR threshold for correctly decoding packets and RSSIno is the environment noise

(typically, -98∼-95dBm). To balance the Low-SNR-CTS problem and exposed terminal

problem [41], in this case, βSNR + RSSIno is used to instead of RSSIS−NAV . Thus,

Eq. (3.3) changes to

CS−NAV (l)

l · (βSNR +RSSIno)
≥ ψS−NAV . (3.4)

Fig. 3.11 shows the hardware result of the detection rate under different SNRs.
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Figure 3.11: Detection rate with various indicator lengths under different SNRs.

3.3.4 Minimum Hamming Distance among S-NAV Indicators

The minimum Hamming distance between any pair of S-NAV indicators will affect the

performance of S-NAV identification. Similar to the false positive error rate, the best

candidate algorithm may also choose a wrong candidate as the S-NAV indicator, causing

the S-NAV time information to be decoded incorrectly. We call this error as “indicator de-

coding error”. The indicator decoding error rate has close relationship with the minimum
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Hamming distance between any pair of S-NAV indicators. From Table 3.4, we can see

that, by increasing the Humming distance between two S-NAV indicators, the indicator

decoding error rate can be less than 0.1% when the Humming distance is 22. Therefore,

the indicator decoding error rate can be minimized by enlarging the Humming distance

between any pair of S-NAV indicators. However, enlarging the Hamming distance would

reduce the available number of S-NAV indicators that the system can use.

Hamming Distance 6 10 14 18 22
PDE Rate 0.0570 0.0200 0.0079 0.0038 0.0010

Table 3.4: The relationship between Hamming distance and indicator decoding error
(PDE) rate. (SINR = -10dB)

Compared with the conventional correlation detection [29,38,68] that only allows one

candidate, which requires the minimum Humming distance to be 52, the best candidate

algorithm reduces the required minimum Humming distance to be 22, which means that

we can design more S-NAV indicators to alleviate the catalogue overhead. In our USRP2

experiment, the Humming distance of the 160 symbol-length indicators is set as 22.

We can design more than 150 different S-NAV indicators, consequently, the catalogue

overhead is below 13.3µs in 802.11a.

3.4 Performance Evaluation

In this section, we give ns-2 simulation results that show the effectiveness of our RTS/S-

CTS mechanism to solve the Low-SNR/SINR-CTS problems. We simulated the RTS/S-

CTS under different network scenarios: a 4-node line topology for the Low-SNR-CTS

problem scenario (Fig. 3.1), a 7-node line topology for the Low-SINR-CTS problem sce-

nario (Fig. 3.2), and a 16-node random network topology for general scenario (Fig. 3.14).
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We compared the performance of the RTS/S-CTS with standard CSMA/CA and RTS/CTS

protocols. We modified ns-2’s source code at the physical layer to support the S-CTS’s

symbol-level detection by using the hardware experiment results. We also considered

the catalogue overhead of the RTS/S-CTS. To evaluate the performance, we employed

two common metrics, throughput and packet delivery rate. Table 4.5 lists the parameter

configurations used in our simulation.

Parameter Value Parameter Value
Transmission range 500m Preamble 16µs
Carrier sensing range 870m SIFS 16µs
S-NAV 13.3µs DIFS 34µs
Catalogue overhead 13.3µs CWmax 1023µs
Link capacity 6Mbps CWmin 15µs
Packet size 700∼1500

bytes
Time slot 9µs

Table 3.5: Parameter configurations for ns-2 simulation.

3.4.1 Low-SNR-CTS Problem Scenario

To evaluate the RTS/S-CTS’s performance in the Low-SNR-CTS environment, we built

up two directional links (A→B and C→D) as Fig. 3.1. The distance between A→B

(and C→D) is 480m. We set data flow on each link as 2.5Mbps. We varied the distance

between B and C (denoted as di) from 400m to 1000m to study the changes of throughput

on both links. The simulation result (Fig. 3.12) shows that RTS/S-CTS can completely

solve the remote hidden terminal problem (when di ranges from 500m to 800m) while

the other two schemes cannot compete under this circumstance. More interestingly, we

observed that the RTS/CTS suffers more severely than the CSMA/CA when the remote

hidden terminal problem occurs. The reason is that node A’s RTS/data packet can be
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Figure 3.12: The throughput in the Low-SNR-CTS scenario.

corrupted by node C’s RTS/data packet with a high probability.

3.4.2 Low-SINR-CTS Problem Scenario

To simulate the low SINR scenario, we built up two unidirectional data flows (A→F

and G→B) as Fig. 3.2. The distance between each pair of adjacent nodes is 480m. We

injected two data flows concurrently at nodes A and G. We varied the data flow from

600Kbps to 2Mbps to study the throughput and packet delivery rate on each link.

The simulation reveals that: (1) For unidirectional flows, the RTS/S-CTS achieves

8∼15% improvement compared with standard RTS/CTS, and 200∼250% improvement

compared with traditional CSMA/CA in each data flow throughput and total end-to-end

network throughput (Fig. 3.13(a)). 2) By solving the CTS collision problem, the RTS/S-

CTS can safeguard each link’s packet delivery rate to be above 97%. More importantly,

this guarantee would not be affected by the offered load of the data flows (Fig. 3.13(b)),

and can significantly save the retransmission energy cost.
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Figure 3.13: Results in the Low-SINR-CTS scenario: (a) The throughput. (b) Packet
delivery rate on link C→D/D→C.

3.4.3 Random Network Topology Scenario

To evaluate the RTS/S-CTS’s scalability and generality, we generated a random network

topology with 16 nodes and randomly set up 6 links (Fig. 3.14). We varied the data

flow on each link from 1Mbps to 4.5Mbps. For each data flow, we varied the packet size

randomly. We run CSMA/CA, standard RTS/CTS and our RTS/S-CTS respectively.

We measured the throughput of each link and summarized the average throughput of the
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six links in Fig. 3.15. The result shows that, when the data flow on each link exceeds

4Mbps, the RTS/S-CTS can improve the throughput of those affected links for more than

63% compared with CSMA/CA and standard RTS/CTS.

Figure 3.14: The random network topology.
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Figure 3.15: The throughput in the random network topology scenario.

However, when the link’s data flow is low (<1.5Mbps), the RTS/S-CTS becomes

useless (Fig. 3.15). Furthermore, because of the overhead of the S-NAV field and the

catalogue overhead, the throughput of RTS/S-CTS is even slightly below the standard

RTS/CTS.
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As a summary, we can see from the improvement of throughput that the RTS/S-

CTS outperforms CSMA/CA and RTS/CTS. Moreover, Fig. 3.15 explains why standard

RTS/CTS is just a “backup and supplement” mechanism to CSMA/CA [25, 37]. With

high link workload, the standard RTS/CTS cannot protect the receiver from hidden

terminals due to the CTS collision (Low-SINR-CTS problem). The RTS/S-CTS defeats

those drawbacks by designing a new method to solve the hidden terminal problem.

3.5 Discussions

We further discuss some issues arisen from the RTS/S-CTS mechanism that remain un-

addressed in this chapter:

3.5.1 Complexity

Although using a larger number of different S-NAV indicators can reduce the catalogue

overhead, it may also introduce computation overhead to conduct signal correlation of

the incoming signal sample by sample. Fortunately, we use the preamble detection and

synchronization (Fig. 3.5) to activate the SLDD. As the S-NAV field in the S-CTS frame

has a constant size, instead of correlating all the incoming samples, we can just cut the

appropriate S-NAV samples and do the correlation operation only for that set of S-NAV

samples. Thus, the computation complexity of the PSCP is θ(cN), where N is the total

number of S-NAV indicators adopted and c is a constant cost for conducting one signal

correlation. Note that this computation complexity is also a constant cost when N is

fixed. Comparing with the preamble detection that needs to correlate all the incoming

samples with the preamble, this constant cost is significantly less than the preamble
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detection cost.

3.5.2 Self-Test and Cancelation

The RTS/S-CTS is a cross-layer mechanism. This feature makes it easily compatible

with old protocols, but this may bring new issues. Generally, each packet needs to pass

the CRC self-test and will be abandoned when it fails the CRC checking. When the

RTS/S-CTS is under a very low SINR scenario (SINR < −20dB), the S-CTS’s false

positive error rate becomes remarkably high (Fig. 3.16). Recall that the false positive

error incurs because the station erroneously detects a S-NAV indicator from data. This

will cause unnecessary time waiting. We propose a self-test and cancelation mechanism

for the RTS/S-CTS to eliminate this problem: When the parameters of S-NAV indicators,

such as length and minimum Hamming distance, have been settled, the maximal number

of candidates that exceed the threshold βS−NAV in the best candidate algorithm has also

been fixed. We fix this number NS−NAV for the SLDD (e.g., in Fig. 3.7, NS−NAV is set

to 3). If the PSCP generates more than NS−NAV candidates, the SLDD would cease

delivering the S-NAV time information to the MAC layer.
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3.5.3 Impact of Packets Size

The RTS/S-CTS mechanism is similar to the standard RTS/CTS in the MAC layer. This

brings us another concern: the RTS/CTS packets may waste the wireless channel when

the size of data transmission packets is small. In fact, the RTS/CTS mechanism is not

activated unless the size of data packets exceeds a threshold. The standard RTS/CTS

mechanism does not specify the value for this threshold, since it relates to many network

parameters, such as network topology and network traffic patterns, which have been well

studied [25,37]. In this thesis, we do not give detailed discussion on this threshold neither.

3.6 Summary

Comparing to the RTS/CTS mechanism and previous works, the proposed RTS/S-CTS

scheme requires no changes to the standard 802.11 MAC, has no constraint on the

transmitter-receiver distance, and does not need expensive hardware such as directional

antenna or full-duplex transceiver. Therefore, it is more effective in silencing hidden ter-

minals. The hardware implementation and software simulations show its feasibility and

performance improvement for the large scale network. The complexity of the RTS/S-CTS

is further analyzed and the self-test/cancelation mechanism is proposed to defeat detec-

tion errors. All these efforts make the RTS/S-CTS more practical to real world network

scenarios.
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A Downclocked Symbol-Level
Information Extraction Approach to
Eliminate the Energy Waste on
Packet Overhearing Problem

Energy efficiency is a critical issue of wireless devices. However, as the packets are broad-

cast to the stations in the wireless transmission medium, all active neighboring stations

have to spend their energy to decode the packets even though the packets are not ad-

dressed to them, which is called as the energy inefficiency of packet overhearing problem in

this thesis. In this chapter, I present the novel SASD (Sample-Address Sample-Duration)

scheme to solve the energy inefficiency of the packet overhearing problem. Different from

the Chapter 3, the symbol-level infotmation is detected under fullclocking mode, the

SASD scheme allows the symbol-level information to be extracted under downclocking

mode. Thus, the SASD can significantly improve the energy effieiency of the wireless

devices.
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4.1 Motivation

We first explore the energy inefficiency of the packet overhearing problem, especially, in

the high traffic network, by detailing the time and energy cost on the channel sensing

and packet overhearing through real world WiFi traces, respectively.

Among the wireless devices’ energy cost list, the idle listening accounts for the major

reason of the energy-inefficiency [83]. However, the energy cost on the idle listening can

also be detailed into two parts [17]: (1) the energy cost on packet overhearing, and (2)

the energy cost on channel sensing on sending packets or waiting for incoming packets.

We describe the energy cost on the three aspects as below, and analyze the energy cost

on these aspects by using the real world WiFi traces [81], respectively:

• Energy cost on TX & RX: the energy cost on transmitting or receiving packets.

• Energy cost on packet overhearing: the energy cost on receiving and decoding

packets which are not addressed to the station. The energy spent on this aspect is

similar to that on TX & RX. However, the packets will be eventually dropped at

the MAC layer, and this kind of energy cost is considered as energy-inefficiency.

• Energy cost on channel sensing on sending packets or waiting for incom-

ing packets: the energy cost on sensing the wireless channel before sending packets

or monitoring the channel for unpredictable incoming packets. Although the chan-

nel sensing is necessary in wireless networks to defend against the packet collision,

we still consider this energy cost on the channel sensing as energy-inefficiency.

Noted that we do not consider the energy cost when the station is in the sleeping mode,

60



Chapter 4

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

 RX & TX

 Overhearing

 Channel Sensing

F
ra

c
ti
o

n
 o

f 
u

s
e

rs

Fraction of time

(a) Time

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

 RX & TX

 Overhearing

 Channel Sensing

F
ra

c
ti
o
n
 o

f 
u
s
e
rs

Fraction of energy

(b) Energy

Figure 4.1: Time and energy characteristics of mobile devices in a high traffic wireless
scenario (The data comes from the trace given in [81]).

as it is quite small compared with the three aspects in high traffic wireless LANs.

Fig. 4.1(a) shows the normalized fraction of time in the three aspects discussed above.

More than 90% of the devices spent over 63% of the total time on the packet overhearing

while more than 80% of the devices spent less than 5% of the total time on the channel

sensing. We believe that it is because the trace was taken from a busy network. In

contrast, around 60% stations spent less 10% time on sending (TX) and receiving (RX)

packets.

With respect to the energy cost on the three aspects, we adopt a typical Atheros card’s

energy profile (TX: 127mW, RX: 223.2mW, channel sensing: 219.6mW [13] ) which was

used in [83]. Fig. 4.1(b) shows that in a high traffic wireless LAN, 80% stations spent

more than 70% energy on the packet overhearing. This significant energy-inefficiency on

the packet overhearing would rapidly drain out the mobile devices’ battery power.

The above analysis reveals that the packet overhearing accounts for the majority

of wireless devices’ energy cost. Although the traces were taken from a busy network,
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we believe that this phenomenon is quite common in high traffic wireless LANs [2, 7].

Obviously, this energy inefficiency on the packet overhearing should be considerably dealt

with. If this energy inefficiency can be effectively eliminated, it will clearly improve the

energy efficiency of wireless devices in high traffic wireless LANs.

4.2 Architecture and Design

4.2.1 Overview of the SASD Scheme

Different from the Power Saving Mode (PSM) protocols [37, 48, 57, 67] or other energy

saving mechanisms [47,70,83,84], SASD tries to enable the stations to detect and identify

the packet’s receiver MAC address and transmission duration information in one shot

without receiving the whole packet at the PHY layer. It leverages the advantages of

both the sleeping mode and downclocking mode (as shown in Fig. 4.2): The stations

which are not involved in the packet receiving can turn to the sleeping mode to avoid

energy waste on the packet overhearing. Also, as SASD is implemented at the PHY layer,

it can take the advantage of the PHY-layer energy-efficient mechanism, i.e., low energy

cost under the downclocking mode, to save the energy. To achieve this energy-efficiency

goal, the main challenges are how to carry/discern the two vital MAC layer information,

the packet’s receiver MAC address and transmission duration, at the PHY layer without

requiring the receiver to fully decode the whole packet, specifically, at the downclocking

mode.

The SASD does not change the data packet’s structure at the MAC layer, just adding

a SASD header in front of the data frame at the PHY layer. As shown in Fig. 4.3,

for each SASD header, it contains three fixed-length fields: the notification field, the
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Figure 4.2: An overview of the SASD mechanism. (The full-line box denotes the packet
sending and dot-dash-line box denotes the packet receiving.)
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Figure 4.3: The SASD data frame at the PHY layer.

Sample-Address (SA) field and the Sample-Duration (SD) field. The notification field is

used to notify all the wireless devices that there is an incoming packet even when the

devices work at the downclocking mode. The SA and SD fields are used to carry the two

important MAC layer information which are mentioned above.

At the transmitter side, the transmitter will generate the SASD header in front of

each packet and send them together. At the receiver side, the receiver adopts the cross-

correlation to detect and identify the three fields under the downclocking mode. To

decode the information carried in the SASD header, the receiver deploys a new decoder,

called “SASD Detection and Identification Decoder” (SSDI) (the gray block in Fig. 4.4),

to obtain the SA and SD information from the received packet at the PHY layer and then
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to inform the A/D converter to switch to the fullclocking or sleeping mode accordingly:

When the device detects an incoming packet under the downclocking mode, it uses the

SSDI to detect and identify the SA field to determine whether the incoming packet is

addressed to it or not. If yes, it restores to the fullclocking mode to receive the packet.

Otherwise, it turns to detect and identify the SD field and changes to the sleeping mode

to avoid the energy cost on the packet overhearing. The SSDI procedure is listed in

Algorithm 4.1:

Algorithm 4.1 SSDI Procedure

Input: Incoming samples from the A/D converter under the downclocking mode.
1: while detect and identify the notification field in the incoming samples do
2: Cut the samples in the fixed-length SA filed.
3: if the MAC address information can be extracted from the samples in the SA filed

then
4: Inform the A/D converter to switch to the fullclocking mode for receiving the

packet.
5: else
6: Cut the samples in the fixed-length SD field.
7: if the packet transmission duration information can be extracted from the sam-

ples in the SD filed then
8: Inform the station to switch to the sleeping mode to avoid packet overhearing.
9: end if
10: end if
11: end while
12: Go to Step 1.

RF

Frontend

A/D

Converter

Samples Basedband &

MAC process

SSDI

PacketPhase locked loop &

Basedband Filter

Figure 4.4: The architecture of the SASD scheme at the receiver side. Only the gray
SSDI block is a new component.

64



Chapter 4

In the following parts of this section, we first detail the detection and identification

process under the fullclocking mode, then we describe the process under the downclocking

mode.

4.2.2 Detection and Identification under the Fullclocking Mode

As describe in Section 2.5, we use the cross-correlation Ineq. (2.7) to detect and identify

the known samples sequence.

Ckn(l)

l · RSSIkn
≥ ψ.

As to the false negative (missing alarm) error and false positive (false alarm) error, we

use the similar solution described in Section 3.3.3. We use the parameters ψ and Hamming

distance between two known bit sequences to decrease the false negative/positive error

rate. And we detail the two errors in Section 4.3. Fig. 4.5(a) shows the normalized

correlation value between the transmitted known bit sequence and any other known bit

sequences with various Hamming distances. From this illustration figure, we can see

that, with the threshold ψ = 0.90, once the Hamming distance between two known bit

sequences is larger than 20, the correlation process can correctly detect and identify the

transmitted known bit sequence, making the false positive error rate close to 0 (SINR ≈

0dB).

4.2.2.1 How to Process the Receiver’s MAC Address?

In SASD, the AP would maintain a local unique known bit sequence pool and a MAC

address mapping table. When a new station joins the AP’s wireless network, after au-

thorization, the AP associates an unused known bit sequence from the pool with the new
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(b) The enhanced correlation approach.

Figure 4.5: The Hamming distance requirements for two detection and identification
methods. (bit sequence size = 160 bit, SINR ≈ 0dB)

station’s MAC address and puts them in the MAC address mapping table. Then, the AP

informs this station both its known bit sequence and AP’s known bit sequence (Fig. 4.6).

Once the AP wants to send a data packet to a station, the AP puts the associated known

bit sequence of the station in the SA field of the SASD header. Also, if a station wants

to send packets to the AP, it puts AP’s known bit sequence in the SA field.

The station would use the detection and identification approach to check whether the

incoming packet is addressed for it or not. If yes, the station switches to the fullclocking

mode for receiving the packet. Otherwise, it tries to detect and identify the SD field

under the downclocking mode.

4.2.2.2 How to Process the Packet Transmission Duration?

One of the SASD’s main challenge pertains to the delivery of the packet transmission

duration at the PHY layer, which can enable those non-receivers to switch to the sleeping

mode to avoid the packet overhearing and to switch back to the downclocking mode

after the packet transmission is completed. As we mention in Section 3.2.3, the packet
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Figure 4.6: The MAC address mapping table in AP.

transmission duration would be a finite value, SASD takes the same way as the S-NAV,

divides the packet transmission duration into N catalogues, and maps each catalogued

duration time T i
cata to the global unique known bit sequence. By using the Eq. (3.1), T i

cata

can be calculated as follows:

T i
cata =

Tmax

N
· i,

where Tmax is the maximum packet transmission duration, i is the catalogued time index

of the global unique known bit sequence and 1 ≤ i ≤ N . As the actual packet transmission

duration could fall in any catalogues, the AP and station must preload all the global

unique known bit sequences for generating or discerning the correct catalogued time

index.

When the AP (or station) prepares to send a packet, it obtains the packet transmission

duration TD, calculates the catalogued time index i = ⌈N ·TD

Tmax
⌉. After that, the AP

(or station) puts the corresponding known bit sequence in the SD field. Note that the
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catalogued duration time function could keep the stations sleeping longer than the actual

data transmission duration, which introduces extra catalogue cost. Clearly, enlarging the

catalogue value N can alleviate this cost.

When the station receives the packet, SASD adopts the enhanced correlation approach

(Algorithm 4.2), which not only considers that the correlation value must excess the

threshold but also compares the correlation values between different catalogued time

indexes to detect and identify the correct catalogued time index. Similar in Section 3.2.3,

first, the station parallel correlates the incoming samples with N different known sample

sequences corresponding to the N catalogued time indexes and picks up the normalized

correlation results which exceed the threshold ψSD as the candidates. After that, it picks

up the largest correlation result among the candidates and maps it to the catalogued time

index i. The station gets the index i, calculates the catalogued duration time T i
cata, and

derives the sleeping time Tsleep by adding T i
cata with a SIFS time (TSIFS) and an ACK

duration (TACK). Then, the station switches to the sleeping mode during the sleeping

time Tsleep.

Algorithm 4.2 Enhanced Correlation Approach

Input: Samples in the SA filed.
Output: The sleeping time Tsleep.
1: Correlate the samples with N different catalogued time index bit sequences; pick up

the normalized correlation values which exceed ψS−Duration as the candidates.
2: Compare these candidates and pick up the maximum value NCi(l).
3: Get the catalogued index i of the selected one; calculate the catalogued duration time
T i
cata; set the sleeping time Tsleep = T i

cata + TSIFS + TACK .
4: Switch to the sleeping mode for Tsleep.

Fig. 4.5(b) shows that, when the Hamming distance between two known bit sequences

≥ 6 and ψ = 0.90, by using the enhanced correlation approach, the transmitted known
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bit sequence can be correctly identified. Noted that the enhanced correlation approach

allows multiple normalized correlation values excess the threshold.

4.2.3 Detection and Identification under the Downclocking Mode

In Section 4.2.2, we show that when the A/D converter works at the fullclocking mode, the

receiver’s MAC address and packet transmission duration can be detected and identified

at the PHY layer. In this section, we explore that, even if the A/D converter works at

the downclocking mode, these approaches are still functional to generate and discern the

receiver’s MAC address (SA) and packet transmission duration (SD) information at the

PHY layer.

4.2.3.1 Is SASD Still Functional under the Downclocking Mode?

At the receiver side, according to the Nyquist-Shannon sampling theorem, to fully re-

construct the signal which the transmitter was sent out, the receiver has to use twice

of the transmitting bandwidth to sample the incoming signal. Thus, the A/D sampling

frequency is fr = 2B, where B is bandwidth.

When the A/D converter reduces the sampling clock-rate in order to save the energy,

it also decreases the number of the known samples that SASD can use to calculate

the correlation value. Based on Eq. (2.6) in Section 2.5, the correlation value after

downclocking would be:

Ckn(l/τ) ≈ 1/τ · |H| ·
l−1
∑

i=0

|xkn[i]|2, (4.1)

where τ is the downclocking rate of the A/D converter. Remember that Eq. (2.6) can only
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be true when l is large enough to make O(l) ≈ 0. Thus, Eq. (4.1) also needs to meet the

requirement that l/τ is large enough to make O(l/τ) ≈ 0. Fig. 4.7 shows the relationship

between the correlation value C(l/τ) and downclocking rate τ from the USRP2 hardware

experiment. The known bit sequence is transmitted at 10 times. It is shown that when

τ ≤ 4, C(l/τ) ≈ 1/τ · C(l). When τ = 64, due to the reason that l/τ cannot make

O(l/τ) ≈ 0, Eq. (4.1) cannot be held anymore. However, 10 correlation spikes can be

detected from Fig. 4.7(d). It evidently shows that by using the cross-correlation, even

when the A/D converter works at the downclocking mode, the correlation value C(l/τ)

can still be used to detect the known bit sequence. Consequently, SASD can use the

known bit sequences to deliver the SA and SD information at the downclocking mode.

As we know, the difference between two bit sequences can be measured by their

Hamming distance. At the fullclocking mode, every different bit in these two different bit

sequences is fully sampled into different sample sequences, which guarantee the difference

of their correlation values under the fullclocking mode. However, this difference cannot be

guaranteed when the A/D converter works at the downclocking mode, i.e., the different

samples which the A/D converter samples at the fullclocking mode would be lost. Thus,

different bit sequences may lead to the same sample sequence at the downclocing mode.

Consequently, the identification approach, especially, the enhanced correlation approach

would fail to distinguish these various known bit sequences.

As fr = 2Bs
1 and the samples are closely related to the incoming symbol, when the

A/D works at the downclocking rate τ = 2, the receiver can still get different sample

1The relationship between the bandwidth and symbol rate can be written as B = Bs(1 + α), where
Bs is the symbol rate and α is the roll-off factor of a low-pass filter. Normally, α ≥ 0. In this chapter,
we assume the bandwidth is fully used, which means we take α = 0.
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Figure 4.7: The relationship between correlation value C(l/τ) and downclocking rate τ .
(SINR ≈ 0dB, l = 320)

sequences to help the SSDI identify the known bit sequences. As shown in Fig. 4.8, two

bit sequences (“10000100” and “11010000”) are sampled into different sample sequences

when the A/D works at the fullclocking rate. When the A/D uses the downclocking rate

τ = 2, the resultant samples of two bit sequences are still different samples. However, if

the A/D goes to the downclocking rate τ = 4, the resultant samples of two bit sequences

would be the same. At that time, the SASD scheme fails to identify these two bit

sequences.
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Figure 4.8: The received samples of two bit sequences under different A/D’s downclocking
rate τ . Here, we assume the A/D start sampling at the first place.

4.2.3.2 How to Generate Known Bit Sequences under A Higher Downclcok-
ing Rate?

To generate the known bit sequences under a higher downclocking rate, e.g. τ = 4,

we deploy the interpolation method to generate a new known bit sequence from each

fullclocking standard bit sequence. As the higher downclocking rate will cause some bits

to miss sampled, the interpolation will duplicate the last sampled bit to fill the missed bits

to guarantee the difference of the received samples under the higher downclocking rate.

E.g., in Fig. 4.9, when τ = 4, every two bits will only generate one sample, which means
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that one bit is missed sampled. For each bit in the two standard bit sequences (“10000100”

and “11010000”), the interpolation method will duplicate it to two bits, resulting in two

new bit sequences “1100000000110000” and “1111001100000000”. Apparently, the new

bit sequences can keep the difference of the received samples when τ = 4, but with the

cost that the bit sequence’s length has τ/2 times increasing.

0
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bit sequence

 !
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0 0 0 0 01

1 1 0 0 0 0 0 0 0 1 1 0 0 0 0

(a) The generated bit sequence “1100000000110000”.
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(b) The generated bit sequence “1111001100000000”.

Figure 4.9: The received samples of two generated bit sequences under A/D’s downclock-
ing rate.

4.2.3.3 How to Identify the First Sampling Place?

When the A/D converter works at the downclocking mode, the A/D cannot guarantee

to sample the bit sequence at the first sampling place, which inevitably forces the SSDI

to check all possible downclocking sample sequences with the incoming sample sequence
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to locate the first sampling place of the sequence. By choosing the downclocking sample

sequence with the largest correlation value (details in Section 4.3.2), the SSDI is aware

of the first sampling place of the sequence under the downclocking mode.

From what we have discussed above, the SASD scheme can work under the downclock-

ing mode when the difference requirement of the sample sequences can be guaranteed.

Particularly, when the A/D takes the downclocking rate τ = 2, the known bit sequences

which are used at the fullclocking mode can be directly deployed at the downclocking

mode with downclocking rate τ = 2. Moreover, if the A/D wants to work under a

higher downclocking rate, the new known bit sequences can be generated from the full-

clocking standard bit sequence by using the interpolation method which is described in

Section 4.2.3.2.

4.3 Hardware Experiments

In this section, we reveal the hardware implementation and experimental methodology.

As the three fields (Notification field, SA field and SD field) in the SASD header are

separately detected and identified, each field would have different requirements for the

detection and identification.

4.3.1 Hardware Implementation and Experimental Methodol-
ogy

4.3.1.1 Hardware Implementation

The SASD scheme is implemented on a 3-node GNURadio/USRP2 testbed. Each node

is a commodity PC connected to a Universal Software Radio Peripheral 2 (USRP2) [19]
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with RFX2400 daughter-board. The RFX2400 operates at the 2.4GHz frequency band.

All PCs are installed Ubuntu 10.04 and GNURadio [26]. As the USRP2 could not use

the external clock to downclock the incoming signal, we emulated the A/D downclocking

procedure by adjusting the decimation rate. Please noted that changing the decimation

rate would not save much energy, but it would give the same outcome of baseband samples

as that from the real A/D downclocking procedure. Also, we consider the interference

model, which is more common in real-world wireless LANs, and denote RSSISASD and

RSSIINT as the received signal strength indicators of the SASD header and interference,

respectively. Thus, the SINR is calculated as SINR ≈ RSSISASD − RSSIINT .

The SASD uses the BPSK modulation/demodulation module, which is commonly

used in the 802.11 standard. we use the default GNURadio configuration for the SASD

evaluation, i.e., at the transmitter side, the DAC rate is 400M samples/s, the interpolation

rate is 100 (interpolation rate in the DAC chip is 4 and interpolation rate controlled by

GNURadio is 25), and the number of samples per symbol is 2; at the receiver side, the

ADC rate is 100M samples/s, and the decimation rate is set to be 50 to emulate the

scenario when A/D works at the downclocking rate 2.

4.3.1.2 Experimental Methodology

USRP2 has hardware delays in transmitting samples from the RF front-end to its con-

nected commodity PC, and GNURadio also incurs some artificial software delay to process

these samples. Thus, it is difficult to conduct a real time evaluation of the SASD in high

bit rates. Hence, we resorted to the trace-based evaluation [68, 83], where each node

would save all the outgoing and incoming samples for off-line processing.
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4.3.2 Notification’s Detection and Identification

Before the SA and SD fields’ detection and identification, the receiver has to sense if there

is a incoming packet by correlating the notification field under the downclocking mode.

Unfortunately, under the downclocking mode, the SSDI has to test τ possible known

sample sequences to locate the first sampling place of the known sample sequences (Sec-

tion 4.2.3). In the experiment, as we take the downclocking rate τ = 2, the total number

of possible downclocking sample sequences would be 2. After that, the SSDI is aware
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Figure 4.10: Notification detection performance (τ = 2, and l = 8, 16, 32, 40 bit. Here,
SINR ≈ RSSISASD − RSSIINT ).
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of the A/D’s first sampling place, and it can directly calculate the right SA/SD’s down-

clocking sample sequences during the SA/SD’s detection and identification procedures.

Fig. 4.10(a) shows the normalized correlation values between the received samples and the

two known downclocking sample sequences (sequence 1 and sequence 2)2. By choosing

the sequence with the largest normalized correlation value, the SSDI is aware of A/D’s

first sampling place when working under the downclocking mode.

In the SSDI Procedure (Algorithm 4.1), the detection of the notification field takes the

key place because it is the foundation of the rest SA/SD’s detection and identification.

The false negative error is more related to the SINR, known bit sequence’s length and

threshold ψ. To minimize the false negative error, we took ψN = 0.85 during the detection

of the notification field. Fig. 4.10(b) gives the false negative error rates for different l-

length known bit sequences under the interference model. As shown in Table 4.1, for the

false positive error, we can decrease this error rate by enlarging the Hamming distance

between the data and known sample sequence. In the experiment, we took 40-bit length

as the length of the notification field.

Hamming Distance 2 3 6 7
FPE Rate 0.0012 0.0020 0.0010 0

Sequence Length l (bit) 8 16 32 40

Table 4.1: The relationship between Hamming distance and false positive error (FPE)
rate with various lengths of known bit sequence. (SINR = 0dB, ψN = 0.85)

2The two downclocking sample sequences are generated from the same known fullclocking sample
sequence.
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4.3.3 SA’s Detection and Identification

In the SA field’s detection and identification, as the SSDI has detected the notifica-

tion field and identified the A/D’s starting downclocking position, the SSDI can directly

calculate the station’s own SA known downclocking sample sequence for the SA field’s

detection and identification.

One of the key design issue of the SA field is to have a large set of sample sequences

to support the stations. Fortunately, the SSDI can store all the sample sequences for

carrying the SA information only. We arise the threshold ψSA for the SA’s detection and

identification. In our experiment, we set ψSA = 0.9 and SA’s length to be 40 bits, the

false negative error rate is nearly 0 even when SINR = 0dB. At the same time, when the

Hamming distance reaches 5, the false positive error rate is also minimized to 0 (SINR =

0dB). However, this would cause the SSDI to extract the SA information, switch to the

fullclocking mode for receiving packets, even if the SINR is not high enough to correctly

decode the packet3. However, because the packet is addressed to the station, we do

not consider this booting-up and unnecessary packet receiving as the packet overhearing

problem.

Considering all the factors above, we can design more than 40 different bit sequences

for the SA field. We believe these known sequences are enough for the normal usage, even

if the AP reserves some sequences as the broadcast and multicast addresses. Moreover,

if the AP wants to support more stations, we can increase the length of the SA field to

design more sequences.

3802.11 needs at least 9.7dB SNR to decode a packet [83].
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4.3.4 SD’s Detection and Identification

The station that needs to switch to the fullclocking mode after the SA field’s detection

and identification would use the transmission time of SD field to switch its mode. This

switching time is various among different devices, normally from 9.5 µs to 128 µs [83],

which is enough to transmit the SD field in the SASD header. In our experiment, we

choose 320-bit length as the SD field size to test the SASD scheme. Note that SASD is

not restricted to this length, the SD field can be different lengths to fit for the A/D’s

switching time. Thus, stations have to restore all possible lengths in the SASD registers

for the SD field’s detection and identification. Table 4.2 gives the transmission times for

various lengths of SD field in standard 802.11 wireless LANs.

a
a
a
a
a
a
a
a
a
a
a

Standards

SD Field Length
(bit) 80 160 240 320

802.11a/g 6.67 13.3 20 26.6
802.11b 7.27 14.55 21.82 29.09

Time (µs)

Table 4.2: Channel occupation time overhead.

Same as the SA field’s detection and identification, the SASD can directly “cut” the

samples in the SD field as the input for the enhanced correlation approach, and those

samples are thought to carry the SD information only. Moreover, compared with the

conventional correlation detection and identification, which only allows one correlation

value to exceed the threshold, the enhanced correlation approach would enable several

correlation values to exceed the threshold ψSD = 0.9 which significantly relaxes the

Hamming distance requirements (as shown in Table 4.3). Consequently, SASD can design

more known bit sequences (N) to minimize the catalogue cost in the enhanced correlation
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approach. In our USRP2 experiment, we designed more than 320 different bit sequences

for 320-bit length SD field. Thus, the catalogue cost is below 6.3 µs in 802.11a. Also,

considering all the factors above, the false negative/positive error rates of 320-bit length

sequences are already close to 0 when SINR = 0dB.

a
a
a
a
a
a
a
a
a
a
a

Method

SD Field Length
(bit) 80 160 240 320

Conventional Correlation 10 20 30 40
Enhanced Correlation Approach 4 6 12 16

Required Humming Distance

Table 4.3: The Humming distance requirements between the conventional correlation and
enhanced correlation approaches. (SINR = 0dB, ψSD = 0.9)

4.3.5 Aggressive Model - Low SINR and Low SNR Scenarios

The above sections (4.3.2∼ 4.3.4) only reveal the scenario that theRSSISASD of the SASD

header is larger than the RSSIINT of the interference. However, the high interference

is an inevitable situation in the high traffic wireless LANs [2]. Also, due to the signal

fading effect, the SASD can detect a SASD header even if the SNR is not high enough

to decode a packet. In this section, we discuss the aggressive model, i.e., how the SASD

works under the low SINR and low SNR scenarios.

One critical issue caused by the low SINR is the rising of the false negative error rate.

As the false negative error is highly related to the SINR, known bit sequence’s length l

and threshold ψ. To minimize the false negative error rate, we use ψ = 0.55 in the low

SINR scenario to evaluate the performance. Fig. 4.11(a) shows the false negative error

rate under the low SINR for known bit sequences with two sizes (40 bit, 320 bit and

τ = 2) we used in the hardware experiment. Even though we decrease the threshold ψ
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Figure 4.11: The detection and identification performance of known bit sequences with
two sizes (40 bit, 320 bit) under the low SINR/SNR scenarios.

to 0.55, the missing rate of 40-bit known sequence would rise to 74% (SINR = −8dB),

which means that the SASD would miss most of the chances to detect the notification

field. Although the SASD can increase the length of the notification filed to decrease the

false negative error rate, the overall overhead of the SASD header would be increasing.

Considering the SASD works under the downclcoking mode, this missing detection would

not cause much energy waste on the packet overhearing.

Another critical issue is the false positive error rate of the notification field. It would

cause the unnecessary booting-up due to the SA and SD’s detection and identification.

To deal with this problem, we modify the correlation value normalization (Ineq. (2.7))

as:

Ckn(l)

l · RSSI ≥ ψ. (4.2)

Here, we use the RSSI of the incoming signal instead of the estimated RSSISASD. In
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the low SINR scenario, as RSSI ≈ RSSIINT > RSSISASD, the normalized correlation

value would be much smaller under the low SINR. When the data meets the Hamming

distance requirement in Table. 4.1, the false positive error rate of the notification field

can be minimized to 0.

Different from the low SINR scenario, the low SNR scenario would cause the SASD

detection and identification decoder (SSDI) to detect and identify the SA field, and make

the station switch to the fullclocking mode to decode the packet even if the SNR is not

high enough to correctly decode the packet. To deal with this issue, we set a minimum

detectable SNRmin [83] and modify Ineq. (4.2) as:

Ckn(l)

l ·Max(RSSI, SNRmin +RSSIen)
≥ ψ. (4.3)

Here, RSSIen is the environment noise (typically, −98 ∼ −95dBm). Fig. 4.11(b) gives

the detection rate of known bit sequences with two sizes (40 bit, 320 bit and τ = 2) when

SNRmin = 8dB. Note that the modified Ineq. (4.3) does not change the detection and

identification’s performance in Sections (4.3.2∼ 4.3.4). When RSSISASD ≥ RSSIINT ≥

(SNRmin + RSSIen), RSSI ≈ RSSISASD ≥ RSSIINT . Also, in the low SNR scenario,

as RSSI < (SNRmin +RSSIen), Ineq. (4.3) would use SNRmin +RSSIen to normalize

the correlation value.

4.3.6 Complexity

The SSDI will introduce extra computation overhead to conduct the cross-correlation

of the incoming signal sample by sample to identify the SASD’s notification, SA or

SD information. We take the computational complexity of the preamble detection and

synchronization operation as the base to evaluate the SSDI’s complexity as the preamble
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detection and synchronization also deploys the cross-correlation to detect and synchronize

the preamble [39]. The complexity of the notification field’s detection and identification

operation is comparable to the complexity of the preamble detection and synchronization

part. After the notification field is detected, as the SA and SD fields have fixed sizes,

SSDI can directly calculate their correlation values without sample by sample. Thus, the

complexity of SA or SD’s detection and identification will be significantly less than that

of the preamble detection and synchronization. Thus, the total complexity of the SSDI

is comparable to that of the preamble detection and synchronization part.

4.4 Performance Evaluation

4.5 Simulation Settings

In this section, we give ns-2 simulation results that show the effectiveness of our SASD

scheme to save the energy cost on the packet overhearing problem. we have implemented

and tested the SASD in ns-2.34 under two different network scenarios: single AP with

multiple stations and multiple APs with multiple stations. To fairly compare with the

E-MiLi, we have used the same energy profile given in [83], which is listed in Table 4.4,

to calculate the energy cost. We have compared our SASD with the standard CAM

(constant active mode), PSM, E-MiLi and PSM+E-MiLi (a combination scheme of the

PSM and E-MiLi). As the energy cost that the mobile device spends on the wireless

transmission part is much greater than that on the computation part, we have considered

the energy cost on receiving the SASD header but ignored the energy cost introduced by

the SSDI block in the SASD scheme. We have modified ns-2’s source code at the PHY

layer to support the SSDI procedure by using the hardware experiment results. We have
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also considered the time overhead caused by the SASD header as well as the catalogue

cost of the SD field in the simulations.

Energy Mode Value (mW )

TX 127
RX 223.2
Sleeping 10.8
Channel Sensing 219.6
Half Sampling 140.54

Table 4.4: Energy profile [83] for ns-2 simulation.

As the above energy profile (WTX ,WRX ,WSP ,WCS,WHS) is used, the total energy

usage per station can be calculated as:

E = WTX · TTX +WRX · TRX +WSP · TSP +WCS · TCS +WHS · THS, (4.4)

where (TTX , TRX , TSP , TCS, THS) are the time durations the station spends in different

energy modes. In all the simulations, we have set a constant 5-minute time duration to

evaluate the energy usage, that is, TTX + TRX + TSP + TCS + THS = 5mins.

Table 4.5 lists the parameter configurations used in our simulations.

Parameter Value Parameter Value

Transmission range 250m Preamble 16µs
Interference range 500m SIFS 16µs
SASD header4 33.35µs DIFS 34µs
Catalogue cost 6.3µs CWmax 1023µs
Link capacity 6Mbps CWmin 15µs
Packet size 300∼1500bytes Time slot 9µs

Table 4.5: Parameter configurations for ns-2 simulation.

4The SD field can be different among different devices, which causes different SASD headers. Here,
we choose the maximum SD field length which is used in our hardware experiment.
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4.5.1 Single AP with Multiple Stations Scenario

In the single AP with multiple stations scenario, we have set up a WLAN that consisted

of one AP with multiple stations. The stations are uniformly distributed within the

AP’s transmission range. First, we study the energy saving performance by increasing

the number of stations. We use the fixed data rate (200Kbps, 1100-byte packet size)

between the AP and each station. Fig. 4.12(a) shows that, although the SASD has similar

performance when there are only two stations, it outperforms the CAM, PSM, E-MiLi

and PSM+E-MiLi when the network density increases. One interesting phenomenon is

that with the increasing of the stations, the energy usage per station in the SASD is

decreasing. The reason why the SASD has different energy performance is that, when

the network density increases and all stations want to communicate with the AP, for each

station, it has more chances to switch to the sleeping mode for the SASD scheme. By

using Eq. (4.4), the energy usage of the SASD is

ESASD =WTX · TTX +WRX · TRX +WSP · TSP +WHS · THS. (4.5)

Please note in this simulation, TTX and TRX for each station do not change as the

network traffic is not fully loaded even with 10 stations. Consequently, with the increasing

of TSP and decreasing of THS, ESASD is decreasing. In contrast, the stations in the PSM

or PSM+E-MiLi are periodically active and sleeping, TSP in the PSM or PSM+E-MiLi

is almost fixed, but the stations have to spend extra energy in THS to decode the control

packets in the PSM+E-MiLi. Thus, the energy performance in the PSM+E-MiLi is even

a little worse than the E-MiLi.

To verify the energy performance under the full workload, we have fixed the number
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Figure 4.12: Energy saving performance comparison in single AP with multiple stations
scenario.

of stations to 8 and tested the energy cost performance under different data traffic loads.

We have fixed the total data traffic loads to different levels and randomly generated the

data traffic load on each station. Fig. 4.12(b) shows that, with various data traffic loads,

the SASD can achieve a better energy saving performance than the CAM (76.3%), PSM

(71.8%), E-MiLi (64.5%) and PSM+ E-MiLi (65.3%) when the data traffic load reaches

6Mbps. The energy usage of all stations in the SASD is decreasing when the total data
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traffic loads are increasing (from 1Mbps to 4Mbps). We believe that it is because the

time duration that the station spends in the sleeping mode, TSP in Eq. (4.4), is rapidly

increasing. After that, even if we increases the data traffic load (from 4Mbps to 6Mbps),

the energy usage of all stations in the SASD stops decreasing and maintains a constant

level due to the network throughput reaches to the maximum and the time durations in

different modes are almost fixed.

Fig. 4.13 shows that, for the network throughput, the SASD has almost the same

network throughput as the CAM, which means that the SASD has very little impact on

the network throughput.

Moreover, we have varied the packet size to investigate its impact on the SASD’s

performance. Fig. 4.14 shows that, although the SASD is more sensitive than the E-

MiLi, the impact of the packet size on the SASD’s performance is very little under

various network traffic loads.
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Figure 4.13: Throughput comparison under different data traffic loads.
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4.5.2 Multiple APs with Multiple Stations Scenario

To evaluate the SASD’s scalability and generality, we have generated a multiple APs with

multiple stations scenario that consists of 3 APs and 18 stations. Specifically, we have

setup 3 WLANs, each of which has 1 AP and 6 stations and the stations are randomly

distributed around the AP (Fig. 4.15). For each WLAN, we have varied the data traffic

loads from 1Mbps to 6Mbps with 1100-byte packet size. Thus, we have evaluated the

SASD in a more general environment. Fig. 4.16 shows the result that, even under high

traffic loads (6Mbps), the SASD can still outperform the CAM (76.2%), PSM (70.7%),

E-MiLi (64.9%) and PSM+E-MiLi (65.7%) on the energy efficiency.

The above simulation experiments reveal that the SASD scheme can detect and iden-

tify the SASD header in the downclocking mode and switch the device to the sleeping

mode to save the energy cost on the packet overhearing. Therefore, the SASD can solve

the energy inefficiency on the packet overhearing and achieve better energy efficiency

performances in different WLAN environments.
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Figure 4.16: Energy saving performance comparison in multiple APs with multiple sta-
tions scenario.
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4.6 Summary

In this chapter, a novel SASD scheme is proposed to enable the wireless devices to discern

the required information under the energy-saving downclocking mode. Comparing to

the previous works, the proposed SASD scheme does not need expensive hardware such

as extra circuits or sensors to leverage the advantages of both the sleeping mode and

downclocking mode for energy savings. As the SASD scheme effectively eliminates the

energy waste on the packet overhearing, it can significantly improve the energy-efficiency

of wireless devices. Moreover, the hardware implementation and software simulations

demonstrate that the SASD is a practical solution that to the packet overhearing problems

which can improve the energy efficiency of the wireless devices.
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A Symbol-Level Information
Obfuscation Approach to Enhance
the Wireless Communications
Security

Wireless communications security is a critical and increasingly challenging issue in wire-

less networks. Due to the broadcast character of the wireless transmission medium,

intruders can intercept the transmitting signal, and decode the information. The tra-

ditional asymmetric/ symmetric cryptographic techniques which can only provide the

computational secrecy are becoming weak in these days, as the power of the computer

is rapidly developed. In this chapter, I present the physical layer Multiple Inter-symbol

Obfuscation (MIO) which can provide the information-theoretic secrecy to enhance the

wireless communications security. The MIO utilizes a set of artificial noisy symbols (sym-

bols key) to obfuscate the original data symbols in the physical layer that can effectively

defend against the passive eavesdropping attack and the fake packet injection attack

(Fig. 5.1). First, we detail the two attack models that the MIO defends against with.
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Figure 5.1: The overview of Multiple Inter-symbol Obfuscation (MIO).

5.1 Attack Model

The wireless communications security is to prevent attackers from intercepting the wire-

less communications, while still delivering contents to the intended recipients. In this

paper, we address two types adversaries, passive eavesdropping attack and fake packet

injection attack, during the wireless communications, just like some former works [28,30,

36, 49, 55, 62]:
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1) Passive eavesdropping attack : An adversary eavesdrops on the wireless medium

and intercepts the wireless transmission between the legitimate transmitter and receiver.

It can attempt to decode the signal from the intercepted signal with the presence of the

MIO scheme. The MIO scheme will provide the information-theoretic secrecy to enhance

the wireless communications security.

2) Fake packet injection attack : An adversary injects fake packets to the legitimate

users, triggering the events to further disrupt the users’s manner (e.g., mislead the users’

operations). Unlike the passive eavesdropping attack, it can deploy the brute-force to

test all possible symbols keys to inject a fake packet. The MIO scheme will enhance the

computational secrecy to defend against this attack.

However, we do not consider the cases where the legitimate transmitter or receiver is

physically compromised because the data confidentiality is no longer ensured no matter

what security measure is adopted to secure the wireless communications between two

hosts if any one of them is not secured. Additionally, we do not consider the jamming-

based Denial of Service (DoS) attack in this paper, where the adversary simply jams the

channel with extraordinary transmission power, since the legitimate sender and receiver

fail to communicate with each other under this DoS attack.

5.2 System Design

This section provides the design of the Multiple Inter-symbol Obfuscation (MIO) which

includes two stages: MIO encryption (adding the artificial noisy symbols key), and MIO

decryption (offsetting the artificial noisy symbols key). Although the MIO scheme is

designed based on the multiple inter-symbol obfuscation at the physical layer, it still
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needs an initial key to start the secure wireless communications. For ease of presentation,

Table 5.1 lists the notations used in the following sections.

Table 5.1: Notations

notation meaning
γ the size of the symbols key
Keyk the symbols key to be super-

imposed for kth data packet
Keyk,j the jth key symbol of Keyk

to be encrypted with the
data symbol (0 ≤ j ≤ γ−1)

EKeyk,j(S) the encrypted data symbol
using key symbol Keyk,j on
data symbol S

Vk,j the angle between the key
symbol Keyk,j and the
Real-axis

α the magnitude ratio of the
key symbol and unit-power
symbol (α = |keyk,j|/1)

θ̂ the expected normalization
factor of the encrypted sym-
bols (0 < θ̂ < 1)

βc the cross-correlation thresh-
old that the encrypted sym-
bols can be detected

βSNR the SNR threshold that the
received packet can be cor-
rectly decoded

Rre the maximum retransmis-
sion times for each packet

5.2.1 Initialization

To initiate the first symbols key in a non-secure wireless channel, we first take the conven-

tional key agreement protocols, e.g., EKE or augmented EKE [3,4], to achieve a bit-level

authenticated key. Then, the bit-level authenticated key can be used to generate param-
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eters by a one-way harsh function. After that, the parameters, which include the size

of the symbols key γ, the angle between the key symbol and the Real-axis Vk,j and the

magnitude ratio of the key symbol and unit-power symbol α, are used to generate the

first symbols key without any trusted third party. Obviously, the legitimate transmitter

and receiver have to exchange some redundant packets and deploy the same set of hash

functions for generating these parameters.

As the bit-level key agreement schemes can only provide computational secrecy but

not the information-theoretic secrecy, the key can be compromised if the eavesdropper

has enough computational power (detailed in Section 5.3.1). Moreover, the initial key

still requires the legitimate transmitter and receiver to exchange redundant packets to

generate different keys for different data packets. Thus, it introduces a high overhead.

During the later data packet transmissions, the legitimate parties would employ the

MIO scheme to generate the subsequent dynamic noisy symbols keys and deploy the

multiple inter-symbol obfuscation scheme to interfere the eavesdropping channel, which

can provide the information-theoretic secrecy to enhance the wireless communications

security.

5.2.2 MIO Encryption

We first consider that legitimate transmitter A is about to send N data packets to legit-

imate receiver B. As shown in Fig. 5.2, for each data packet, it goes through the MIO

encryption process by two steps: (1) symbols obfuscation and normalization and (2)

symbols key update at the transmitter.
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Figure 5.2: The MIO encryption process at a legitimate transmitter.

5.2.2.1 Symbols Obfuscation and Normalization

When a data packet Pk (1 ≤ k ≤ N) is transmitted, transmitter A will map Pk to a

series of L baseband data symbols Mk = {mk,0, ...mk,l, ...mk,L−1} using the modulation

constellation diagram. Each data symbol mk,l (0 ≤ l ≤ L− 1) is represented as:

mk,l = |mk,l|ejφk,l, (5.1)

where |mk,l|, φk,l are the magnitude and angle of the lth symbol vector, respectively.

These data symbols are generated by the Channel Coding & Digital Modulation block in

Fig. 5.2.

After mapping, the transmitter randomly picks up ξ blocks of data symbols, where

ξ = ⌊L
γ
⌋, from Mk for encryption1. For each chosen data symbols block that begins with

the ith data symbol, the corresponding (i+ j)th data symbol vector mk,i+j is added with

the jth key symbol vector Keyk,j to generate an encrypted data symbol EKeyk,j(mk,i+j) =

1In case L < γ, the MIO randomly appends some dummy data symbols to make L = γ.
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Keyk,j +mk,i+j, which is illustrated in Fig. 5.3.
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Figure 5.3: The obfuscation of a baseband data symbol mk,i+j with a key symbol Keyk,j
on the constellation diagram.

As shown in Fig. 5.4, the average power of the encrypted symbols (dot-line curve)

would not be the same as that of the original data symbols (solid-line curve) at the

transmitter. This energy difference can make the eavesdropper distinguish the encrypted

symbols from the non-encrypted ones according to the surge of transmission power. To

avoid this problem, the encrypted symbols should be normalized before they go to the

digital to analog converter (DAC). After normalization, the energy of the encrypted sym-

bols (dot-dash-line curve) is almost the same as that of the data symbols. Consequently,

the eavesdropper is hard to determine whether the received symbols are non-encrypted

data symbols or the encrypted symbols. The normalized factor θ can be calculated as:

θ =

1
γξ

γξ−1
∑

j=0

|mk,i+j|

1
γξ

γξ−1
∑

j=0

|EKeyk,j(mk,i+j)|
. (5.2)
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Figure 5.4: Energy of signal samples in the time domain.

Eq. (5.2) implies that the calculation of θ relies on the information of all original

and encrypted data symbols, which is hard for the receiver to obtain before the MIO

decryption. Fortunately, as the data symbols and key symbols are generally uniformly

distributed, when γ is large enough, MIO can use the expected normalized factor θ̂ to

replace θ.

The calculation of θ̂ considers all combination possibilities of data symbols and key

symbols. Assume that the symbol set used for mapping data on the constellation diagram

is {Su} and the probability that Su is chosen is au; the set of key symbols is {Keyv} and

the probability that Keyv is used for encrypting data symbol is bv. Then, the encrypted

symbol EKeyv(Su) = Su+Keyv and the probability that EKeyv(Su) is generated is au · bv.

The θ̂ can be computed as:

θ̂ =

∑

u

au|Su|
∑

v,u

au · bv · |EKeyv(Su)|
, (5.3)

where |Su|, |EKeyv(Su)| are the magnitudes of Su and EKeyv(Su) on the constellation

diagram. Obviously, both the legitimate transmitter and receiver can calculate the value
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of θ̂ without knowing information of original and encrypted data symbols in advance.

In Fig. 5.4, the QPSK modulation is used for data mapping. Both data symbol and

key symbol are unit-power vectors. The angles of the data symbols are {π
4
, 3π

4
, 5π

4
, 7π

4
}, and

the probability of each data symbol is 1
4
. For the key symbols, the angles are set {π

2
,−π

2
}

and the probability of each key symbol is 1
2
. As the figure shows, with γ = 60, the energy

of the two normalized encrypted data symbols (dot-dash-line curve and dash-line curve)

are almost the same.

Please note that this normalization may decrease the transmission power of the data

symbols and we detail this power loss, called as dB loss, in Section 5.4.2.

5.2.2.2 Symbols Key Update at Transmitter

After symbols encryption and normalization, the symbols key to encrypt next data sym-

bols is dynamically updated by using the privacy amplification with one-way hash func-

tion [9]. The symbols key Keyk+1 for the next data packet is generated from the data

symbols which are encrypted in the current data packet. Because γξ data symbols are

randomly and independently selected, and encrypted with the noisy symbols key Keyk,

when they are transmitted, the noise symbols interfere the eavesdropping channel, which

makes the eavesdropping channel’s quality much worse than the legitimate channel, the

adversary has a low chance to decrypt the γξ data symbols without knowing the noisy

symbols key Keyk. Thus, the γξ data symbols are completely confidential to the adver-

sary.

After the MIO encryption, as the selected γξ data symbols are stored in the array t,

this array is completely confidential to the adversary. By using the array t as input to
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the privacy amplification with one-way hash function, the distilled symbols key Keyk+1

is also confidential to the adversary2. Also, the one-way hash function can guarantee that

the symbols keys are not correlated even if the data symbols in consecutive packets are

correlated [31].

A problem with this key update scheme is that, the first noisy symbols key is not

protected by the noise symbols, just like other physical layer security schemes [8]. Fortu-

nately, under certain situations, even if the first symbols key is cracked, it cannot help the

adversary decrypting other encrypted data packets from the first symbols key (detailed

in Section 5.6.1) because the succedent noisy symbols keys are dynamically updated.

However, this dynamic symbols key update mechanism requires all the symbols to be

decrypted successfully for the next data packet at the legitimate receiver side to syn-

chronize the noisy symbols key, consequently, the transmitter has to wait for the correct

acknowledgment (ACK) from the receiver before it can process the next packet. In a hos-

tile scenario, an adversary might inject forged ACKs to disrupt the symbols key update

process between the legitimate transmitter and receiver, which will be further discussed

in Section 5.3.5.

The MIO encryption process algorithm is shown in Algorithm 5.1:

2The γξ data symbols in the array t can be mapped into bits and these bits are also confidential to
the adversary. After we get the new distilled bits key, MIO would use the one-way hash function to map
the bits key into the symbols key.

100



Chapter 5

Algorithm 5.1 MIO Encryption Process

Input: Key1 is generated at initialization stage. N data packets are to be transmitted.
Output: Encrypted symbols of Pk.
1: for k = 1 to N do
2: Map the kth packet Pk to L data symbols mk,0, ...mk,i, ...mk,L−1;
3: Randomly select ξ blocks of data symbols out of L data symbols;
4: Store all γξ selected data symbols in the array t; /*for next symbols key genera-

tion*/
5: for each selected data symbols block begins with the ith data symbol do
6: for j = 0 to γ − 1 do
7: EKeyk,j(mk,i+j) = Keyk,j +mk,i+j;

8: mk,i+j ← θ̂ ·EKeyk,j(mk,i+j); /*encrypted symbol normalization*/
9: end for
10: end for
11: Set retransmission counter ck = 0;
12: Send the encrypted data symbols Mk to the receiver;
13: while receive no ACK packet Packk from the receiver before timeout ∧ ck ≤ Rre

do
14: Retransmit Mk to the receiver;
15: ck ++;
16: end while
17: Generate Keyk+1 for Pk+1 by using array t as input to the privacy amplification

with one-way hash function;
18: end for

5.2.3 MIO Decryption

As shown in Fig. 5.5, when those encrypted symbols arrive at the legitimate receiver

through the wireless channel, the receiver would conduct the MIO decryption process in

two steps: (1) key checking and symbols decryption and (2) symbols key update at the

receiver.

5.2.3.1 Key Checking and Symbols Decryption

Upon receiving signals by the legitimate receiver (or adversary), the RF down-converter

samples the incoming signal, and observes a stream of discrete complex baseband sym-
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Figure 5.5: The MIO Decryption process at legitimate receiver.

bol vectors. In MIO, for any given transmitted encrypted symbol (EKeyk,j(mk,i+j)), the

received encrypted symbol yk,i+j can be represented as:

yk,i+j = H · θ̂ · EKeyk,j(mk,i+j) + wk,i+j

= H · θ̂ · (Keyk,j +mk,i+j) + wk,i+j

= H · θ̂ ·Keyk,j +H · θ̂ ·mk,i+j + wk,i+j, (5.4)

where H and wk,i+j denote the wireless channel coefficient and Gaussian noise (in complex

vectors), respectively. H is learned from the pilot sequence [44,46] whileKeyk,j is updated

from the previous data packet. The decrypted data symbol ŷk,i+j can be computed as:

ŷk,i+j = yk,i+j −H · θ̂ ·Keyk,j

= H · θ̂ ·Keyk,j +H · θ̂ ·mk,i+j + wk,i+j −H · θ̂ ·Keyk,j

= H · θ̂ ·mk,i+j + wk,i+j. (5.5)

As described in Section 5.2.2.1, the encrypted symbols blocks are randomly selected
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when a new packet (data symbols) goes to the Symbols Obfuscation & Normalization

block at the legitimate transmitter. This randomly pick-up mechanism can enhance the

security level. However, at the receiver side, it would cause the legitimate receiver hard

to locate those encrypted symbols blocks due to: (1) the positions of those encrypted

symbols blocks cannot be carried in the last packet because the sizes of adjacent data

packets are independent from one other; (2) the receiver cannot precisely determine

whether the received symbols are the packet’s data symbols at the physical layer during

the wireless communications3.

To precisely discern those encrypted symbols blocks, the legitimate receiver adopts a

cross-correlation (Section 2.5) operation with the assistance of the symbols key, called Key

Checking. The cross-correlation value at position i with γ symbols key for kth encrypted

packet, C(i, γ, k), can be computed as:

C(i, γ, k) = |
γ−1
∑

j=0

Keyk,j · yk,i+j|, (5.6)

where Keyk,j is the complex conjugate of Keyk,j. Assume mk,i is the first encrypted data

symbol of one selected encrypted symbols blocks at transmitter A, by replacing yk,i+j in

Eq. (5.6) with Eq. (5.4), the correlation value is:

C(i, γ, k) = |H| · θ̂ ·
γ−1
∑

j=0

|Keyk,j|2 + |O(i, γ, k)|, (5.7)

3In [38], it deploys a redundant “postamble” field to explore a packet’s end at the physical layer. We
do not consider this kind of field because it is not a standard field in current wireless communications.
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Figure 5.6: Identification of one encrypted data symbols block with normalized cross-
correlation: The normalized peak correlation value being larger than the threshold indi-
cates the corresponding encrypted data symbols (e.g., from 1816th to 1875th, γ = 60) are
obfuscated with the given symbols key.

where

|O(i, γ, k)| = |H · θ̂ ·
γ−1
∑

j=0

Keyk,j ·mk,i+j + θ̂ ·
γ−1
∑

j=0

Keyk,j · wk,i+j|.

Since Keyk,j is independent of either the data symbol mk,i+j or the noise symbol

wk,i+j, |O(i, γ, k)| ≈ 0 [68]. In MIO, when the correlation value C(i, γ, k) is larger than

a threshold value βc, the corresponding symbols are identified as the encrypted symbols,

which is shown in Fig. 5.6. Normally, the threshold βc can be defined as βc = ψc ·

γ · RSSIsignal [29, 68], where ψc is a constant (Here, we use ψc = 0.9) and RSSIsignal

is the received signal’s strength indicator. Thus, the encrypted symbols’ localization is

conducted by checking the inequation:

C(i, γ, k)

γ · θ̂ · RSSIsignal
≥ ψc. (5.8)

It is clearly that by using this cross-correlation operation, the legitimate receiver can
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eliminate the channel noise influence to locate the correct position i for each encrypted

symbols block without any packet information (e.g., the first symbol of the packet and

the relative positions of the encrypted symbols blocks in the packet). This makes MIO

more practical during wireless communications.

After identifying the position of an encrypted symbols block, the legitimate receiver

can offset the symbols key by using Eq. (5.5) to calculate the clean data symbols in each

block. We call this Symbols Decryption. To demodulate the clean data symbols same

as the non-encrypted data symbols in the normal decoder (Fig. 5.5), the receiver has to

increase the power of the clean data symbols by the factor 1

θ̂
. Thus, we can have:

ŷk,i+j =
1

θ̂
· (H · θ̂ ·mk,i+j + wk,i+j)

= H ·mk,i+j +
wk,i+j

θ̂
. (5.9)

Note that the MIO requires frequent cross-correlation operations in the key checking

and symbols decryption block to identify the encrypted symbols blocks, which introduces

extra time and computation overhead on correlation calculations. However, the com-

plexity of the key checking and symbols decryption block is at the same order as that of

the preamble detection and synchronization block, because the preamble detection and

synchronization block also deploys the cross-correlation to detect and synchronize the

preamble.

5.2.3.2 Symbols Key Update at Receiver

Once the data symbols are decrypted, the receiver maps all these plain data symbols

to digital bits in the Normal Decoder (Fig. 5.5) so that the channel coefficient and the
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noise (i.e., H and
wk,i+j

θ̂
in Eq. (5.9)) can be filtered out. After decoding the digital bits,

receiver B will check if the packet Pk is correct through Cyclic Redundancy Check (With

some small probability, it may contain undetected errors even if the packet passes the

CRC checking. We detail this in Section 5.6.2.). If the received data packet is correct,

the packet acknowledgment will be sent back to transmitter A and this acknowledgment4

will trigger A to update the symbols key for the next packet (Fig. 5.2). Synchronously,

the symbols key for the next packet at receiver B will be updated exactly the same as

at transmitter side (Section 5.2.2.2). Otherwise, the receiver drops the corrupted data

packet and waits for the packet retransmission.

It is noted that in the MIO decryption process, after filtering noises and channel

coefficients, the digital bits which are mapped into the data symbols for the key updating

are exactly the same as those for the transmitter. Associating with the selected data

symbols’s position information in the array r, the receiver can store the corresponding

selected data symbols in the array t. Thus, it would guarantee that the array t at

the receiver for the key update is the same as the array at the transmitter. The MIO

decryption process algorithm is shown in Algorithm 5.2.

5.3 Security Analysis

In this section, we first brief the computational secrecy of the initial key. Then, we

demonstrate that, without considering the initial key, MIO scheme can provide both

information-theoretic secrecy to the passive eavesdropping attack in Section 5.3.2 and

computational secrecy to the fake packet injection attack in Section 5.3.3, respectively.

4The ACK may get lost during the transmission, which is dealt with in a similar way as the CRC
checking.
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Algorithm 5.2 MIO Decryption Process

Input: Key1 generated at the initialization stage; encrypted data symbols of the kth

packet Pk;
Output: the kth packet Pk.
1: while receiving encrypted data packet Pk do
2: if the first encrypted data symbol yk,i is identified through the cross-correlation

with symbols key Keyk (Eqs. (5.6) ∼ (5.8)) then
3: for j = 0 to γ − 1 do
4: Calculate clean decrypted data symbol ŷk,i+j by Eqs. (5.5) and (5.9);
5: yk,i+j ← ŷk,i+j;
6: Append the position information i+ j of ŷk,i+j in array r;
7: end for
8: end if
9: Map the received decrypted data symbols yk to digital bits;
10: end while
11: if Pk passes the CRC check then
12: Send PACKk

to the transmitter;
13: Map Pk to L data symbols mk,0, ..., mk,i, ..., mk,L−1;
14: Find the selected data symbols according to the position information in the array

r, and store the data symbols into the corresponding positions in the array t.
15: Generate Keyk+1 for Pk+1 by using array t as input to the privacy amplification

with one-way hash function;
16: else
17: discard Pk and wait for retransmission;
18: end if

Furthermore, we analyze the MIO’s defense against several symbol detection attempts in

Section 5.3.4 and the acknowledgment-based key disruption attack in Section 5.3.5.

5.3.1 Computational Secrecy of the Initial Key

As we have described in Section 5.2.1, the MIO scheme has to use the conventional key

agreement protocols to start the secure wireless communications. As the MIO scheme

does not deploy any trusted third party to issue a certificate authority to the legitimate

pairs, it would inevitably cause the secrecy of the first symbols key, which is generated

by the password-authenticated key agreement scheme, computationally bounded. Thus,
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the adversary can crack the first symbols key if it has enough computational power and

the same symbols key has used over a long time. Furthermore, if the eavesdropper can

correctly receive all the subsequent encrypted data packets, it can determine all the

symbols keys and crack the encrypted data packets. In this situation, the MIO’s secrecy

is bounded by the first key agreement scheme. Moreover, to avoid the long-term use of

the pairwise authentication password, the password would also have to be updated when

each communication session is finished. Please note the MIO scheme is not limited to

the key agreement protocol which we describe in this paper. It can apply to any bit-level

key agreement schemes as the symbols key’s parameters and first symbols key can be

generated from any bits key by the one-way hash function.

5.3.2 Information-theoretic Secrecy against the Passive Eaves-
dropping Attack

In this section, we adopt the secrecy capacity model to prove that the MIO scheme can

achieve the information-theoretic secrecy to the passive eavesdropping attack without

considering the initial key. Normally, the secrecy capacity Cs in [52] is defined as:

Cs = CM − CT , (5.10)

where CM and CT denote the Shannon capacities of the legitimate and eavesdropping

channels, respectively. As MIO is focused on the real time wireless communications,

by considering the realization of the quasi-static fading channels [8] and white Gaussian

noise, the secrecy capacity in MIO can be written as:
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Cs =

{

log2(1 + ϑM)− log2(1 + ϑT ), if ϑM ≥ ϑT ;
0, if ϑM < ϑT .

(5.11)

Here, ϑM and ϑT are the SNRs of the legitimate and eavesdropping channels, respectively.

Obviously, the secrecy capacity Cs can be enlarged by either increasing ϑM or decreasing

ϑT . It is proved that, when Cs > 0, the information-theoretic secrecy can be achieved [8,

52].

According to Eqs. 5.4 and 5.5, ϑM and ϑT are

ϑM =
θ̂2 · |HL|2 · |mk,i+j|2

|wM
k,i+j|

2 , (5.12)

ϑT =
θ̂2 · |HE|2 · |mk,i+j|2

θ̂2 · |HE|2 · |Keyk,j|2 + |wT
k,i+j|2

=
θ̂2 · |HE|2 · |mk,i+j|2

α2 · θ̂2 · |HE|2 · |mk,i+j|2 + |wT
k,i+j|2

, (5.13)

where HL, HE, w
M
k,i+j, w

T
k,i+j are the channel coefficients and Gaussian noise of the legit-

imate and eavesdropping channels, respectively.

Generally, with no Channel State Information (CSI) of the eavesdropping channel,

Eq. (5.11) in MIO can be equally as:
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Cs = log2(1 + ϑM)− log2(1 + ϑT )

= log2(1 +
θ̂2 · |HL|2 · |mk,i+j|2

|wM
k,i+j|

2 )

−log2(1 +
θ̂2 · |HE|2 · |mk,i+j|2

α2 · θ̂2 · |HE|2 · |mk,i+j|2 + |wT
k,i+j|2

)

> log2(1 +
θ̂2 · |HL|2 · |mk,i+j|2

|wM
k,i+j|

2 )− log2(1 +
1

α2
). (5.14)

From Eq. (5.14), when

α ≥
|wM

K,i+j|
θ̂ · |HL| · |mk,i+j|

, (5.15)

we can have

θ̂2 · |HL|2 · |mk,i+j|2

|wM
k,i+j|

2 ≥ 1

α2

and

Cs > log2(1 +
θ̂2 · |HL|2 · |mk,i+j|2

|wM
k,i+j|

2 )− log2(1 +
1

α2
) ≥ 0

, then, the requirement for the information-theoretic secrecy, i.e., Cs > 0, can be guaran-

teed [14, 78].

Note that ϑM =
θ̂2·|HL|2·|mk,i+j |2

|wM
k,i+j

|2
is the SNR of the legitimate channel. In 802.11, this

SNR’s value should be larger than a threshold βSNR (Normally, βSNR > 0dB), so that

legitimate transmitter and receiver can have normal communications, which means

θ̂2 · |HL|2 · |mk,i+j|2

|wM
k,i+j|

2 > 1. (5.16)
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Combining Eqs. (5.14) and (5.16), when α ≥ 1, Cs in MIO can be a positive secrecy

capacity. Associating with the privacy amplification with one-way hash function which

is used in MIO’s dynamic symbol key update mechanism, MIO can achieve information-

theoretic secrecy without considering the first symbols key. Furthermore, different from

other artificial noise approaches [27, 28, 30, 42, 49, 73], MIO does not need any CSI of the

eavesdropping channel. Most importantly, this secrecy capacity Cs would always stay

positive regardless of the eavesdropper’s location. Thus, MIO’s information-theoretic

secrecy would not be compromised by the location of the eavesdropper. However, this

information-theoretic secrecy of the MIO scheme still needs the assumption that the first

symbols key is computationally unbounded.

5.3.3 Computational Secrecy against the Fake Packet Injection
Attack

As the symbols key cannot be correctly derived from the received encrypted symbols, the

attacker may attempt the brute-force strategy5 to test all possible symbols keys to inject

the fake packet, i.e., it has to try τ
γ
2 combinations on average to test a symbols key, where

γ is the length of the symbols key and τ is the total number of possible key symbols.

Compared with standard AES and DES, in which the computational complexity of brute-

forcing the key is 2
γ
2 (with same key size γ), the MIO’s computational complexity against

the fake packet injection attack would be much greater than the traditional ones when

τ is larger than 2. Fig. 5.7 gives the computational complexity for brute-forcing the

symbols key with different key symbols number τ and key size γ. It is clearly that more

5In fact, we do consider some other attacks, such as the dictionary attack. As the privacy amplification
with one-way hash function can effectively defend against these attacks, due to the pages limitation, we
only provide the brute force attack’s computational complexity in our paper.
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Figure 5.7: The Computational Complexity for Brute-forcing the key with various τ
(2 ≤ τ ≤ 8) and key size γ.

computations are required to test the symbols key as τ increases. Moreover, the attacker

has to inject τ
γ
2 fake packets to achieve a successful fake packet injection attack, which

is hardly true in wireless communications. According to Fig. 5.3, the total number of

possible key symbols, τ , is determined by the Vj and α, which can be much larger than

2. Thus, using the symbols key can achieve a better computational secrecy to the fake

packet injection attack compared with the traditional bit level key.

5.3.4 Defense against Symbol Detection Attempts Attack

As the MIO encryption would change the location of the original data symbol in the

constellation map, the eavesdropper may attempt to deploy symbol detection techniques,

such as AMC [63], DMC [59] or constellation map, to distinguish the encrypted/non-

encrypted symbols. In this subsection, we explore whether MIO can defeat these symbol

detection approaches.
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AMC [63] is based on a cyclic feature that different digital modulations have different

periodical information associated with time, which could be deployed by the attacker

to distinguish different modulations, such as BPSK, QPSK and QAM. However, MIO

does not belong to any digital modulations. Even with large amount of training data

and supervised learning, AMC still cannot find the encrypted symbols from the received

symbols.

DMC uses the standard constellation shape as basis for finding received symbol’s

modulation [59]. In its algorithm, the eavesdropper constructs a scatter constellation

map of the received symbols and uses the fuzzy c-means clustering to recover the robust

constellation map. The reconstruction of constellation map is based on the maximum

likelihood with predefined digital modulation templates. Similar as AMC [63], DMC

cannot identify the unknown constellation map template (i.e., the MIO’s constellation

map) from the received symbols. Also, it requires symbol training and supervised learning

which cannot be done through a single packet [36].

As we discussed above, the traditional symbol detection techniques can hardly identify

the encrypted symbols due to that they more focus on exploring the received symbols’

modulation. Next, we explore another symbol detection attempt that is based on a

large amount of received symbols: The attacker plots all the received symbols on the

constellation map to check if the key can be disclosed from this constellation map. We

simulate this constellation map method based on 16-QAM and compare the MIO with

symbol flipping based encryption [62] and CD-PHY encryption [36].

As shown in Fig. 5.8(a), without encryption, the rectangular 16-QAM can be easily

identified from the constellation map. So does the symbol flipping based encryption (Fig.
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(b) Symbol flipping based encryption [62].
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(c) CD-PHY based encryption [36].
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(d) MIO based encryption. (“.” denotes non-
encrypted data symbols, “+” denotes encrypted
symbols.)

Figure 5.8: Comparison of constellation maps (SNR = 20 dB).

5.8(b)). Compared with Fig. 5.8(a), the key (rotation angle) can be easily conquered from

the figure. The same problem exists in the CD-PHY modulation (Fig. 5.8(c)). Although

the attacker may not know the symbol-to-bit mapping yet, the constellation diversity key

can be easily identified from the large amount of symbols’ plotting. However, due to the

encryption feature that the MIO will mix up the normalized encrypted symbols with the

non-encrypted symbols (Fig. 5.8(d)), the attacker can hardly identify the encrypted sym-

bols from non-encrypted symbols. Even with clear evidences that the received symbols
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are manipulated by the MIO scheme, the attacker cannot correctly locate the positions of

the encrypted symbols blocks because they are mixed up with data symbols (the circled

regions in Fig. 5.8(d)). Consequently, the eavesdropper fails to conquer the symbols key

from this symbol detection attempt.

5.3.5 Acknowledgment-based Key Disruption Attack

As described in Sections 5.2.2.2 & 5.2.3.2, acknowledgment plays a crucial role in MIO’s

real time wireless communications. Each data packet is acknowledged before the next

data packet is prepared to be transmitted since the previous data packet generates the

symbols key to decrypt the data symbols in the next data packet. As a result, an adversary

might try to disrupt MIO’s key updating by sending the ACK packets to the legitimate

transmitter even though the legitimate receiver fails to receive the correct data packet.

Upon the receipt of the ACK, the transmitter might send the next data packet to the

receiver, which has not received the previous correct data packet for the key update (Line

15 in Algorithm 5.2). Therefore, the receiver fails to retrieve any subsequent data packet

from the transmitter. Such attack is called acknowledgment-based key disruption attack.

In MIO, a similar symbols key update mechanism (Sections 5.2.2.2 and 5.2.3.2) for

the ACKs is adopted to defend against the acknowledgment-based key disruption attack.

In this case, this attack will be the same as the packet injection attack except the roles

of the transmitter and receiver are swapped. Although the size of ACK is not large

as the size of the data, the privacy amplification with hash function can still generate

significantly different symbols key even the input is quite similar [9,24,74]. The symbols

key which encrypts the ACK’s symbols is updated for each ACK. The transmitter will
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deny the ACK which is not encrypted by the correct ACK’s symbols key through the

cross-correlation in Section 5.2.3. Moreover, even if an adversary might occasionally guess

correctly an ACK’s symbols key and inject a fake ACK, leading to an acknowledgment-

based key disruption attack, the legitimate receiver will be aware of the attack because

it cannot receive the subsequent data packets any more.

5.4 Implementation Issues

Some implementation issues in MIO are further analyzed as follows:

5.4.1 Symbols Key Checking

The symbols key checking is a crucial part in the MIO system (Section 5.2.3). Miss-

ing the first encrypted symbol (false negative error) or finding a wrong symbol (false

positive error) is fatal to the MIO’s decryption. From Eq. (5.8), the γ and ψ are key

parameters in symbols key’s identification. Enlarging both γ and ψ can minimize the

false positive/negative errors [68]. In our testbed, when ψc = 0.90 and γ ≥ 40, the false

positive/negative errors can be reduced to 0.

Additionally, if the packets are transmitted in a low SNR environment, these pack-

ets cannot be correctly demodulated. Consequently, there is no need to find the first

encrypted symbol. Therefor, to minimize the computational cost of symbol decryption

under the low SNR environment, Eq. (5.8) can be changed to:

C(i, γ, k)

γ ·max(RSSIsignal, βSNR +RSSInoise)
≥ ψc. (5.17)
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Here, RSSInoise is the environment noise (typically, −98 ∼ −95dBm) and βSNR is the

SNR threshold that can correctly decode a packet. If the RSSIsignal is not high enough to

decode packets correctly, by using Eq. (5.17), the receiver would drop this packet because

it would not pass the symbols key checking.

5.4.2 dB Loss in MIO

In the MIO system, the legitimate transmitter normalizes the encrypted symbol EKeyk,j(mk,i+j)

by multiplying the normalization coefficient θ (Line 8 in Algorithm 5.1). As a result, this

will attenuate the transmission power of the data symbol, we call it dB loss in MIO, and

such power loss can be computed as:

dBloss = Original data energy −Normalized data energy

= 10 · lg(|m(k, i+ j)|2)− 10 · lg(|θ̂ ·m(k, i+ j)|2)

= 10 · lg |m(k, i+ j)|2

|θ̂ ·m(k, i+ j)|2

= 10 · lg 1

θ̂2

= −20 · lg θ̂. (5.18)

Obviously, associated with Eq. (5.3), the dB loss is closely related to α. When α

increases, there is more dB loss in the encrypted symbol normalization.
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5.5 Hardware Experiment and Performance Evalua-

tion

We employ 5 USRP2 [19] with 2.4GHz-based RFX2400 daughter-board, and each USRP2

is connected to a notebook. All the notebooks are operated under Ubuntu 10.04 and

installed the GNURadio software [19]. We evaluate the signal to noise ratio (SNR) by

calculating the SNR ≈ RSSIsignal − RSSIen, where RSSIsignal and RSSIen are the

received signal strength indicators of the transmitted signal and the environment noise,

both of which are measured from the USRP2 hardware. As we can adjust the transmitter’s

sending power and distance between the transmitter and receiver, we can get various

SNRs to test the MIO’s performance. We choose QPSK as our data modulation scheme,

which is widely adopted in the IEEE 802.11 standards for WLAN implementation [28].

For the key symbols, we take the key angles to be {±π
2
} and α = 1, 1.2 and 1.4 to test

the performance of the MIO scheme. The data packet consists of a 80-bit preamble, and

a 200-byte payload, which means there are 800 data symbols for each packet. For each

run of the experiment, 5000 data packets are sent and we repeat the experiment for 12

times. Also, we simulate the MIO scheme using the MATLAB with Simulink.

5.5.1 Experimental Results

In the hardware experiments, we first verify the BER performance at legitimate receiver

with different α value. Compared with the BER in a non-MIO scenario, the decrypted

data at legitimate receiver has a slight dB loss (1∼1.6dB) when the α = 1 (Fig. 5.9).

However, this dB loss at legitimate receiver would go up to 2.5dB and 3.7dB when the

α = 1.2 and α = 1.4, respectively.
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Figure 5.9: Bit error rate at the legitimate receiver (with symbols key, γ = 800).

At the eavesdropper side, without knowing the symbols key, the BER would remain

constant, roughly at 0.27 (α = 1) no matter what signal to noise ratio (SNR) is adopted

(Fig. 5.10). We believe this BER can already ruin the packet reception at the eavesdrop-

per. Moreover, this BER does not increase along with the rising α value and it stabilizes

around 0.48 when the α > 1.
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Figure 5.10: Bit error rate at the eavesdropper (without symbols key, γ = 800).

Regarding the symbols key checking, two size of symbols key (γ = 40 and γ = 60) are
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testified. The result shows that the false negative(FN) error rate and false positive(FP)

error rate can be 0% at the legitimate receiver when βSNR = 11dB (Fig. 5.11). It

guarantees that the legitimate receiver would not make any mistakes at key checking

process when the SNR is good enough to decode the packet6.
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Figure 5.11: False Negative (FN)/Positive (FP) error rate at the legitimate receiver, with
two different symbols key sizes under different SNRs. (α = 1, βSNR = 11dB, ψ = 0.8)

5.5.2 Simulation Results

To fully evaluate the MIO scheme’s performance, we simulate the MIO scheme in various

digital modulations (QPSK, 16/64-QAM). Fig. 5.12 depicts the BER between the non-

MIO scenario and the MIO one. In regard to 16/64-QAM, it is clear that the MIO system

does not need to suffer too much dB loss (1.3dB with α = 0.6) to meet the encryption

requirement. Please note that, in 802.11, the QAM modulation requires high SNRs

(βSNR > 11dB) to demodulate the bits, as a result, α = 0.6 can still guarantee a positive

secrecy capacity. Also, in the QPSK, it has the same BER trend for the testbed as the

6This SNR value is much related to the modulation and channel coding [76]. For example, for the
BPSK modulation with gray coding, the SNR requires above 9.7 dB for correctly receiving a packet.
This value becomes 11 dB if QAM-16 is adopted.
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one for the simulation. Furthermore, without knowing the symbols key, the BERs are

0.27 (16-QAM) and 0.18 (64-QAM), those BERs are enough to ruin the packet reception

even with a channel coding [37].
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Figure 5.12: Bit error rate in various digital modulations (QPSK: α = 1, 16/64-QAM:
α = 0.6).

As described in Section 5.4.2, the dB loss in the MIO scheme should be carefully

considered in system implementation. Although, in Section 5.3.2, it has been proved

that when α = 1, the positive secrecy capacity can be guaranteed, we still simulate the

dB loss trend as long as α increases. Fig. 5.13 reveals the dB loss is increasing with the

rising α values.

Also, we simulate the BER performance at the eavesdropper side by using the QPSK

modulation. Compared with Fig. 5.10, which is the hardware experimental result, the

simulation result in Fig. 5.14 shows that the BER at the eavesdropper side is stabilized

around 0.25 (α = 1) and 0.5 (α > 1). This simulation result is almost the same as the

hardware experimental result.

Moreover, from Figs. 5.13 and 5.14, when α > 1 (α = 1.2 and α = 1.4), the BER is
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Figure 5.13: The dB loss in the MIO system.
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stabilized around 0.5, but the dB loss is around 3dB and 3.8dB (QPSK), respectively.

The similar results are also shown for the USRP2 testbed (Fig. 5.9 and Fig. 5.10). Thus,

increasing α would not increase the BER, but only enlarge the gap of dB loss in the MIO

system when the BER reaches the maximum (BER = 0.5).

5.6 Discussion

We further discuss some issues arisen from the MIO scheme that remain unaddressed in

this chapter.

5.6.1 Dynamic Key Updating vs. Static Key Updating

Most existing security schemes would adopt a static key updating algorithm to generate

the key. Once the legitimate users know the initial key, it would use the key generation

algorithm to calculate the corresponding keys for synchronous key updating both at

the legitimate transmitter and receiver. However, MIO adopts a dynamic key updating

mechanism to generate the symbols key. As described in Sections 5.2, MIO’s dynamic

key updating contains two aspects of dynamic updating: (1) The new key is generated

from the current encrypted packet. (2) The encrypted data symbols are randomly and

independently picked up from data packets.

Note that the new symbols key is generated from the current decrypted data symbols

(Sections 5.2.2.2 and 5.2.3.2). Even if the eavesdropper is aware of the perfect CSI of

the legitimate channel, it is hard for the eavesdropper to calculate the symbols key from

one to another, because it is nearly infeasible for the eavesdropper to correctly receive all

subsequent encrypted packets to track the symbols key in real time wireless environments
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Figure 5.15: Bit/Packet Error Rate with symbols key in MIO. (QPSK modulation with
α = 1)

with background noises. When the decrypted packet cannot pass the CRC checking at

the legitimate receiver, it is dropped and will be retransmitted to the legitimate receiver

(within maximum retransmissions). However, if this happens at the eavesdropper side,

because the dynamic key cannot be calculated from the previous keys, the eavesdropper

fails to update the new symbols key, and loses the chance to decipher the subsequent

encrypted packets. Thus, under the condition that the eavesdropper hardly receives all

encrypted packets correctly, even if the eavesdropper knows the first symbols key, MIO

can still achieve the information-theoretic secrecy of the symbols keys when a transmission

error occurs at the eavesdropper. Fig. 5.15 gives the bit/packet error rates under different

SNRs, as it shows that even under high SNR environments (SNR = 13dB), a packet error

occurs within 1000 packet transmissions, which means that, if this error occurs at the

legitimate receiver, the receiver would wait for the retransmission of the packet; however,

if this error occurs at the adversary side, the adversary loses the chance to track down the

new symbols key, the subsequent encrypted packets can achieve the information-theoretic

secrecy. Note that in this case the former correctly received encrypted packets can be

124



Chapter 5

cracked by the eavesdropper.

5.6.2 CRC Checking Failure

As we mentioned in Section 5.2.3, an incorrect packet may (with small probability) pass

the CRC checking. That may disrupt the synchronization process of key update between

the transmitter and receiver (It only happens if the incorrect bits will be used for the

key updating). To solve this CRC checking failure, Error Correct Coding can be built in

the channel coding procedure. However, this would increase the redundant part in the

packet and decrease the network’s goodput.

For MIO, the symbols key initialization procedure can solve this CRC checking failure.

After the maximum retransmissions, the legitimate transmitter would go back to initialize

the first symbols key Key1 (Section 5.2.1) for the legitimate receiver. As the unique

private wireless channel parameter has changed in the wireless environment, the symbols

key initialization procedure would not compromise the MIO’s security.

5.6.3 The Influence to the Network Throughput

The MIO scheme requires the symbols key to be synchronously updated at both the

legitimate sides. It inevitably causes the legitimate transmitter to wait for a feedback by

which the legitimate receiver acknowledges the correct reception of an encrypted packet.

Then, the ACK can trigger the key update process at both the legitimate sides. Thus,

the whole communication system which implements the MIO scheme actually adopts the

DATA-ACK model.

In current IEEE 802.11 MAC protocols, two standard mechanisms, CSMA/CA and
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RTS/CTS, are used to handle the packet collision problem in the wireless environments.

The DATA-ACK model is also implemented for the unicast transmission scenario in the

802.11 MAC protocols7. The MIO scheme adopts the same DATA-ACK model for the

packet unicast transmissions, consequently, the network throughput of the MIO scheme

should be the same as the standard 802.11 MAC protocols in the packet unicast scenario.

However, for the broadcast and multicast scenarios, as the MIO scheme requires the

synchronized symbols key to secure the wireless communications, it does not work in the

broadcast and multicast scenarios since the transmitter does not require any ACKs for the

packet transmissions. A possible solution to this problem is that the MIO scheme forces

the packet transmission in the broadcast or multicast scenarios to adopt the packet unicast

transmission mechanism. However, it would significantly affect the packet reception, as

in the broadcast and multicast scenarios, a packet is transmitted once to all the receivers,

but in the unicast scenario, the packet would be transmitted n times to n receivers. We

leave this MIO broadcast and mutilcast problem as our future work.

5.7 Summary

In this chapter, the Multiple Inter-symbol Obfuscation (MIO) scheme is proposed to

secure the wireless transmissions between two legitimate entities. MIO does not need

any trusted third party to interfere the packet interception by the eavesdropper or static

channel condition to cancel artificial noise. Rather, it employs the data symbols from

the previous data packets to generate the symbols key which obfuscates the current data

packets. By dynamically updating the symbols key as the packets are disseminated, it

7With the RTS/CTS, the unicast transmission is implemented with the RTS-CTS-DATA-ACK model.
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is hard for an adversary to brute-force the symbols key by intercepting a number of en-

crypted symbols and analyzing them off-line. The mathematical models prove that MIO

can provide both information-theoretic secrecy and computational secrecy. Additionally,

the experimental results illustrate that without knowing the symbols key, the BER in

the MIO scheme can effectively ruin the packet reception at the eavesdropper side, and

the key checking process would defend against the packet injection attack in wireless

networks.
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Conclusions and Suggestions for
Future Research

In this chapter, I first conclude this thesis by summarizing the original contributions in

Section 6.1, and outline the directions for future research in Section 6.2.

6.1 Conclusions

In this dissertation, I investigate the symbol-level information extraction mechanism

which enables the vital information to be delivered between the transmitters and re-

ceivers at the symbol level. I deploy the cross-layer design of symbol-level information

extraction mechanism to solve three popular research problems in wireless communica-

tions: the hidden terminal problem, the energy inefficiency of the packet overhearing

problem and wireless communications security problem. Moreover, the hardware exper-

iments are conducted to testify the effectiveness, flexibility and the robustness of our

cross-layer design of the symbol-level information extraction mechanism.

I first deploy the cross-layer design of symbol-level information extraction mechanism,

RTS/S-CTS, against the hidden terminal problem. As I explore that most of the existing
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solutions of the hidden terminal problem would suffer two drawbacks: the Low-SINR-

CTS drawback and the Low-SNR-CTS drawback, the RTS/S-CTS mechanism uses the

symbol-level information extraction to deliver the NAV time information at the PHY

layer which significantly alleviates the influence of the Low-SNR/SINR-CTS problems.

The simulation results show that the feasibility of the performance improvement. More

importantly, the hardware experiments analyze the RTS/S-CTS’s design parameter. All

these efforts make the RTS/S-CTS more practical in the real world network scenarios.

With the design experience of the RTS/S-CTS, I employ the symbol-level information

extraction mechanism to eliminate energy inefficiency of the packet overhearing problem.

I propose the SASD (Sample-Address Sample-Duration) scheme to deliver the packet’s re-

ceiver MAC address and transmission duration information in one shot without receiving

the whole packet at the PHY layer. Moreover, SASD scheme leverages the advantages of

both the sleeping mode and downclocking mode to save wireless devices’ energy. However,

the challenge of the SASD is whether the symbol-level information extraction mechanism

can work under downclocking mode. The hardware experiments are conducted to emu-

late the A/D downclocking procedure. The results show that the SASD is still functional

under downclocking mode. I also simulate the SASD in the different network scenarios,

and the simulations results demonstrate that SASD can significantly improve the energy

efficiency of wireless devices by eliminating energy inefficiency of the packet overhearing

problem.

Finally, I deploy the symbol-level information extraction mechanism in the wireless

communications security problem. The MIO (Multiple Inter-symbol Obfuscation) scheme

is proposed to enhance the wireless communications security. The symbol-level informa-
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tion, which is call “symbols key”, combines the data symbols encrypting function and

channel interfering function at one step. The MIO scheme can provide the information-

theoretic secrecy against the passive eavesdropping attack and better computational se-

crecy against fake packets injection attack. Moreover, the information-theoretic secrecy

would not be compromised by the location of the eavesdroppers compared with the other

solutions. I conduct the hardware experiment to verify the dynamic key localization

mechanism, which can defend against the eavesdroppers from retrieving the correct in-

formation of symbols key. Also, the extensive hardware experiments and simulations in

various digital modulations verify that the MIO is feasible in the real wireless networks

to guard the communications security.

6.2 Future Research

In this section, I first summarize some limitations and possible solutions in the symbol-

level information extraction in Section 6.2.1, then, some suggestions for future research

are provided in Section 6.2.2.

6.2.1 Limitations and Possible Solutions in the Symbol-Level
Information Extraction

Although the symbol-level information extraction can convey the information under the

low SNR/SINR environment, the delivered information is very limited. It is hard for the

symbol-level information extraction to carry any information field at the PHY layer, e.g.

data information, digital content.

Of course, the information carried in the symbol-level information extraction can be
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increased if the known samples sequence’s length is increased, but the channel occupation

time would also be proportionally increased (Section 3.3.2). The designer should carefully

consider this trade-off between the known samples sequence’s length and the channel

occupation time. In my research work, I only use the symbol-level information extraction

to carry the finite control information, e.g. local MAC address, packet transmission

duration, which is effective through simulations.

6.2.2 Suggestions for Future Research

The research work that has been completed so far can be extended in the following

directions:

• When we propose the RTS/S-CTS and SASD schemes, the NAV time or the packet

transmission time is divided into N catalogues using Eq. (3.1)

T i
cata =

Tmax

N
· i,

and

i = ⌈N · TD
Tmax

⌉

where TD is the actual NAV time or the packet transmission time. From the above

equations, we can have T i
cata ≥ TD which means the catalogued time T i

cata can

keep the station(s) waiting/sleeping longer than the actual data transmission time,

which is called “catalogue overhead” in this thesis. Although we develop the best

candidate algorithm to increase the possible catalogue number N to alleviate this
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catalogue overhead, this overhead still exists. In the hidden terminal problem, if

some stations can correctly decode the S-CTS packet into bits and achieve the pre-

cise NAV time TD, the “catalogue overhead” can cause the unfairness of the stations

which uses the T i
cata time information to keep silence. Also, in the energy efficiency

problem, the “catalogue overhead” keeps the station(s) sleeping longer than actual

data transmission time which causes the waste of the channel bandwidth. How to

modify the above catalogue equations to make the average T i
cata approximate to TD

can be extended in the future work.

• In the energy inefficiency of the packet overhearing problem, we only consider the

energy waste on the packet overhearing problem. However, the energy waste on

the receiving collision packets [17] can also be an energy inefficiency in the wireless

network. In Section 4.3.5, we discuss the aggressive model used in low SINR and low

SNR scenarios for the packet overhearing problem. We may use some inequations to

identify whether the packet is collided or not. Also, the Zigzag [29] and CSMA/CN

[68] provide the collision point checking method. We can use this method to avoid

the energy inefficiency in receiving collision packets. Moreover, we can consider the

impact of various digital modulations on the packet receiving.

• In the wireless communications security problem, the MIO provides the information-

theoretic secrecy and computational secrecy with the price of dB loss (Section 5.2.2.1).

Can we design a new wireless communications security scheme that provides information-

theoretic secrecy and computational secrecy without sacrificing any dB loss? As

the artificial noise (AN) approaches would always lose some decibel, we can turn

to the signal design approaches, e.g. symbols flipping method by rotating an angle
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for the baseband data symbol vector. Different from Pöpper’s solution [62] which

can be easily conquered by the symbol detection attempts (Section 5.3.4), we can

consider that for each selected symbol, the rotating angle would be different. Those

rotating angles can form the “angle key” and this key can be dynamically changed

like the MIO’s key update mechanism. However, how to identify those selected

symbols would be a problem in the further research work.
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