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Abstract

The ubiquitous and ever-more-capable smartphones bring forth unprecedented perfor-

mance in mobile computing. The pursuit of high quality mobile applications and services

may however compromise users’ privacy, which is a pivotal issue in mobile computing. Much

attention goes into how to mitigate users’ privacy risks in smartphones. Compared with

traditional privacy-preserving methods, new challenges have raised in smartphone privacy.

On one hand, users have to provide their information for better functionality and service in

the smartphone. On the other hand, they are reluctant to reveal some sensitive or personal

data. In this thesis, we investigate smartphone privacy to address these new challenges. We

survey the state of the art on the smartphone privacy, focusing on the current issues, pro-

posed methods and existing systems. We discuss the characteristics of smartphone privacy

in mobile computing and then review a number of related works and on-going research in

detecting and mitigating privacy risks in smartphones. According to our findings, we con-

sider two important cases of smartphone privacy disclosure in mobile computing: privacy

leakage during mobile participatory sensing and privacy disclosure of mobile applications.

First, we study smartphone privacy during mobile participatory sensing with a focus on

privacy measurement. With the development of mobile devices, a novel sensing paradigm

emerges, namely, participatory sensing, which engages users with mobile devices to collect

and interpret sensory information from the environment. The users participate in multi-

farious sensing tasks and share their information. It is not uncommon that their privacy

is likely disclosed when the information is shared. Current works focus on privacy protect-

ing and preserving and propose algorithms and mechanisms to prevent users’ information

from being disclosed. However, users are reluctant to hold their data perpetually since it is

routine for them to share information in a participatory sensing systems. Users, therefore,

need to know how much the privacy risk they have and which data can be shared. Un-

fortunately, it is arduous for users to apprehend their privacy risk in mobile participatory
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sensing systems, and make a proper decision on data sharing accordingly. To address this

issue, we propose a privacy measurement method, PriMe, which quantifies the privacy in

participatory sensing systems from the perspective of individual sensitivity. Participants

are recruited to conduct the experiments for evaluation. The experiment results show that

PriMe can provide accurate results to the participants.

Second, we study smartphone privacy in mobile applications, focusing on mitigating

users’ privacy risks. Privacy is a crucial issue of mobile apps because there is a plethora

of personal and sensitive information in smartphones. Various mechanisms and tools have

been proposed to detect and mitigate privacy leaks. However, they rarely consider users’

preferences and expectations. Users hold various expectations towards di↵erent mobile apps.

For example, users may allow a social network app to access their photos rather than a game

app because it is beyond users’ expectation that an entertainment app attempt to get the

personal photos. Therefore, it is vital to understand users’ privacy expectations of various

mobile apps and help them to mitigate privacy risks in the smartphone accordingly. To

achieve this objective, we propose and implement PriWe, a system based on crowdsourcing

driven by users who share privacy permission settings of their apps in smartphones. PriWe

leverages the crowdsourced permission settings to understand users’ privacy expectation

and provides app specific recommendations to mitigate information leakage. We deployed

PriWe in the real world for evaluation. Feedbacks are collected from the real world users

and participants on Amazon Mechanical Turk. The results show that PriWe can make

proper recommendations which meet participants’ privacy expectation and are accepted by

the users.
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Chapter 1

Introduction

This research aims to investigate the issues of smartphone privacy in mobile comput-

ing and design novel mechanisms to mitigate the privacy risks of smartphones. In this

chapter, we first describe the background knowledge of smartphone in mobile computing

in Section 1.1. Then we introduce the smartphone privacy in Section 1.2. After that, we

explain the motivation of our work in Section 1.3. In Section 1.4, we summarize the main

contributions of this thesis. Finally, we outline the organization of this thesis in Section 1.5.

1.1 Smartphone in Mobile Computing

Mobile computing is a human computer interaction technology by which a computer is

expected to be a mobile device that enables access to resources at any time, from any

location [FZ94]. The typical mobile computing architecture for smartphone is shown in

Fig. 1.1. There are several layers in the architecture. The smartphone application is

the part which interacts with users and provides services directly. These applications are

generated based on plentiful APIs and resources, which are provided by di↵erent mobile

operating systems. The mobile systems are supported by increasing storage resources,

powerful computing capacity, high-quality networks and sophisticated embedded sensors

in hardware layer. The communication is another important function of smartphone in

mobile computing. Under various kinds of network, users can access network, share data

and receive information.

There are some innate flaws in this architecture, which may lead users’ privacy leakages.
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Fig. 1.1: The typical mobile computing architecture for smartphone

Firstly, the privacy disclosure can happen in smartphone application and mobile operating

system. The operating system built in smartphones provides a plethora of applications

aimed at making our life convenient [and14]. However, many smartphone applications,

especially malicious ones in the mobile operating system can disclose privacy of smartphone

users. A number of research have devoted themselves to these two layers, mobile operating

system and mobile application, to address the privacy issues. Secondly, a substantial amount

of personal information is exposed during the communication. For example, mobile sensing

is a novel sensing paradigm which utilizes embedded mobile sensors to collect and share

data. It is becoming mature and involved in our life. Unfortunately, it may disclose users’

information because the people have no awareness what can be inferred from the sensory

data and share their information to others. Thus, mobile sensing also has revealed the

public privacy concerns.

1.2 Smartphone Privacy

We discuss some existing privacy definitions and describe several important characteristics

of smartphone privacy in this section.
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Privacy is by no means a fad of modern society. In 1890, Two U.S. lawyers proposed a

prevalent definition, privacy can be regarded as private life, habits, act, relations and the

right to be alone [WB90]. With the proliferation of information technology, Wesin proposed

that privacy is the claim of individuals, groups, or institutions to determine for themselves

when, how, and to what extent information about them is communicated to others, and

it came to be known as information privacy [Wes68]. These two acknowledged definitions

both emphasized that privacy to users should be an ability to express themselves selectively.

Moreover, as proposed by Bellotti and Sellen [BS93], privacy definition is not static and

monolithic but should have di↵erent aspects due to new technology, patterns of use and

social norms development.

In order to cater to the specific characteristics of smartphone, we express smartphone

privacy from two perspectives, human-centric and technology-centric.

1.2.1 Human-centric Privacy

Based on previous works, a number of definitions consider people’s concern as one of the

most important factors. When people use smartphone, they have to provide their infor-

mation for better services; meanwhile, they are reluctant to exposure sensitive data due to

privacy concerns [SHC+09]. Therefore, human-centric smartphone privacy in mobile com-

puting focuses on the balance between privacy and services [GB09], which mainly includes

expectation, awareness and authorization.

• Expectation means people’s expectation about how their information can be used

by their smartphones. Namely, the data usage in smartphone should meet the users’

expectation. For instance, users’ expectation of a game application is entertainment

rather than accessing many other kinds of information. Some game applications re-

quire a plethora of data, including users’ accounts, approximate location information,

personal photos and device ID, which may be not necessary for functioning [FHE+12].

The information abuse makes smartphones’ behaviors ignore users’ expectations. A

number of works have been carried out to investigate users’ expectations about their

3



information in the smartphones [SH14, LAH+12, BGS11].

• Awareness explains the degree of agreement between users’ awareness and actual

behaviors of smartphones. It is a curial issue since many free applications in mo-

bile operating systems collected users’ data without their awareness and intervention

[FLL+13]. A lot of research works concentrate on this issue [ZXGC14, MS14] since

users’ awareness is significant in human-centric smartphone privacy.

• Authorization expresses that all decisions about usage of users’ data in the smart-

phone, including removing, collecting, analyzing, publishing, should be made by them-

selves. Some researchers tried to built tools, systems and frameworks to protect users’

privacy in the light of their own decisions [KCS13, BHS13].

Note that the ultimate goal of the research focused on human-centric smartphone pri-

vacy is to find balance between services and privacy. Namely, protecting users’ privacy

in smartphone is based on their attitudes, concerns, and preferences. It is the nature of

human-centric privacy,

1.2.2 Technology-centric Privacy

Technology-centric smartphone privacy concentrates on protecting or preserving privacy

through techniques according to di↵erent contexts for various goals, such as designing algo-

rithms, developing mechanisms and building systems to prevent sensitive information from

stealing and attacking. Technology-centric smartphone privacy mainly includes sensitivity

and anonymity.

• Sensitivity refers to sensitive information stored in the smartphone. These infor-

mation should be protected as much as possible. Users’ privacy can be disclosed

after obtaining or inferring some sensitive data [MPR08, LYL+10]. More particularly,

the sensitive data may include time, location, acoustic and visual data, acceleration,

environment context and biometric information.
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• Anonymity usually considers the probability of users’ data can be hidden after releas-

ing [CKK+08]. Because completely protecting information sounds like an impossible

mission, the advent of anonymity technology has aroused wide concerns. Some works

like k-anonymity [Swe02], l-diversity [MKGV07] and t-closeness [LLV07] are proposed

for guaranteeing the appropriate usage of data. Likewise, some research works try to

achieve anonymity of smartphone data, currently most of them focus on location data

in the smartphone [GL08, LHX13].

By comparison with human-centric smartphone privacy, the research on technology-

centric privacy make more e↵ort on how to protect information using technology with-

out considering users’ concerns and preferences. Furthermore, it should be noted that the

technology-centric privacy is di↵erent from security in the smartphone. Security is usually

referred to the confidentiality, availability, and integrity of data. Namely, the objective of

security is to ensure the data is accurate, reliable and only accessed by authorized indi-

viduals or organizations. Technology-centric privacy however mainly focuses on achieving

appropriate usage of data in smartphones through methods, tools and systems.

1.3 Motivations of Our Work

To preserve smartphone privacy in mobile computing, we need to consider the require-

ments discussed in Section 1.1 and Section 1.2. Although some related issues are well

addressed, there are still many problems lacking su�cient investigation. In this section, we

identify the problems which deserve further investigations.

The operating system is built in smartphones and further provides a plethora of appli-

cations aimed at making our life convenient [and14]. However, there may be some innate

flaws in mobile operating systems, which can lead users’ privacy leakage. As we know, iOS

and Android are two of the most popular mobile operating systems, but many reports,

news, investigations reveal that some drawbacks exist in the systems, which can be used by

malicious users [OTK+12, FEW12, AH13].

Many smartphone applications, especially malicious ones, also bring the privacy risks.
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Most applications are released as an encapsulated package or an executable program. From

viewpoint of technology-centric privacy, it is arduous to learn what information can be

disclosed. Therefore, an important issue is to detect and analyze the mobile applications

so that we can know the potential privacy risks of them. In the Android system, each

application has a permission list to claim what kind of data or function the app can use. The

application will hold the permission when the users approve it. Actually, they have to agree

it since it is a necessary step for installing the application. Thus, a lot of applications try to

get as many permissions as they can, in this case the applications will lead permission abuse.

For example, users’ information can be stole or destroyed if some malicious applications

can access personal data stored in the smartphones. It is also dangerous even normal

application can get some unrelated data for application running. In iOS platform, we have

privacy settings instead of the permission mechanism. However, the privacy settings also

make users to face the similar problem. Thus, another issue is to address data abuse of

smartphone apps. From human-centric privacy angle, individual concern to privacy di↵ers

from person to person, background to background. It is improper to assume that everyone

has the same privacy preferences. Understanding users’ privacy is becoming a problematic

issue in smartphone privacy. The ultimate goal of smartphone privacy from application

perspective is to balance the apps’ functionality and users’ privacy. The final issue is the

tradeo↵ between utility and privacy.

The mobile communication is another vital function of the smartphones in mobile com-

puting. Some works have paid more attention to privacy leakage when users share their

data from connectivity perspective [Wic13, KKHK12]. In this field, mobile sensing is be-

coming popular due to the proliferation of sensor-equipped smartphones. It is a novel

sensing paradigm which utilizes embedded mobile sensors to collect and share data. It is

very di↵erent from some traditional privacy preserving scenarios. In mobile sensing, on

one hand, it is not uncommon for users to share their information with others in mobile

sensing tasks. On the other hand, they are reluctant to exposure sensitive data due to

privacy concern. However, it is di�cult for users to choose proper information for sharing
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in appropriate participatory sensing tasks because they are unaware of what can be inferred

from the sensory data. Hence, one issue is that how to share sensory data and preserve

personal privacy as well.

In this thesis, we will analyze aforementioned problems in detail and propose correspond-

ing solutions for them.

1.4 Contributions of the Thesis

The contributions of this thesis mainly lie in designing novel mechanisms for mitigating

smartphone privacy in mobile computing. Our contributions include three parts:

First, we study privacy issues of smartphone users in terms of three aspects: mobile

operating system, mobile application and mobile sensing, as shown in Fig. 1.1. Our main

contributions in this part are: 1) investigating the characteristics of smartphone privacy;

2) pointing out the privacy issues according to the three aspects; 3) providing a taxonomy

of existing methods and systems which can detect, analyze and mitigate privacy issues

of smartphone users. Based on our survey, we identify two privacy issues as our further

work, privacy measurement in mobile participatory sensing and mitigating privacy risks of

smartphone applications.

Second, we focus on privacy measurement in mobile participatory sensing. Privacy in

mobile participatory sensing is a fluid and malleable concept rather than a monolithic

definition. Users show ambivalence with regard to the privacy. The users need to find the

balance between the privacy and services. To address this non-trivial issue, we propose a

privacy measurement method, PriMe, which quantifies the privacy in mobile participatory

sensing systems. To the best of our knowledge, it is the first privacy measurement method

in the participatory sensing systems. PriMe quantifies the privacy from the perspective of

individual attitude, which is represented by two intuitive properties: the inherent sensitivity

of each data item; and the individual sensitivity to each data item. Experimental results

illuminate that PriMe provides accurate results to the participants.

Third, we focus on mitigating privacy risks of smartphone applications. The abuse of
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permission is common in many Android applications. For instance, some game applications

require a plethora of data, including users accounts, approximate location information,

personal photos and device ID, which may be not necessary for functioning. The users’

expectation of a game app is entertainment rather than accessing so many kinds of in-

formation. Obviously, the abuse of permission make applications behaviors beyond users’

expectations, thus the risk of sensitive data disclosure is increased remarkably. To address

this issue, it is significant to understand users expectation of privacy and mitigate abuse

of data access permissions of Android applications. To achieve this objective, we propose

PriWe, a system aims to understanding users’ expectation of privacy and help them to

make proper decisions based on their expectation. PriWe is first to learn the similarities

among users in terms of privacy preferences and privacy expectations on apps, and then to

recommend appropriate permission settings to users based on such similarities. The ratio-

nale behind our method is that: users who share similar preferences on certain private data

and/or privacy expectations on apps are more likely to make similar decisions in related

privacy items.

1.5 Organization of the Thesis

The structure of this thesis is organized as follows, Chapter 1 is the introduction to this

thesis. Chapter 2 reviews related works in the literature. The main body of this thesis is

divided into two parts in Chapter 3 to Chapter 4. The details are presented as follows.

In the first part, we mainly discuss our work about privacy measurement in participatory

sensing. In Chapter 3, we presented PriMe, a privacy measurement method in participatory

sensing systems. Based on the proposed properties of privacy in participatory sensing, we

measure the privacy according to individual attitude, which is represented by the inherent

sensitivity of each data item and the individual sensitivity to each data item. Experimen-

tal results illuminate that PriMe provides accurate results to participants when they are

selecting sensing tasks in participatory sensing systems.

In the second part, we mainly discuss our work in mitigating privacy risk of smartphone
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applications. In Chapter 4, we propose and implement PriWe, a system based on crowd-

sourcing driven by users who contribute privacy permission settings of their apps in smart-

phones. PriWe leverages the crowdsourced permission settings to understand users’ privacy

expectation and provides app specific recommendations to mitigate information leakage.

We deployed PriWe in the real world for evaluation. According to the feedbacks of 78 users

from the real world and 382 participants from Amazon Mechanical Turk, PriWe can make

proper recommendations which can meet participants’ privacy expectation and are mostly

accepted by users, thereby help them to mitigate privacy disclosure in smartphones.

Finally, we conclude the thesis and discuss the directions of future works in Chapter 5.
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Chapter 2

Literature Review

In this chapter, we review existing works about smartphone privacy in mobile computing.

As we have discussed, we focus on three aspects, mobile operating system, mobile appli-

cation, and mobile participatory sensing in this thesis. We first review the existing works

about protecting privacy in mobile operating system in Section 2.1. Then we review the

existing works about mitigating privacy risks of mobile application in Section 2.2. Finally,

we review the existing works about preserving privacy in mobile participatory sensing in

Section 2.3.

2.1 Existing Works about Protecting Privacy in Mobile Op-
erating System

According to a recent report, Android has over 84% and iOS has 11.7% of the global

market share in the third quarter of 2014 [smm]. The copious applications are produced

based on the mobile systems and used by people everyday. These two popular systems both

claim that they take users’ privacy very seriously and retain the users’ information just

for better services [app14]. The users of Android and iOS however still faced the scads of

privacy issues and risks. We therefore analyze these two mobile systems since they hold the

biggest application market globally.
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iOS platform

We discuss Apple iOS in this section, concentrating on its privacy features. For guar-

anteeing the privacy, some mechanisms such as code-signing, encryption and sandboxing

are developed in iOS. In particularly, code-signing mechanism only allows code which is

verified by Apple to run in the mobile devices. Encryption prevents the code from reverse-

engineering and ensures the applications only can be launched by the purchasers. Sandbox-

ing is designed for preserving users’ privacy, preventing an application from accessing users’

information in the smartphone. Moreover, iOS o↵ers a gamut of APIs with developers to

allow applications to communicate with each other using parameters.

However, many applications in iOS are designed to access shared information and re-

sources, including sensitive data like location, photos, emails, contacts. What’s worse,

considering the tenet of iOS is to provide elegant and intuitive interface, the scads of inter-

actions and technical details are hidden. For example, there is no alert or notification to

users about their privacy when they are installing the applications. Recognizing the need

for protecting user privacy, iOS introduces popup notifications. Users can set the permis-

sion for the data when an application want to access some personal information. However,

according to some reports and survey, most people think the notification is intricate and

few of them will read it [LBS+13].

Normally, iOS applications are distributed and reviewed via the App Store held by Apple.

The review process currently includes static analysis and runtime analysis. They can make

sure only authorized APIs are used and the applications would not obtain information by

evading sandbox mechanism. However, it is very hard to scrutinize each application due

to scads of iOS applications submitted. In fact, a number of malicious applications have

passed the review process. Besides getting applications from App Store, another way is

jailbreaking, which is certainly not supported by Apple. It is prevalent for normal users,

even some research works about protecting user privacy are also based on jailbreaking

[AH13]. In this case, the code-signing will be removed and applications can be installed

from other sources, such as Cydia Store. We do not discuss the jailbreaking since it is out
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of this thesis but it is obvious that jailbreaking iOS devices may cause more privacy risks.

The iOS is considered as a closed source system, there is few work that can improve

privacy preserving of iOS except Apple itself. From iOS 4-8, privacy preserving technology

and policy have been ameliorated, but the users’ data are still in danger.

Android platform

Android is a Linux kernel based mobile operating system. It is designed for various mobile

devices, especially smartphones. Its applications are written in Java and compiled into a

custom byte code, which is known as ART and its predecessor Dalvik [MS12]. We briefly

discuss Android mobile operating system and its ecosystem from a privacy perspective.

Protecting privacy in Android is based on sandbox, cryptography, secure IPC. Android

applications run in a sandbox environment called Android Application Sandbox, which

isolates a particular application’s data and code execution from other applications, so that

other processes on the system cannot access it. Cryptography and secure IPC actually

include some implementations of common security functionality. More specifically, a wide

array of algorithms using cryptography and an encrypted filesystem have been implemented

to protect data. Meanwhile, Android provides plentiful APIs for developers to access local

data in the smartphone and shared information by others [Mul10]. Although these APIs

help applications to produce better services, most of accessed data are sensitive to users,

including location, contacts, photos and so forth [COWC+13, KKHK12].

To address this issue, Android introduces permission mechanism in Android Play Store

and puts notification in the smartphone. Permission mechanism allows applications to ex-

plicitly share resources and obtain additional capabilities not provided by the basic sandbox

due to their needs [KBSW13]. All the applications in Play Store will show their data per-

missions before installing [HMN+13]. The data access notification will pop up when the

application requires information. Unfortunately, few people will read the list and figure

out why they need to hold such permissions, and most users just touch the accept button

[KCC+12]. What is worse, mobile services cannot be provided sometimes due to the scarcity

of required data if people reject those permissions [BJL+13]. Thus, compromise is the only
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choice for users.

Furthermore, Google introduces Bouncer to automatically scrutinize applications to pre-

vent malicious applications. However, a plethora of applications can circumvent the Bouncer

and appear on the store. Beside Play Store, Android allows APK to distribute and install

application software. This feature extremely expands application ecosystem and may lead

more information disclosure [GZWJ12, VVC11]. Since these softwares were not in Android

Play store, it is di�cult for users to know their specification [CJLF13]. This phenomenon

and issue of Android system make us believe it is curial to help users make proper decisions

about their Android applications based on their own preferences.

2.2 Existing Works about Mitigating Privacy Risks of Mo-
bile Application

There has been a great deal of works on providing privacy to users for smartphone appli-

cations. We classify related work into three categories: (1) Privacy detection and analysis

(2) Privacy protection and risk mitigation (3) Understanding users’ privacy for di↵erent ap-

plications. After reviewing existing works, we compare some representative research works

about smartphone applications privacy in table 2.1.

Privacy detection and analysis

With the proliferation of applications in mobile operating systems, their drawbacks have

aroused much public concern. The research community has put much e↵ort on detecting

and analyzing the potential privacy risks of smartphone applications. Two mainstream

methods are static analysis and dynamic analysis, while some methods are also proposed

from di↵erent perspectives.

The static methods analyze the source code of smartphone applications to generate a

control flow graph (CFG) rather than actually executing the applications. After covering

all the paths of CFGs, the methods would detect and analyze the potential privacy risks of

each smartphone application. In the most cases, the applications are often detected and an-

alyzed by an automated tool or system. Some such works have been designed. LeakMiner

14



is tool to detect disclosure of sensitive information on Android based on static analysis

[YY12b]. It can identify 145 real leakages in a set consisting of 1750 applications, even

though with 160 false positives. Mann and Starostin [MS12] design a framework to detect

privacy leakage for Android applications through static information flow analysis. It tried

to identify whether the Dalvik bytecode implementation of an Android app conforms to a

given privacy policy. AndroidLeaks is a static analysis framework for finding potential leaks

of sensitive information in Android applications on a large scale [GCEC12]. It found that

there are 57,299 potential privacy leaks in 7,414 applications among 24,350 tested applica-

tions. ComDroid has been proposed to help developers to analyze their own applications

before release, the custom code has potential privacy risk since the code is usually unjus-

tified [CFGW11]. Some static analysis tools also have been developed to automatically

detect attempts to load external code [PFB+14]. Applying the static analysis to Android

permission mechanism is also a telling method. Android permission mechanism allows each

application has permissions to perform any operations that would adversely impact other

applications, the system and users. The permission abuse however also can lead data leak-

age. Woodpecker is a tool which aims to identify the permissions or capabilities abuse

of applications using static analysis [GZWJ12]. It found that 11 permissions were leaked

among 13 privileged permissions examined. All aforementioned tools and systems are for

Android platform, PiOS is a tool in iOS platform, which allows people to statically analyze

applications for potential information disclosure [EKKV11]. According to their findings,

it claimed that most applications respect personal identifiable information stored on user’s

devices in the light of testing of over 1,400 iOS applications.

The static detection and analysis methods have to spend more time on scrutinizing the

source code of mobile applications and generating CFG for further analysis, yet they actually

have no time performance overhead since processing is done before the applications are

launched. Moreover, there is no prerequisite for static analysis, like mobile devices or

simulation environment, which are necessary to dynamic detection and analysis.
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Unlike the static methods, dynamic detection and analysis methods monitor the applica-

tions when they are running. In other words, the actual behaviors of mobile applications

would be analyzed. Data flow analysis (DFA) is a technique to achieve the goal by tracking

the flow of sensitive data of users [LD14]. However, as we discussed in the static analysis,

the dynamic detection and analysis are based on either real mobile devices or simulation

environment. The time performance overhead is an obvious drawback.

TaintDroid [EGC+14] is a dynamic taint tacking and analysis system, which involved

some aforementioned methods to simultaneously tracking multiple sources of sensitive data.

It can provide realtime analysis by leveraging Android’s virtualized execution environment.

In the architecture of TaintDroid, it predefined nine situations of the information as taint.

After monitoring and analyzing the behaviors of 30 third-party Android applications based

on the situations, TaintDroid found that 68 instances of potential misuse of users’ private

information across 20 applications. DroidScope is also proposed as a dynamic analysis

platform using virtualization-based malware analysis [YY12a]. It focused on reconstruct-

ing both the OS-level and Java-level semantics, by mirroring three aspects of an Android

device: hardware, OS and Dalvik Virtual Machine. Dynamic detection and analysis via

graphical user interface is another telling method. AndroidRipper can test Android appli-

cation based on a user-interface driven ripper that explored the application’s GUI with the

aim of exercising the application in a structured manner [AFT+12].

Currently, more and more detection and analysis methods have emerged besides static

and dynamic analysis. It is an intuitive idea to combine these two methods to improve

performance of analysis. For instance, Smartdroid is a hybrid static and dynamic analysis

method to reveal UI-based trigger conditions in Android applications [ZZD+12]. More

specifically, it firstly used the static analysis to extract various expected activity switch paths

and then took advantage of the dynamic analysis to scan each UI elements and explored the

UI interaction paths towards the sensitive APIs. However, It is resource-consuming when

we do such analysis in the smartphone. Thus, Paranoid Android is proposed to address the

issue by leveraging cloud-based analysis [PHAB10]. Most analysis works will be finished by
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servers rather than smartphones due to the constraints.

Crowdsourcing also has been used for determining vulnerabilities in the smartphone due

to its unprecedented ability of data collection. Crowdroid is a framework for collection of

traces from an large number of real users based on crowdsourcing mechanism [BZNT11].

Privacy protection and risk mitigation

Privacy protection for smartphone applications is another challenging issue. A lot of

research have focused on how to preserve users’ privacy and applications’ functionality at

the same time. We classify the existing works into three groups, (1) permission removal (2)

access control (3) data mock.

Android system provides a permission mechanism to protect users’ data. The permission

list of an application will be shown to users before they install applications from the app

store. Only when the applications get approbation can they be installed. After installation,

the applications can access the resources and information according to their permission

lists. In nature, Android permission mechanism intends to improve users’ awareness of the

privacy about the applications and preserve the privacy.

However, most Android users have defective understanding about the permissions. Mak-

ing things worse, they paid limited attention to the permission list, which is shown on the

screen just before the installation [KCC+12]. A laboratory study showed that Android users

have little attention and comprehension to the applications and corresponding permissions

of data usage [FHE+12]. Thus, a feasible way to mitigate data abuse is to establish a sys-

tem which can prevent applications from accessing resources without the stated permissions

[OTK+12]. In this case, users will know what kind of information will be accessed by the

app. However, some developers always ask for the unnecessary permissions due to ambigu-

ous API documentations and bad development habits [FCH+11]. This abuse of permissions

also lead unexpected information disclosure. An immediate idea is to remove or constrain

the suspected permissions. Permissions removal has been proposed to mitigate the privacy

leakage in Android smartphones [DMC14]. It is a kind of reverse-engineering process which

aims to remove an app’s permission to a resource when the permission is unrelated to the
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application. The repackaged application can run in the smartphone again. A key challenge

is how well-integrated the various permissions are within an application.

Access control provides a di↵erent perspective of detecting and protecting privacy in

smartphone. FlaskDroid privodes mandatory access control on Android’s middleware and

kernel layers to prevent information disclosure [BHS13]. All these works focused on ana-

lyzing and protecting privacy for Android applications. However, as we discussed before,

protecting users’ information unilaterally cannot meet their requirements since users have

di↵erent concerns towards Android applications.

AppIntent provides a framework which attempts to control data transmission to prevent

Android applications from stealing sensitive data, meanwhile identified if transmission is

from users’ intention [YYZ+13]. For each data transmission, it can generate a sequence

of GUI manipulations corresponding to the sequence of events. Thus, it can help analysts

to determine if the data transmission is user’s intention or not. TrustDroid is designed

to isolate data and communicated at di↵erent layers of Android software stack, including

the middleware layer, kernel layer and network layer [BDD+11]. AppFence is a method

which aims to empower users to protect their data from exfiltration by permission-hungry

applications [HHJ+11]. It can covertly substitute shadow data in place of data that the user

wants to keep private, and block network transmissions that contain data the user made

available to the application for on-device use only.

However, as suggested by Ghosh et al. [GJFJ12], current privacy control mechanisms are

static and cannot preserve privacy in a dynamic context-aware environment. According to

recent systematical research, several vulnerabilities have existed in Android applications.

Their presence appears even in some extremely popular applications [ZJ13]. Thus, plenty

of works focus on privacy of Android platform and its applications. Techniques and tools

that can detect and prevent information from being leaked in Android applications have

been widely studied [PFB+14, BHS13]. Permission analysis is a telling method to detect

sensitive information potential leakage. It can scrutinize Android app to know whether the

developers follow least privilege with their permission requests. In the light of the results
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of an elaborate analysis, limitations of Android’s UID sharing method coerce developers to

write custom code rather than rely on OS-level mechanisms [BCMVO12].

Some applications cannot run without accessing specific information so data mock mecha-

nism can address the issue. TISSA [ZZJF11] and MockDroid [BRSS11] can provide artificial

data instead of real information to the applications so that they can still function. In this

case, there is no risk for users elaborate because the data is fake. However, due to the same

reason, applications cannot provide competent services to the users.

All aforementioned works provide us some techniques and tools to detect and mitigate

privacy risk on Android applications. However, these works did not tell users about the

information to be o↵ered and data to be preserved. Understanding users’ privacy concerns

therefore is becoming a significant issue.

Understanding users’ privacy

Understanding user’s privacy is based on human-centric privacy. The privacy is regarded

as the claim of individuals, groups, or institutions to determine for themselves when, how,

and to what extent information about them is communicated to others [Wes68]. Therefore,

it should emphasize that users have adequate awareness and understanding to their personal

and sensitive information. According to a recent survey [BGR13], Android users hold

quite di↵erent viewpoints due to their demographic characteristics, privacy awareness, and

reported behaviors when installing applications. Users may be surprised when they realize

data collection and distribution of smartphone applications [SMSB14].

It is also challenging to recognize users’ perceptions of whether a given action is legit-

imate, or how the action makes them feel with respect to privacy. A model, privacy as

expectations, is proposed to capture people’s expectations of privacy [LAH+12]. Apppro-

filer [RQM13] is an approach to provide users with knowledge for decision-making about

Android applications through analyzing privacy-related behaviors of the applications and

the users’ opinions. After understanding users’ perceptions, it is important to assess pri-

vacy risks and predict users’ privacy preferences. An approach is proposed for assessing the

privacy risk of Android users based on the impact valuation from users and their profiles
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[MTG13]. Super-Ego [Toc14] is a crowdsourcing framework which can predict the users’

privacy preferences for di↵erent locations on the basis of the general user population. Alt-

man’s theory of boundary regulation [Alt77] and Nissenbaum’s theory of contextual integrity

[Nis04] are also adopted to explore the privacy gap between users’ privacy expectations and

smart phone usage.

Table 2.1: Comparison of some representative research work about
smartphone applications privacy

Methods/Systems Privacy
Characteristics

Objectives Platform Summary

Woodpecker
[GZWJ12]

Technology-
centric

Privacy detection
and analysis

Android

13 privileged permissions were
examined and 11 were leaked,
with individual phones leaking
up to eight permissions.

TaintDroid
[EGC+14]

Technology-
centric

Privacy detection
and analysis

Android

30 popular Android applica-
tions were examined, 68 in-
stances of potential misuse of
users’ privacy were found across
20 applications.

AndroidLeaks
[GCEC12]

Technology-
centric

Privacy detection
and analysis

Android

24,350 Android apps were ex-
amined, 57,299 potential pri-
vacy leaks in 7,414 Android ap-
plications were found

.

PiOS [EKKV11] Technology-
centric

Privacy detection
and analysis

iOS

More than 1,400 iOS apps were
analyzed, 656 Apps use ad li-
brary code which may disclose
devices ID, 36 Apps leak GPS
location and 5 Apps leak con-
tacts.

LeakMiner
[YY12b]

Technology-
centric

Privacy detection
and analysis

Android

It is an automatic and static
taint analysis method. After an-
alyzing 1750 apps, it can iden-
tify 145 real leakages in this app
set.

ComDroid
[CFGW11]

Technology-
centric

Privacy detection
and analysis

Android

It can be used by developers
to analyze their applications be-
fore release. It analyzed 20
applications and found 34 ex-
ploitable vulnerabilities; 12 of
the 20 applications have at least
one vulnerability.
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FlaskDroid
[BHS13]

Technology-
centric

Privacy protection Android

It provides mandatory access
control simultaneously on both
Android’s middleware and ker-
nel layers. The evaluation is
based on the empirical test-
ing using the security models,
testbed of known malware and
synthetic attacks.

TrustDroid
[BDD+11]

Technology-
centric

Privacy protection Android

It is a framework, which can
isolate data and applications
at di↵erent layers (middleware
layer, kernel layer, network
layer) with a negligible over-
head, small cost on battery’s
life-time

MockDroid
[BRSS11]

Technology-
centric

Human-centric

Privacy protection Android

It is a modified version of the
Android which allows a user to
provide artificial data to the
apps such that they can still
function (possibly with reduced
functionality). A random sam-
ple of twenty-three popular ap-
plications can successfully run
in the MockDroid.

AppIntent
[YYZ+13]

Human-centric Privacy protection,
Privacy detection

and analysis

Android

It is an analysis framework,
which can provide a sequence of
GUI manipulations correspond-
ing to the sequence of events to
determine if the data transmis-
sion is based on users’ intention
or not. The evaluation is based
on a set of 750 malicious apps
and 1,000 top free apps from
Google Play.

Privacy as
expectations
[LAH+12]

Human-centric Understanding
users’ privacy

Android

It is a system aims to cap-
ture users’ expectations of what
sensitive resources mobile apps
use through crowdsourcing. It
found that both users’ expecta-
tion and the purpose of sensi-
tive resources can a↵ect users’
feelings and their decisions. It
also claimed that proper notifi-
cation about the purpose of re-
source access can ease users’ pri-
vacy concerns to some extent.
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ProtectMyPrivacy
[AH13]

Human-centric Understanding
users’ privacy

iOS

More then nine months, Pro-
tectMyPrivacy were used by
more than 90000 real users.
It also reviewed more than
200000 applications and recom-
mend users about the decision
for their permission settings in
iOS.

Appprofiler
[RQM13]

Human-centric Understanding
users’ privacy

Android

It provides users the knowl-
edge needed to make informed
decisions about the applica-
tions they install. There are
three findings: 1) the per-
mission mechanism is not very
fine-grained; 2) it is important
to di↵erentiate between actions
performed by users and by the
system; 3) There is a huge gap
between third-part library code
and the code in a specific appli-
cation.

2.3 Existing Works about Preserving Privacy in Mobile Par-
ticipatory Sensing

In this section, we review the related works about smartphone privacy in mobile par-

ticipatory sensing. In the mobile participatory sensing, smartphone users need to provide

sensory data. By comparison with other data communication in smartphone, mobile sensing

has more possibilities to access users’ information legally. We therefore study some works

which devoted to preserve privacy in mobile sensing.

For better understanding of the existing works, we firstly provide an overview of system

model of mobile sensing. The typical architecture of mobile sensing system is illustrated

in Fig. 2.1. Normally, there are two significant roles in mobile sensing applications, par-

ticipants and stakeholders [LML+10]. The participants refer to the people who accept the

sensing tasks, and collect the data from physical world. The participants capture the data

using di↵erent mobile devices, while our study focuses on smartphones. Stakeholders refer

to the people who benefit from the data. They usually initiate a mobile sensing application
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and then access the sensory data collected by participants for further analysis or presen-

tation. A number of participatory sensing applications have emerged recently [LML+10].

However, users’ privacy concern is an obstacle for long-term deployment [ABK12]. Based

on the characteristics of smartphone privacy, we classify related work into two categories:

(1) Privacy preservation and awareness (2) Personalized privacy risk mitigation.

Server

send request

Stakeholder
Processing

Stakeholder

request

sensory data

send requestreceive results

Storing

Analyzing Presenting

receive resultsParticipant

Acceleration
Acoustic and visual data
Spatial and temporal data
Environment context
Biometric information
!!

Participant

request

sensory data

Acceleration
Acoustic and visual data
Spatial and temporal data
Environment context
Biometric information
!!

Fig. 2.1: The typical architecture of mobile sensing system

Privacy preservation and awareness

Privacy preserving is a long-standing issue and prompts a wide discussion in mobile sens-

ing systems, especially for the systems which aims to the pervasive information collection.

As we mentioned before, privacy issue may be a cardinal obstacle [GCJW10]. Many works

on privacy preserving has been proposed.

PiRi, a privacy-aware framework for participatory sensing systems, which attempted to

address the privacy issues based on an untrusted central data server model and enabled

participation of the users without compromising their privacy [KS11b]. PEPSI, a privacy-

enhanced participatory sensing infrastructure, explored realistic architectural assumptions

and a minimal set of formal requirements aiming at protecting the privacy of both data

producers and consumers with low additional cost and overhead [DCS11]. AnonySense is

a privacy-aware architecture for realizing pervasive applications based on the participatory

sensing by mobile devices [SCP+11]. It allowed the applications to submit various sensing
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tasks. The tasks are distributed across anonymous participating mobile devices, later re-

ceiving verified, yet anonymized, then sensory data are collected from the environment. Sen-

sorSafe is an architecture for managing personal sensory information in a privacy-preserving

way, which consists of multiple remote data stores and a broker [CCCS11]. Thus, the users

can retain the ownership of their data, the management of multiple users can be supported

as well. It provided a context-aware fine-grained access control mechanism by which users

can determine their own sharing rules based on various conditions including context and

behavioral status. Jedrzejczyk et al. observed anonymous users of a location-based social

networking application in their natural environment and demonstrated how to re-identify

them based on the data [JPBN09].

Furthermore, a privacy-preserving mobile sensing scheme for multidimensional data which

used negative surveys has been presented. In this scheme, the server can reconstruct the

probability density functions of the original distributions of sensory values, without knowing

the participants’ actual data [GEH+12]. Location privacy is another important concern in

mobile sensing systems [Min04]. A decentralized mechanism to preserve location privacy

during the collection of sensor readings has been proposed, which can exchange the sensor

readings of users in physical proximity for jumbling the location information [CGR+11].

Another algorithm is designed to address kNN queries for datasets which grouped by

users based on locality-sensitive hashing in mobile sensing systems [VZG12]. User-side

privacy-protection scheme can adaptively adjust the parameters of participatory sensing

for satisfying individual location privacy protection requirements against adversaries in a

measurable manner [APN+14].

Personalized privacy risk mitigation

Unlike privacy preserving mechanism, personalized privacy methods consider users’ re-

quirements in mobile sensing, which served as the underpinning of further protection. Mus-

lukhov et al. held the viewpoint that users’ privacy requirements in mobile sensing systems

are heterogeneous, and di↵erent targets and form of utilizing personal data can a↵ect users’

concerns [MBK+12]. For example, Barkhuus and Dey presented an experimental case study
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to examine people’s concerns for location privacy [BD03]. They found that location tracking

services can cause more concerns for privacy than position-aware services. Gedik and Liu

provided a privacy personalization framework to support location k-anonymity for context-

sensitive personalized privacy requirements [GL08]. Each mobile node is specified with the

desired minimum level of anonymity and maximum temporal and spatial resolutions.

A suite of scalable spatio-temporal cloaking algorithms, CliqueCloak, is designed to avoid

or reduce known location privacy threats before forwarding requests. Gong et al. proposed a

dynamic privacy management system, which is capable of enabling tangible privacy control

and feedback in a pervasive sensor network [GLP10]. A key contribution in this work is

to conduct a user study for showing some insights of privacy/benefit tradeo↵ from various

sensing capabilities and reflect how privacy settings and user behavior relate. For instance,

Freudiger et al. extended the understanding of the privacy risk in the location-based services

[FSH12].

Table 2.2: Comparison of some representative research work about pri-
vacy in mobile sensing

Methods/Systems Privacy
Characteristics

Objectives Summary

AnonySense
[CKK+08]

Technology-
centric

Privacy preserving

It allows the sensing tasks distribute
anonymously to the participating mo-
bile devices. The sensory data will
be reported back in a verified and
anonymized way as well.

Sensorsafe
[CCCS11]

Technology-
centric

Privacy preserving

It is a system for managing per-
sonal sensory information in a privacy-
preserving way with supporting multi-
ple users. Users can define their shar-
ing rules based on di↵erent context
through access control mechanism.

PEPSI [DCS11] Technology-
centric

Privacy preserving

The main contribution is the work is
based on some realistic assumptions
and a minimal set of formal require-
ments aiming at protecting privacy of
both data producers and consumers.
Meanwhile, adding low computational
cost and communication overhead is
another contribution.
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PiRi [KS11a] Technology-
centric

Privacy preserving

PiRi is a privacy-aware framework,
which aims to guarantee predefined
users’ privacy when they participate in
mobile sensing system. Thus, defining
privacy is one of the main contribution.

Prisense [SZL10] Technology-
centric

Privacy preserving

It is a privacy-preserving data aggrega-
tion method based on data slicing, data
mixing and non-additive aggregation
functions to against a tuneable thresh-
old number of colluding users and ag-
gregation servers.

PoolView
[GPTA08]

Technology-
centric

Privacy preserving

It provides privacy guarantees on
stream data for participatory sensing
application, which is in the light of
data perturbation and reconstruction
techniques. The actual data is ap-
plied in the evaluation for demonstrat-
ing the privacy-preserving aggregation
functionality.

Adaptive
Personalized

Privacy
[APN+14]

Human-centric Personalized
privacy

It considers heterogeneous user privacy
requirements in mobile sensing system.
A user-side privacy protection adap-
tively adjusts parameters to meet per-
sonalized privacy is proposed, which at-
tempts to balance the privacy and util-
ity. The evaluation is based on syn-
thetic and real data.

CliqueCloak
[GL05]

Human-centric Personalized
privacy

It provides a privacy personaliza-
tion framework to support location k-
anonymity for context-sensitive person-
alized privacy requirements. Each mo-
bile node is specified the desired min-
imun level of anonymity and maximum
temporal and spatial resolutions. Its
main contribution is to avoid or reduce
known location privacy threats before
forwarding requests.

Dynamic Privacy
Management

[GLP10]

Human-centric Personalized
privacy

It is a dynamic privacy management
system aimed at enabling tangible pri-
vacy control and feedback in a perva-
sive sensor network. A key contribu-
tion is to conduct a user study to show
some insight of privacy/benefit tradeo↵
from various sensing capabilities and
how privacy settings and user behavior
related.
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Chapter 3

Privacy Measurement based on
Users’ Preferences towards Data
Sharing in Mobile Participatory
Sensing Systems

In this chapter, we investigate the privacy measurement in mobile participatory sensing.

We propose a human-centric privacy measurement method, PriMe, which can quantify the

privacy risk based on users’ preferences towards data sharing in mobile participatory sensing

systems.

This chapter is organized as follows: Section 3.1 is the overview of this work. We il-

luminate system model of participatory sensing in Section 3.2 and show the privacy in

participatory sensing in Section 3.3. Subsequently, we elaborate on PriMe in Section 3.4

and demonstrate experiments and results in Section 3.6. Finally, Section 3.7 concludes this

chapter.

3.1 Overview

Ubiquitous and increasingly capable mobile devices bring forth so-called mobile partici-

patory sensing systems. The idea behind these systems is that individuals and communities

use mobile deceives to collect, analyze, and share data regarding their environments for use
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in discovery. Many such mobile participatory sensing systems have been developed over the

years, and some also deployed in the real world [KXAA13]. One of the main obstacles for a

long-term real-world deployment of such systems is privacy issues. Privacy in a participa-

tory sensing system has particular characteristics. On the one hand, users have to provide

their data in order to participate and keep the system running. On the other hand, users

are generally ambivalent when it comes to sharing any information due to privacy concerns

[LCYZ15]. Some works on preserving privacy in participatory sensing systems have been

published in recent years, e.g., [CRKH11]. However, we argue that privacy is not a static

concept, but rather fluid and malleable as the perception of privacy di↵ers from person to

person. Users need to understand the implications of the data they are supposed to share

regarding their personal privacy in order to make an informed decision about participating

in sensing tasks or not. However, assessing the risk to one’s personal privacy for every sens-

ing task is very arduous. In order to automate this process, it is necessary to understand

and model a user’s privacy risk with regard to their personal perception.

In this work, we propose the human-centric privacy measurement method PriMe. To the

best of our knowledge, it is the first privacy measurement method for mobile participatory

sensing systems that is based on the user’s perception. For each sensing task, PriMe quanti-

fies the privacy risks for each user individually based on his/her preferences towards sharing

certain types of data. For this, we propose two intuitive properties of user preferences and

regard them as metrics: 1) intrinsic sensitivity, i.e., the individual inherent sensitivity, and

2) extrinsic sensitivity, i.e., a person’s sensitivity towards di↵erent data items due to data

features. Then, we determine each users privacy risk by by quantifying and aggregating

these two properties. To prove our proposed method, we implemented, deployed, and evalu-

ated PriMe with real world users (65 recruited volunteers from di↵erent backgrounds). The

results show that PriMe is able to make accurate measurements that satisfy users, and thus
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are widely accepted as a trustworthy tool.

3.2 System Model of Participatory Sensing

We first provide an overview of the system model of typical participatory sensing systems.

Subsequently, we elaborate on the procedures, tasking and sensing.

Collector

Server Stakeholder

Tasking

publish task directly or
through server 

Collector

choose one or 
some tasks reject tasks

Privacy measurement 
for participants

Server

Stakeholder

Sensing

Pre-storing Waiting for
other tasks

PriMe

Processing
& Storing

Analyzing 
& Presentation

Process and store the 
data in the sever

The result is analyzed based on 
domain knowledge and shown in 

different ways   

Fig. 3.1: In typical architecture of participatory sensing, PriMe quantifies the privacy for
each user in participatory sensing

Numerous participatory sensing applications have been emerged recently [CLCC15]. The

typical architecture of participatory sensing is shown in Fig. 3.1. Normally, there are two

significant roles in participatory sensing systems, participants and stakeholders. Partici-

pants refer to the people who participate in sensing task and capture the multifarious data

from physical world. Stakeholders refer to the people who benefit from the data. They

usually initiate a participatory sensing application, and then integrate or analyze the sen-

sory data. More specifically, the participants capture the data from the environment using
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di↵erent mobile devices. Afterwards, the data is pre-processed and transferred to the server.

The server will process the data and transfer the result to di↵erent stakeholders for further

analysis.

The sensing tasks can be one-o↵ (e.g., monitoring noise around your home this morning)

or repeating (e.g., reporting health condition daily). The stakeholders published sensing

tasks to the participants through the server or pushes the tasks to the participants directly

[Kan11]. Participants may receive many tasks from di↵erent participatory sensing applica-

tions. They can choose some of tasks to participate according to their interests. In practise,

sensing tasks can be assigned to the participants, such as monitoring tra�c information,

capturing PM2.5 of a specific area, collecting their biometric record and so forth.

The high quality and accuracy of the data can only be achieved when su�cient number of

participants is involved in the participatory sensing systems. Hence, a sensing task should

be assigned to a group of participants called sensing group. A sensing group is a number of

participants who join in and complete a task in participatory sensing task. A participant

can be a member in several sensing groups, when he/she participates in di↵erent tasks at

the same time. For a participatory sensing task, a participant need to provide a variety of

data, including personal information and sensory data. In the light of ever-more-capable

mobile devices, participants can capture multitudinal data from the physical world easily.

The time [CRH+13], location [JVLL12], acoustic and visual data [LPA+11], acceleration

[VKSW11], environmental context [EC12] and biometric information [CS13] are collected

for di↵erent tasks.

3.3 Privacy in Participatory Sensing

Our work presented in this work provides a privacy measurement method based on users’

preferences that enables users to better understand their privacy risks in participatory
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sensing systems. For this, we first clarify the semantic of privacy in participatory sensing

systems.

We refer to two acknowledged privacy definitions as proposed in the literature: ”the

right to be alone due to private life, habits, acts, and relations” [WB90] and ”the claim of

individuals, groups or institutions to determine for themselves when, how, and to what extent

information about them is communicated to others” [Wes68]. The definitions emphasize

that privacy is the ability of an individual or a community to seclude themselves or conceal

information about themselves from others. In e↵ect, privacy should be driven by individual

preference, instead of being one absolute for all. The same holds true in participatory

sensing systems. Therefore, we believe that privacy in participatory sensing depends on the

participants’ sensitivities towards the data in question. We consider two types of sensitivity

metric:

1. intrinsic sensitivity ; This metric indicates the human nature about privacy. However,

people’s privacy concerns di↵er from person to person. Some people inherently have a

higher/lower sensitivity than others. For example, one person may really care about

his/her contacts, whereas others may not care about this information at all.

2. extrinsic sensitivity ; This metric illustrates the data feature about privacy. Some

data are more sensitive than others. For instance, location naturally can disclose

more information than the data about your favourite food, no matter what kind of

people you are. Extrinsic sensitivity also shows a person’s sensitivity may vary with

di↵erent data and scenarios. For example, a user may care less about his/her weight

information in discussion with a health mentor, even though the weight information

is very sensitive based on his/her intrinsic sensitivity.

Thus, the two types of sensitivity metric describe subjective and objective factors in a

sense. That is the reason why we need to consider both of them. Based on this, PriMe
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measures each users’ privacy risk by quantifying and combining the intrinsic and extrinsic

sensitivities of the information in question. Next, we present our approach.

3.4 Privacy Measurement

We propose PriMe, which can quantify a participant’s privacy. The result of PriMe’s

measurement is a floating point number from zero to one, with a higher number indicating a

higher privacy risk. In this section, we elaborate the quantification of privacy by formalizing

it in the context of a participatory sensing system.

We assume that there are N participants in a participatory sensing application. Each

participant has L data items. Participants can set a privacy tag to each data item to present

their willingness to share information associated with the data item. All privacy tags for

participants form the N ⇥L matrix M . At this moment, participants set their privacy tags

by use of the dichotomous variable {0, 1}. More specifically, 0 denotes that the participant

does not want to share that datum with anyone, whereas 1 means the participant allows the

disclosure of that information. The rows of M correspond to participants, and the columns

of M correspond to profile items, respectively. M
i,j

= 0 represents that the profile item j of

participant i is private, whereas M
i,j

= 1 denotes the data item is public and can be shared

with others. The following two examples further illustrate the situation.

Example 1: In a participatory sensing application, a participant i has three data items,

j1 = {email address}, j2 = {current location} and j3 = {age}. Thus, M
i,j3 = 1 means that

participant i is willing to share his/her age, and M

i,j1 = 0 indicates that the participant

is reluctant to provide his/her email address. Disclosing the current location or the email

address of a user is usually more threatening than revealing a user’s age, because the location

or the email address – which we then call sensitive information – can identify the exact

person, whereas age cannot.
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Example 2: Another participant i

0 has the same data items, j1 = {email address},

j2 = {current location} and j3 = {age}. However, the participant sets M

i,j1 = 0 and

M

i,j2 = 1, which means that he/she cares greatly about the email address rather than

current location. In this case, location is not a sensitive information any more, even though

it is very sensitive to many other people. That is, this particular participant does not feel

his/her privacy threatened, if the location information is leaked.

In light of these examples, it is easy to see that a person’s privacy preference is a crucial

property to determine the privacy threat. Thus, we consider the property of a participant’s

individual sensitivity (i.e., a participant’s privacy preference) rather than the sensitivity

of each data because the former is a more inherent property than the latter. Individual

sensitivity is an inborn property and can be shaped by a long-term implication of the

environment. However, the sensitivity of each data item di↵ers from person to person,

scenario to scenario. The general way to identify such sensitivity is to detect from a large

sample of people but it still rely on a person’s individual attitude towards certain data.

According to the two properties, we define �
i,j

as participant i’s extrinsic privacy preference

of item j and �

i

as the intrinsic sensitivity of participant i. Pr

i,j

denotes the privacy risk of

information item j of participant i when item j is provided. Based on these two parameters,

we quantify users’ privacy by drawing inspiration from the Rasch Model [BF13], as shown

in Equation 3.1.

Before we continue presenting our approach, we first discuss why we chose the Rasch

Model to quantify the privacy risk in participatory sensing.

Pr

i,j

=
e

�

i

��

i,j

1 + e

�

i

��

i,j

(3.1)

The Rasch Model is a psychometric model for measuring/analyzing categorical data as a

function of the trade-o↵ between (a) the respondent’s abilities and attitudes, and (b) the

item di�culty to a particular respondent. A typical application of the Rasch Model is, for
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example, to estimate the probability of people answering questions correctly based on the

ability of a person and the hardness of the question as perceived by the person.

We think the relationship between a users’ privacy and their respective attitude towards

each item fits this model. More specifically, based on willingness a participant is to reveal

his/her information, we also can estimate the probability of a user perceiving a data as sen-

sitive, which can be regarded as a privacy measurement. In the Rasch Model, �
i

represents

the ability of person i and �

i,j

denotes the di�culty of each question to a specific person,

and the result is the probability of a correct response to a given assignment. In our scenario,

we can map the two parameters exactly to the sensitivity metrics we describes previously.

Thus, there are two parameters, �
i

and �

i,j

, that need to be computed.

Next, we show how to estimate � and � based on the matrix M . For this, the maximum-

likelihood estimation (MLE) method can be used because this method maximizes the like-

lihood, or the probability, of our observation and thus is naive and should be the first to

think of.

Before we step into the likelihood function, we look deep into the data first. Any partici-

pant’s decision will not a↵ect the others. Thus the tags are independent across participants.

For each participant, the j items can be grouped based on their relative sensitivity to the

participant. Some items are similar to a participant so he/she would have the same prob-

ability to reveal information on these items. In our setting, �
i,j

would be the same. Thus

we can believe that Pr

i,j

would be the same in one group. The classification of groups

need not be the same for di↵erent participants. Suppose the j items are classified into G

i

groups for participant i and any item falls into a group g

ik

, k = 1, 2, · · · , G
i

. Choices among

di↵erent groups should be independent for the same participant. Choices within groups

should also be independent but identically follow a Bernoulli distribution with parameter
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Pr

i,g

ik

. Therefore, the likelihood function for M is

L(�, �|M) =
NY

i=1

G

iY

k=1

Y

j2g
ik

Pr

M

i,j

i,g

ik

(1� Pr

i,g

ik

)(1�M

i,j

) (3.2)

where Pr

i,g

ik

= Pr(M
i,j

|�
i

, �

i,g

ik

). The estimators are the ones that maximize the above

likelihood function, i.e.,

(�̂
i

, �̂

i,g

ik

) = arg max
�

i

,�

i,g

ik

L(M
i,j

|�
i

, �

i,g

ik

)

The values can be achieved simply by taking derivatives of the above likelihood function with

respect to the two parameters � and �, and then setting them to zero. Since the logarithm

function is monotonically increasing, we can take the derivatives of the logarithm of the

likelihood function and then set them to zero. We follow the steps for each i = 1, 2, · · · , N

and j = 1, 2, · · · , L.

By use of Equation 1, we finally get

(1� Pr

i,g

ik

)
X

j2g
ik

M

i,j

� Pr

i,g

ik

(|g
ik

|�
X

j2g
ik

M

i,j

) = 0

for 8k = 1, · · · , G1 (3.3)

where |g
ik

| is the number of elements in group g

ik

. Therefore, we achieve

Pr

i,g

ik

=
e

�

i

��

i,g

ik

1 + e

�

i

��

i,g

ik

=
1

|g
ik

|
X

j2g
ik

M

i,j

= M̄

i,g

ik

(3.4)

That is,

�

i

� �

i,g

ik

= log
M̄

i,g

ik

1� M̄

i,g

ik

. (3.5)

Equation 3.4 makes sense based on our premises. From our settings, participants inherently

make the same decisions on items in the same group. The inherent probability that partic-

ipant i will reveal information on items in this group g

ik

is Pr

i,g

ik

, which can therefore be

estimated by the average values of tags in this group.
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We only get one equation but we have two unknown parameters. Therefore, we need

to seek other methods to estimate the parameters. From Equation 3.5 we can see that if

we know either ~

� or ~

� then we will know the other one. Yet it is easy to see that if ~� is

given then ~

� will be simpler to solve. Thus we do the estimation by iteration starting from

estimating ~

� given ~

�.

First, we give some initial values to ~

�

i

, and then estimate �

i

using the Bayesian method.

When we get the posterior probability of �
i

, it is trivial to estimate �

i

by its mode. By

standard convention [BF13], �
i

would have a Gaussian prior distribution, with some mean

µ and variance �

2. The posterior probability for �
i

is

P(�
i

|M
i,j

, j = 1, · · · , L,~�
i

)

=
P(M

i,j

, j = 1, · · · , L|�
i

,

~

�

i

)f(�
i

)
R
P(M

i,j

, j = 1, · · · , L|�
i

,

~

�

i

)f(�
i

)d�
i

/ P(M
i,j

, j = 1, · · · , L|�
i

,

~

�

i

)f(�
i

)

/
G

iY

k=1

Y

j2g
ik

e

�

i

��

i,j

1 + e
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i
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e

� (�
i

�µ)2

2�2 (3.6)

Thus, the estimated �

i

is

�̂

i

= argmax
�

i

G

iY

k=1

(
e

�

i

��

i,g

ik

1 + e

�

i

��

i,g

ik

)|gik|e�
(�

i

�µ)2

2�2
. (3.7)

Plugging the result into Equation 3.5, we can update the estimated �̂

i,g

ik

and then begin our

iteration until we converge. Thus, the whole procedure of privacy measurement is shown in

Algorithm 1. After successfully estimating the parameters � and �, it is trivial to quantify

the individual privacy risk of a data item.

3.5 Study Methodology

In this section, we describe the study methodology of our work. First, we present the

implementation of PriMe based on the system design, from the App and the server side,

respectively. Then, we describe the study procedure to demonstrate our experiments.
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Algorithm 1: Privacy measurement in participatory sensing systems
Input: Dichotomous matrix M

Output: �̂, �̂, P r

i,j

1 for i = 1 to N do
2 Classify the L items into G

i

groups;
3 for k = 1 to G

i

do
4 �

i,g

ik

= initial value;
5 end

6 ~

� = {�
i,1, �i,2, · · · , �i,L};

7 while convergence do

8 Calculate �̂

i

using Equation 3.7;
9 for k = 1 to G

i

do
10 Calculate �

i,g

ik

using Equation 3.5;
11 end

12 end
13 for j = 1 to L do
14 Calculate Pr

i,j

using Equation 3.1;
15 end

16 end

Server

Mobile Storage 

Mobile Application

 Server Database

Accept the task

User info
Repository

Privacy Measurement
Repository

Collection of Users’ Privacy 
Preferences and Shared Data

Participatory sensing data collection
Participatory sensing dat persistence
Participatory sensing dat integration

Privacy Measurement
Repository

All user info
Repository

Privacy Measurement

Quantified inherent sensitivity of data  
Quantified individual sensitivity to dataPresentation &

Reinforcement

Summarize the users’ preferences 
Reinforcement according to users’ preferences

Collecting the required 
data from the environment

Waiting for other sensing 
tasks

Setting the privacy preferences 
to each data item

Reject the task

User Interfaces

Express user’s privacy 
preference

data transferring

Transfer preprocessing data

Transfer the measurement results

Transfer feedbacks of all the users

Receiving the privacy measurement 
results for the serverBased on users’ 

preferences

Users make decisions 
based on the 

measurement results

data transferring

persistence

persistence

Fig. 3.2: The overview of architecture of PriMe, including the mobile app and the server.

3.5.1 System Implementation

To evaluate our proposed method, we conduct a user study, in which we focus on envi-

ronmental noise monitoring as the participatory sensing application. The implementation

architecture of the system for the user study is depicted in Fig. 3.2. The system consists of

an App part and a server part. Throughout this chapter, we refer to this App part as the

PriMe App. In the study, the participants are required to install the Android application,
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to provide them with the participatory sensing function and collect their preferences and

feedback towards the privacy assessment of each shared data.

The PriMe App is developed on Android platform. Our prototype of the application is

implemented on Android 4.0.3 - 5.1.1 and runs on the Google/LG Nexus 4 handset. There

are two design premises of the PriMe App. First, it is a participatory sensing application

in nature, so it should receive the sensing tasks and allow the users to provide their col-

lected data. Second, the PriMe App also allows users to express their preferences towards

data sharing in the mobile participatory sensing system. According to the premises, we

implement and deploy the PriMe App. The key functions are depicted in Fig. 3.3, which is

composed by snapshots of the PriMe App on a Nexus 4 phone.

Fig. 3.3(a) and Fig. 3.3(b) show example environment noise sensing acts. In this example,

the users make use of PriMe to collect noise data and provide it to the server. They also

consider to reject the task due to privacy concerns, as this task requires fine-grained location

and calendar information – next to the collected noise data itself. Fig. 3.3(c) shows the

notification to a user when he/she is assigned a new task. The description of the task and

the required data are listed in these notifications. Fig. 3.3(d) shows that PriMe provides

an interface for users to express their preferences towards di↵erent data items by switching

buttons. In the spirit of participatory sensing, users should not set all data types as sensitive,

but only those, which they really care about. According to the users’ preferences, PriMe

then quantifies the privacy of each users’ data, as shown in Fig. 3.3(e).

The server side is designed to receive the collected data from the users and implement our

privacy measurement algorithm due to the resource restrictions of mobile devices. As shown

in Fig. 3.2, there are three key components in the server. In the collection part, the server

mainly focuses on cleaning and structuring the collected data. The privacy measurement is
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(a) (b) (c)

(d) (e)

Fig. 3.3: Screenshots of the PriMe App on a Nexus 4. The example participatory sensing
application in the study is to monitor the noise in Hong Kong. (a) Participants use the App
to monitor noise from the environment. (b) In this case, the sensing data is the environ-
ment’s noise level for a specific time period. (c) Sensing tasks are assigned to participants
through the App, including target area and required data. (d) PriMe provides a user inter-
face for participants to choose their privacy preference for each data item. (e) PriMe details
the privacy scores of di↵erent data items, with higher scores indicating a higher sensitivity
of the user towards the data (the original result is from 0 to 1, we present it in percentage).
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based on the collected user preferences towards data sharing. In the presentation and rein-

forcement part, the server can summarize the collected data and revise the measurements’

results based on updated user preferences.

3.5.2 Study Procedure

We deploy PriMe in the real world in order to study its applicability and perception

by its users. For the study, we recruited 65 volunteers for the duration of three weeks.

As described in the previous sections, the sensing tasks for monitoring the noise levels in

specific areas of Hong Kong are assigned to these participants.

The number of participants is determined according to various influential existing works,

e.g., [KSK14] and [GPA+10]. Even though our study’s size was adequate to evaluate our

proposed method with statistical significance, we still plan on conducting a larger study by

recruiting participants online in the future. The participants in our user study are from The

Hong Kong Polytechnic University, either part time students, full time students, or faculty

members. In order to avoid statistical bias and make our results trustworthy, the partici-

pants were selected from di↵erent backgrounds, genders, and age groups. More specifically,

22 participants are full time students at the university, from various departments. 20 are

part-time students, who are also employees in di↵erent industries. The remaining 23 par-

ticipants are faculty members at the university, also from di↵erent areas. Details about the

participants are shown in Table 3.1.

During the user study, the noise monitoring tasks were randomly assigned to the partic-

ipants, who were then asked to record the noise signal and upload the data to the server.

Further, we asked them to share additional personal information in order to simulate var-

ious participatory sensing applications besides noise monitoring. The participant can also

decline the task due to their privacy concerns. We did not consider the underlying e↵ect of

the decline since we assume the decline is caused by participants’ sensitivity. Once PriMe
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Table 3.1: Statistics about the Participants in the Study

Category Participants Amount Percentage

Gender
Male 43 66.2%
Female 22 33.8%

Age

10-19 1 1.5%
20-24 15 23.1%
25-29 22 33.8%
30-40 20 30.8%
40+ 7 10.8%

Background

Energy 3 4.6%
Materials 1 1.5%
Industrials 6 9.2%

Consumer Discretionary 4 6.2%
Consumer Staples 4 6.2%

Health Care 8 12.3%
Finance 9 13.8%

IT in Security & Privacy 9 13.8%
IT(except Security &

Privacy)
13 20%

Tele Services 5 7.7%
Utilities 3 4.6%

Time users
spent on
smartphones

Rarely (0 1hr) 4 6%
Sometimes (1 2hr) 14 21.5%
Frequently (2 4 hr) 27 41.5%
Very often (4+ hr) 20 31%

Attitudes to-
wards study

Seriously completed 43 66%
Normally completed 20 31%
Hastily completed 2 3%
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measures a participant’s privacy, the server does not send a task which requires highly sensi-

tive data, as perceived by this participant, to this participant, in order to minimize declines.

For compiling a list of the most interesting data in terms of frequent use in participatory

sensing applications as well as their privacy issues, we studied articles on the Internet, e.g.,

[mos13], research papers on privacy in participatory sensing, e.g., [FSH12, CRKH11], as

well as tips for security and privacy from o�cial guidelines. Table 3.2 lists the resulting

set of data, and describes their respective potential privacy risks. In the study, we showed

these di↵erent data types to the participants in the PriMe App (see Fig. 3.3(d) and 3.3(e)),

and asked them to express their respective sensitivities.

At the end of the study, the participants were given a final questionnaire to ask for their

feedback. Next, we discuss the results of the study as well as the questionnaire.

3.6 Findings

In this section, we discuss the results of our study, such as the performance of the proposed

method, as well as other interesting findings.

3.6.1 Participant Sensitivities

During the study period of three weeks, we not only delivered sensing tasks to the partic-

ipants, but also asked them to set their preferences towards sharing certain data types. Fig.

3.4 shows the sensitivity measurement results of an example participant. The higher the

score, the more sensitive the participant is to the data type in question. For example, we

can see that the participant considers fine grained location information as well as calendar

information as the most sensitive. Meanwhile, Fig. 3.5 shows a plot of the sensitivity of

all participants to a specific data type – coarse location information in this instance. It

becomes clear that the individual sensitivities of the participants regarding the same data

type may di↵er greatly. For example, participant no. 32 has the lowest sensitivity towards
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Table 3.2: Overview of the most collected data in participatory sensing and their potential
privacy risks.

Data Type Description

Time Some participatory sensing applications require current
time, the format can be shown as 09183302202015. This
data will identify temporal information and disclose privacy
when other data is combined.

Location Some participatory sensing applications require current loca-
tion information, fine-grained location is provided by GPS,
coarse-grained location is provided by WiFi or the cellular
network. These information will reveal a user’s location.

Picture &
Video

Pictures and videos are also asked by participatory sens-
ing applications, like taking photos of consumed meals and
recording a short video with your family. The content of
contributed pictures and collected videos also can reveal per-
sonal information about the participants and their environ-
ment.

Sound Sound signals can be captured by smartphones for partic-
ipatory sensing applications. Given a participant’s sound
signal, it may allow third parties to determine his/her cur-
rent context.

Acceleration Acceleration data is recorded intentionally or automatically
during participatory sensing tasks. The data may appear
less threatening, but it always can show some clues to leak
a participant’s privacy.

Environmental
Data

Environmental data is often collected since a lot of partic-
ipatory sensing applications focus on the environment. All
the environmental data can indicate spatio-temporal infor-
mation of the user.

Biometric Data Biometric data can be used for diagnosis activities in par-
ticipatory sensing applications. Biometric data normally in-
cludes a participant’s current physiological state and per-
sonal information, such as age and gender. Therefore, pri-
vacy will be leaked if the biometric data is identified.

43



accurate time
age

approximate time
calendar info

coarse location
education

fine location
gender

native country
network state

occupation
phone contacts

phone identity
phone state

physical state

0.00 0.25 0.50 0.75
Sensitivity

Th
e 

co
lle

ct
ed

 d
at

a 
du

rin
g 

th
e 

pa
rti

ci
pa

to
ry

 s
en

si
ng

Fig. 3.4: The sensitivities of one participant to the set of data types.

coarse location information with around 0.35, whereas participant no. 28 has the highest

sensitivity with almost 0.9. This rather large spread confirms our belief that privacy is fluid

and its perception can strongly di↵er from person to person, making personalized privacy

measurement approaches necessary.

3.6.2 Accuracy

Next, we evaluate the accuracy of the PriMe approach. For this, we compare the privacy

measurement results generated by our approach with the participants’ sensitivity statements

(we discussed in the previous section). The similar the two results are, the higher the

accuracy of PriMe is. To quantify the accuracy, we apply the Normalized Distance-based
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Fig. 3.5: The participants’ sensitivity towards sharing coarse location data.
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Fig. 3.6: The accuracy of PriMe’s results compared to the participants’ statements using
NDPM accumulated by study week.
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Performance Measure (NDPM) approach [Yao95].

Fig 3.6 shows the results of the NDPM analysis, from week one to week three. The

plots show that PriMe’s accuracy increased over the duration of the study, achieving a

good accuracy after the third week. Even in the worst case, PriMe predicts more than

60% of the participants’ rankings. More specifically, the average accuracy is low in the first

week due to the limited amount of feedback in the early phase of the study. However, the

measurement results steadily increase as we obtain more user feedbacks with regard to their

preferences over time. In the third week, we found the accuracy became good to high. In

future work, we plan on conducting a longer study in order to further examine the accuracy

improvement.

3.6.3 Trustworthiness

To test whether the participants trusted PriMe’s assessment, we added a proxy function

to the PriMe App that allows it to accept sensing tasks automatically on behalf of the users.

This proxy function can be activated or deactivated at any time, which at least implicitly

indicates the level of trust in the system. Fig. 3.7 shows the results of the proxy activation

recordings. More than 50% of the participants activated the proxy function in the second

week. This means they trust the results generated by PriMe after using it for a while.

Further, more participants enabled the proxy function in the third week than disabled it.

Approximately 18% of the participants did not use the function during the study.

Finally, after the study, we asked the participants to answer a questionnaire on how

they felt with regard to their privacy in participatory sensing. Twenty-one participants re-

sponded. Many participants noted that PriMe App’s explicit listing of which data is needed

in order to fulfill a sensing task increased their awareness of their privacy concerns. As ex-

amples, we would like to share the following two characteristic comments from participants:
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”At the beginning, I didn’t care about my privacy at all when I accepted sensing

tasks, but when I saw the data in my screen, I realized that some sensitive

information may be disclosed.”

”The participatory sensing App looks interesting and I also wanted to publish

some tasks using it, but the big privacy risks really discouraged me.”

3.7 Summary

In this chapter, we presented PriMe, a personalized privacy measurement method for

mobile participatory sensing systems. Based on the proposed properties of privacy in par-

ticipatory sensing, we measure the privacy from the perspective of an individual’s attitude,

which is represented by two intuitive properties, namely the intrinsic sensitivity, i.e., the

individual inherent sensitivity, and the extrinsic sensitivity, i.e., the individual sensitivity

to di↵erent data in di↵erent scenarios. The real world study with 65 users shows that

PriMe provides reasonable and accurate results, and that the participants, in turn, trust

the system to a high degree.

Although we have conducted a system to measure privacy of each user in mobile par-

ticipatory sensing systems and tested it based on a user study, we acknowledge that it is
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not the final step for this research. The ultimate objective is to help users to accept or

reject tasks automatically based on their privacy concerns. To achieve this, we will refine

our system and conduct more large-scale real-world tests (e.g., by releasing our App in App

Stores) to get more reliable results. We will also try to provide more options, not only yes

or no, to users to collect their preferences, which could increase the accuracy of PriMe with

regard to the users’ more fine-grained perception of privacy.
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Chapter 4

Mitigating Privacy Risks of Mobile
Apps using Crowdsourcing

In this chapter, we focus on mitigating privacy risks of smartphone applications using

crowdsourcing-based recommendation approach. We propose and implement PriWe, a sys-

tem based on crowdsourcing driven by users who contribute data access permission settings

of their apps in the Android smartphone.

This chapter is organized as follows: Section 4.1 is the overview of this work. Users’

expectation of smartphone privacy is illustrated in Section 4.2. We present our recommen-

dation algorithm design in Section 4.3 and elaborate the design and implementation of the

system in Section 4.4. Subsequently, to buttress our idea and system, we deploy PriWe in

the real world and evaluation results are demonstrated in Section 4.5. We make a discussion

in Section 4.6 and conclude this chapter in Section 4.7.

4.1 Overview

Mobile devices like smartphones or tablets are so popular today that billions of users

all around the world are relying on them to handle personal and business a↵airs, such as

emails, calendar management, entertainment, etc. Unfortunately, the widely adoption of

such devices are coming with some potential privacy threats, as they have gained access to
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lots of personal and sensitive data, such as user locations, contacts, and so on.

To mitigate such threats, system vendors have provided several mechanisms to confine

the sensitive information accessible to mobile apps. For example, iOS from Apple has

menu entries that enables users to control apps’ permissions to sensitive data resources.

For Android, one of the most popular mobile platform, its latest version (i.e., Android M

released in May 2015) supports similar fine grained control on permission to replace its

previous ine↵ective ”all-or-none” scheme [and].

However, such fine grained control framework has its own drawbacks. For example, not

all users have enough background knowledge to make the privacy configuration correctly.

Also, there are so many apps and di↵erent permissions, so it is really a tedious job to require

users to set all of them up. Finally, users hold di↵erent attitude to the privacy. They are

willing to provide some information for better services and experiences, and meanwhile they

are reluctant to share sensitive data due to privacy concern. To overcome the drawbacks,

it is significant and beneficial to understand users’ expectations of privacy and help them

to set the privacy permission accordingly.

In this chapter, we propose a novel method that can help users finish their privacy settings

properly and quickly. Our method is based on some key insights on how users decide whether

to grant a permission to an app or not. First, the decision depends on a user’s specific

privacy preference or concerns, for example, whether a user cares more on geographical

location than contact lists. Second, the decision is also related to a user’s expectations

on certain apps, for example, a user would expect an alarm app to access calendar, but

would not expect that app to access his/her current geographical location. More details

and discussion will be given in Section 4.2.

The method proposed in this chapter is first to learn the similarities among users in

terms of privacy preferences and privacy expectations on apps, and then to recommend
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appropriate permission settings to users based on such similarities. The rationale behind

our method is that: users who share similar preferences on certain private data and/or

privacy expectations on apps are more likely to make similar decisions in related privacy

items.

To prove our proposed method, we have designed and implemented a system called PriWe,

and evaluated it with lots of real world users (with 382 participants from Amazon Mechanical

Turk, and 78 recruited volunteers from di↵erent cities). The results show that PriWe indeed

is able to make proper recommendations that match users’ privacy expectations and thus

are mostly accepted by users.

Our Contributions. In this work we make following contributions:

• We proposed PriWe to understand users’ expectation of privacy on mobile apps using

the crowdsourcing mechanism.

• We proposed a novel recommendation approach, combining the item-based and user-

based collaborative filtering methods for generating the recommendations for users’

privacy permission settings.

• We implemented and deployed PriWe in the real world for evaluation. We collected

the feedbacks of 78 users from the real world and 382 participants from the Amazon

Mechanical Turk. According to the results, PriWe can make recommendations which

are mostly accepted by users, thereby help them to make informed decisions and

mitigate privacy disclosure.

4.2 Users’ Expectation of Privacy

Taking a step back, we discuss the privacy in this section and figure out why understanding

the individual expectation of privacy towards mobile apps is vital and beneficial.
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In 1890, two U.S. lawyers proposed a prevalent definition, private life, habits, act, relations

and the right to be alone [WB90]. With the proliferation of information technology, Wesin

proposed that privacy is the claim of individuals, groups, or institutions to determine for

themselves when, how, and to what extent information about them is communicated to

others, and it came to be known as information privacy [Wes68]. These two acknowledged

definitions both emphasized that privacy to people should be an ability to express themselves

selectively. The expression is driven by the individual expectation of privacy.

Another conceptual framework for understanding privacy expectations, called contextual

integrity, suggests that privacy comprises appropriateness and distribution [Nis04]. More

specifically, appropriateness focuses on whether the revelation of a particular piece of infor-

mation is appropriate in a given context. For example, users’ location data can be pro↵ered

in a map apps rather than in a game app. While distribution defines the occurrence of

an information transfer from one party to another. For instance, one person is willing to

share his/her data with friends instead of strangers. Therefore, there is a trade-o↵ between

services and privacy. People’s expectation of privacy is just a reflection of such trade-o↵.

Using mobile apps is a typical scenario due to the discussion. Mobile services, especially

smartphones, have become an important platform which can provide the multifarious ser-

vices, integrating into our lives. There is almost no way to 100% protect users’ information

when they are using smartphones. More important, users also have ambivalent attitude to

the data usage of mobile apps. They want to provide their data selectively based on their

expectations to the privacy of mobile apps. On one hand, we yearn for better services and

performances so that we are willing to provide some information. On the other hand, in

general we are reluctant to share information because we also hope that our sensitive data

could be preserved. Thus, understanding the users’ privacy expectation on mobile apps is

a key point for addressing the privacy issues.
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It is a significant di↵erence between our work and the existing research from security

perspective [IAKR15]. More specifically, they assume there are the correct options for

the privacy permission settings or other security issues. However, there is no absolute

right answer in our design. All the privacy permission settings are based on the users’

expectations. That is also the underpinning of our method and system.

4.3 Recommendation Mechanism

In this section, we elaborate the proposed recommendation algorithm, which takes ad-

vantage of users’ demographic information and permission classification to improve the

performance. The basic idea is presented in Section 4.3.1, followed by the item- and user-

based collaborative filtering recommendation approaches in Section 4.3.2. Finally, we show

how to conduct a hybrid recommendation in Section 4.3.3.

4.3.1 Overview

When you want to set the privacy permissions of each mobile app on your smartphone

but you do not know how to set them appropriately, what will you do? Asking some other

people or search Internet for suggestions may be an immediate and intuitive idea. And this

is exactly what we proposed to do: our system will, on your behalf, go and collected opinions

from a group of people who share similar backgrounds, privacy concerns and expectations,

etc., and make the most appropriate recommendations to you.

A comprehensive investigation about recommendation system has been conducted [JZFF10].

According to the advantages of di↵erent recommendation algorithms and the characters of

our scenario, we choose collaborative filtering methods to implement our idea. However,

the recommendation mechanism is originally design to attract customers to buy commodi-

ties in some e-commerce markets, such as Amazon and Taobao. In our case, we do not

have customers and commodities; rather we have smartphone users and privacy permission
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settings. We consider that people with similar backgrounds and habits may have similar

privacy preferences. Thus, we map each smartphone user to a customer and each privacy

permission setting to a commodity so that the item- and user-based collaborative filtering

algorithms can play an expected role in our work. Further, we combine these two algorithms

based on conditional probability with considering demographic and permission group infor-

mation. Such hybrid algorithm can overcome the intrinsic drawbacks and achieve better

performance of item- and user-based collaborative filtering algorithms

According to our discussion of privacy and the idea of the work, we initialized our recom-

mendation algorithm through crowdsourced users’ privacy permission settings rather than

some experts’ opinions. That is because we believe users’ expectation should be the key to

set the privacy permissions of their mobile apps.

4.3.2 Collaborative filtering

We assume that there are K users and each user has M apps. Each app holds N data

access permissions. r

i,a,g

is defined as the setting of data permission g of the app a set by

the user i. Users are allowed to set the privacy setting by the dichotomous variable {0,

1}. More specifically, r
i,a,g

= 0 denotes that the users are averse to share the data with

anyone, whereas r
i,a,g

= 1 means the participant allows the disclosure of that information.

However, the users may have su�cient understanding to di↵erent privacy permissions when

they want to make a setting. It is also arduous for them to finish all of the privacy settings.

To address this issue, we take advantage of user-based and item-based collaborative filtering

algorithms. The following two examples and Fig. 4.1 further illustrate these two algorithms.

Example 1: Two users, i and j, both installed two apps a, b in the smartphone, and each

app holds two permissions g, h. User i and j both allow app a to get the corresponding data

permissions, by setting r

i,a,g

= 1 & r

i,a,h

= 1 and r

j,a,g

= 1 & r

j,a,h

= 1. In this situation,

we consider they may have the similar privacy preferences. If user i set r
i,b,g

= 0 to prohibit
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Fig. 4.1: Generating recommendation of data access permissions for Android apps is based
on the user- and item-based collaborative filtering algorithm.

the access permission g of app b, user j is likely to have the same choice on this setting.

Example 2: Two apps, a0 and b

0, both are installed in the smartphone carried by user i0 and

user j0. The apps a0 and b

0 hold the permissions g0 and h

0, respectively. If users i0 and j

0 both

reject the data access, namely setting r
i

0
,a

0
,g

0 = 0 & r

i

0
,b

0
,h

0 = 0 and r

j

0
,a

0
,g

0 = 0 & r

j

0
,b

0
,h

0 = 0.

In this case, permission g

0 of app a

0 and permission h

0 of app b

0 can be considered as two

similar ones because they are both rejected by users i0 and j

0. The more users do this, the

higher similarity the two permissions have. Thus, when newcomers have negative opinion

to the privacy permission g

0 of app a

0, we also recommend them to reject the data access

of permission h

0 of app 0
b

0.

The example 1 and 2 illustrate the basic idea of user-based and item-based collabora-

tive filtering approaches, respectively. According to the examples, finding similar privacy

permissions and the users who have the similar privacy preferences. Thus, we show how

to calculate the similarity of users and permissions. s

u

(i, j) is defined as the similarity

between user i and user j. The similarity reflects how similar the users i and j are, i.e.,

how many privacy settings the two users have the same choice. The more such settings,

the higher similarity between them. Thus, s
u

(i, j) is calculated through Eq. 4.1, based on
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the Pearson correlation coe�cient. The possible similarity values are between �1 and +1,

where values near 1 indicate a strong similarity. We select Pearson correlation coe�cient

since the empirical analysis showed that for user-based recommender systems by far, the

Pearson correlation coe�cient outperforms other measures [HKBR99].

s

u

(i, j) =

P
a2M

P
g2N

(r
i,a,g

� r

i

)(r
j,a,g

� r

j

)

r P
a2M

P
g2N

(r
i,a,g

� r̄

i

)2
r P

a2M

P
g2N

(r
j,a,g

� r̄

j

)2
(4.1)

We obtain the set of similar users by applying a threshold using top � Q strategy. The

top�Q set of similar users to user i, S
u

(i) can be generated according to Eq. 4.2

S

u

(i) = {j|rank s

u

(i, j)  Q} (4.2)

Likewise, we define s

i

(g, h) as the similarity between the privacy permission g and h.

The similarity is based on the existing users’ settings as illustrated in the Example 2. To

calculate the similarity, we adopt the adjusted cosine similarity to take the di↵erences of

the average setting behaviors of the users into account, as shown in Eq. 4.3. We also select

top�Q similar items according to Eq. 4.4.
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(4.3)

S

i

(g) = {h|rank s

i

(g, h)  Q} (4.4)

We have r̄

i

now. it is the average permission setting for user i. The results for the

adjusted cosine measure correspondingly range from �1 to +1. We adopt the adjusted

cosine similarity to calculate the similarity between permission settings because it has been

presented that the adjusted cosine similarity consistently outperforms the other metric in

the item-based collaborative filtering approaches [HKBR99].

56



4.3.3 Fusion based on demographic and permission information

We propose a method that labels di↵erent users and permissions and then fuses the

user- and item-based algorithms based on the labels. It is based on our observation that

demographic and permission classification data can provide additional information about

one specific user, thus can lead to better results in calculating similarities. Also, the de-

mographic information and classification are getting more widely used in recommendation

system, these information could also be deployed to fuse the user- and item-based collabo-

rative filtering.

Thus, considering users, items, and labels jointly, we have a three-dimensional relation

< user, item, label >. This three-dimensionalities can be projected as three two-dimensional

relation, < user, item >, < user, label >, and < item, label >. In our case, we assume a

set of user labels L

k

and a set of permission labels L

n

. More specifically, the user labels

are generated according to demographic information, such as age, gender, occupation, and

activity of mobile apps; item labels are based on the classification of permissions. Then,

as shown in Fig. 4.2 the new set of users can be extend by item labels, K 0 = K + L

n

and

the new set of items are extended by user labels, N 0 = N + L

k

. Thus, the new matrix

for recomputing the similarity s

u

(i, j) using user-based collaborative filtering is represented

in a K ⇥ N

0 matrix, and the new matrix for recalculating the s

i

(g, h) using item-based

collaborative filtering is denoted by a K

0 ⇥N matrix.

We fuse the similarities s

u

(i, j) and s

i

(g, h) based on probability to generate a more

robust similarity and overcome the data sparsity problem, which is an obstacle to our

work in real-world deployment. More specifically, we provide di↵erent weights to the two

similarities s

u

(i, j) and s

i

(g, h) and form a unified similarity. In this case, the user-based

and item-based collaborative filtering approaches are only two special cases in the unified

form.
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Fig. 4.2: The three-dimensional matrix user-item-label is projected as three two-dimensional
matrixes, user-item, user-label, and item-label.

Assume we want to make a recommendation for user x about the privacy setting of

permission z of app y, namely calculating r

x,y,z

. In the light of previous illustration, user-

based collaborative filtering approach only considers privacy settings provided by the users

who have the similar privacy preference. Thus, we define the existing privacy settings

for calculating r

x,y,z

as a set, US, US

x,y,z

= {r
i,y,z

|i 2 S

u

(x)}. Likewise, item-based

collaborative filtering approach considers privacy settings to items. We also define a set,

IS, IS
x,y,z

= {r
x,a,g

|g 2 S

i

(z)}. The similarity fusion algorithm considers these two sets

jointly, i.e., UIS, UIS

x,y,z

= {r
i,a,g

|i 2 S

u

(x), g 2 S

i

(z)}.

When we scrutinize the privacy settings provided by users, we find they have totally

di↵erent preferences to the same permission. Some users always have the sensitive attitude

to the data usage, while others rarely shut down the permission due to their intrinsic traits.

Some permissions are always shut down, simply because they have been set by some sensitive

users. To eliminate such e↵ect, we normalize the collected privacy settings by removing the

average value, as shown in Eq. 4.5.

p

x,y,z

(r
i,a,g

) = r

i,a,g

� (r
i

� r

x

)� (r
a,g

� r

y,z

) (4.5)
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p

x,y,z

(r
i,a,g

) serves as a normalizing function of the privacy setting of the permission z of

the app y set by the user x, based on the existing crowdsourced privacy setting r

i,a,g

. r

a,g

and r

y,z

are the mean of the privacy setting of permission g of app a and the privacy setting

of permission z of app y, respectively. The sample space of the privacy permission settings

should be defined as �
r

= {;, 0, 1, 2, ..., r}. In our case, there are actually three options, i.e.,

�
r

= {;, 0, 1}. ; means that the privacy settings have not been set so far, 0 expresses that

users regard the information as private, and 1 presents that users allow the disclosure of

this information. Therefore, r
i,a,g

denotes a privacy setting of permission g of app a, which

is provided by user i, over the sample space �
r

. Then, given a set of normalized settings,

⌦
x,y,z

, we will be able to calculate the probability of r
x,y,z

by conditional on P(r
x,y,z

|⌦
x,y,z

),

where ⌦ is given in Eq. 4.6.

⌦
x,y,z

= {p
x,y,z

(r
i,a,g

)|r
i,a,g

6= ;} (4.6)

Now taking both user- and item-based recommendation algorithms into consideration,

i.e r

i,a,g

2 (US, IS), we get the conditional probability presented in Eq. 4.7. That is, if

we know r

i,a,g

2 (US, IS), we can eventually obtain the conditional probability of r
x,y,z

,

conditioning on the set ⌦.

P(r
x,y,z

|⌦
x,y,z

) = P(r
x,y,z

|{p
x,y,z

(r
i,a,g

)|r
i,a,g

2 US [ IS}) (4.7)

Eq. 4.7 indicates that the probability of r

x,y,z

depends only on r

i,a,g

. Thus we can

write Eq. 4.7 for short as P (r
x,y,z

|⌦
x,y,z

) = P (r
x,y,z

|r
i,a,g

2 US [ IS). We introduce two

independent binary indicators I1 and I2 to present the dependency of r
i,a,g

on set US and

IS. That is, I1 = 1 corresponds to dependency on the set US while I1 = 0 indicates

independency. Likewise, I2 = 1 states r

i,a,g

depends on the set IS while I2 = 0 indicates

r

i,a,g

is independent of IS. Therefore, given the two sets US and IS, we can derive Eq. 4.8
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based on the indicator I1 and I2.

P(r
x,y,z

|US, IS)

=
X

I1

X

I2

P(r
x,y,z

|I1, I2, US, IS)P(I1, I2|US, IS)

= P(r
x,y,z

|I1 = 0, I2 = 0, US, IS)P(I1 = 0, I2 = 0|US, IS)

+ P(r
x,y,z

|I1 = 1, I2 = 0, US, IS)P(I1 = 1, I2 = 0|US, IS)

+ P(r
x,y,z

|I1 = 0, I2 = 1, US, IS)P(I1 = 0, I2 = 1|US, IS)

+ P(r
x,y,z

|I1 = 1, I2 = 1, US, IS)P(I1 = 1, I2 = 1|US, IS) (4.8)

Based on the definition of indicators I1, I2, ri,a,g is independent to US if I1 = 0 and is

irrelevant to IS when I2 = 0. Thus, P(r
x,y,z

|I1 = 1, I2 = 0, US, IS) = P(r
x,y,z

|US), and

P(r
x,y,z

|I1 = 0, I2 = 1, US, IS) = P(r
x,y,z

|IS). Obviously, we cannot generate any recom-

mendation without the sets US and IS, which means P(r
x,y,z

|I1 = 0, I2 = 0, US, IS) = 0.

When we consider the sets US and IS jointly, this two sets can be regarded as a new set

UIS. Namely, P(r
x,y,z

|I1 = 1, I2 = 1, US, IS) = P(r
x,y,z

|UIS). Thus, we can obtain Eq.

4.9.

P(r
x,y,z

|US, IS) = P(r
x,y,z

|US)P(I1 = 1, I2 = 0|US, IS)

+ P(r
x,y,z

|IS)P(I1 = 0, I2 = 1|US, IS)

+ P(r
x,y,z

|UIS)P(I1 = 1, I2 = 1|US, IS) (4.9)

For easy computation, we use two parameters � and � in Eq. 4.10, assuming P(I1 =

1|US, IS) = � and P(I2 = 1|US, IS) = �. According to Eq. 4.10, the r
i,a,g

depends on both

sets US and IS, i.e., UIS, when � = 1 and � = 1. Likewise, the r

i,a,g

has 0.5 probability
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dependent on US, if � = 0.5; the set IS also can play a half role when � is 0.5.

P(r
x,y,z

|US, IS) = P(r
x,y,z

|US)�(1� �)

+ P(r
x,y,z

|IS)(1� �)�

+ P(r
x,y,z

|UIS)�� (4.10)

Afterwards, we can get the estimated privacy settings r

x,y,z

, as presented in Eq. 4.11.

We can determine the parameters � and � through iterations in the experiments.

br
x,y,z

=
�

rX

t=1

tP(r
x,y,z

= t|US, IS)

=
� �

rX

t=1

tP(r
x,y,z

= t|UIS)��
�

+
� �

rX

t=1

tP(r
x,y,z

= t|US)�(1� �)
�

+
� �

rX

t=1

tP(r
x,y,z

= t|IS)(1� �)�
�

(4.11)

Now we need to estimate the conditional probability in Eq. 4.11, namely, P(r
x,y,z

=

t|UIS), P(r
x,y,z

= t|US), and P(r
x,y,z

= t|IS). The basic idea of the estimation is to

calculate the likelihood of r
x,y,z

to be similar with r

i,a,g

based on the sets US, UI, and

UIS. Hence, we make use of the similarity between users to calculate the likelihood based

on US, as shown in Eq. 4.12. Likewise, the similarity function s

i

(.) is used to compute the

likelihood based on the set IS, as presented in Eq. 4.13.

P(r
x,y,z

= t|US) =

P
8r

i,a,g

:(r
i,a,g

2US)^(r
x,y,z

=t) su(i, x)P
8r

i,a,g

:r
i,a,g

2US

s

u

(i, x)
(4.12)

P(r
x,y,z

= t|IS) =
P

8r
i,u,a

:(r
i,a,g

2IS)^(r
x,y,z

=t) si(g, z)P
8r

i,a,g

:r
i,a,g

2IS s

i

(g, z)
(4.13)
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Calculating the likelihood based on UIS is a little tricky. We consider the probability

estimation as the combination of the similarity function s

u

(.) and s

i

(.). More specifically,

we use Euclidean distance to produce the similarity function, as illustrated in Eq. 4.15.

P(r
x,y,z

= t|UIS) =

=

P
8r

i,a,g

:(r
i,a,g

2UIS)^(r
x,y,z

=t) sui(ri,a,g, rx,y,z)P
8r

i,a,g

:r
i,a,g

2UIS

s

ui

(r
i,a,g

, r

x,y,z

)
(4.14)

s

ui

(r
i,a,g

, r

x,y,z

) =
1q

( 1
s

u

(i,x))
2 + ( 1

s

i

(g,z))
2

(4.15)

Now, we can get the results,

br
x,y,z

=
X

r

i,a,g

p

x,y,z

(r
i,a,g

)W i,a,g

x,y,z

(4.16)

where

W

i,a,g
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=

8
>>>>><

>>>>>:

s

u
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r

i,a,g

2US

s

u

(i,x)�(1� �) r
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(g,z)P
r

i,a,g

2IS

s

i

(g,z)(1� �)� r

i,a,g
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s
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(r
i,a,g

,r

x,y,z

)P
r

i,a,g

2UIS

s

ui

(r
i,a,g

,r

x,y,z

)�� r

i,a,g

2 UIS

(4.17)

So far, we have elaborated the process of recommendation based on the crowdsourced

privacy settings. The only thing is to determine the parameters � and �. When we deploy

the system in the real world, we find these two parameters, � and �, reaching their optimal

at 0.7 and 0.5, respectively. According to the illustration of the algorithm, the parameters

are determined by the dataset, which means they are adaptive. More details are presented

in Section 4.5.3.

4.4 System Design and Implementation

In this section, we illustrate the design of PriWe and the corresponding implementation.
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4.4.1 Architecture

We have two intentions in our mind when designing PriWe. First, PriWe can help users to

make better decisions on privacy settings in their own smartphones. Second, the processes

of analyzing crowdsourced data and generating recommendations should be completed in a

server due to the limited capability of smartphones. To achieve these intentions, we design

the system, as illustrated in Fig. 4.3.

Sever

Database

User

Smartphone

Preprocess
crowdsourced data

crowdsourcing

recommendation

Generate
recommendations 

Mobile App of PriWe

Transfer 
preprocessing data 

Fig. 4.3: The overview of PriWe, which insists of an mobile app in the smartphone and a
server.

A mobile app is deployed in the smartphone to collect privacy settings from users. The

mobile app of PriWe should consist of several features and provide various user-interfaces to

interact with users. Firstly, it can automatically scan the apps installed in the smartphone

and identify them by names. The user can browse the privacy permission settings of each

app accordingly. Secondly, the PriWe app can apply the recommendations generated by

the server. For example, the app allows users to set/change the privacy permission of each

mobile app installed in the smartphones, it also can set the privacy permission automatically

when users attempt to apply the recommendations provided the server. Finally, the PriWe

app itself should hold the data access permissions as few as possible. Because the ultimate

objective of our project is to help users to make better decisions for privacy settings in their

smartphone and mitigate privacy risk accordingly, our system should be a privacy risk in
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no event.

The server side of PriWe has two key components, which are responsible for preprocessing

the crowdsourced data and generating the recommendations, respectively. More specifically,

the former components aims to preprocess the collected data, such as validation and clas-

sification; the latter one mainly focuses on generating recommendations for various mobile

apps of di↵erent users. The proposed recommendation algorithm is deployed in this compo-

nent. All the information, including the raw crowdsourced data and processed results will

be stored in an inbuilt database. The two components play a pivotal role in the server side

and we elaborate on it subsequently.

According the design of mobile app and server side, we implement PriWe, as presented

in Fig. 4.4.
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with users 

function supporting 

data transferring

send statistical information & recommendations

Transfer preprocessing data

Transfer the recommendations

Transfer feedbacks of all the users

Fig. 4.4: The implementation architecture of PriWe

4.4.2 PriWe App

The mobile app of PriWe is developed in Android platform and can be compatible with

various smartphones with di↵erent screen sizes. Our prototype of PriWe app is implemented

on Android 4.4 and runs on the Google/LG Nexus 4 handset. For deployment in the real
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world, PriWe has been tested with Android operating system 4.0.3 - 5.1.1.

There are two major objectives of the PriWe mobile app. The first is that it should

provide various user-interface that can enable a user to set or change permission settings

related to privacy, and at the same time, it should be able to send the settings back to

its server. The second one is that the PriWe app is able to apply the recommendations

generated by the server. It can set the privacy permissions automatically when a user

has confirm to take the recommended settings. Furthermore, the PriWe app should also

include a sign-in mechanism and be able to present the results. As shown in Fig. 4.4,

users can browse what apps have been installed in their smartphones, and what data access

permission the apps have held, through the APIs provided by o�cial Android SDK. For

example, function PackageManager.getInstalledPackages(0) can retrieve installed apps in

the smartphone. Function PackageInfo.requestedPermissions can scrutinize the privacy

permissions of each app. Such a method will return all data usages of the app. However,

it is arduous for users to read all the system permissions in a screen of smartphone. we

summarize eleven types of abused data and permissions of Android apps and discuss their

potential risks, as shown in Table 4.1. The summary is based on some freeform comments

on the Internet [mos13, top14], research papers on the Android system and analysis of

smartphone apps [OTK+12, KCC+12, FHE+12, DMC14, FCH+11], security and privacy

tips from o�cial guidelines [tan14], a survey on information security and privacy of Android

apps [JZ13].

Then, PriWe app allows them to set/change the permission settings or take the recom-

mendations. If the user is using the Android system older than 5.0, PriWe app can trigger

the App Setting Module, which is based on Xposed Framework [xpo] since such Android

systems did not provide any mechanism for normal users to modify the privacy settings.

If Android M is the current system, PriWe app will invoke the functions provided by the
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Android M to change the data access permission of each app. These two modules allow

users to change the privacy permission settings for various mobile apps. Since apps may

be crashed when they cannot access specific data, PriWe feeds Android apps artificial data.

However, there are two exceptions: access to the internet and modify external storage are

restricted by denying access due to Android system mechanism. Overall, PriWe has the

capability to modify the data access permission of installed apps in Android smartphone.

Thus, PriWe requires root permission, namely, there is no way to achieve our objectives in

non-root devices. Although root process is considered as legal, it is not supported o�cially.

We take this issue in a neutral way and we do not advocate rooting Android smartphone for

protecting users’ privacy. However, in our work, PriWe needs root permission to mitigate

information disclosure. Furthermore, according to the feedbacks from users, we did find

no users have reported issues about data leakage or system crashed due to rooting their

smartphones.

The key functions of PriWe mobile app are depicted in Fig. 4.5, which is composed

by snapshots of the app in Nexus 4. All functions and interactions between them are

implemented by Activity and Fragment, which are also provided by Android SDK.

4.4.3 PriWe Server

The server is designed to analyze collected data and generate recommendations according

to crowdsourced data. As shown in Fig. 4.4, there are three key components in the server,

which are responsible for data preprocessing, recommendation generation, and presentation

and reinforcement. In the data preprocessing part, the server mainly focuses on cleaning

and structuring the collected data, which will be the input of the next step, i.e., the recom-

mendation generation part. To generate recommendations, the server applies the proposed

method depicted in section ??. The output of this step is a privacy permission setting list.

In the presentation and reinforcement part, the server can summarize the collected data and

66



Table 4.1: Summary of most abused data and permissions

Most Abused Data and Permissions

• Coarse and fine location (Approximate or exact location informa-
tion. It can lead location-based attacks or malware, or sending location-
based ads.)

• Network state (Cellular network information and connections. It
will also drain smartphones’ battery.)

• Wifi network information (Wi-Fi network information, including
passwords and usernames. It can lead information disclosure by Wi-Fi
network.)

• Running apps information (Information of running tasks and pro-
cesses. Users’ sensitive information from other running apps can be
leak.)

• Phone state and identity (Phone states information and Inter-
national Mobile Equipment Identity. It can lead sensitive information
disclosure.)

• Modify/Delete internal/external contents (Permission of mod-
ification internal and external storage. Apps steal information or save
data on internal and external storage.)

• Full internet access (Permission of using the Internet to download
and upload. The sensitive information can be disclosed and malware
will be downloaded.)

• Automatically Start at Boot (Permission of automatically starting
the smartphones boot. Malicious apps will use it to boot automatically.)

• Send SMS Messages (Permission of sending text messages without
users’ awareness for subscribe additional services which may leave users
with unexpected charges.)

• Prevent From Sleeping (Permission of preventing from sleeping or
the screen from dimming. Apps can steal the information even it is
time-consuming.)

• Control Vibrator (Permission of accessing vibrator function. It can
stop vibrations for notification before malicious apps interpret informa-
tion.)
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(a) (b) (c)

(d) (e) (f)

Fig. 4.5: PriWe provides an Android app for participants. (a) PriWe can scan various app
installed in smartphones; (b) PriWe also provides an user interface to the participants to
list the most abused data access permissions; (c) The participants can discover how many
installed apps used a specific permission and provide their privacy preferences; (d) The
participants can also take a look about how many permissions an app will use and show
their feedbacks of privacy preference accordingly; (e) The statistical results are presented
to the participants, which can be taken as a reference for their privacy preferences; and
(f) PriWe can make recommendations to various apps according to the individual privacy
preferences.
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provide the corresponding statistics, which are also viewed by the users. The reinforcement

part will revise the recommendation list if the user changed the permission settings even

after accepting the recommendations.

The server system is deployed in an IBM server and built as three-tier architecture which

is composed of an application tier, a domain logic tier, and a data persistence tier. More

specifically, the application tier, is a web-front which implemented by Html, Javascript and

the third development libraries. A user friendly interface can be provided in this tier. The

domain logic tier is implemented by Java EE architecture and Enterprise Beans mechanism

to analyze the collected data. To improve robustness and configurability of the system,

the web application is built based on frameworks including Spring, Struts, Hibernate. The

recommendation algorithm is also deployed in this tier to generate recommendations to the

users. In data persistence tier, all data are persisted in MySql database.

4.5 Experiment and Evaluation

In this section, we demonstrate evaluation of PriWe, including experiment setup, data

collection, results and our findings. We conducted two experiments to evaluate PriWe, one is

based on the Amazon Mechanical Turk, the other one is based on the deployment in the real

world. More specifically, we published a task to collect people’s feedbacks about the privacy

of smartphones on the Amazon Mechanical Turk. Furthermore, to make the evaluation

results more convincing, we also deployed the PriWe in the real world. Subsequently, we

elaborate on the evaluation from these two parts, respectively.

To evaluate the results of PriWe quantitatively, we proposed a metric to illustrate the

accuracy of the recommendations generated by PriWe, as shown in Eq. 4.18. R

p

denotes

all the privacy permission settings the participants have chosen in the Amazon Mechanical

Turk. R
i

represents the recommendations of the corresponding privacy permission settings
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provided by PriWe.

Accuracy(i) =
R

p

\R

i

R

i

(4.18)

4.5.1 Evaluation based on Amazon Mechanical Turk

We published a task on the Amazon Mechanical Turk1 for three weeks, and 382 partici-

pants completed our task. In the task, we asked the participants to answer a questionnaire

to illustrate their privacy preferences about various types of mobile apps. We prepared

two questionnaires, survey A and survey B. Survey A investigated the privacy preferences

of participants to various apps widely, while Survey B collected fine-grained participants’

preferences to some particular mobile apps. 200 participants completed the survey A and

182 participants finished the survey B. To avoid bias and make the results more convincing,

we present the statistics of the participants. Among all the participants, 243 participants

are male, and 139 participants are female. 226 participants are 20-29 years old, and 115 par-

ticipants are 30-39 years old. The remainder of the participants are either 10-19 or above

40. All of the participants came from various backgrounds, such as, energy, materials,

consumer staples, health care, finance, information technology and etc. More information

about the distribution of the participants in survey A and survey B can be seen from Table

4.2. Again, the distribution of the participants illustrates that we avoid the statistical bias

and make the results convincing.

To evaluate the accuracy of recommendations produced by PriWe, we separate the survey

A into two parts, one is regarded as a train set, the other one is regarded as a test set. So

does the survey B. Furthermore, for more convincing and without bias, we also treated the

survey A as a train set and the survey B as the test set and vice versa. All the results are

demonstrated in Fig. 4.6. The overall accuracy of the recommendations made by PriWe is

1https://www.mturk.com/mturk/preview?groupId=3PBTVBPQ8T1PENG33V3IMPSHIB9LG1
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Table 4.2: Statistics of participants in Amazon Mechanical Turk

Participants Numbers in
Survey A

Percentage in
Survey A

Numbers in
Survey B

Percentage in
Survey B

Male 133 66.5% 110 60.4%
Female 67 33.5% 72 39.6%
10-19 4 2% 6 3.3%
20-24 45 22.5% 43 23.6%
25-29 69 34.5% 70 38.5%
30-40 64 32% 51 28%
40+ 18 9% 12 6.6%

Energy 9 4.5% 6 3.3%
Materials 4 2% 6 3.3%
Industrials 19 9.5% 22 12.1%
Consumer

Discretionary
13 6.5% 7 3.9%

Consumer Staples 12 6% 17 9.3%
Health Care 24 12% 17 9.3%
Finance 28 14% 21 11.5%

IT in Security &
Privacy

27 13.5% 25 13.7%

IT in non Security
& Privacy

40 20% 39 21.4%

Tele Services 15 7.5% 19 10.4%
Utilities 9 4.5% 3 1.7%

Rarely (0 1hr) 7 3.5% 9 4.9%
Sometimes (1 2hr) 49 24.5% 49 26.9%
Frequently (2 4 hr) 79 39.5% 56 30.8%
Very often (4+ hr) 65 32.5% 68 37.4%

Socializing 78 39% 59 32.4%
Shopping 23 11.5% 16 8.8%

Accomplishing 10 5% 14 7.7%
Arrangement 11 5.5% 13 7.1%
Discovery 25 12.5% 22 12.1%
Me Time 41 20.5% 35 19.2%

Self-expression 12 6% 23 12.6%
Deliberately
completed

113 56.5% 119 65.4%

Normally completed 80 40% 61 33.5%
Hastily completed 7 3.5% 2 1.1%
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about 78%. It indicates PriWe can make accurate and appropriate recommendations, which

are mostly accepted. According to the results, the results based on survey A and survey B

jointly are better than those based on either survey A or survey B. It indicates the recom-

mendations can achieve higher accuracy when the data set consist of more crowdsourced

permission settings. The combination of two surveys can also overcome the data sparsity

issues in some degree.

We presented the results according to participants’ gender, age, background, time spent

on smartphones, favourite activity on smartphones and attitude to the survey, as shown in

Fig. 4.6(a)-4.6(f). Fig. 4.6(a) demonstrates the recommendations provided by PriWe for

male participants can achieve slightly higher accuracy than those for females. There is no

obvious evidence to support that male have better understanding to the privacy permission

of mobile apps. However, what we found is that when the participants are female, their

most frequent activities on the smartphone are shopping and socializing. It may suggest that

female users did not have enough attentions on the personal information on the smartphone.

Another finding is that accuracy become high gradually with the increase of participants

ages. One potential explanation is that some young people have no unambiguous perceptions

about their privacy permission of their mobile apps. We investigate the participants whose

background in information technology with a focus on privacy & security and other areas

in information technology. The accuracy of recommendation for the participants in privacy

and security is higher than the remainder of all the selected participants (around 90%),

because the users who have the background about the information privacy and security have

a better understanding about the privacy permission settings in smartphones. Due to the

same reason, the users who came from other areas have lowest accuracy of recommendations.

Fig. 4.6(d) indicates the PriWe did not provide so proper advices to the people who spent

less time on the smartphone. They may have inadequate knowledge to the devices which
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did not cost them much time. As shown in Fig. 4.6(e), people who like to use some

accomplishing (e.g., managing finances, health and productivity) or arrangement (planning

for upcoming events) apps will get more accurate recommendations from PriWe due to their

existing and crowdsourced permission settings. In the last subfigure Fig. 4.6(f), we can see

the people who completed our task in Amazon Mechanical Turk in a rush cannot get the

accurate recommendations for their privacy permission settings since they just finish the

task without any attention.

4.5.2 Evaluation based on real-world deployment

PriWe app has also been released to 78 users, who are from Hong Kong, Singapore,

Austria, England, America and China, for evaluation in the real world. The server collected

users’ feedbacks of their permission settings and some basic information. The collected

information includes app information, users’ permission settings of installed apps, and the

users’ basic information, such as background, age, gender, user ID and etc. In the evaluation,

we collected information from 78 participants based on PriWe. Since users have multifarious

apps, the summary of number apps of each user is shown in Table 4.3. From the table,

it can be seen that the majority of the users have less than 40 apps in their smartphone,

which almost meet the statistic of users’ apps from Statistics Portal [sta14].

Table 4.3: Statistics of participants’ Android apps
Number of

apps
Number of

users
Percentage

1⇠20 26 33%
20⇠40 27 35%
40⇠60 17 22%
60⇠ 8 10%

To corroborate the proposed abused data and permissions list, we calculate the average

number of Android apps that participants installed access these data and permissions.

According to the results as presented in Table 4.4, we found that all the potential abused
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Comparison of Units Sold by Year

DESCRIPTION MALE FEMALE

Survey A 76% 71%

Survey B 80% 72%

Survey A & B 81% 74%
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Comparison of Units Sold by Year

DESCRIPTION 10-19 20-24 25-29 30-40 40+

Survey A 52% 63% 77% 75% 73%

Survey B 58% 67% 80% 79% 78%

Survey A & B 60% 69% 82% 83% 80%
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(b)

Comparison of Units Sold by Year

DESCRIPTION IT IN 
SECURITY & 

PRIVACY
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Survey A 86% 83% 65%

Survey B 88% 85% 71%

Survey A & B 92% 86% 73%
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(c)

Comparison of Units Sold by Year

DESCRIPTION RARELY SOMETIMES FREQUENTLY VERY OFTEN

Survey A 60% 70% 74% 76%

Survey B 61% 75% 77% 78%

Survey A & B 65% 76% 79% 81%
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Comparison of Units Sold by Year

DESCRIPTION SOCIALIZING SHOPPING ACCOMPLISH
ING

DISCOVERY ARRANGEME
NT

ME-TIME SELF-
EXPRESSION

Survey A 78% 70% 81% 71% 81% 71% 70%

Survey B 79% 71% 83% 71% 86% 76% 72%

Survey A & B 80% 75% 86% 75% 88% 77% 76%
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Comparison of Units Sold by Year

DESCRIPTION DELIBERATEL
Y

NORMALLY HASTILY

Survey A 78% 73% 30%

Survey B 80% 74% 35%

Survey A & B 82% 76% 41%
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Comparison of Units Sold by Year

DESCRIPTION SOCIALIZING SHOPPING ACCOMPLISH
ING

DISCOVERY ARRANGEME
NT

ME-TIME SELF-
EXPRESSION

Survey A 78 70 81 71 81 71 70

Survey B 79 71 83 71 86 76 72

Survey A & B 80 75 86 75 88 77 76
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Fig. 4.6: The accuracy of recommendation generated by PriWe based on the participants’
feedbacks in Amazon Mechanical Turk. The results are presented according to (a) the
participants’ genders (b) the participants’ ages (c) the participants’ backgrounds (d) the
time participants spent on the smartphone (e) the most frequent activities of participants
and (f) the attitudes of participants
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privacy permissions have been accessed by many apps. These apps account large proportion

of all the apps in the light of Table 4.3.

Table 4.4: The average number of Android apps that access abused inforamtion
Abused data and permissions Number of apps

Coarse and fine location 16
Network state 32

Wifi network information 20
Running apps information 13
Phone state and identity 18
Modify/Delete contents 30
Full internet access 35

Automatically start at boot 17
Send SMS messages 7
Prevent from sleeping 25

Control vibrator 27
Access 2⇠5 27
Access 6⇠10 16
Access all 5

Since there is no clear or existing metric to evaluate our work, we treat the survey as the

ground truth to evaluate PriWe. The results would be unconvincing if we did not take the

participants’ consideration.

We illustrated the evaluation results in Fig. 4.7 and Fig. 4.8 respectively. From Fig.

4.7, we can see that the recommendations are usually taken by the users. However, the

recommendations about preventing from sleeping and controlling vibrator are not fully

apprehended and reluctant to be applied by users. The reason of this phenomenon may

be that they are not very severe risks and participants did not take much attention to

them, ignoring the preferences and recommendations. The recommendations about location,

network state and wifi network information, running apps and automatically starting are

highly accepted. Participants may take them seriously since these information involved

personal and even sensitive data. That is a reason why participants are willing to take

them. Furthermore, participants showed ambivalence about the recommendations of phone
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state and identity, modify storage contents, Internet capability and SMS Messages control.

Since these information or permissions play important roles in apps running and service

performances, the ambivalence presents participants hope to obtain better services and

preserved these information as well.
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Fig. 4.7: The percentage of apps that users take the recommendations of each data permis-
sion.

To evaluate our another objective, i.e., improving awareness of privacy preference, we

depicted the results according to the feedbacks in Fig. 4.8. From the graph, we can see

that participants have a better comprehension or even epiphany to some privacy permis-

sions. However, the participants did not have a better understanding about the permission

of automatically boot and wifi network information. According to the survey after the ex-

periment, we discovered that most participants already knew some mobile apps can boot

automatically so they did not pay more attention to it. The wifi network is permeating our

life in every aspects inevitably and people take it as a kind of routine. Thus, participants

did not feel remarkable improvement of awareness of wifi network information.
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Fig. 4.8: The number of users have a better understanding of each data access permission
after using PriWe.

4.5.3 Parameters estimation

There are two parameters, � and �, in the Eq. 4.17. Note that the two parameters are

adaptive to deployment scenarios. We present the impact and estimation of the parameters

in our case for better understanding. Furthermore, they are around 400 participants in the

experiment and we make use of half of them to train the algorithm, namely the training

dataset is 200. According to the convention [Ric06], it is adequate to build the algorithm

and our discussion corroborate the premise as well.

We test the parameters according to the algorithm’s performance. � and � represent the

recommendations’ dependence on the dataset US and IS, respectively. For consistency with

experiments reported in the literatures [XLY+05, JZFF10], we take the mean absolute error

(MAE) as the metric to evaluate the impact of two parameters, as shown in Equation 4.19.

In the equation, L denotes the total number of predicted permission setting. The basic idea

of MAE is to calculate the average absolute deviation of predictions to the ground truth

data. In our case, we compute the deviation of our recommendation results to the actual

77



selections of the participants.

MAE =

P
x,y,z

|r
x,y,z

� r̂

x,y,z

|
L

(4.19)

Recap the roles of two parameters, � and � present the dependence of recommendation

results on the dataset US and IS. In order to impact of the parameters, we first test �,

setting � to zero. Afterwards, we nail down the � to test �. Fig. 4.9(a) presents MAE of

recommendation results according to varying � from zero to one. The graph depicts the

results based on 5, 20, 50 and 80 participants. More specifically, the best performances of

the recommendation algorithm are obtained with � between 0.4 and 0.6. For testing the �,

we set � to 0.5 as the optimal value. Fig. 4.9(b) plots the impact of � accordingly. Likewise,

we also investigate the performance based on 5, 20, 50 and 80 participants. In Fig. 4.9(b),

MAE increases, when delta is lower than 0.6 and higher than 0.8, which indicates � = 0.7

can guarantee a good recommendation results. Considering Fig. 4.9(a) and 4.9(b) jointly,

the recommendation depends on � more than �. In other words, more relying on dataset

IS improves the performance of recommendation results. In order to figure out how the

number of participants influence the recommendation results, additional experiments has

been shown in Fig. 4.9(c). It presents the optimal value of � and � varying when the size

of participants is varied from 5 to 200. More specifically, the optimal value of � and � are

fixed at 0.5 and 0.7 respectively, when the size of participants increases.

4.6 Discussion

In this section, we discuss some possible limitations of work, which may be argued.

Firstly, we discuss the conception of privacy, since it is the foundation of our work.

Nowadays, there is still no universally agreed-on definition of privacy in either research

community or industry. We prefer to follow some prevalent interpretations. For example,
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Fig. 4.9: Parameters estimation of the recommendation algorithm. (a) the impact of lambda
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”privacy is private life, habits, act, relations and the right to be alone [WB90]” and ”privacy

is the claim of individuals, groups, or institutions to determine for themselves when, how,

and to what extent information about them is communicated to others [Wes68]”. Like we

pointed in Section 4.2, these two acknowledged definitions both emphasized that privacy

to people should be an ability to express themselves selectively. Therefore, we believe the

privacy in the mobile is also based on users’ expectations and decisions, especially in the

current information age. It is very di�cult to protect every single piece of data of each

users, so the users have to express their expectations of privacy and we can help them to

mitigate the corresponding privacy risk accordingly.

Secondly, we initialize the recommendation mechanism according to the collected users’

privacy permission settings rather than the experts’ opinions. This is something about our

design philosophy, which is mentioned in Section 4.2. We consider there is no right answers

for the people who want to set their privacy permission setting. In our case, we get some

privacy permission settings from the participants during the experiments. Furthermore,

the people are also allowed to make their choice on the privacy permission settings when

they start to use our services. These two sources will be regarded as the initial dataset for

generating the recommendations for each users.

Thirdly, we discuss the parameters in the recommendation approach in Section 4.5.3. We

determined the parameters according to the MAE of recommendations. Also, according to

our illustration, the number of participants also influences the performance of recommen-

dation algorithms. The research issue about participant selection for generating recommen-

dation algorithm is proposed, which is out of scope of this article and will be the future

work.

Fourthly, there are more than 400 participants involved in our work to help us conduct

the experiments and improve our research. We admitted that the more people participate,
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the better the results will be. However, we cannot recruit as many participants as possible

due to the time and resource limitation. Even though, we try our best to get more users

involved. All the information about the participants are shown in Table 4.2. We avoid the

statistical bias of the population, which can make our results more convincing.

Finally, there are two kinds of experiments to evaluate PriWe as shown in Section 4.5.

One is based on Amazon Mechanical Turks, the other one is based on the real deployment.

Both of them are based on the real users in the world. In the Amazon Mechanical Turks, we

can get more participants in easily, which is significant to our work. In the real deployment,

people will use our app and provide more feedbacks to us since we can have the face-to-face

survey, which also can help us to improve our work. That is the reason why we conduct

two sorts of evaluation.

4.7 Summary

In this chapter, we proposed PriWe, a system aims to understanding users’ expectations of

privacy and making recommendations about their privacy settings of installed mobile apps

accordingly. We published a task on the Amazon Mechanical Turk and deployed PriWe

in the real world for evaluation. According to the feedbacks of 382 participants from the

Amazon Mechanical Turk, the recommendation made by PriWe can achieve around 78%

accuracy for all the participants and achieve about 90% accuracy for the people in informa-

tion privacy and security area. According to the feedbacks of 78 users from the real world,

PriWe can make proper recommendations which can meet participants’ privacy expecta-

tion and are mostly accepted by users, thereby help them to mitigate privacy disclosure in

smartphone apps.

81



82



Chapter 5

Conclusions and Suggestions for
Future Research

In this chapter, we conclude this thesis in Section 5.1 and outline some possible future

works in Section 5.2.

5.1 Conclusions

Smartphone privacy is a significant issue in many fields including mobile computing,

ubiquitous computing and internet of things. Much attention goes into this issue; many

individuals and research communities devote themselves to providing the solutions. Ac-

cording to our survey in Chapter 2, most existing work can be viewed from two di↵erent

perspectives, human-centric privacy and technology-centric privacy. Our works are mainly

based on human-centric privacy since we believe the definition of privacy should depend on

people’s preference or attitude. In this thesis, we investigate smartphone privacy in mobile

participatory sensing and mobile application. We mainly focus on privacy measurement and

privacy mitigation in mobile computing. In each aspect, we identified the problems which

lack su�cient studies and proposed corresponding solutions. We conclude these works as

follows:

For privacy measurement in mobile participatory sensing, we proposed PriMe, a privacy
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measurement method based on users’ preferences towards data sharing in participatory

sensing systems. Based on the proposed properties of privacy in participatory sensing, we

measure the privacy according to individual attitude, which is represented by two intuitive

properties: the inherent sensitivity of each data item; and the individual sensitivity to each

data item. Experimental results illuminate that PriMe provides accurate results to the

participants.

For mitigating privacy risk in mobile application, we proposed PriWe, a system aims

to understanding users’ expectations of privacy and making recommendations about their

privacy settings of installed mobile apps accordingly. We published a task on the Amazon

Mechanical Turk and deployed PriWe in the real world for evaluation. According to the

feedbacks of 382 participants from the Amazon Mechanical Turk, the recommendation made

by PriWe can achieve around 78% accuracy for all the participants and achieve about 90%

accuracy for the people in information privacy and security area. According to the feedbacks

of 78 users from the real world, PriWe can make proper recommendations which can meet

participants’ privacy expectation and are mostly accepted by users, thereby help them to

mitigate privacy disclosure in smartphone apps.

In summary, smartphone privacy in mobile computing is a crucial issue. We have iden-

tified several important problems in di↵erent aspects of smartphone privacy, and proposed

corresponding solutions. The evaluation results show that our approaches can mitigate risk

and preserve privacy for users in the smartphone.

5.2 Suggestions for Future Research

We close this thesis by providing some suggestions for future research. Specifically, we

believe that the following aspects are worth further investigations.
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Challenge 1: Human Privacy and Smartphone Interaction. According to our dis-

cussion about human-centric smartphone privacy, a key challenge for the future is to build

a system or framework based on interaction with human to protect privacy. As we em-

phasized in the Section 1.2, people’ concerns are heterogeneous. Therefore, understanding

people’s privacy preference, concern and attitude should be an key challenge.

In the future, the smartphone privacy protection should be supported by concepts and

methodologies issued from various disciplines, such as psychology, computer science and

behavioristics.

Challenge 2: Active Defense in Smartphone Privacy. In comparison with human-

centric privacy, active defense in smartphone privacy would focus on protecting privacy even

without people’s awareness and intervention. The active defense may collect users’ behaviors

data for learning and protect their information accordingly. Malicious apps currently have

a plethora of ways to attack smartphones, even through an o�cial application [DLZZ14].

To address such a problem, active defense technology is a future direction. It would

involve privacy risk detection, privacy analysis, and protection. The adaptive version of

active defense may also consider people’s concerns and preferences.

Challenge 3: Smartphone Privacy Measurement and Analysis. Di↵erent criteria

and metrics are currently being used to evaluate the performance of the proposed solutions

in terms of privacy protection for di↵erent context [BGS11, PTSL13, MA12]. To achieve

more precise and usable privacy-preserving in the smartphone, measurement and analysis

for individual privacy in di↵erent environment should be proposed and applied. While it

might be arduous or even impossible to propose an one-size-for-all measurement and analysis

mechanism, the need to define generalized metrics is widely acknowledged.
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Challenge 4: Smartphone Privacy Policy Modeling. It is not uncommon to real-

ized that from scientific and technological viewpoints, there is no clear and absolute defini-

tion of privacy even there are some meaningful and acknowledged statements about privacy.

A key challenge for the future is to propose a model as a unifying approach to formally state

the smartphone privacy. The unified model can be not only a method to protect users’

smartphone privacy but also a common metric to verified di↵erent algorithms, tools and

systems. It even can be a reference to lawmakers when they legislate to protect citizen’s

information.
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