
 

 

 
Copyright Undertaking 

 

This thesis is protected by copyright, with all rights reserved.  

By reading and using the thesis, the reader understands and agrees to the following terms: 

1. The reader will abide by the rules and legal ordinances governing copyright regarding the 
use of the thesis. 

2. The reader will use the thesis for the purpose of research or private study only and not for 
distribution or further reproduction or any other purpose. 

3. The reader agrees to indemnify and hold the University harmless from and against any loss, 
damage, cost, liability or expenses arising from copyright infringement or unauthorized 
usage. 

 

 

IMPORTANT 

If you have reasons to believe that any materials in this thesis are deemed not suitable to be 
distributed in this form, or a copyright owner having difficulty with the material being included in 
our database, please contact lbsys@polyu.edu.hk providing details.  The Library will look into 
your claim and consider taking remedial action upon receipt of the written requests. 

 

 

 

 

 

Pao Yue-kong Library, The Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong Kong 

http://www.lib.polyu.edu.hk 



PROVIDING ROBUST AND

COST-EFFECTIVE

LARGE-SCALE

VIDEO-ON-DEMAND

SERVICES IN NETWORKS

SZE KWOK TUNG

Ph.D

The Hong Kong Polytechnic University

2017





The Hong Kong Polytechnic University

Department of Electronic & Information Engineering

Providing Robust and

Cost-effective Large-scale

Video-on-demand Services in

Networks

SZE Kwok Tung

A thesis submitted in partial fulfilment of the requirements

for the degree of Doctor of Philosophy

June, 2016



CERTIFICATE OF ORIGINALITY

I hereby declare that this thesis is my own work and that, to the best of

my knowledge and belief, it reproduces no material previously published or

written, nor material that has been accepted for the award of any other degree

or diploma, except where due acknowledgement has been made in the text.

(Signed)

SZE Kwok Tung (Name of Students)

ii



Abstract

Video-on-Demand (VoD) service allows users to view any video provided by

the service provider at any time and to enjoy the flexible control of video

playback. However, the deployment of a large-scale VoD system demands an

enormous amount of resources. One of the most challenging design aspects is

how to deliver videos to a large community in a cost-effective manner. This

thesis presents the results of our works in this area in order to build a robust

and cost-effective VoD systems.

A feasibility study on supporting the VoD service over Wireless Mesh Net-

work (WMN) is first carried out. In the proposed system, a video is divided

into blocks, and the copies of those blocks are replicated and distributed to the

routers in the network evenly. The required copies of each video block decrease

with its timing order, i.e., fewer copies are needed for video blocks in higher or-

der. Each router only stores a portion of the video. A video discovery scheme is

developed to search the video blocks from the network. Different transmission

strategies are considered that introduce three possible enhancements, named

Video Block Broadcasting, Peer-to-Peer, and Time-Shifting. These enhance-

ments aim to utilise the bandwidth of the routers so that more users can be

served concurrently.

A simulation model is built to study the performance gain of each en-

hancement regarding blocking probability. Simulation results show that the

proposed enhancements can achieve different levels of improvement. The Peer-
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to-Peer and Time-Shifting enhancements are suitable for all situations while

the Video Block Broadcasting can only be used when the VoD system already

has a substantial number of free channels. As a result, this motivates us to

further study the potential on combining these enhancements.

A PB-P2P VoD system is then proposed. The system is a hybrid of Pe-

riodic Broadcasting (PB) and Peer-to-Peer (P2P) mesh pull. The proposed

system aims at minimizing the startup delay, maintaining smooth playing,

and supporting various interactive commands at best effort. The resources

demanded by PB are independent of the number of incoming requests, and

the service capability of P2P is increasing with the number of servicing users.

Therefore, both techniques have good scalability that is suitable for delivering

the popular videos to a large community.

In the system, a video is divided into segments which may be different in

length according to the segmentation scheme in use. Each segment is then

divided into a number of chunks with equal length. Server uploads the chunks

to channels periodically. Clients switch among these channels and query peers

in the same network concurrently to download the chunks. Scheduling algo-

rithms are developed for clients to coordinate downloads from both channels

and peers simultaneously and seamlessly under various conditions.

The system is implemented in ns-3. Simulations are conducted to examine

the impact of different factors to the system performance. Simulation results

show PB and P2P are a good complement to each other. P2P is critical to

shorten the startup delay, improve the execution of the interactive commands,

and recover the corrupted chunk. These characteristics complement the weak-

nesses of the PB. PB guarantees the maximum of startup delay, ensures smooth

playback if no interactive command is involved, and provides an efficient and

stable source of video data. These characteristics are difficult to achieve by

using P2P alone.
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The final work of this thesis is to study the potentials on using the multicast

in the P2P network. Although the PB-P2P technique could build a robust and

cost-effective VoD system, no every user would contribute his resources such

as upload bandwidth to the VoD system in practice due to various reasons.

Moreover, the P2P servers upload the chunks through unicast that can only

serve a limited number of clients at a time. The multicast could be a potential

solution that allows a P2P server to accept and satisfy requests from different

clients for the same chunk by single upload stream. Simulation results show

that Peer-to-Peer over Multicast (P2P-M) could achieve better performance

when the user contribution rate is low and the number of P2P server is limited.
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Chapter 1

Introduction

1.1 Background and Motivation

Streaming service provides a quick way to access the multimedia content. In-

stead of downloading the complete copy of the content and then viewing, a

streaming user can start the viewing when the beginning portion of the content

is ready.

Streaming services can be loosely classified into two types, named live

streaming and Video-on-Demand (VoD) [8]. The major differences of these

two types include: i) The live streaming service generates the content in real

time. The VoD service prepares the content in advance that allows users to

view any video provided by service provider at any time. ii) Users in the live

streaming service are usually watching the similar portion of the content, i.e.,

the latest generated content. Users in the VoD service could watch different

potions of the content. iii) The VoD service usually supports more interactive

commands such as pause and jump.

A basic VoD system consists of video server, delivery network, video clients,

and users as shown in Figure 1.1. The video server stores a mass amount of

videos and delivers the videos through delivery network. The delivery network
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Video
Server

Delivery Network

Video
Client 0

Video
Client 1

Video
Client 2

Video
Client 3

User 0 User 1 User 2

Figure 1.1: Elements of a VoD system

is a high throughput network that can forward video data to multiple clients.

The video client is an end user device or application that downloads the video

according to the request of the user(s). Normally, the interactive commands

such as pause and fast-forward are also supported.

With the advance in information technologies in the middle of 1990, the

implementation of VoD service has been a hot research topic. Many VoD

systems were proposed and built. However, the profitable case is extremely

rare due to various reasons such as the support of communication protocol,

high investment cost in the infrastructure, and the competition with the video

rental shops.

After two decades, the improvements and innovations of various technolo-

gies such as Peer-to-Peer (P2P) model and Content Delivery Network (CDN)

reduce the cost of running a VoD service. These changes make the profitable

VoD service possible. As the result, it motivates a numbers of researches and

implementations of the VoD services based on these new technologies.
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With the deployment of various VoD services such as Hulu [9], Netflix [10],

PPS [11], PPTV [12], Tencent [13], Tudou [14], YouKu [15], and Youtube [16],

the video traffic over the networks is increased significantly in last decades and

shall continue to grow in the future.

Traditionally, Client-Server (CS) model is used to deliver the video data

[17]. Server reserves a portion of its resources such as bandwidth for each in-

coming request. The more the requests, the higher demand on server resources.

Unlike the file sharing services, subscribers of VoD services have lower toler-

ance on delay. A smooth playback experience is critical that the video data

are expected to deliver in time. As a result, VoD service providers using CS

model need to maintain a large server farm that can satisfy requests coming

in the peak hours but which are mostly idle in the other hours.

User behaviour studies such as [7,18–23] show that requests can be fluctu-

ated considerably even within a day, especially in public holidays. For example,

Figure 1.2 shows the requests in the peak hour are at least four times higher

than the average number of requests in a day. This figure is based on the data

set captured from the TeliaSonera started from 12th May to 13th September

2011 [7]. TeliaSonera is a TV-on-demand service provider with 30000 active

users daily. Besides, the video quality could increase considerably within a

short period. For example, study [24] shows the bit rate of videos stream-

ing by MSN Video increases 50% more in nine months from 200 kbps to 320

kbps. As a result, these characteristics make CS model hardly be a robust and

cost-effective solution for delivering video data.

To deliver video data efficiently, various methods have been proposed, and

some of them are adopted by different VoD service providers. The building

blocks of these methods include Periodic Broadcasting (PB), Scheduled Mul-

ticast (SM), CDN and P2P.

In PB, server uploads video data into channels continuously and periodi-
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Figure 1.2: Number of requests per hour in a week captured from the Telia-
Sonera started from 12th May to 13th September 2011 [7]

cally. Clients fetch the video data by switching among the channel(s). There-

fore, resources reserved by the server is independent of the incoming requests

that makes PB suitable for delivering popular videos. However, as clients can

only fetch the video data currently available in the channel(s), clients who

come after the start of each upload cycle suffer a long startup delay and the

support on the interactive commands is minimal.

To improve these drawbacks, various approaches have been suggested. For

example, staggered broadcasting [25,26] uploads same video in multiple chan-

nels with a fixed shift on start time. The startup delay is inversely proportional

to the number of channels. Pyramid broadcasting [27] divides the video into

pieces with increasing size and uploads each piece in the dedicated channel with

same bandwidth. Harmonic broadcasting [28] divides the video into pieces with

equal size and uploads each piece in dedicated channels with different band-

width. The maximum startup delay of these two approaches is proportional

to the size of first piece. Active Buffer Management [29] fetches and caches

the playing piece and the pieces surrounded the playing piece in order to pro-

vide some supports on the interactive commands such as slow forward or fast

4
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backward.

In SM, server allocates a multicast stream dedicated to a group of re-

quests. For example, batching [30–33] serves the requests arrived closely by

same multicast stream. First client in each batch suffers longest startup delay.

Patching [34] serves the first request immediately by a multicast stream. The

following requests are first served by a unicast stream and then merged to the

suitable multicast stream. Client experiences minimum startup delay but this

approach demands extra resources.

CDN [35–38], also named content distribution network, is formed by a large

number of servers deployed in different geographical locations. VoD service

provider pushes the video data to the CDN servers. Incoming requests are

then redirected and served by the CDN server(s) nearby. CDN provides load

balancing, and reduces the traffic of the core network. However, it takes time to

synchronize the video data among the CDN servers. A VoD service provider

may subscribe to several CDN services at the same time to guarantee the

quality of service [39].

In P2P, a client makes requests to server and serves requests from other

clients concurrently. P2P can greatly save the cost of the VoD service [24]

and has good scalability. However, its stability is sensitive to arrival and

departure of peers, and it incurs additional traffic such as messaging among

peers. Tree-based push [40] and mesh-based pull [19] are the popular choices

on implementing the P2P VoD system [8].

Tree-based push system uses the application layer multicast to deliver the

video data. Clients are divided into groups. Clients in the same group are

connected to each other to form a tree structure and the root is connected

to the server. Each client in the tree receives data from its parent and then

pushes to the children. Organization of tree against arrival and departure of

peers [41] and utilization of upload bandwidth of peers are critical to this kind
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of system.

Mesh-based pull system uses the BitTorrent-like protocol [42, 43] that di-

vides video into pieces and exchanges them one by one. Clients pull these

pieces from VoD servers and other clients by exchanging information about

the availability of pieces periodically.

Each of these building blocks has its own characteristics that motivates us

to investigate whether we can take the strengths and complement the weak-

nesses of these building blocks to build a robust and cost-effective large-scale

VoD system. As a result, we first carry out a feasibility study which proposes

several techniques for an existing VoD system designed for Wireless Mesh Net-

work (WMN), and examines their performances through a series of computer

simulations. The results indicate these techniques can improve the VoD system

in different degrees.

We then propose a Hybrid of Periodic Broadcasting and Peer-to-Peer (PB-

P2P) system that aims at minimizing the startup delay, maintaining smooth

playing, and supporting various interactive commands at best effort. The

system is implemented in ns-3 and computer simulations are conducted. The

results show PB and P2P are a good complement to each other for a robust

and cost-effective VoD system.

At last, we investigate the function of multicast in P2P network. Patches

are applied to the PB-P2P implementation and computer simulations are con-

ducted. The results indicate the multicast can improve the performance of

PB-P2P system when the availability of P2P server is limited.

1.2 Organization of the Thesis

The rest of this thesis is organized as follow: Chapter 2 gives a review on some

background knowledge and the building blocks of a large-scale VoD system
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in more details. Chapter 3 presents the works on improving the VoD service

over WMN. Several techniques have been designed and studied. Chapter 4

shows the proposed PB-P2P VoD system. The system combines the strengths

and complements the weakness of PB and P2P to provide a robust and cost-

effective VoD services. Chapter 5 presents the idea and results on using multi-

cast in the P2P transmission. The system is developed based on the PB-P2P

implementation in Chapter 4. Finally, Chapter 6 draws the conclusion of the

thesis and gives some research directions.
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Chapter 2

Literature Review

This chapter presents the general background knowledge on the Video-on-

Demand (VoD) technologies that are essential to the following chapters.

2.1 Unicast, Broadcast, Multicast, and Appli-

cation Level Multicast

Unicast, Broadcast, Multicast, and Application Level Multicast (ALM) are

the popular transmission methods used by various VoD systems to deliver the

video data. This section describes the differences among these methods in view

of bandwidth consumption.

Figure 2.1 shows an instance of a simple VoD system which will be used as

an example in the following sections. As shown in Figure 2.1, the VoD system

consists of a video server, a delivery network, and four clients. In the system,

suppose only clients 𝐶1 and 𝐶4 are using the VoD services and start watching

the same video at the same time. The video is encoded in constant bit-rate

and streamed at 𝑛 Mbps for smooth playback. Moreover, both clients do not

issue any interactive command.
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Video
Server

𝑆𝑊1 𝑅1 𝑁𝑒𝑡𝑤𝑜𝑟𝑘
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𝐶 Client in Streaming Service

Figure 2.1: Instance of a simple streaming system

2.1.1 Unicast
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𝐶 Client in Streaming Service
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Figure 2.2: Streaming by unicast

Video server allocates a dedicated channel for each incoming request when

unicast is used which is an one-to-one transmission method. As shown in

Figure 2.2, 2𝑛 Mbps is required for the video server to satisfy the requests

from two clients 𝐶1 and 𝐶4. The upload consumes 2𝑛 Mbps bandwidth in link

𝑉 𝑖𝑑𝑒𝑜 𝑆𝑒𝑟𝑣𝑒𝑟 → 𝑅2 and 1𝑛 Mbps in link 𝑅2 → 𝐶1 and 𝑅2 → 𝐶4.

The major advantages of unicast are easy to implement and compatible

with the typical network environment. No great changes in network equip-

ments such as allowing broadcast transmission or implementing a new kind of

network protocol are needed.
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However, unicast has poor scalability. The server bandwidth required is

directly proportional to the number of requests. The more the requests arrive,

the more bandwidth are demanded. For example, as shown in Figure 2.2,

𝑁 × 𝑛 Mbps is needed if 𝑁 requests are received by the video server.

2.1.2 Broadcast

Video
Server

𝑆𝑊1 𝑅1 𝑁𝑒𝑡𝑤𝑜𝑟𝑘

𝑅2

𝑆𝑊2 𝑆𝑊3

𝐶1 𝐶2 𝐶3
𝐶4

n n n

n

n n

n n n n

𝑆𝑊 Switch

𝑅 Router

𝐶 Client

𝐶 Client in Streaming Service

Server Data Flow

Figure 2.3: Streaming by broadcast

Video server allocates a fixed number of channels for all incoming requests

when broadcast is used which is an one-to-many transmission method.

Suppose the video server allocates one channel for each video and all nodes

in the delivery network permit the broadcast transmission. Only 𝑛 Mbps is

required for video server to satisfy the requests from two clients 𝐶1 and 𝐶4 as

shown in Figure 2.3. The upload consumes 𝑛 Mbps bandwidth in all links.

The major advantage of broadcast is the required server bandwidth is in-

dependent of the number of requests. For example, as shown in Figure 2.3,

if two requests for the same video are received by the video server, 𝑛 Mbps

is needed. If 𝑁 requests for the same video are received by the video server

again, 𝑛 Mbps is needed. The required server bandwidth remains constant at

any number of requests that makes broadcast be an efficient method in servic-

ing huge amount of clients. Moreover, broadcast is usually supported in the

11



2.1. UNICAST, BROADCAST, MULTICAST, AND APPLICATION
LEVEL MULTICAST

typical network environment.

However, if only a small portion of clients are requesting the VoD service,

broadcast is inefficiency since it consumes the bandwidth and processing power

of all nodes within same broadcast domain such as nodes in same Ethernet or

same IP subnet. For example, client 𝐶2 and 𝐶3 in Figure 2.3 are forced to

receive and examine the video data although they do not request for the VoD

service. In a giant network such as Internet, a network of networks, it is

rare that a video is requested by a large portion of nodes. Furthermore, the

broadcasting data is usually dropped when moving across networks due to

various reasons such as security. Therefore, broadcast-based VoD system is

rarely found in large-scale network.

2.1.3 Multicast

Video
Server

𝑆𝑊1 𝑅1 𝑁𝑒𝑡𝑤𝑜𝑟𝑘

𝑅2

𝑆𝑊2 𝑆𝑊3

𝐶1 𝐶2 𝐶3
𝐶4

n n n

n

n n

n n

𝑆𝑊 Switch

𝑅 Router

𝐶 Client

𝐶 Client in Streaming Service

Server Data Flow

Figure 2.4: Streaming by multicast

Video server allocates a number of channels for the incoming requests when

multicast is used which is also an one-to-many transmission method. It is

similar to the broadcast except the multicast delivers the video data to the

requesting clients only. For example, as shown in Figure 2.4, only 𝑛 Mbps

is required for video server to satisfy the requests from two clients 𝐶1 and

𝐶4. The upload consumes 𝑛 Mbps bandwidth in link 𝑉 𝑖𝑑𝑒𝑜 𝑆𝑒𝑟𝑣𝑒𝑟 → 𝑅2,

12



CHAPTER 2. LITERATURE REVIEW

𝑅2 → 𝐶1, and 𝑅2 → 𝐶4. No video data is delivered to client 𝐶2 and 𝐶3.

The major advantage of multicast is the ability to serve multiple clients

in single upload that can greatly save the server bandwidth. For example, as

shown in Figure 2.4, if two requests for the same video are received by the

video server, 𝑛 Mbps is needed. If 𝑁 requests for a same video are received by

the video server shortly again, still 𝑛 Mbps is needed. However, in order to for-

ward the video data to the right destination, more resources are demanded by

the nodes in the delivery network. For example, in IPv4 network [44], Internet

Group Management Protocol (IGMP) [45–47] is required for the communica-

tion between the routers and clients to join or leave a multicast group. The

routers are required to maintain an additional multicast table that records the

details of each multicast group in use.

2.1.4 Application Level Multicast

Video
Server

𝑆𝑊1 𝑅1 𝑁𝑒𝑡𝑤𝑜𝑟𝑘
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𝐶 Client in Streaming Service
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Client Data Flow

Figure 2.5: Streaming by application level multicast

ALM [48] is similar to the multicast except the multicast function is sup-

ported by the end-hosts instead of the nodes in the delivery network. In

ALM, end-hosts are grouped and connected to each other to form an over-

lay network which is a logical network built on top of the existing physical

network. The overlay network receives and re-distributes the video from the
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video server to all end-hosts. For example, as shown in Figure 2.5, only 𝑛

Mbps is required for video server to satisfy the requests from two clients 𝐶1

and 𝐶4. The video server uploads the video to client 𝐶1 and client 𝐶1 forwards

the received video to client 𝐶4. The upload consumes 𝑛 Mbps bandwidth in

link 𝑉 𝑖𝑑𝑒𝑜 𝑆𝑒𝑟𝑣𝑒𝑟 → 𝑅2, 2𝑛 Mbps bandwidth in link 𝑅2 → 𝐶1, and 𝑛 Mbps

bandwidth in link 𝑅2 → 𝐶4.

The major advantage of ALM is the ability to provide multicast function-

ality over the unicast network without changing the existing network infras-

tructure. Moreover, ALM can greatly save the bandwidth of the video server

and achieve the efficiency close to the multicast [48]. As shown in Figure 2.5,

only 𝑛 Mbps is required by the video server to satisfy the requests from Client

𝐶1 and 𝐶4. Part of the loading is shifted from the video server to the client

𝐶1.

However, construct a proper overlay network to minimize the duplicated

transmission and delay is challenging. For example, suppose client 𝐶3 is now

requesting for same video starting from the position that is watching by Client

𝐶1 and 𝐶4. To reduce the duplicated transmission and delay, the client 𝐶3

should download the video from client 𝐶4 instead of client 𝐶1.

2.2 TCP and UDP

Transmission Control Protocol (TCP) [49] and User Datagram Protocol (UDP)

[49–51] are the transport protocols commonly used by the VoD systems to

deliver the video. TCP maintains an end-to-end connection that provides

the reliable and in-sequence delivery. It is an one-to-one transmission method.

UDP provides the additional multicast and broadcast functions which are one-

to-many transmission methods. Moreover, unlike TCP, UDP would not merge

or divide the message. The message boundary defined by the VoD system

14



CHAPTER 2. LITERATURE REVIEW

is preserved. However, UDP does not provide the guarantee on the delivery

which would be handled by the VoD system itself.

2.3 Peer-to-Peer Model

Traditionally, the VoD systems are developed based on the Client-Server (CS)

model solely. The server is a computer with high processing power and network

bandwidth in order to serve a large number of clients concurrently. The clients

are the end user devices that download the video.

With the advance in computer and network technologies, the boundary

between the client and server becomes blurred that makes Peer-to-Peer (P2P)

model possible. In P2P model, all clients act as server and client at the same

time. Any client that connects to a P2P-based service will make requests and

satisfy requests from the other peers concurrently.

Lets take Napster [52] as an example. Napster is the first famous P2P

software for music sharing. When a Napster client is online, it first uploads

its own list of shared music to the Napster index server. If a user wants to

download a song, the client sends a query to the index server. Then, the index

server returns a set of source clients who hold the song. After that, the client

initiates the download session from the selected client that has the lowest ping.

In other words, all Napster clients share their upload bandwidth and music files

with the Napster network when they are online. The capacity of the Napster

network increases with the number of servicing clients that makes the P2P

model soon becomes a cure for many resource intensive applications such as

VoD.

In a P2P-based VoD system, each client contributes part of its resources to

the system. Clients are served by the server and other clients. For example,

as shown in Figure 2.6, Client 1 may download the video data from the video
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Video
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Figure 2.6: Peer-to-peer approach

server and upload the requested video data to Client 2 concurrently. As a

result, the service capability is growing with the number of the clients that

gives the system better scalability and more robust compared with the CS

model. Moreover, since part of the loading is now shifted from the video

server to the clients, the resources demanded by the server can be greatly

reduced [24]. However, the stability of the P2P-based VoD service is sensitive

to the arrival and departure of the clients. Additional traffic is generated such

as messaging among clients and server that might not be as network friendly

as the CS model [40].

Video
Server

Client 1

Client 0 Client 2

Client 1 Download

Client 1 Upload

Figure 2.7: Tree overlay
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Figure 2.8: Mesh overlay

Tree-based push [40, 53–55] and mesh-based pull [19, 56–58] are two ar-

chitectures commonly found in the P2P-based systems and studies [8]. The

major difference between these two architectures is the overlay network used

for streaming, which is the logical network formed on top of the existing net-

work.

For illustration, let’s take the topology shown in Figure 2.6 as an example.

Clients in tree-based push architectures would be divided into groups based on

certain criteria such as arrival time [40]. Then, clients in each group construct

the tree overlay that the server pushes the video data to the root of the tree,

and then the root forwards the video data to the child in each branch, and so

on as shown in Figure 2.7.

The major challenge of the tree-based push architectures is how to maintain

the tree structure against the arrival and departure of the clients. Since the

video data is delivered from the root to the leaf sequentially, the transmission

is blocked if any client leaves except those located at the leaf. An efficient

algorithm is required to recover the tree structure. On the other hand, if

a client joins, the client must be attached to the tree quickly to reduce the

startup delay and utilize the upload bandwidth. Tree-based push architectures
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usually assume clients in the same tree are viewing the similar portion of the

video. Therefore, the interactive commands such as fast-forward may not be

supported.

Clients in mesh-based pull architectures construct the mesh overlay with

other clients. Video is partitioned into pieces and clients pull these pieces

from the server and other clients using the BitTorrent-like protocol [42,43] by

periodically exchanging information about the availability of pieces as shown

in Figure 2.8.

2.4 Periodic Broadcasting

In Periodic Broadcasting (PB) [25–28, 59–65], the video server uploads the

videos to the channels continuously and periodically. Clients download the

video by switching between the channel(s). The resources demanded by the

VoD system is dependent on the number of channels but not the number of

clients in service that makes PB suitable for delivering popular videos.

Channel 0 0 1 2 3

Channel 1 0 1 2 3

Channel 2 0 1 2 3

Channel 3 0 1 2 3

𝑇𝑖𝑚𝑒

40 𝑚𝑖𝑛

160 𝑚𝑖𝑛

Figure 2.9: An example of stagger broadcasting
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Staggered broadcasting [25, 26] is the simplest PB protocol. Suppose the

length of a video is 𝐿, the video server allocates 𝐾 channels for the video, and

data rate of the channel is equal to the playback rate of the video. The video

server first uploads the whole video to each channel with a fixed shift on start

time equal to 𝐿
𝐾
. Then, the clients download the video by switching to one of

these channels.

The maximum startup delay guaranteed by the protocol is 𝐿
𝐾

which is

inversely proportional to the number of channels. For example, suppose a

video has length 160 minutes and 4 channels have been allocated to the video

as shown in Figure 2.9. The maximum startup delay of a client is equal to 40

minutes.

As the clients fetch the video from one channel only, the protocol has low

requirement on the client resources such as download bandwidth and storage

throughput. However, the clients who come after the start of each upload cycle

still suffer a long startup delay. As a result, various approaches have been pro-

posed. For example, Harmonic broadcasting [28] divides the video into pieces

evenly, and uploads each piece in dedicated channels with different bandwidth.

Pyramid broadcasting [27] divides the video into pieces with increasing size,

and uploads each piece in the dedicated channel with same bandwidth. Both

approaches improve the startup delay. However, the clients are required to

fetch video from multiple channels concurrently that demands more resources.

2.5 Wireless Mesh Network

A typical Wireless Mesh Network (WMN), or infrastructure WMN, consists

of mesh routers and mesh clients [66, 67] as shown in Figure 2.10. The mesh

clients are devices such as smart phone, laptop, and desktop which connect

to the mesh routers for network access and have different degrees of mobil-
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Figure 2.10: Wireless mesh networks

ity. The mesh routers usually have minimum mobility and use multiradio to

achieve higher throughput. The mesh routers discover, establish, and maintain

links with the neighbouring routers to form the backbone of a multihop wire-

less network that provides the network access to the mesh clients and routes

network traffic to destination. Therefore, mesh clients such as 𝐶41 and 𝐶33 in

Figure 2.10 can exchange messages via the WMN even no direct wireless link

is established. The mesh routers with gateway function such as 𝑅1 and 𝑅2 can

connect the WMN to other networks such as an Ethernet network or Internet.

This integrates the WMN to other networks that makes devices in different

networks can communicate with each other.

Client WMN [66] is another kind of WMN that is formed and maintained

by mesh clients solely. The client WMN can combine with the infrastructure

WMN to form the hybrid WMN.
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WMN does no require wired link, therefore, WMN has lower cost and higher

flexibility on deployment compared with other kinds of network such as single

hop wireless network or Ethernet network [68, 69]. This makes WMN be an

important element for the next generation wireless network. As a result, WMN

has been included into various IEEE standards [70] such as 802.16 for wireless

metropolitan area networks [71], 802.11 for wireless local area network [72–74],

and 802.15 for wireless personal area network [75]. Moreover, various studies

and developments have been carried out to explore the potential of WMN.

For example, open80211s [76] is an open-source implementation of the IEEE

802.11 wireless mesh standard for the devices which run the Linux kernel. The

open80211s aims to improve the interoperability of different 802.11s implemen-

tations [69]. One Laptop per Child Foundation [77], a non-profit organization,

has implemented the wireless mesh network feature into the XO-1 laptop which

is an inexpensive laptop for the children in developing countries where are lack

of a communication infrastructure [69]. Cisco Meraki [78] is one of the com-

panies provides commercial WMN solution.

2.5.1 Interference

Unlike the wired network, devices in a WMN share same communication

medium with neighbouring devices. The communication medium is the spec-

ified frequency spectrum that is regulated by local authority and provides a

limited number of channels. For example, IEEE 802.11 divides the 2.4 GHz

Industrial, Scientific and Medical band (ISM band) into 14 channels. The

availability of these channel is subjected to the regulations of different areas.

Channel 1 to 11 are permitted in United States while channel 1 to 13 are per-

mitted in Europe. The center frequency of channel 1 to 13 are separated by 5

MHz started from 2412 MHz to 2472 MHz. Channel 14 has center frequency

21



2.5. WIRELESS MESH NETWORK

at 2484 MHz. If only 11 channels are available, Channel 1 (2412 MHz), 6 (2437

MHz), and 11 (2462 MHz), which separate 25 MHz from each other, are the

most popular combination of non-overlapping channels for IEEE 802.11b/g/n

networks. These non-overlapping channels can be used concurrently without

causing interference according to IEEE 802.11 suggestion. In other words,

these three non-overlapping channels would be shared by devices operated in

the same ISM band such as IEEE 802.11b/g/n devices [79], Bluetooth de-

vices and microwave ovens. As a result, interference could happen easily that

deteriorates the link quality.

𝐴 𝐵 𝐶 𝐷 𝐸

Transmission Range

Interference Range

Figure 2.11: Intra-flow interference

Intra-flow and inter-flow interference are two types of interferences found

in a multihop wireless network [80]. For ease of illustration, assuming devices

shown in Figure 2.11 and Figure 2.12 use same channel for transmission and

reception of data, and transmission range and interference range are static.

Intra-flow interference happens when data is sent from 𝐴 to 𝐸 as shown in

Figure 2.11. Devices compete the access of channel to forward the data from

same flow. Inter-flow interference happens when data is sent from 𝐴 to 𝐶 and

𝐸 to 𝐷 concurrently as shown in Figure 2.12. Devices compete the access of
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𝐴 𝐵 𝐶 𝐷 𝐸

Transmission Range

Interference Range

Figure 2.12: Inter-flow interference

channel to forward the data from different flows.

In these two examples, devices share the channel with their neighbouring

devices within same interference range. For example, 𝐴 shares the channel

with 𝐵 and 𝐶 while 𝐶 shares the channel with all other devices. Therefore, 𝐶

generally suffers biggest interference and has minimum access to the channel

that would become the bottleneck during the transmission.

To study the intra-flow and inter-flow interference, Cheng et al. [81] setup

a test bed in a 7m x 7m room as shown in Figure 2.13. Various Experiments

are conducted. The results shows that the link quality is deteriorated when

a flow travels through more number of hops, or additional flow is presented.

Moreover, the TCP outperforms the UDP due to congestion control in the

TCP.
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𝐶2

𝐶3

Wired Link
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Mesh Router𝑅

Mesh Client𝐶

Switch𝑆𝑊

Figure 2.13: Intra-flow and inter-flow interference testbed
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2.6 ns-3

ns-3 [82] is a discrete-event simulator aimed for research [83] and education. ns-

3 is developed by an open-source project named ns-3 project, licensed under

the GNU GPLv2 [84], and supported by various operating systems such as

Linux and FreeBSD [85]. The source code of ns-3 can be downloaded from

ns-3 homepage [82, 85] or package manager such as ubuntu Software Center

and FreeBSD Ports.

ns-3 is regarded as the successor of the ns-2 [86], which is another popular

network simulator [87], and is suitable for large-scale network simulations [87].

ns-3 provides a collection of network simulation models implemented in

C++ and wrapped through Python. User can design and conduct the simu-

lation by script written in C++ or Python [88]. Moreover, the user can also

extend or create the network simulation models when it is needed [89].

2.7 Related Work

To provide quality VoD service, various studies have been conducted over the

years, which include supporting the interactive commands and heterogeneous

clients over the PB system, collecting and analysing user behaviours from

different deployed services, improving the BitTorrent protocol for multimedia

applications, and investigating various hybrid VoD system. This section briefly

describes some works in these areas.

Fei et al. [29] proposed a technique, named Active Buffer Management

(ABM), to support the discontinuous interactive commands over the PB VoD

system. This technique keeps the play point in the middle of the buffered data

by downloading the player segment and the segments nearby at best effort. To

make playing mode running smoothly, a specific video segmentation scheme
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was proposed and the destination play point of the interactive commands is

adjusted by the player.

To enhance the ABM, Poon et al. proposed the Greedy Channel Manage-

ment scheme [90] which combines the ABM and the contingency channel to

support the interactive commands. The contingency channel is used when the

video data cannot be fetched from broadcast channel(s) in time. Tsai et al.

proposed the buffer interpolation algorithm [91] which uses a circular queue

to keep the play point at the center of the buffer. Wong et al. introduced

Static Full Stream Scheduling [92] that takes users’ behaviors into account to

support the interactive commands in the IP multicast based VoD system. All

these enhancements demand extra server resources.

Studies [7,18–22] collected and analysed the user behaviours of various VoD

systems that provide different kinds of videos and have different user bases.

Early departure behaviour is one of the common findings that a significant

portion of requests have relatively short playback duration compared with the

length of the requested video. Chen et al. [20] showed that the video browsing

is the one of the causes of the early departure behaviours. Users request and

sample the videos one by one until the interesting video is found. Carlier et

al. [93] suggested that the delay caused by video browsing can be reduced by

1) adding bookmarks to the video, 2) buffering the video data around those

bookmarks, and 3) displaying the bookmarks and buffering state at timeline.

Besides, Ali-Eldin et al. [21] suggested that inter arrival time distribution fits

to a stretched exponential distribution.

Cohen [42] mentioned the aims of the rarest first selection policy in BitTor-

rent protocol are 1) extract the whole file in shorter period of time from the

seed, 2) ensure each piece of the file is always available against the departure

of peers, and 3) make sure peers always have pieces that required by their

neighbours. Moreover, the choking algorithms were discussed which aim to
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better utilize the download of peers and against the free riders who fails to

maintain an acceptable ratio of download and upload.

Shah and Paris [43] suggested that the rarest-first selection policy and

choking algorithms of BitTorrent protocol do not work well in multimedia

streaming application. Two modifications were proposed. First, a sliding

window mechanism is added to the rarest-first policy. The window contains

the chunks which are in urgent need. Peers are restricted to download the

rarest chunk within the window. Second, a new randomized tit-for-tat policy

is used. It boosts the downloads of new peers at startup. As a result, those

new peers are able to acquire more chunks and ready to serve other peers in a

shorter period of time.

Chadagorn et al. [94] modified the Bittorrent protocol to support the live

streaming in multiple bit rates, named Pilecast which is a P2P streaming

system. Pilecast divides peers into different groups according to the bit rate.

Streaming starts when the host publishes its torrent file to the tracker. Clients

fetch the torrent file, select the suitable group which gives highest bit rate

supported by current download bandwidth, and acquires the list of peers in

same group from the tracker. The host keeps generating and encoding the

content in different bit rates. Each content is then stored in a circular buffer

with two slots, which are refreshed regularly. Peers in different groups pull the

content from the host and other neighbours. Moreover, peers may switch to

different group for smooth playback or higher bit rate according to the current

download bandwidth measured at each fixed interval.

Huang et al. [24] showed that the P2P can dramatically reduce the resource

of the video server. This study collects and analyzes the user behaviours in a

nine-month trace from the MSN Video service, which adopts the client-server

model. The analysis results are then used to study the running cost of a peer-

assisted VoD system that clients redistribute the video data to each other and
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the servers provide guarantee on smooth playback by uploading the missing

piece of data to the client.

Huang et al. [19] showed the building blocks of the PPLive [12] which is a

P2P VoD system with distributed cache and served 150K users concurrently

at the time of report. These building blocks includes 1) the size of cache,

playback, and transmission unit; 2) the cache policy on client side; 3) the

peer and content discovery policy; and 4) the methods to query video data.

Moreover, the measurement results of user behaviours in PPLive were also

presented.

Guo et al. [40] proposed a P2P patching VoD System named P2Cast. In the

system, clients arrive closely are grouped and connected to each other to form

a tree structure based on the proposed algorithm. The video data is delivered

through application level multicast from server to the root and then each node

of the tree. Clients missing the initial part of video data are patched by either

the server or other clients. The simulation result showed that P2Cast has

lowest requirements on server compared with the VoD systems using unicast

or IP multicast patching although highest network loading is observed.

Febiansyah et al. [95] proposed a PB tree push VoD systems, PeerPB, to

serve the clients with limited computational power or bandwidth. In PeerPB,

server groups the clients, who arrives before the start of current upload cycle

of the first segment, into multiple trees. The clients with more computational

power or bandwidth are placed at the higher level of the tree. These clients

then act as servers that may encode the received video data in lower bit rate

and deliver to its child node(s).

Gopalakrishnan et al. [96] proposed a P2P batching VoD system, named

Cooperative Peer Assists and Multicast (CPM). In CPM, a client acquires

a chunk by first querying the server for outstanding multicast group. If the

group is found, the server adds the client to the group and adjusts the start
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time of the multicast if needed. Otherwise, the client obtains a list of source

peers from the server, and queries these peers one by one. If the list of source

peers are exhausted, the client queries the server to create a new multicast

group which would become an outstanding multicast group for other client

requesting same chunk. Simulation results showed that CPM generally gives

lowest loading on the server compared with other VoD systems using unicast,

multicast, and server assisted P2P.
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Chapter 3

Supporting Video-On-Demand

Services over Wireless Mesh

Network

As mentioned in Section 2.5, the Wireless Mesh Network (WMN) relies on

the mesh routers with gateway function to connect to other networks. These

routers such as 𝑅1 or 𝑅2 in Figure 2.10 forward all the traffic flowing across

the boundary of the WMN. Moreover, these routers share same communication

medium with their neighbouring devices that keen competition on the channel

access can be expected. As a result, these routers could easily become the

bottleneck of the Video-on-Demand (VoD) traffic.

To tackle this problem, a feasibility study is carried out that moves the VoD

system inside the WMN. Instead of deploying dedicated servers and attaching

to the mesh routers, which could easily become another bottleneck, the video

data are distributed to all mesh routers. This approach turns the mesh routers

into VoD servers that the VoD clients can be served by different mesh routers.

The proposed system is based on [97]. The system mainly consists of three

components: a video block replication scheme, a video block discovery scheme,
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and three enhancements on video block transmission.

The replication scheme is based on [97] which is developed for the Home-

to-home Online (H2O) devices. The scheme divides a video into blocks equally

and distributes the copies of those blocks to the routers in the network evenly.

The required copies of each video block decrease with its timing order, i.e.,

fewer copies are needed for video blocks in higher order. Each router only

stores a portion of a video.

The discovery scheme is to search the video blocks from the network.

The replication scheme can save system storage. However, the mesh routers

holding the sparse video blocks could become one of the bottlenecks of the

service. To tackle this issue, different transmission strategies are considered

that introduce three possible enhancements, named Video Block Broadcasting,

Peer-to-Peer, and Time-Shifting. These enhancements aim to better utilize

the bandwidth of the routers so that more clients can be served by the routers

concurrently. A simulation model is built to study the performance gain of

each enhancement in terms of blocking probability.

The rest of this chapter is organized as follows: Section 3.1 describes the

basic elements of the proposed VoD system. Section 3.2 introduces the en-

hancements. Section 3.3 presents the simulation results that evaluate the per-

formance of system against each enhancement in terms of blocking probability.

Section 3.4 is the conclusion.

3.1 Proposed System Architecture

In this section, the network topology is first described. Then, it shows how

the video blocks are distributed to the mesh routers, and how a mesh router

gathers the missing video blocks from the network.
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3.1.1 Network Topology

𝑅00 𝑅01 𝑅02

𝑅10 𝑅11 𝑅12

𝑅20 𝑅21 𝑅22

𝐶 𝐶

𝐶 𝐶

𝐶 𝐶

𝐶 𝐶

Wireless Link

Mesh RouterR

Mesh ClientC

Figure 3.1: Mesh router and client in grid

The grid topology as shown in Figure 3.1 is adopted in our proposed system.

It consists of N mesh routers and some mesh clients. The mesh routers are

evenly distributed in a square area and the location of each router is fixed

during the simulation. Each mesh router can only communicate with the

neighboring routers in cardinal directions. It means a mesh router normally

has four neighboring routers, i.e., at the top, bottom, left and right, except

those routers on the edge of the topology. Moreover, every router holds a

portion of video data in its storage. The mesh clients are mobile devices which

connect to its nearest router and request for the VoD service. It is assumed

that the mesh clients would stay inside the radio range of the connected router

when using the VoD service.

3.1.2 Video Block Replication Scheme

Instead of deploying dedicated VoD servers in a mesh network, the video data

is distributed to the storage of the mesh routers. Moreover, the replication
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Figure 3.2: Video block model

scheme in [97] is adopted to reduce the storage requirement. Briefly, suppose

a video has a length of 𝐿𝑣 seconds. The video is first divided into 𝑥 blocks

equally as shown in Figure 3.2. The first video block, 𝑏1, is copied to every

router to reduce the startup delay, 𝑡𝑠. The remaining blocks are distributed to

the routers which ensure each router can acquire the 𝑛th video block before

the time (𝑛− 1)× 𝐿𝑏 + 𝑡𝑠 if a mesh client requests a VoD service at time 0.

In the simulation model, the 𝑛th video block is copied to the routers every

𝑛− 1 hop(s). For example, the first video block will be copied to every mesh

router; the second video block will be copied to routers every one hop and so

on. As a result, fewer copies are needed for a video block in higher order.

1 Hop 2 Hop 3 Hop

Source Mesh Router

Neighbouring Mesh Router with 1 hop

Neighbouring Mesh Router with 2 hops

Neighbouring Mesh Router with 3 hops

Figure 3.3: Total number of mesh router within N hops
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The total number of mesh routers within 𝑛−1 hop(s) in the grid topology is

equal to 2(𝑛−1)2+2(𝑛−1)+1 as illustrated in Figure 3.3. For example, there

are five mesh routers, which include the source mesh router, in the distance

of one hop. Therefore, the minimum number of replicas of 𝑛th video block is

equal to 𝑟𝑛 =
⌈︁

𝑁
2(𝑛−1)2+2(𝑛−1)+1

⌉︁
where 𝑁 is the total number of mesh routers

in the grid topology and 𝑛 ≥ 1. Then, the minimum storage required by the

video is equal to
∑︀𝑥

𝑛=1 𝑟𝑛 where 𝑥 is total number of video blocks of the video.

3.1.3 Video Block Discovery Mechanism

Suppose a video is equally divided into blocks; these blocks are properly scat-

tered over the storage of mesh routers. When a mesh client connects to its

nearest mesh router, the client sends a request for the video to the router.

Once the router receives the request, the router checks its local storage, gener-

ates request messages for those missing video blocks, and sends those request

messages to its neighbors. These request messages should at least contain five

elements which are Sequence Number (SEQ), Video Block ID, Video Block Ar-

rival Time, Time to Live (TTL), and Timeout. The Sequence Number (SEQ)

prevents a request message from looping in the network. The Time to Live

(TTL) limits the number of hops that a request message can be forwarded.

When a neighboring router receives a new request message, the router first

reserves a channel. If there is not channel available, the router discards the

request message. Otherwise, the router searches the requesting video block in

its local storage. If the requesting video block is not found, the router forwards

the request message to all of its neighboring routers except the sender of the

request message. If it is found, a response message will be returned along the

requesting path.

After all, when the requesting mesh router receives the response messages,
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it sends an acknowledgement message to one of the sources mesh routers which

has the fewest hop counts. The requesting stage is completed when the source

mesh router receives the acknowledgement message. Then, the transmission

is started according to the scheduled video block arrival time. Besides, all the

corresponding reserved channels will be released if a request message is timeout

and does not have any acknowledgement message. In the simulation model, a

mesh client terminates the VoD service if any of the requesting video blocks

is not found in the requesting stage. As a result, all the reserved channels for

this client are released also.

𝑅00 𝑅01 𝑅02

𝑅10 𝑅11 𝑅12

𝑅20 𝑅21 𝑅22

𝐶

1:REQ

2:REQ3:RES

4:RES

5:ACK

6:ACK

Mesh ClientC

Mesh RouterR

Reach Maximum Hop Count

No Available Channel

Source Mesh Router

Request Message

Response Message

Acknowledgment Message

Figure 3.4: Video block discovery scheme for the video block 𝑏4

Figure 3.4 shows an example on searching the video block 𝑏4. At first, a

client connects and sends a request for the video to its nearest mesh router

𝑅00. Then, 𝑅00, the requesting mesh router, searches its local storage and

sends the request messages for each the missing video block to neighboring

mesh routers, 𝑅01 and 𝑅10.

Suppose one of the missing video blocks is 𝑏4 which is distributed to the

routers every three hops. The 𝑅00 creates the 𝑏4 request message, sets the TTL

to three, and sends it to 𝑅01 and 𝑅10. This request message keeps flowing on

the mesh network until there is not available channel of current intermediate

router such as 𝑅20, or the TTL is reached such as 𝑅12, or the request message
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reaches the sources mesh router such as 𝑅11. After that, the sources mesh

router(s) sends a response message back to 𝑅00 along the path. Finally, 𝑅00

sends the acknowledgement to one of the sources mesh routers to confirm the

transmission time.

As mentioned in Section 3.1.2, video blocks in higher order have fewer

numbers of copies in the network. Therefore, as shown in the example above,

it can be expected that the degree of difficulty on accessing a video block shall

be generally proportional to its order. As a result, the routers which hold

video block in high order could become one of the bottlenecks. To tackle this

issue, different transmission strategies are considered to utilize the bandwidth

of the mesh routers and improve the accessibility of the video blocks.

3.2 System Enhancements

In order to improve the services performance, three enhancements are proposed

and evaluated separately. In the following, Video Block Broadcasting enhance-

ment based on broadcast transmission is first described. Then, Peer-to-Peer

and Time-Shifting enhancements based on unicast transmission are presented.

3.2.1 Video Block Broadcasting Enhancement

Video Block Broadcasting enhancement assumes each mesh router reserves

channel(s) to forward video block(s) from source mesh router to all other mesh

routers actively and continually. For example, suppose the first three video

blocks are selected to broadcast. At first, each of these three video blocks

is placed to a mesh router separately, and three channels are reserved in all

mesh routers. After that, source mesh routers broadcast the video block to

their neighbors. Once the neighbors receive the data, they will also broadcast

to their neighbors, and so on. It makes these three video blocks available at
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Video block flows in broadcasting channel

Video block copied to every mesh router

Video block copied to mesh router every one hop

Video block following similar changes

Figure 3.5: Video block broadcasting enhancement

anytime anywhere by sacrificing three free channels.

Moreover, as illustrated in Figure 3.5, the video block placement is modified

accordingly when the Video Block Broadcasting enhancement is used. For

example, suppose a video is divided into 15 blocks. When the first three video

blocks are selected to broadcast, video block 𝑏4 is copied to every router, video

block 𝑏5 is copied to the router every one hop, and so on. The distribution of

the rarest video block, 𝑏15, is changed from every 14 hops to 11 hops. When

a client is downloading the first three video blocks, no additional channel is

needed. Channels are only reserved to transmit the video blocks starting from

𝑏4 to 𝑏15. When the last three video blocks are selected to broadcast, the rarest

video block is changed from 𝑏15 to 𝑏12 which is also distributed every 11 hops.

However, additional channels, which transmit the beginning video blocks, are

needed immediately once a client requests for the VoD service.

In the simulation model, the number of channels reserved in each mesh

router is equal to the number of broadcasting video blocks. It is also assumed

that the total number of channels in each mesh router is much smaller than

total number of video blocks. Therefore, the system can only broadcast a

portion of video blocks.
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3.2.2 Peer-to-Peer Enhancement
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Figure 3.6: Peer-to-peer enhancement

Peer-to-Peer enhancement assumes that each connected mesh client stores

a number of latest received video blocks in its buffer and acts as a source mesh

client that uploads video block based on request. With this enhancement, the

mesh router first searches the buffer of the connected clients before flooding the

request message of the missing video block to neighboring mesh routers. For

example, as shown in Figure 3.6, when an intermediate mesh router 𝑅𝑖 receives

a request message from requesting mesh router 𝑅𝑟, 𝑅𝑖 checks its storage for

the requesting video block as usual. Assume it cannot be found, 𝑅𝑖 then

broadcasts the request message to all connected mesh clients. If the client(s),

𝐶𝑠, possesses the requesting video block, an acknowledgement message is sent

back to the 𝑅𝑖. Then, 𝑅𝑖 returns a response message along the requesting

path. However, if no client possesses the requesting video block, 𝑅𝑖 forwards

the request message to neighboring routers 𝑅𝑠, as described in Section 3.1.3.

And finally, 𝑅𝑟 send an acknowledgment message to 𝑅𝑠 or 𝐶𝑠, if response

message is received. In the simulation model, it is assumed that the source

mesh client will stay in the VoD system until the upload is finished.
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3.2.3 Time-Shifting Enhancement

𝑅𝑚 𝑅𝑖 𝑅𝑠

𝑅𝑛

1:REQ

2:RES

3:ACK

Requesting Mesh Router𝑅𝑚/𝑛

Intermediate Mesh Router𝑅𝑖

Source Mesh Router𝑅𝑠

Scheduled Transmission 𝑏𝑖

Request Message

Response Message

Acknowledgment Message

Figure 3.7: Time-shifting enhancement topology

𝑏𝑖
𝑡𝑛𝑜𝑤 𝑡𝑚 𝑡𝑚 + 𝐿𝑏

Request

𝑡𝑛𝑜𝑤 𝑡𝑚 𝑡𝑛 𝑡𝑚 + 𝐿𝑏

Shifted 𝑏𝑖
𝑡𝑛𝑜𝑤 𝑡𝑚 𝑡𝑚 + 𝐿𝑏

Scheduled Transmission

New Transmission Request

𝐿𝑛𝑜𝑤 : Current Time
𝑡𝑚 : Client m Scheduled 𝑏𝑖 Transmission Time
𝑡𝑛 : Client n Requesting 𝑏𝑖 Transmission Time

Figure 3.8: Time-shifting enhancement

In Time-Shifting enhancement, requests which arrive closely are grouped

together and delivered at the same time. As illustrated in Figure 3.7 and

Figure 3.8, suppose there is a scheduled transmission for video block 𝑏𝑖 from

mesh router 𝑅𝑠 to 𝑅𝑚 starting from time 𝑡𝑚 to 𝑡𝑚 + 𝐿𝑏. As an intermediate

mesh router𝑅𝑖, it stores this information in a table named shifting table. When

𝑅𝑖 accepts another request from router 𝑅𝑛, 𝑅𝑖 first searches the shifting table.

If the requesting video block is also 𝑏𝑖 and the requesting transmission time,

𝑡𝑛, falls between the scheduled transmission time 𝑡𝑚 and 𝑡𝑚 + 𝐿𝑏, 𝑅𝑖 returns
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a response message with updated transmission time which is shifted from 𝑡𝑛

to 𝑡𝑚. However, if the requesting video block is not found in the shifting table

or the requesting transmission time does not match, 𝑅𝑖 acts according to the

description in Section 3.1.3. It means 𝑅𝑖 then searches its local storage. If

the requesting video block is found, a response message is returned along the

path. If the video block is not found, 𝑅𝑖 forwards the request to its neighboring

routers, and so on.

3.3 Simulation Result

In order to evaluate the proposed VoD system and enhancements, a simulation

model is built based on C programming language. It assumes that there are

𝑁 mesh routers formed a grid topology. Each mesh router can only commu-

nicate with the neighboring routers in cardinal direction, and has a number

of channels which transmission rate is equal to the playback rate of the video

as described in Section 3.1.1. The video is divided into blocks equally and

distributed to the storage of the mesh routers according to the methods de-

scribed in Section 3.1.2 and Section 3.2.1. Each client asks for the video after

it connects to its nearest mesh router. The request pattern is modeled as the

Poisson process. The mechanism of video block discovery follows the descrip-

tion in Section 3.1.3, Section 3.2.2, and Section 3.2.3. Connected clients watch

the video if it is confirmed in the requesting stage that all the video blocks

are available in the desired transmission time. Otherwise, clients quit the VoD

service, which are called blocked.

3.3.1 Video Block Broadcasting Enhancement

In this set of simulations, there are 400 mesh routers in total. Each mesh

router equips 10 channels for transmission. The length of video is two hours.
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The video is divided into 15 blocks equally and distributed according to the

method described in Section 3.1.2 and Section 3.2.1.

It is expected that the system performance will be improved by adopting

the Video Block Broadcasting enhancement since it improves the availability

of the rare video blocks by scarifying free channels. However, the improvement

should be decreased with the increase of arrival rate. It is because the bottle-

neck shall be shifted from the routers which hold the rare video blocks to the

total number of free channels available in the VoD system.
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Figure 3.9: Blocking probability of video block broadcasting enhancement
against various arrival rate

Figure 3.9 shows the blocking probability against various arrival rates in

three different scenarios which are broadcasting the first three video blocks,
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broadcasting the last three video blocks, and no broadcasting. Result suggests

that

1. Broadcasting the first three video blocks has lower blocking probability

than broadcasting the last three video blocks.

2. The use of Video Block Broadcasting enhancement does give lower block-

ing probability but the improvement does decrease with the increase of

arrival rate and finally deteriorate the system performance.
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Figure 3.10: Blocking probability of video block broadcasting enhancement
against various number of broadcasting channel(s) under 0.01 and 0.05 Arrival
Rate (AR)

In order to study the Point 1 further, another simulation is carried out and
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the result is in Figure 3.10. It shows the blocking probability against various

number of broadcasting channels in two different arrival rates. It should be

noted that the number of broadcasting video blocks is equal to the number of

channels used for broadcasting, and the total number of channels in each mesh

router remains 10.

As shown in Figure 3.10, broadcasting beginning blocks always give lower

blocking probability than the one broadcasting ending blocks under the same

arrival rate and number of broadcasting channel. The result suggests that

broadcasting beginning blocks is better than the one broadcasting ending

blocks in current simulation model.

Figure 3.11 is the result of another simulation which is to study Point 2.

Figure 3.11 shows the blocking probability against various number of channels

equipped in each mesh router. In this simulation, half of channels in each mesh

router are reserved for broadcasting and the rest are used as usual.

Figure 3.11 shows that the Video Block Broadcasting Enhancement can

improve the blocking probability when mesh routers have greater number of

channels. For example, an improvement in blocking probability is observed

when total number of transmission channels reaches 8 at 0.01 arrival rate and

12 at 0.05 arrival rate. In conclusion, in order to obtain better system perfor-

mance with Video Block Broadcasting, the following conditions are required:

1. Broadcasting the video blocks in lower order.

2. A substantial number of channels equipped in mesh routers.

3.3.2 Peer-to-Peer and Time-Shifting Enhancement

In this set of simulations, there are 400 mesh routers in total. The length of

video is two hours. The video is divided into 30 blocks equally and distributed

according to the method described in Section 3.1.2.
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Figure 3.11: Blocking probability of video block broadcasting enhancement
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Figure 3.12: Blocking probability (without enhancement) against various ar-
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Figure 3.12 shows the blocking probability against various arrival rates. In

general, the blocking probability increases with the increase of arrival rate but

decreases with the increase of number of channels. This result will be used to

compare the simulation results of Peer-to-Peer and Time-Shifting enhancement

in the following sections.

Peer-to-Peer Enhancement

It is expected that the Peer-to-Peer enhancement could improve the system

performance and the extent of improvement shall be proportional to the num-

ber of video blocks stored in mesh clients.
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Figure 3.13: Blocking probability of peer-to-peer enhancement against various
arrival rates under different number of Channels (CHs) and client Buffer (Buff)
size

Figure 3.13 shows the blocking probability against arrival rates under var-

47



3.3. SIMULATION RESULT

ious channels and client buffer sizes. Compared with Figure 3.12,

1. The improvement in blocking probability is obvious when the size of

buffer is increased from one to two blocks.

2. The extent of improvement in blocking probability decreases with the

increase of client buffer size.
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Figure 3.14: Blocking probability of peer-to-peer enhancement against various
client Buffer (Buff) size under different number of Channels (CHs) and Arrival
Rate (AR)

Figure 3.14 shows the blocking probability against various client buffer

sizes under different number of channels and arrival rates. This result further

indicates the improvement on blocking probability is negligible when the client

buffer size increases beyond certain limit. For example, when the number of

channels and arrival rate is equal to 5 and 0.01 respectively, the improvement

on blocking probability is negligible if the client buffer size is greater than 4.
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Time-Shifting Enhancement

It is expected the Time-Shifting enhancement could improve the system per-

formance as it effectively reduce the loading of upstream router by putting

requests of same video block in a group and delivering at the same time.
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Figure 3.15: Blocking probability of time-shifting enhancement against various
arrival rates under different number of Channels (CHs)

Figure 3.15 shows that the blocking probability against arrival rate in differ-

ent number of channels. Compared with Figure 3.12, an obvious improvement

is observed. The improvement increases with the number of channels equipped

in the mesh routers.
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3.4 Conclusion

In this chapter, a feasibility study on supporting the VoD system over WMN

is carried out. The VoD system consists of a video block replication scheme, a

video block discovery scheme, and three enhancements.

The video block replication scheme adopts the idea from [97] in order to

reduce the storage requirement. Briefly, the video is divided into blocks equally.

The 𝑛th block is distributed to every router 𝑛−1 hop(s). The necessary copies

of each video block gradually decrease with its timing order, and each mesh

router only holds a portion of the video.

The video block discovery scheme is to acquire all the missing video blocks

from the mesh network.

To tackle the bottleneck introduced by the replication scheme, different

transmission strategies are considered which are named Video Block Broad-

casting, Peer-to-Peer, and Time-Shifting. According to the simulation results,

Peer-to-Peer and Time-Shifting are suitable for all situations while Video Block

Broadcasting can only be applied to the VoD System which already has sub-

stantial number of free channels. As a result, this motivates us to further study

the potential on combining these enhancements for building a large-scale VoD

system.
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Chapter 4

A Hybrid PB-P2P

Video-on-demand System

The factors such as fluctuation of user requests and increase in video quality

make Client-Server (CS) model hardly be a robust and cost-effective solution

for delivering video data as mentioned in Section 1.1. As a result, this chap-

ter proposes and studies a Video-on-Demand (VoD) system which is a hybrid

of Periodic Broadcasting (PB) and Peer-to-Peer (P2P) mesh pull. The sys-

tem aims at minimizing the startup delay, maintaining smooth playing, and

supporting various interactive commands at best effort.

PB and P2P are two building blocks commonly found in the proposals

of large-scale VoD system. However, each of these building blocks has its

limitations. For example, PB has limited supports on interactive commands

while P2P cannot guarantee the maximum of the startup delay and playback

delay. Therefore, this motivates us to investigate whether we can take the

strengths and complement the weaknesses of each other if we bring the PB

and the P2P together.

Various studies [7, 18–22] show that the popular videos account for vast

majority of requests, i.e., the 2% of the videos account for 48% of requests
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found in the study of TeliaSonera [7]. Inheriting the strengths from the PB

and the P2P, the proposed system can serve huge number of requests with

minimum requirements on the server and has high resistance to the flash crowd.

These makes the system suitable for delivering the popular videos.

Internet

Video Server

Network 1

Client 0 Client x

Network n

Client y Client z

Figure 4.1: Network topology of the proposed system

In the proposed system, as illustrated in Figure 4.1, server uploads the video

to channels periodically and clients download video data by switching among

these channels. Meanwhile, clients exchange messages and pull video data from

each other in the same network. Scheduling algorithms are developed for clients

to download the video data from both channels and peers simultaneously and

seamlessly under various conditions. The network in Figure 4.1 can be a

physical or logical network. It defines the boundary of P2P traffic that ensure

the P2P traffic would not flow to the other networks. For example, as shown

in Figure 4.1, Client 0 in Network 1 would not receive the P2P message sent

by client y and z in Network n.
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To study the performance of the proposed system, computer simulations

have been conducted in ns-3 [82,85]. Simulation results show PB and P2P are

a good complement to each other for a robust and cost-effective VoD services.

The rest of the chapter is organized as follow: Section 4.1 defines the terms

used in the rest of sections. Section 4.2 describes the proposed VoD Sys-

tem generally, and its implementation details are in Section 4.3. Section 4.4

discusses the simulation environment, topology, metrics, and parameters. Sec-

tion 4.5 shows the simulation result. Section 4.6 is the conclusion of this

chapter.

4.1 Terminology

To facilitate the discussion, this section introduces the terms used in following

sections.

Elapsed Time The time offset from the beginning of video.

Remaining Time The time offset from the end of video.

Chunk A part of video which can be played independently.

Segment A chain of chunks.

Allocated Chunk The chunk that is allocated in the buffer and data may

not be injected into the buffer.

Non-allocated Chunk The chunk that is not yet allocated in the buffer.

Injected Chunk The chunk that is allocated and data is injected into the

buffer.

Non-injected Chunk The chunk that data is yet injected into the buffer.
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4.2. THE PROPOSED PB-P2P VOD SYSTEM

Player Chunk / Segment The chunk / segment that is currently required

by the player that may not yet be allocated or injected.

Play Point The frame in a chunk required by the player at particular moment

and identified by elapsed (remaining) time.

First-class Chunk The chunk has higher priority that will not be replaced

by other chunks in the buffer at that particular moment.

Non-first-class Chunk The chunk does not belong to first-class at that par-

ticular moment.

Chunk / Segment Length The total time for the player to consume this

chunk / segment in playing mode.

Chunk Play Length The length of the portion of a chunk which will be

processed by the player.

4.2 The Proposed PB-P2P VoD System

4.2.1 System Overview

As shown in Figure 4.2, video servers are connected to either the Internet or

the network closed to clients. The servers contain all videos and multicasts

the video data to corresponding channels periodically. Clients download and

play the video data by switching over these channels and from other clients in

same network.

The following gives detailed descriptions on each part of the system.

54



CHAPTER 4. A HYBRID PB-P2P VIDEO-ON-DEMAND SYSTEM

Video
Server

Internet

Network

Video
Server

Client 0 Client n

Server Upload

Client Upload

Figure 4.2: Proposed topology

Segment 0 1 2 n

Chunk 0,0 1,0 1,1 2,0 2,1 2,2 2,3 n,0 n,1 n,2

Figure 4.3: Video data model
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4.2.2 Video

Each video is divided into segments, as shown in Figure 4.3, which may be

different in length according to the segmentation scheme in use. Each segment

is then divided into a number of chunks with equal length. Each chunk can

be played by the player without the presence of other chunks. The Length

of a chunk is the total playing time of that chunk in playing mode. Same

length does not imply same size in storage. As shown in Figure 4.3, a unique

identifier, (𝑎, 𝑏), is assigned to each chunk where 𝑎 is the segment index started

from zero and 𝑏 is the chunk index started from zero.

4.2.3 Video Segmentation Scheme

Theoretically, any video segmentation scheme can be used in the proposed

system provided that the player can run the playing mode smoothly if no

interactive command is issued.

To facilitate the discussion in the following, the segmentation method of

the Active Buffer Management (ABM) scheme in [29] is used in the following

sections. The maximum relative size of segment is set to four and the relative

segment size is:

𝑓(𝑠𝑖𝑑) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if 𝑠𝑖𝑑 = 0

2 if 𝑠𝑖𝑑 = 1

4 if 𝑠𝑖𝑑 ≥ 2

where 𝑠𝑖𝑑 is the segment index.

To keep playing mode running smoothly and play point in the middle of the

buffer, in the worst case, ABM scheme requires a client to download the video

data from three channels concurrently. In brief, suppose the player segment is

k. If the length of the segment k and k+1 are not equal, named pyramid phase,
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the client is required to download the segment k, k+1, and k+2. Otherwise,

segment k-1, k, and k+1 are downloaded, named equal segment phase.

Let’s take Figure 4.4 as an example. Suppose a user decides to playback the

video from the beginning at time 𝑡1 and the buffer is empty. Chunks filled in

grey color would be downloaded first from channel 0, 1, and 2. The playback

starts when chunk (0,0) is downloaded. Chunk (1,0) would be ready when

chunk (0,0) is finished.

As another example, suppose the buffer size is limited, the player just

jumps to somewhere in segment k, segment k and k+1 have same length, and

segment k-1, k, k+1 are not found in the buffer. In this situation, resources

would be allocated to download segment k-1, k, and k+1.

4.2.4 Server

Server allocates channels for each video and uploads chunks in each segment

to corresponding channel periodically. If a video has 𝑛 segments, 𝑛 number of

channels are allocated as illustrated in Figure 4.4. The total upload bandwidth

of server depends on the number of videos and the segmentation scheme applied

to each video but not the number of clients in service.

As shown in Figure 4.5, the chunk upload cycle starts from 𝑡𝑠𝑡𝑎𝑟𝑡 to 𝑡𝑒𝑛𝑑.

Upload can only start after 𝑡𝑠𝑡𝑎𝑟𝑡 and must finish before 𝑡𝑒𝑛𝑑 that steady bit rate

is not required during the upload period. The idle time, started from 𝑡𝑅𝑒𝑎𝑑𝑦 to

𝑡𝑆𝑡𝑎𝑟𝑡, is the time for clients to switch over channels which is depended on the

underlying transmission technology.

4.2.5 Client

Client is a specialized software or hardware that retrieves video data from the

PB channel(s) and P2P network according to the user input. Figure 4.6 shows
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Channel 0 0,0 0,0

Channel 1 1,0 1,1 1,0 1,1

Channel 2 2,0 2,1 2,2 2,3 2,0 2,1 2,2 2,3

Channel n n,0 n,1 n,2 n,3 n,0 n,1 n,2 n,3

𝑇𝑖𝑚𝑒𝑡1

Figure 4.4: Channel model

𝑇𝑖𝑚𝑒𝑡𝑟𝑒𝑎𝑑𝑦 𝑡𝑠𝑡𝑎𝑟𝑡 𝑡𝑒𝑛𝑑

Time for Upload

Figure 4.5: Chunk upload cycle

Buffer

PB Client

P2P Client

P2P Server

Priority Scheduler

Player

Priority Estimation Signal

Priority Data Flow

Video Data Flow

Figure 4.6: Priority and data flow in a client
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the major components and their interactions in a client.

Current Play Point Downloaded Chunk Empty Chunk

Figure 4.7: Player timeline

Player plays chunks in various modes including Playing, Play Backward,

Fast Forward, Fast Backward, Slow Forward, Slow Backward, Jump Forward,

Jump Backward, and Pause as shown in Table 4.1 in Section 4.3.3. The player

timeline shows the current play point and display the state of chunks in the

buffer. For example, as shown in Figure 4.7, grey color represents those injected

chunks and white color represents the others. It could serve an importance

reference for users when selecting player modes [93].

Apart from playing and pause, users are suggested to specify the mode’s

end point with the aid of thumbnail images of the video. This end point will

be an important reference to estimate priority of all chunks for keeping player

running smoothly especially when buffer size is limited. If the mode’s end

point is not provided in these modes, it would be the end (begin) of the video

if the play point is moving forward (backward).

To determine the download order of chunks, priority scheduler is called

irregularly triggered by various conditions to update the priority of all chunks.

The result of estimation is then passed to interested parties such as PB and P2P

client. The details of the priority scheduler would be described in Section 4.3.4.

PB client downloads chunks from the PB channels. According to the in-

formation retrieved from server, PB client can estimate the chunks available

in closest upload cycle and fetch chunks based on the priority.

P2P client pulls chunks from other peers. P2P client listens the messages

from P2P servers in dedicated channel(s) available in the connected network.

It then processes the received messages and uses them to query the P2P servers
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for chunks according to the priority. The channel(s) is only known by clients in

the same network. Therefore, it can contain all P2P traffic within the network.

Unlike PB client that bandwidth is restricted by the subscribed channel,

P2P client may negotiate with P2P server for the transmission bandwidth.

PB client and P2P client keep downloading chunks concurrently until buffer

filled with first-class chunks. PB client stops the download temporarily if

chunks with higher priority are not available in closest upload cycle. P2P

client stops the download temporarily if P2P servers in other clients offering

chunks with higher priority are not available.

Making PB and P2P client work with each other is necessary since both

clients download chunks in parallel. There are differences between PB and

P2P download. For example,

1. PB client can only download chunks available in channels. P2P client

can only download chunks advertised by P2P servers in other clients.

2. PB server keeps uploading chunks to channels in schedule. P2P server

uploads chunk based on request.

3. PB server has high availability. P2P server may go offline or terminate

the upload anytime.

4. There is not guarantee that a chunk is always available in other peers.

Therefore, the PB client is more reliable than P2P client that makes PB client

superior on selecting chunks to download. PB client can request P2P client

to terminate the download if PB client is going to download same chunk from

channel. As a result, the actual download order of chunks is affected by the

estimation result from the priority scheduler, the availability in PB channel(s)

and P2P network, and the cooperation between PB and P2P client.
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P2P server handles queries from peers and publishes chunk information

to dedicated channel(s) that do not require the additional supports such as

tracker.

Buffer, or cache, stores the chunks downloaded by PB and P2P client.

Chunk with lowest priority is replaced by chunk with higher priority one by

one if buffer cannot store the whole video.

The following briefly summarizes the steps of interactions for the scenario

that a user requests to playback a video under playing mode.

1. Player signals the priority scheduler and try to fetch the chunk from the

buffer.

2. Priority scheduler collects necessary information from various compo-

nents and estimates the priority of all chunks which are then sent to the

PB client, P2P client, and P2P server.

3. PB client estimates the chunks available in closest upload cycle based on

the information retrieved from the server and downloads the non-injected

chunks according to the priority.

4. P2P client listens the messages from other P2P servers in dedicated chan-

nel(s) and queries the P2P servers about the non-allocated chunks one

by one according to the priority.

5. P2P server uses the latest priority information when composing the mes-

sage for other P2P clients.

6. The chunks downloaded by PB client or P2P client are injected into the

buffer. The buffer signals the player about the new chunk.

7. Player playbacks the chunks one by one according to the user input.
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8. Player signals the priority scheduler again to update the priority when

it is needed.

4.3 Implementation Detail

In order to study the proposed Hybrid of Periodic Broadcasting and Peer-

to-Peer (PB-P2P) VoD System, the system is implemented as a ns-3 module

and executed by ns-3 simulator [82, 85]. The module mainly consists of three

applications: VoD Server, VoD Network, and VoD Client. Each application

contains several components. The following sections describes the abstractions

and implementation details of the major components.

4.3.1 Abstraction on Chunk and Buffer

Chunks with same length can have different size in storage and transmission.

The size is affected by various parameters such as video content, resolution,

frame rate, compression format, network protocols, and transmission devices.

In the module, chunk does not contain real video data but a set of attributes

such as unique id, length, range of elapsed time, range of remaining time, and

offset from the first chunk. As a result, the size of the buffer is also measured

in unit of time.

For simplicity, chunk is the smallest unit for the transmission, storage, and

playback. The playback of a chunk can only be started when the data of whole

chunk is injected into the buffer.

4.3.2 User Control

The user control simulates the user input. As illustrated in Figure 4.8, the

user control generates and issues command to the player. The player executes
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InterfaceUser Control Player

1:Command 2:Change Mode and Counter

3:Finish4:Finish

Figure 4.8: User control

the command, switches back to the playing mode, and signals the user control.

After that the user control waits for a random period of time and issue another

command.

The command has two elements: the interactive mode and the reference

value. The interactive mode is one of the interactive operations shown in Fig-

ure 4.9 except playing. The reference value is the absolute moving distance for

modes except pause in respective direction. If pause is selected, the reference

value denotes the total pause time. The probability of each mode can be set

explicitly. The reference value follows exponential distribution and its value

step is one second.

Playing

Fast
Forward

Fast
Backward

Slow
Forward

Slow
Backward

Jump
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Jump
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Pause
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Figure 4.9: Player state diagram
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4.3.3 Player

The player plays chunks and handles command from the user control. The

player adjusts reference value of the received command that ensures the player

will not move beyond the start or the end of the video. Invalid command, such

as trying to play backward at the start of video, will be discarded and the user

control will be notified immediately.

Table 4.1 shows the properties of the player modes. The relative speed

is the playback speed relative to the playing mode. Positive speed means

playing forward while negative speed means playing backward. Modes except

jump forward, jump backward, and pause require chunks data to execute.

Table 4.1: Player mode

Relative Speed Require Chunk Data

Playing (Pl) 1 Yes

Play Backward (PlB) -1 Yes

Fast Forward (FF) +2 Yes

Fast Backward (FB) -2 Yes

Slow Forward (SF) +0.5 Yes

Slow Backward (SB) -0.5 Yes

Jump Forward (JF) N/A No

Jump Backward (JB) N/A No

Pause (Pa) N/A No

The step of playback times is the timestep of ns-3 simulator, which is 1

nanosecond by default in ns-3 simulator.

Player takes one timestep to complete the jump forward and jump back-

ward. Player takes the time, specified in the command from the user control,

to complete the pause. For other modes, assume buffer stores all required
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chunks, the playback time of a chunk, 𝑡𝑐, is:

𝑡𝑐 =

⌈︃
𝑙𝑐
𝑠𝑚

⌉︃
(4.1)

where 𝑙𝑐 is the play length of the chunk, and 𝑠𝑚 is the relative speed of mode

as shown in Table 4.1.

The playback time of a player mode, 𝑡𝑚, is:

𝑡𝑚 =
∑︁
𝑡𝑐𝑖∈𝐴

𝑡𝑐𝑖 (4.2)

where 𝑡𝑐𝑖 is the playback time of chunk 𝑖, and 𝐴 is the set of chunks involved

in this mode.

Ceiling is used to calculate playback time of a chunk as shown in (4.1). An

extra timestep is added if the play length of a chunk cannot be evenly divided

by the speed. Therefore, player can only load one chunk at one timestep. This

keeps the player’s code manageable as it is hard to manipulate the execution

order of events in same timestep under ns-3. It is also the reason why ceiling

is chosen instead of truncate, rounding, or accumulate the remainder.

Freeze policy is used if player reaches a non-injected chunk. Player tem-

porarily holds until either the chunk is available or receives command from

the user control. Player does not skip chunk which is adopted in some VoD

systems such as [29].

4.3.4 Priority Scheduler

The priority scheduler would not take the rareness of chunk into consideration

since the PB server ensures all chunks are available in channels periodically.

No client will be demanded to download the rarest but less important chunk.

The major concern of the priority scheduler is to keep the playback running
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smoothly. To achieve this goal, two kinds of chunks should be downloaded first.

They are

• chunks will soon be required by the player. The downloads of these

chunks must be finished in time for smooth playback.

• chunks surrounds the player chunk. These chunks are needed to increase

the resilience on interactive commands.

The priority scheduler determines the download order of all chunks so that

chunks of these two kinds would be downloaded first.

The download order is computed based on offset to the player chunk at

interactive modes and playing mode, and comprises of three elements, named

Interactive Order (IO), Playing Order (PO), and Middle Play Point Order

(MPPO). To ensure smooth playing and support interactive commands at

best effort, IO overrides PO and MPPO. PO overrides MPPO.

IO aims to make the interactive modes running smoothly. IO only applies

to the chunks involving in the interactive modes that require chunk data as

shown in Table 4.1. The chunks involved and close to the player chunk have

higher priority.

PO guarantees the smooth playback of the playing mode if no interactive

command is issued and no chunks can be downloaded through P2P. PO applies

to the selected chunks according to the video segmentation scheme in use.

Moreover, PO might be adjusted dynamically to override the MPPO for various

purposes such as to increase the availability of a chunk

MPPO aims to increase the resilience on interactive commands. MPPO

applies to all chunks and assigns higher priority to the chunks close to the

player chunk under the assumption that the player has slightly higher proba-

bility to move forward than backward which should be adjusted according to

the user behaviour in practical environment.
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Table 4.2: Download order activation condition for ABM scheme

Pyramid Phase Equal Segment Phase

Interactive Modes
(Require Chunk)

IO, PO, MPPO IO, MPPO

Interactive Modes
(No Require Chunk)

PO, MPPO MPPO

Playing Mode PO, MPPO MPPO

1: 𝑅𝑒𝑠𝑒𝑡 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦 𝑜𝑏𝑗𝑒𝑐𝑡 ◁ Initial value set to MAX
2: 𝑝← 𝑝𝑙𝑎𝑦𝑒𝑟 𝑐ℎ𝑢𝑛𝑘
3: 𝑙← 𝑙𝑎𝑠𝑡 𝑐ℎ𝑢𝑛𝑘 𝑖𝑛 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑚𝑜𝑑𝑒
4: 𝑒← 𝑙𝑎𝑠𝑡 𝑐ℎ𝑢𝑛𝑘 𝑎𝑡 𝑡ℎ𝑒 𝑒𝑛𝑑 𝑜𝑓 𝑣𝑖𝑑𝑒𝑜
5: 𝑟 ← 𝑝 ◁ reference chunk
6: if 𝑃𝑙𝑎𝑦𝑒𝑟 𝑖𝑛 𝐹𝐹, 𝐹𝐵, 𝑆𝐹, 𝑆𝐵, 𝑃 𝑙𝐵 𝑚𝑜𝑑𝑒 then
7: 𝑈𝑝𝑑𝑎𝑡𝑒 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦 𝑜𝑏𝑗𝑒𝑐𝑡′𝑠 𝐼𝑂 𝑠𝑡𝑎𝑟𝑡𝑒𝑑 𝑓𝑟𝑜𝑚 𝑝 𝑡𝑜 𝑙
8: 𝑟 ← 𝑙
9: end if
10: if 𝑃𝑦𝑟𝑎𝑚𝑖𝑑 𝑃ℎ𝑎𝑠𝑒 𝑤ℎ𝑒𝑛 𝑝𝑙𝑎𝑦𝑖𝑛𝑔 𝑟 then
11: 𝑈𝑝𝑑𝑎𝑡𝑒 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦 𝑜𝑏𝑗𝑒𝑐𝑡′𝑠 𝑃𝑂 𝑠𝑡𝑎𝑟𝑡𝑒𝑑 𝑓𝑟𝑜𝑚 𝑟 𝑡𝑜 𝑒
12: end if
13: 𝑈𝑝𝑑𝑎𝑡𝑒 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦 𝑜𝑏𝑗𝑒𝑐𝑡′𝑠 𝑀𝑃𝑃𝑂 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑟
14: 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑐ℎ𝑢𝑛𝑘 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦
15: 𝑆𝑒𝑛𝑑 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦 𝑟𝑒𝑠𝑢𝑙𝑡 𝑡𝑜 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑒𝑑 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠

Figure 4.10: Priority scheduler algorithm for ABM scheme

The following examples illustrate how these orders are estimated. For ease

of illustration, suppose the ABM scheme mentioned in Section 4.2.3 is used.

The scheme partitions the video into four segments and the chunk length is

equal to the length of the first segment. Table 4.2 summarizes the activation

condition for each download order. Figure 4.10 shows the priority scheduler

algorithm.

Figure 4.11 shows the download order of all chunks when the player is in

fast backward from the center of chunk (2,1) to (0,0). The player resumes to

playing at chunk(0,0) when fast backward is finished.

IO is calculated based on the absolute offset from the chunk (2,1). When
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Player

Video 0,0 1,0 1,1 2,0 2,1 2,2 2,3 3,0 3,1 3,2 3,3

Interactive Order (IO) 04 03 02 01 00 MAX MAX MAX MAX MAX MAX

Playing Order (PO) 00 01 02 03 04 05 06 MAX MAX MAX MAX

Middle Play Point Order (MPPO) 00 01 02 03 04 05 06 07 08 09 10

Current Play Point

Figure 4.11: Download order in fast backward mode

the fast backward is finished, the segment 0 is the player segment. As the

segment 0 and 1 have different length (pyramid phase), ABM requires the

segment 0, 1, and 2 to be downloaded first to make the playing mode running

smoothly. Therefore, PO is activated and calculated based on the absolute

offset from the chunk (0,0). MAX is assigned to the chunks do not involve

in the IO and PO. MAX is a value greater or equal to the number of chunks,

i.e., 10 in this example. The MPPO is calculated based on the offset from the

chunk (0,0).

The download order of a chunk is determined by the value in its column as

shown in Figure 4.11. For example, the chunk (2,1) has value 000404 while the

chunk (3,3) has value 101010. The smaller the value, the higher the priority.

Therefore, chunks should be downloaded in order from (2,1) to (0,0) and then

(2,2) to (3,3).

Player

Video 0,0 1,0 1,1 2,0 2,1 2,2 2,3 3,0 3,1 3,2 3,3

Interactive Order (IO) MAX MAX MAX MAX MAX MAX MAX MAX MAX MAX MAX

Playing Order (PO) MAX MAX 00 01 02 03 04 05 06 07 08

Middle Play Point Order (MPPO) 04 02 00 01 03 05 06 07 08 09 10

Current Play Point

Figure 4.12: Download order in playing mode 1

Figure 4.12 shows the download order of all chunks when the player is in

the playing mode from the center of chunk (1,1) to the end of (3,3).

As no interactive command is involved, IO of all chunks are set to MAX

value. PO of the chunk (0,0) and (1,0) are set to MAX value since these chunks

do not involve in the playing mode. MPPO is calculated based on the offset
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from the chunk (1,1). If two chunks have same absolute offset, the one close to

the end of the video has lower value. The result shows that the chunks should

be downloaded in order from (1,1) to (3,3), (1,0), and (0,0).

Player

Video 0,0 1,0 1,1 2,0 2,1 2,2 2,3 3,0 3,1 3,2 3,3

Interactive Order (IO) MAX MAX MAX MAX MAX MAX MAX MAX MAX MAX MAX

Playing Order (PO) MAX MAX MAX MAX MAX MAX MAX MAX MAX MAX MAX

Middle Play Point Order (MPPO) 10 09 08 07 06 04 02 00 01 03 05

Current Play Point

Figure 4.13: Download order in playing mode 2

Figure 4.13 shows the download order of all chunks when player is in the

playing mode from the center of chunk (3,0) to the end of chunk (3,3), which

is in the equal segment phase. As mentioned in Section 4.2.3, the requirement

of the equal segment phase is to download the player segment and segments

nearby which is already fulfilled by MPPO. Therefore, PO is not activated.

The result shows that client should download the chunks according to the

MPPO. In other words, suppose a client can fetch chunks from three channels

and peer concurrently and its buffer is empty. The PB client joins and fetches

chunks from Channel 3, 2, and 1 while the P2P client keeps searching chunks

from peers following the download order. If same chunk is both available in

the PB channel and neighbouring peer, the chunk would be downloaded from

the PB channel. For details of cooperation between the PB and P2P client,

please refer to Section 4.2.5 and Section 4.3.8.

4.3.5 Priority Update

The priority is updated when the player starts, a mode starts or completes, and

the player requests another chunk. The flow on updating priority triggered

by the event of mode start is shown in Figure 4.14 and the other events is

shown in Figure 4.15.
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Interface

User Control Priority Scheduler

Player

PB Client

P2P Client

P2P Server

1:Command

2:Change Mode and Counter
3:Schedule EST DL Order

4:EST DL Order

5:Inject DL Order

6:Inject DL Order

7:Inject DL Order

Figure 4.14: Update priority triggered by mode start

Interface

Priority Scheduler

Player

PB Client

P2P Client

P2P Server

1:Schedule EST DL Order

2:EST DL Order

3:Inject DL Order

4:Inject DL Order

5:Inject DL Order

Figure 4.15: Update priority triggered by player start, mode complete, or
player requests another chunk
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Although the priority may be updated frequently, the update only makes

PB and P2P client to start new download. The download(s) already started

are not affected for several reasons.

1. It makes PB and P2P client immune from consecutive changes of player

mode.

2. There is not guarantee that P2P client can download chunk with higher

priority from its peers.

3. If server uploads chunks concurrently, PB client cannot download the

whole new chunk by switching to another channel once started.

4. It assumes that the reference value from the user control may be relatively

small compared with buffered video length which the downloading chunks

are still useful.

5. Each download is short enough which makes response time acceptable.

4.3.6 PB Client

PB client uses information, retrieved from PB server at the very beginning,

to estimate the chunks available in closest upload cycle in each channel. PB

client creates a number of PB loaders to fetch these chunks. As the channel

bandwidth is controlled by PB server, one PB loader can only reserve one

channel quota.

Figure 4.16 shows the message flow for PB client to acquire chunks from

channel 3. Briefly, PB client creates a PB loader for channel 3. The loader

then sends join message to network, receives chunks, and finally sends leave

message to network. After all, PB client deletes the loader.
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Client X Network Server
𝑡(3,1)𝑒𝑛𝑑, (3,2)𝑟𝑒𝑎𝑑𝑦

𝐽𝑜𝑖𝑛 𝐶𝐻 3 𝑡(3,2)𝑠𝑡𝑎𝑟𝑡

𝑡(3,2)𝑒𝑛𝑑, (3,3)𝑟𝑒𝑎𝑑𝑦

𝐿𝑒𝑎𝑣𝑒 𝐶𝐻 3

Figure 4.16: PB message diagram

4.3.7 P2P Client

P2P client collects chunk advertisements from peers by joining dedicated mul-

ticast group(s) at the very beginning. P2P client creates P2P loader to query

and download chunk from P2P server in another peer.

Currently, P2P client creates only one loader at a time. The loader re-

serves all channel quotas assigned to the P2P client. Intuitively, the shorter

the download time, the less chance to be terminated by P2P servers during

transmission. Moreover, it also reduces the number of simulation parameters

that reduces the complexity of the module while is enough to explorer the

potential of the proposed system.

Client X Network Client Y

𝑄𝑢𝑒𝑟𝑦(3, 0)
𝑅𝑒𝑗𝑒𝑐𝑡

𝑄𝑢𝑒𝑟𝑦(3, 1)
𝐴𝑐𝑐𝑒𝑝𝑡, (3, 1)𝐹𝑃

(3, 1)𝐿𝑃

Figure 4.17: P2P message diagram

Figure 4.17 gives an example of P2P client’s operation. Suppose X needs

chunks (3,0) and (3,1) that are only available in Y based on the received

advertisements. X first creates a P2P loader to query Y for chunk (3,0). Y
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rejects the query due to various reasons such as server queue is full at that

moment.

X then deletes the loader and creates a new one to query Y for chunk (3,1).

Y accepts the query, allocates resources, and uploads First Piece (FP) of the

chunk (3,1). The download ends when X receives the Last Piece (LP) of chunk

(3,1). Afterward, X deletes the loader.

The transmission can be terminated anytime by sending message to another

side. It happens, for example, when Y deletes chunk (3,1) for a chunk with

higher priority. Or, X decides to watch another video.

For each query, X erases the corresponding chunk advertisement. There-

fore, X cannot query Y for chunk (3,0) again until X receives a new advertise-

ment from Y. This measure protects Y from waves of query.

If multiple peers for the querying chunk are found, P2P client can select the

peer randomly or based on the content of advertisement. The former method

aims to give certain level of load balance. The latter method aims to select

the most stable peer. It is usual that same chunk is found in multiple peers.

However, it is unusual that these peers give same level of importance to this

chunk. Therefore, the latter method selects the peer who has less chance to

delete the querying chunk. For example, the peer who puts the querying chunk

in first-class, lower download order, and playback the chunk in lower speed.

P2P client stores a limited number advertisements for each non-injected

chunk. If the limit is reached, P2P client keeps the stable one. The old

advertisement is erased when P2P client receives new advertisement from same

peer.

73



4.3. IMPLEMENTATION DETAIL

4.3.8 Cooperation between PB and P2P Client

In general, according to the download order, PB client creates PB loaders for

chunks which are available in closest upload cycle and have not been assigned

to other PB loaders while P2P client creates P2P loaders for chunks which

are found in received advertisements and have not been assigned to other PB

and P2P loaders. Both PB and P2P client run until no chunks with lower

download order is found.

PB client can request P2P client to terminate the download if PB client

starts to download

1. same first-class chunk, or

2. non-first class chunks with higher priority and the buffer is already full.

4.3.9 P2P Server

The P2P server composes and advertises chunk information to the dedicated

multicast group(s) once a new download order is received. The chunk infor-

mation consists of client ID, player speed, chunk properties such as chunk ID,

first-class flag, injected flag, and chunk download order.

P2P server resets a timer after each advertisement. If timer reaches zero,

P2P server sends out latest advertisement again. This mechanism ensures

advertisement can be sent out periodically when download order is not getting

update, i.e., in pause mode for a long time.

Currently, P2P server can be configured to advertise chunks in one of the

following kinds: injected chunks, first-class chunks, injected and first-class

chunks, or all chunks.

When a client is shutdown or selects another video, P2P server rejects all

incoming queries of the old video and sends out an empty advertisement that
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erases the advertisement stored in peers. It is because chunks of old video can

be deleted at anytime.

P2P server handles queries from peers. Accepted queries are inserted into

queue and served based on first-come-first-serve policy. P2P servers serves one

query at one time. Details of querying process can be found in Section 4.3.7.

4.3.10 PB Server, PB and P2P Network

PB server handles channel information query, and uploads chunks to channels

periodically.

The PB and P2P network manage the PB and P2P networks, handle the

incoming messages, and forward to suitable nodes.

4.3.11 Channel Control

The channel control manages a limited number of channel quotas. Bandwidth

reserved by one channel quota is equal to the bandwidth used by one PB

channel. The P2P server, P2P client, PB server, and PB client reserve the

quota(s) from the channel control for each transmission of chunk. The reserved

quota(s) is returned to the channel control when the transmission is completed.

The transmission time of a chunk is inversely proportional to the number of

reserved channel quotas.

Currently, the time from 𝑡𝑟𝑒𝑎𝑑𝑦 to 𝑡𝑒𝑛𝑑, as shown in Figure 4.5, is equal to

chunk length. As a result, longer idle time, from 𝑡𝑟𝑒𝑎𝑑𝑦 to 𝑡𝑠𝑡𝑎𝑟𝑡, requires higher

PB server throughput. On the other hand, since P2P server does not have the

idle time, time to upload a chunk is equal to 𝑡𝑒𝑛𝑑− 𝑡𝑠𝑡𝑎𝑟𝑡 for one channel quota.
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P2P Server Chunk Transmission Time (Time from 𝑡𝑠𝑡𝑎𝑟𝑡 to 𝑡𝑒𝑛𝑑)

Suppose 𝑠 is the chunk size in the storage, 𝑙 is the chunk play length, 𝑡 is the

idle time from 𝑡𝑟𝑒𝑎𝑑𝑦 to 𝑡𝑠𝑡𝑎𝑟𝑡, 𝐵1 is the bandwidth allocated to 1 channel quota,

and 𝑇𝑛 is the transmission time of a chunk if 𝑛 channel quotas are allocated:

𝐵1 =
𝑠

𝑙 − 𝑡

𝑇𝑛 = 𝑠÷ (𝑛×𝐵1)

= 𝑠÷ (𝑛× 𝑠

𝑙 − 𝑡
)

= 𝑠× 𝑙 − 𝑡

𝑛𝑠

=
𝑙 − 𝑡

𝑛

(4.3)

4.3.12 Data Collection and Analysis

Event sinks are written and inserted into nearly all components. These sinks

collect the data and send to the MySQL database [98] that makes querying

the simulation data in run-time simple. The data includes, for example, the

details on the player processing chunk; the details on the P2P client querying

chunk; or, the details on the P2P server handling query.

Stored routines are called to compute the performance metrics, as shown

in Section 4.4.3, at the end of simulation.

4.3.13 Visualizer

Sometimes it is helpful to visualize the simulation. Therefore, two components

are written which can be enabled individually.

The first component is a python plugin written to work with PyViz [99], a
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live simulation visualizer came with ns-3. PyViz calls the plugin periodically.

Figure 4.18: PyViz with an additional plugin

The plugin then reads application installed on each node through the Python

bindings generated by API scanner [100]. As shown in Figure 4.18, the plugin

i) prints the node name under each node such as VoD Network ;

ii) allows each kind of application has its own color scheme for each state

such as standby and working;

iii) prints the node state in terminal by mouse right click and select the

“Show APP Content” option; and

iv) changes the client node size according to the total freeze time of the

player. The longer the freeze time, the bigger the node size.

Another component is a text visualizer as shown in Figure 4.19. This

visualizer prints the state of a specified client in terminal in color by using

ANSI escape code in real time when any event sink is triggered.
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Figure 4.19: Output of text visualizer shown in emacs

4.3.14 Validation

Multiple test suites are written for each component. These test suites validate

the behaviours of each component individually in specified scenarios with the

aid of mock objects as shown in Figure 4.20. For example, it ensures the player

fetches right chunk at right timestep at various modes; the scheduler gives

right priority at various situations; the PB and P2P client allocate loader to

right chunks following the download order. Test suites, including the official

one, are playing a critical role especially in code refactoring, ns-3 upgrade,

and changing the simulation environment. It guarantees all components are

working properly.

As ns-3 logging module is disabled in optimal build, marcos are written

to catch logical errors at best effort. These marcos reports the error and

terminates the simulation once triggered. Marcos are deployed in the module,

and ns3::Time and ns3::int64x64 t class that are used to detect the potential

overflow and underflow.

Stored routines are written for database to verify the collected data. The

simulation is terminated if the fields in a record are not updated in correct

order or wrong value is written into a record. For example, the simulation
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Figure 4.20: Validate the behaviours of each component through multiple test
suites automatically

is terminated if delete time of a chunk is smaller than its create time in the

record.

Finally, simple scenarios are conducted and verified with the aid of visual-

izers manually.

4.4 Simulation Setting

Computer simulations are conducted to evaluate the performance of the pro-

posed PB-P2P VoD system and a pure PB VoD system. The following de-

scribes the details about these simulations.

4.4.1 Simulation Environment

Table 4.3 shows the specification of computer used in the simulation and Ta-

ble 4.4 shows the version of packages which are not included in ns-3 prerequi-
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sites [85].

Table 4.3: Computer specification

Type Model Name

Motherboard Gigabyte Z97M-D3H

CPU Model Intel(R) Core(TM) i7-4770K CPU @ 3.50GHz

Memory Size 16 GB

Main HDD Samsung SSD 840 250 GB

OS ubuntu 12.04 LTS 32 bit PAE

Table 4.4: Package version

Package Version

ns-3 3.24.1

MySQL Connector for C++ 1.1.0-3build1

Boost C++ Libraries 1.46.1

4.4.2 Star Topology

Star topology, as shown in Figure 4.18, is used in the simulation. Server node

and all client nodes are connected to the network node. The point-to-point

channel model is used to simulate the channel between two nodes. The ns-3

Internet stack is installed to all nodes. The receive and send buffers of sockets,

queue mode and queue length of point-to-point network device, bandwidth

of point-to-point channel are adjusted accordingly in order to work with the

channel control. VoD Server, VoD Network, and VoD Client applications are

installed to server node, network node, and client node respectively.

4.4.3 Performance Metric

A user session consists mainly of startup phase and playback phase. When the

user selects a video, the startup phase starts. When the player consumes the
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first chunk of the video, the startup phase switches to playback phase. Both

phases end when the user stops the video playback.

The performance of the startup phase is evaluated by the startup delay

which is the time started the startup phase to the time switched to the playback

phase.

The performance of the playback phase is evaluated by the smoothness of

the video playback in term of total freeze time and frequency. When the player

executes a mode required chunk data and the player chunk is not yet injected

into the buffer, the play point freezes, i.e., pause. The total freeze time is the

total time that the play point is frozen while the frequency is the total number

of discrete freezes.

During the simulation, a new record is sent to database when the player

changes mode or moves from a chunk to another. This record contains three

important fields which are request time, start time, and stop time. Request

time is the first moment that the player attempts to run the mode. Start time

is the time that the player successfully runs the mode. Stop time is the time

that the player finishes the mode or the chunk.

The freeze time is the difference between start time and request time if

start time is available. Otherwise, it is the difference between stop and request

time. Modes do not require chunks, as shown in Table 4.1, have zero freeze

time.

The playback time is the difference between stop and start time if start

time is available. Otherwise, the playback time is zero.

The followings show the definitions of the performance metrics.

Average Startup Delay

This delay indicates how long clients should wait for playing after the video is

selected. The definition is:
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𝐷𝑠 =

∑︀
𝑖∈𝐶𝑎

(𝑑𝑠𝑖)

𝑛
(4.4)

where 𝐶𝑎 is the set of all clients and 𝑛 is the number of clients, i.e., size of 𝐶𝑎.

𝑑𝑠𝑖 is the startup delay of client 𝑖 which is the total freeze time accumulated

from the first record of client 𝑖 to the record which contains the smallest start

time and runs in a mode requiring chunk. Clients who have never played any

chunk is excluded. These clients are rare and typically found nearly the end

of simulation.

Average Freeze Frequency per Client

This metric indicates the average number of freezes experienced by clients

which is defined by:

𝑁𝐹𝐶𝑙𝑖𝑒𝑛𝑡 =

∑︀
𝑖∈𝐶𝑎

𝑓𝑖

𝑛
(4.5)

where 𝐶𝑎 is the set of all clients and 𝑛 is the number of clients, i.e., size of 𝐶𝑎.

𝑓𝑖 is the total number of freezes experienced by client 𝑖 excluding the freezes

before startup.

Freeze Time Ratio

This metric shows the smoothness on playback experienced by clients. The

definition is:

𝑅𝐹𝑇 =

∑︀
𝑗∈𝑅𝑝

𝑡𝑓𝑗∑︀
𝑗∈𝑅𝑝

𝑡𝑝𝑗
(4.6)

where 𝑅𝑝 is the records of the player of all clients excluding the records before

startup. 𝑡𝑓𝑗 is the freeze time in record 𝑗. 𝑡𝑝𝑗 is the playback time in record 𝑗.
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Average Freeze Time per Command

The metric shows the relationship between the total freeze time and the num-

ber of interactive commands. The definition is:

𝑇𝐹𝐶𝑚𝑑 =

∑︀
𝑗∈𝑅𝑝

𝑡𝑓𝑗

𝑐𝑡
(4.7)

where 𝑅𝑝 is the records of the player of all clients excluding the records before

startup. 𝑡𝑓𝑗 is the freeze time in record 𝑗. 𝑐𝑡 is the number of interactive

commands in whole simulation.

Average Freeze Frequency per Command

This metric shows the relationship between the number of freezes and the

number of interactive commands. The definition is:

𝑁𝐹𝐶𝑚𝑑 =

∑︀
𝑖∈𝐶𝑎

𝑓𝑖

𝑐𝑡
(4.8)

where 𝐶𝑎 is the set of all clients. 𝑓𝑖 is the total number of freezes experienced

by client 𝑖 excluding the freezes before startup. 𝑐𝑡 is the number of interactive

commands in whole simulation.

PB to P2P Download Ratio

This metric compares workloads of PB and P2P loaders.

𝑅𝑃𝐵−𝑃2𝑃 =
𝑑𝑝𝑏
𝑑𝑝2𝑝

(4.9)

where 𝑑𝑝𝑏 and 𝑑𝑝2𝑝 are the number of chunks downloaded by PB loaders and

P2P loaders respectively in whole simulation.
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4.4.4 Simulation Parameter

Several studies [7, 18–22] have performed to investigate the user behaviours

of VoD systems in different aspects, each of which has different user base

and different kinds of video. One of the common findings of these studies

is that a large proportion of video session is quite short. The cumulative

distribution function of session length reported from each study fits log-normal,

exponential, or power law with different parameters. The arrival rate can

fluctuate significantly in a day and Poisson process still endorse in most of

these studies.

As a result, exponential random variables are used in the following simu-

lations to generate the client arrival pattern and session length. It is assumed

that if a client finishes the video before the end of session, this client will switch

to another video and its P2P server will not serve the clients watching the old

video.

Besides, the run number of the random seed used for each simulation is

determined by hashing the simulation start time that ensures the random

numbers are unique across the simulations.

Table 4.5 shows the common parameters used in the simulations. The

parameters overridden will be stated in the head of each of the following sub-

sections.

The total simulation time is the time that the first client finishes initializa-

tion to the time that the last client starts the shutdown procedures. The start

sequence of nodes in the simulation is network, server, and then clients. The

shutdown sequence is in the reverse order.

The study of TeliaSonera in the year of 2011 [7], a TV-on-demand service

provider with 30000 active users daily, shows that the most popular program

has around 5000 requests per week (0.008 arrivals per second). Moreover,
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Table 4.5: Simulation parameter

Parameter Value

Total Simulation Time 𝑉 𝑖𝑑𝑒𝑜 𝐿𝑒𝑛𝑔𝑡ℎ× 1.5

Client Arrival Rate per Second 0.03

Client Lifetime Mean 𝑉 𝑖𝑑𝑒𝑜 𝐿𝑒𝑛𝑔𝑡ℎ× 0.7

Video Length 160.5 𝑚𝑖𝑛𝑢𝑡𝑒𝑠

Chunk Length 45 𝑠𝑒𝑐𝑜𝑛𝑑𝑠

Segmentation Scheme Scheme proposes in [29]. Number
of chunks in segment:

𝑓(𝑠𝑖𝑑) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
2 if 𝑠𝑖𝑑 = 0

4 if 𝑠𝑖𝑑 = 1

8 if 𝑠𝑖𝑑 ≥ 2

where 𝑠𝑖𝑑 is the segment id.

Total Server Channel (Segment) 28

Client Channel Control Quota for
Download

6 (Refer to Table 4.6 for the details
of download quota assignment.)

Point-to-point Channel Delay 20 𝑚𝑖𝑙𝑙𝑖𝑠𝑒𝑐𝑜𝑛𝑑𝑠

User Control Mean Playing Time 10 𝑚𝑖𝑛𝑢𝑡𝑒𝑠

User Control Mean Interactive Dura-
tion

5 𝑚𝑖𝑛𝑢𝑡𝑒𝑠

Enabled Interactive Mode 𝐴𝑙𝑙

Player Interactive Mode Probability 1/𝑛, where 𝑛 is the total number
of activated interactive mode

Player Starting Elapsed Time 0 𝑠𝑒𝑐𝑜𝑛𝑑𝑠

P2P Server Queue Length 1

P2P Server Advertisement Mode 𝐼𝑛𝑗𝑒𝑐𝑡𝑒𝑑 𝐶ℎ𝑢𝑛𝑘𝑠

P2P Server Advertisement Timer 𝐶ℎ𝑢𝑛𝑘 𝐿𝑒𝑛𝑔𝑡ℎ+ 1 𝑠

P2P Client Maximum Number of
Stored Advertisements per Chunk

5

P2P Client Source Select Mode 𝑀𝑜𝑠𝑡 𝑆𝑡𝑎𝑏𝑙𝑒 𝑆𝑜𝑢𝑟𝑐𝑒

Client Buffer Size 36 𝑚𝑖𝑛𝑢𝑡𝑒𝑠

PB Channel Idle Time 1 𝑠𝑒𝑐𝑜𝑛𝑑𝑠

85



4.4. SIMULATION SETTING

Table 4.6: Download quota assignment in PB scenario and PB-P2P scenario

PB Client P2P Client

PB Scenario 6 0

PB-P2P Scenario 3 3

the requests in the peak hour are at least four times higher than the average

number of requests in a day i.e., 0.032 arrival rate per second. These data

gives a brief picture on the scale of the network simulated in the following

experiments when the arrival rate is configured at 0.03.

The video length is configured to 160.5 minutes which is close to the average

length of top ten movies in IMDb [101], 161.7 minutes.

The minimum download quotas required by the ABM [29] is three. There-

fore, three download quotas are assigned to the PB client component in both

PB and PB-P2P scenarios. In order to study the differences between the

conventional PB system and the proposed PB-P2P system, three additional

download quotas are assigned to PB client component in PB scenario and P2P

client component in PB-P2P scenario. Both components would not share the

download quotas. The upload quotas of P2P server component are equal to the

download quotas assigned to P2P client component. The impact on changing

the download quota(s) is examined in Section 4.5.5. Table 4.6 summaries the

assignment of the download quotas in PB and PB-P2P scenarios.

The mean playing time of the user control is 10 minutes. The mean in-

teractive duration of the user control is 5 minutes which affects the reference

value of the interactive commands.

The size of the buffer is 36 minutes which can store six biggest segments,

i.e., 45×8×6
60

= 36 𝑚𝑖𝑛𝑢𝑡𝑒𝑠. With this setting, PB Client can download six

biggest segments at the same time.

A chunk can only be played when it has been downloaded and injected
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into the buffer. If a user playbacks the video started from the beginning and

the video data can only be downloaded from the PB client component, the

maximum startup delay is

𝑑𝑠 ≈ 𝑙𝑠0 + (𝑙𝑐00 − 𝑡𝑖𝑑𝑙𝑒) (4.10)

where 𝑙𝑠0 is the length of segment 0, 𝑙𝑐00 is the length of chunk (0,0), and 𝑡𝑖𝑑𝑙𝑒

is the idle time of the PB channel.

0,0 0,1 0,0 0,1

𝑇𝑖𝑚𝑒𝑡1 𝑡2 𝑡3

45-1s 45s 45s
1s

Figure 4.21: Estimate the startup delay

For example, as illustrated in Figure 4.21, suppose a user in the PB sce-

nario playbacks the video started from the beginning using the parameters in

Table 4.5, the user would experience the maximum startup delay if the PB

client join the channel after 𝑡1. The download of chunk (0,0) can only start at

𝑡2 and finish at 𝑡3. Therefore, the startup delay is close to (45−1)+(45×2) =

134 𝑠𝑒𝑐𝑜𝑛𝑑𝑠.

Clients in PB scenario have longer buffering time at startup as shown in

Section 4.5. This would generally improve the metrics of PB scenario except

the average startup delay since the records created before the playback of the

first chunk are excluded.

4.5 Simulation Result

In this section, we first study the system when only playing mode is involved.

Then, we examine the resources demanded by different interactive commands.

Finally, different system parameters such as download quota and buffer size
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are changed to observe the impacts to the client playback experience.

4.5.1 Playing Mode Only

The user control is disabled in this section to study the situation when only

playing mode is involved.

Table 4.7: Only playing mode is enabled

PB PB-P2P

Average Startup Delay (𝑆𝑒𝑐𝑜𝑛𝑑𝑠) 88.96 29.02

Freeze Time Ratio 0 0.00

Average Freeze Frequency per Client 0 0.16

PB to P2P Download Ratio NA 0.38

Table 4.7 shows the simulation results of the PB and PB-P2P. As no in-

teractive command is involved, the metrics, average freeze time per command

and average freeze frequency per command, are not applicable in this section.

As shown in Table 4.7, PB and PB-P2P both (almost) guarantee the

smooth playback if no interactive command is involved as zero freeze time

ratio is reported.

It is seen that the PB-P2P can further reduce the startup delay from 88.96

to 29.02 seconds. However, it also shortens the buffering time at startup that

some clients may experience a little freeze when the first chunk is finished.

According to the PB-P2P simulation data, around 86.45% of freezes occur

at the startup, 13.35% of freezes occur at the second chunk, and 0.21% of

freezes occur at the third chunk.

The average and maximum freeze time occurred at second and third chunk

is 6.29 and 22.78 seconds respectively. These freezes can be solved by adding

a small delay on the player at startup or postponing the playback until the

second chunk is injected.
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Besides, PB to P2P download ratio is equal to 0.38 in PB-P2P that means

the P2P client acquires most of the chunks under the current set of parameters.

4.5.2 Interactive Mode - ALL

This section studies the impact of various interactive commands on system

performance by changing the mean interactive duration. This change affects

the reference value in each interactive command that might put more loading

on PB client and P2P client.

Figure 4.22a shows the average startup delay of PB is longer than the one in

PB-P2P and remains steady across the simulations which agree to the results

shown in Section 4.5.1.

Figure 4.22b shows the increase in the duration deteriorates the perfor-

mance of both scenarios. However, the PB-P2P suffers less than the PB. For

example, when the duration reaches 35 minutes, the average freeze time per

command is around 5 seconds in the PB-P2P compared with the 19 seconds

in the PB. This result reveals the P2P can greatly enhance the playback ex-

perience of various interactive commands.

Figure 4.22c shows the difference in freezes frequency between the PB and

PB-P2P is minimal.

Figure 4.22d shows clients acquire more chunks from the PB channels when

the duration increases. It demonstrates the importance of the PB server that

provides an efficient and stable source of chunks.

4.5.3 Interactive Mode - Jumps / Fasts / Slows

In the following, three groups of interactive modes are further examined which

are 1) jump forward / backward, 2) fast forward / backward, 3) slow forward /

backward.
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Figure 4.22: Change the mean interactive duration and enable all interactive
modes
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Figure 4.22: Change the mean interactive duration and enable all interactive
modes

91



4.5. SIMULATION RESULT

Each of these groups represents a unique characteristic of the interactive

modes. The jumps represent the modes that change the play point without

playback intermediate chunk(s). The fasts (slows) represent the modes that

playback chunk in speed higher (lower) than the playing mode.

In each simulation, only one group of modes is activated. The user control

can only select modes specified in the group with equal probability.

Figure 4.23a shows average startup delay remains steady across the simula-

tions except for the cases of PB Jump in which larger fluctuations and higher

delay are observed. This is because clients in PB usually has longer startup

delay that more clients jump to a bigger segment before the player consumes

any chunk data. The bigger the segment is, the longer the upload cycle, and

hence, the longer the startup delay. A similar pattern is also observed in the

PB-P2P. The PB-P2P Jump has slightly longer startup delay than the PB-

P2P Fast and Slow. However, the increase is smaller than the one observed

PB Jump.

According to the simulation data, when the mean interactive duration is

35 minutes, the percentage of the clients who issue the Jump command at the

beginning of the video is 11.25% in the PB and 2.36% in the PB-P2P. The

average jumping distance is 1926.89 seconds (32.11 minutes) in the PB and

2083.64 seconds (34.73 minutes) in the PB-P2P.

These simulation results show

1. the use of the P2P can reduce the startup delay which is a good comple-

ment of the PB, and

2. the traditional segmentation schemes that reduce the startup delay by

minimizing the upload time of the first segment may not work well in

VoD system supporting the interactive commands since clients might not

play the chunks in sequential order from the beginning to the end.
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Figure 4.23: Change the mean interactive duration and enable jump / fast /
slow
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Figure 4.23: Change the mean interactive duration and enable jump / fast /
slow
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Figure 4.23b and Figure 4.23c show increase in the duration of jumps and

fasts deteriorates the system performance. Clients of the PB-P2P usually have

better playback experience which agrees with the results shown in Section 4.5.2.

On the other hand, increase in the duration of the slows would not (almost)

affect the playback in both PB and PB-P2P. Clients in the PB-P2P Slow may

experience a little freeze due to low buffering time at startup which is similar

to Section 4.5.1. For example, in the case of the PB-P2P Slow with 35 minutes

Mean Interactive Duration, 87.21% of freezes happen at startup, and 12.79%

of freezes happen at the second chunk. The average and maximum freeze time

occurred at the second chunk are 7.91 and 22.54 seconds respectively.

The simulation result shows the resources demanded by each kind of inter-

active commands are arranged in the following ascending order: slows, fasts,

jumps.

Figure 4.23d further reveals the importance of an efficient and stable source

of chunks, i.e., the PB Server. For example, the ratio reaches to 0.84 when the

duration is 35 minutes in the PB-P2P Jump case.

4.5.4 Interactive Mode - Fasts Speed

This section further examines the impact of the fasts on the system perfor-

mance by changing the fasts relative speed to ±8, ±16, and ±32.

In each simulation, the user control selects either fast forward or fast back-

ward with equal probability.

Figure 4.24b and Figure 4.24c show increase in the fasts relative speed

deteriorates the performance of both scenarios that could be worse than the

jumps as shown in Figure 4.23b and Figure 4.23c in Section 4.5.3.

Overall, the PB-P2P has less playback delay but more freezes. It is because

each client has only six download quotas. The download rate is far lower
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Figure 4.24: Change the speed of fast forward / backward
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Figure 4.24: Change the speed of fast forward / backward

97



4.5. SIMULATION RESULT

than the fasts playback rate. Freezes happen when the buffered chunks are

exhausted.

This result shows the resource demanded by each kind of the interactive

commands should be changed to the following ascending orders: slows, low-

speed fasts, jumps, high-speed fasts. This order shall be an important reference

for enabling the interactive commands selectively when the resource is limited.

Besides, the average startup delay remains steady across the simulations as

shown in Figure 4.24a. The PB to P2P download ratio rises with the increase

in the duration and the fasts relative speed which agrees with the results in

Section 4.5.2 and Section 4.5.3 as shown in Figure 4.24d.

4.5.5 Download Quota and Buffer Size

This section examines the system performance by changing the download quota

and buffer size. At first, three download quotas are assigned to the PB client

component in both PB and PB-P2P scenarios. Then, we increase the download

quota of PB client component in the PB scenario and P2P client component

in the PB-P2P scenario. The upload quota assigned to the P2P server com-

ponent is equal to the download quota assigned to the P2P client component.

Table 4.8 summarises the assignment where ADQ stands for Additional Down-

load Quota.

Table 4.8: Additional Download Quota (ADQ) assignment

Scenario PB Client DL Quota P2P Client DL Quota

PB 3 + 𝐴𝐷𝑄 0

PB-P2P 3 𝐴𝐷𝑄

Clients with three different buffer sizes are tested, named minimum buffer

(MIN-B), 14 Buffer (14-B), and Full Buffer (F-B). The size of the buffer com-

ponent is equal to (3 +𝐴𝐷𝑄)× 6 minutes in MIN-B, 14× 6 minutes in 14-B,
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and 160.5 minutes in F-B, where 6 minutes is the length of the biggest segment

and 160.5 minutes is the length of the video.

The user control only enables the high-speed fasts which gives the biggest

impact to the system among other interactive commands as shown in Sec-

tion 4.5.4. The user control selects either fast forward or fast backward equally.

The relative speed of the fasts is configured to ±16. The mean interactive du-

ration is 35 minutes.

Figure 4.25a shows the startup delay remains steady in the PB and de-

creases rapidly in the PB-P2P when the download quota is increased.

Figure 4.25b and Figure 4.25c show

1) increase in buffer size can significantly improve the performance when

the download quotas are limited, and

2) when the ADQ is increased, the P2P client component could bring

greater improvement than the PB client component that is the key to

provide smooth playback experience when interactive command is in-

volved.

Figure 4.25d shows the download ratio declines with the increase in down-

load quota(s). Biggest decline is observed when the download quota is risen

from one to two. This decline suggests the P2P client component works better

when the download speed is faster than a PB channel under current scheduling

algorithms.

In conclusion, increase in buffer size and download quota improves the

playback experience. The presence of the P2P is critical to improve the startup

delay and the execution of the interactive commands. However, the use of the

P2P also increases the traffic on the local network. As a result, to be network

friendly, we may activate the P2P client component only in the situations such

as 1) fetching the chunks at startup, or 2) executing the interactive commands,
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Figure 4.25: Change the download quota and buffer size
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Figure 4.25: Change the download quota and buffer size
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or 3) the proportion of first-class chunks in the buffer drops below the certain

limit.

4.5.6 Chunk Length

This section examines the system performance by changing the chunk length.

Three kinds of chunk length are selected which are 15, 18, and 30 seconds. The

length of the video and segments remain unchanged.

Only the high-speed fasts are enabled in the user control that gives the

biggest impact to the system among other interactive commands as shown in

Section 4.5.4. The user control selects either the fast forward or fast backward

equally, and the relative speed is configured to ±16.

Figure 4.26a shows shorter chunk length gives smaller startup delay that

benefits PB most as explained in (4.10).

Figure 4.26b shows the decrease in chunk length reduces the freeze time

of PB-P2P slightly. No improvement is observed in PB. Figure 4.26d shows

shorter chunk length gives slightly lower download ratio. This means P2P

clients can acquire more important chunks, and therefore, reduces the freeze

time.

Figure 4.26c shows the freeze frequency rises with the decrease in chunk

length in both PB and PB-P2P. It is because the download rate is far lower

than the playback rate of the fasts and the segments are divided into more

chunks that cause more freezes when the buffered chunks are exhausted.

Overall, the decrease in the chunk length improves the system performance

slightly. However, this might also increase the overheads that vary between

the actual implementations and might not be fully shown in the simulations

of this section. These overheads include 1) the metadata attached in each

chunk, 2) the size and frequency of the chunk advertisements, and 3) the
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Figure 4.26: Change the chunk length
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Figure 4.26: Change the chunk length
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frequency that P2P clients query and download the chunk from P2P servers.

As a reference, PPLive [19], a commercial P2P VoD system, reported that the

average overhead is about 10% in the production environment.

4.5.7 Corrupted Chunk in Playing Mode

This section examines the impact of the chunk corruption that the chunk

received is different from the one transmitted. Chunk corruption happens

when chunks are transmitted at best-effort such as IP multicast [45].

In the following simulations, a percentage of chunks received by the PB

client and the P2P client are now filtered (corrupted) which is determined by

a uniform random number. The filtered chunks would not be injected into the

buffer.

To show the difference between the PB and the PB-P2P system, three cases

are designed, named PB CH, PB-P2P CH, PB-P2P CH-Peer. The PB client

filter is enabled in all cases while the P2P client filter is only enabled in the

PB-P2P CH-Peer. The user control is disabled that the player always runs in

the playing mode.

Figure 4.27 shows the increase in chunk corruption rate deteriorates the

startup and playback performance of both PB and PB-P2P. However, the

PB-P2P cases suffer much less. It is reasonable that if a received chunk is

corrupted, the PB client can only download the same chunk in next upload

cycle while the P2P client can immediately query the next P2P server if existed.

Therefore, the P2P client can recover the corrupted chunk in the shorter period.

This simulation result shows the use of the P2P is a good complement of the

PB even if only playing is involved.
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Figure 4.27: Change the chunk corruption rate
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4.5.8 Network Loading

To reveal the potential of the proposed system further, this section examines

three different scenarios against various client arrival rates and mean interac-

tive durations. These scenarios are the original PB and PB-P2P scenarios,

and a new P2P scenario.

In the P2P scenario, all six download quotas are assigned to the P2P client

component that downloads a single chunk at a time. The PB server is replaced

by five standalone P2P servers. These P2P servers are ready before the arrival

of the first client, and shutdown after the departure of the last client.

The standalone P2P server is similar to the P2P server component in-

stalled on clients except for the chunk advertisement. The standalone P2P

server sends out a special chunk advertisement periodically. The P2P Client

components receive, process, and store these advertisements that would only

be used when a chunk is not found in the peers. In other words, a P2P client

component would query these standalone P2P servers one by one if any chunk

cannot be downloaded from the peers.

A new performance metric, named total injected data packet, is introduced

in this section. This metric shows the total number of the data packets that

are injected into the network by the clients and the servers. This metric loosely

reflects the loading of the network.

In the following simulations, only the Fast Forward and Fast Backward

are enabled, and the relative speed is set to ±16. The total upload quotas

assigned to the five standalone P2P servers in the P2P scenario is 6× 5 = 30

and is slightly more than the 28 quotas assigned to the PB server in the PB

and PB-P2P scenarios.

Figure 4.28a shows the startup delay of each scenario remains steady and

follows the following ascending orders: P2P (≈ 8.88𝑠), PB-P2P (≈ 25.48𝑠),
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Figure 4.28: Examine the PB, PB-P2P, and P2P scenarios in various client
arrival rates
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Figure 4.28: Examine the PB, PB-P2P, and P2P scenarios in various client
arrival rates
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and PB (≈ 89.17𝑠).

Figure 4.28b and Figure 4.28c show the PB-P2P has the smallest freeze time

when the mean interactive duration is 35 minutes. However, the difference is

narrowing when the duration decreases which the P2P could outperform the

PB-P2P.

Figure 4.28g shows an enormous number of data packets have been injected

into the network by the nodes in the P2P scenario, and the number rises with

the increase of the arrival rate and the duration. The nodes in the PB scenario

have injected the smallest number of data packets which remains constant

across the simulations. The number of data packets injected by the nodes in

the PB-P2P scenario is in the between of the P2P and the PB.

Overall, the simulation results show the PB gives the lowest network load-

ing but has the least resistance to the increase in the mean interactive duration.

The P2P could deliver the best performance in certain situations but also in-

crease the network loading significantly. The PB-P2P, inheriting the strengths

from the PB and the P2P, has the high resistance to the increase in the dura-

tion and injects much fewer data packets than the P2P to the network. These

characteristics makes the PB-P2P be a good candidate on building a robust

and cost-effective large-scale VoD system. Besides, the simulation result also

reveals the potential of the PB-P2P when the download quota assigned to the

PB and P2P client component could be adjusted freely.

Comparison with Other Closely Related VoD Systems

There are some studies on the hybrid of the multicast and P2P VoD systems.

However, to the best of our knowledge, we are the first who propose the hybrid

of the PB and P2P mesh pull VoD system and study the performance of the

interactive commands in detail. The following describes some works closely

related to this area.
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Gopalakrishnan et al. [96] proposed a VoD system named Cooperative Peer

Assists and Multicast (CPM). This system aims to reduce the server side

loading by using the combination of pre-fetching (prepopulation), multicast,

unicast, and P2P techniques. When a client receives the user request, the client

acquires the chunks by following methods in order: 1) client’s buffer which

stores the beginning portion of the video, 2) existing multicast transmission

scheduled on the server, 3) unicast transmission by the neighbouring peer, and

4) new multicast transmission scheduled on the server.

The CPM study shows the combination of the multicast and P2P can

reduce the server side loading compared with other systems adopted the uni-

cast, batching, or server assisted P2P. The multicast and P2P could be a good

complement to each other. Another related study can be found in [102] that

developed a mathematical model to compute the optimal starting points of

the multicast sessions. Both studies have not investigated the support and

impact of the interactive commands that could be a challenging problem when

a significant portion of requests have relatively short playback duration, and

the video browsing behaviour [20] is involved as described in Section 2.7.

Febiansyah et al. [95] proposed a hybrid of the PB and P2P systems named

PeerPB that aims to support the clients with limited resources such as compu-

tational power or bandwidth. The system groups the clients who arrive closely

to build the multicast trees. The clients with sufficient resources are placed

at the higher level of the tree to serve the clients with limited resources, i.e.,

encode the received video data in lower bit rate and send to the child node(s).

This approach could reduce the resource requirements of the PB VoD system,

and might be adopted into our proposed system.

Fei et al. [29] proposed a technique, named Active Buffer Management,

to support the discontinuous interactive commands. The idea behind ABM

is to keep the play point in the middle of the buffered video data by joining
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the PB channels selectively. The ABM improves the latency on executing the

interactive commands. However, the performance deteriorates quickly when

the interactive duration is increased. As a result, several enhancements [90–92]

have been proposed which demands extra server resources.
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Figure 4.28: Examine the PB, PB-P2P, and P2P scenarios in various client
arrival rates
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4.6 Conclusion

This chapter proposes a PB-P2P VoD system which is a hybrid of PB and

P2P mesh pull. In the system, server uploads the video data to channels

periodically while clients switch among these channels and query peers in the

same network concurrently to download the video data based on the proposed

scheduling algorithms.

To study the behaviours of the proposed system, the system is implemented

in ns-3 and various computer simulations are conducted. The simulation re-

sults show PB and P2P are a good complement to each other for a robust and

cost-effective VoD system. For example,

• PB guarantees the maximum of startup delay, ensures smooth playing if

no interactive command is involved, and provides an efficient and stable

source of video data. These are difficult to achieve by using P2P alone.

• P2P is critical to shorten the startup delay, improve the execution of the

interactive commands, and recover the corrupted chunk. These comple-

ments the weaknesses of the PB.

Moreover, the simulation results also show

• the proposed system gives flexibility on resource allocation. Users can

allocate extra resources such as bandwidth and buffer to improve the

playback experience further. On the other hand, users can disable the

P2P completely when resources are limited.

• resources required by each kind of interactive commands are different

and listed in the following ascending orders:

1) slow forward / backward,

2) fast forward / backward in low speed,
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3) jump forward / backward, and

4) fast forward / backward in high speed

• the P2P performance can be improved further by dividing the video into

smaller chunks.

Studies are carried out to explore the potential of the PB-P2P VoD System

which includes the buffering algorithm for startup phase, segmentation scheme

for PB-P2P VoD System, improvement of PB to P2P download ratio, and

support on clients with limited resource such as bandwidth.
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Chapter 5

Deploying Multicast in

Peer-to-peer Network

The Hybrid of Periodic Broadcasting and Peer-to-Peer (PB-P2P) technique

could be a robust and cost-effective solution for large-scale Video-on-Demand

(VoD) system as shown in Chapter 4. However, in practice, some users are

not able to run the Peer-to-Peer (P2P) servers due to various reasons such

as firewall blockage or limited upload bandwidth. Moreover, the presence of

free riders, who are reluctant to share their resources, make the situation even

worse. Furthermore, the P2P servers use unicast to upload the chunks that

can only serve one client in each upload. As a result, the availability of the

free P2P servers can be greatly reduced that P2P clients may face a keen

competition to secure an upload from neighbouring P2P servers.

In order to tackle this problem, the potentials of using the multicast in the

P2P network are studied in this chapter. Patches are applied to the original

P2P client described in Section 4.3.7 and original P2P server described in

Section 4.3.9 to support the multicast function that allows P2P server to satisfy

multiple clients in each upload.

For ease of illustration, the new kinds of P2P client and server are named
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Peer-to-Peer over Multicast (P2P-M) client and P2P-M server while the origi-

nal P2P client and server are named Peer-to-Peer over Unicast (P2P-U) client

and P2P-U server in this chapter. Moreover, the term P2P server refers both

P2P-U server and P2P-M server and the term P2P client refers both P2P-U

client and P2P-M client in this chapter.

In the proposed P2P-M system, a P2P-M client queries the P2P-M servers

as usual following the description in Section 4.3.7. The difference is when the

query is accepted, the client joins the multicast group specified in the accept

message and listens for the chunk data instead of building the direct connection

to the server. P2P-M server accepts and satisfies requests from different clients

for the same chunk by single upload stream. Unlike the Periodic Broadcasting

(PB) server, the P2P-M server can terminate the upload at any time if the

uploading chunk is replaced by another chunk in higher priority.

To study the performance of P2P-M, computer model and simulations have

been built and conducted in ns-3 [82,85]. The rest of the chapter is organized

as follow: Section 5.1 describes the P2P-M server and client in detail. Sec-

tion 5.2 discusses the simulation environment, topology, metrics, and parame-

ters. Section 5.3 shows the simulation result. Section 5.4 is the conclusion of

this chapter.

5.1 P2P-M Server and Client

This section describes the patches to the P2P-U client and server in Sec-

tion 4.3.7 and Section 4.3.9 in detail.

5.1.1 P2P-M Client

Join the multicast group specified in the accept message and listen to the chunk

data are the major changes to the P2P-U client described in Section 4.3.7.
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Client X Network Client Y

𝑄𝑢𝑒𝑟𝑦(3, 0)
𝑅𝑒𝑗𝑒𝑐𝑡(3, 0)

𝑄𝑢𝑒𝑟𝑦(3, 1)
𝐴𝑐𝑐𝑒𝑝𝑡(3, 1)

𝐽𝑜𝑖𝑛
(3, 1)𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑒

(3, 1)𝐹𝑃

(3, 1)𝐿𝑃

𝐿𝑒𝑎𝑣𝑒

Figure 5.1: P2P-M message diagram

Figure 5.1 illustrates a typical P2P-M client operation. Suppose X needs

chunks (3,0) and (3,1) that are only available in Y based on the received

advertisements. Y is now uploading chunk (3,0) and the server queue length

of Y is one that has already allocated to chunks (3,1).

X first creates a P2P-M loader to query Y for the chunk (3,0). Y rejects

the query as the chunk (3,0) is not found in the server queue and the server

queue is full. X then deletes the loader and creates a new one to query Y for

the chunk (3,1). Since chunk (3,1) is found in the server queue of Y, Y returns

the accept message that contains the information of the multicast group used

by Y.

When X receives and processes the accept message, X joins the specified

multicast group and listens to the chunk (3,1) data. The download ends when

X receives the Last Piece (LP) of the chunk (3,1), deletes the loader, and sends

the leave message to the network. Currently, P2P-M client discards all chunks

except the requesting chunk that are transmitted by the specified multicast

group.

Similar to the P2P-U client, the transmission can be terminated at any

time by sending a message to another side. Moreover, if the P2P-M client
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has already joined the related multicast group, the client also sends a leave

message to the network.

5.1.2 P2P-M Server

Creating tasks and serving queries from different clients for the same chunk by

a single upload stream are the major changes to the P2P-U server described

in Section 4.3.9.

Queueing
Going to Send
First Piece (FP)

Going to Send
Last Piece (LP)

Deleted

Activate Upload FP

Upload LP

Delete
Delete

Figure 5.2: P2P-M server task state diagram

Figure 5.2 shows all the possible states of a P2P-M server task. A newly

created task has state Queuing. When the task is activated, the state changes

from Queuing to Going to Send First Piece. When the First Piece (FP) of

the chunk is uploaded, the state changes from Going to Send First Piece to

Going to Send Last Piece. Finally, the state changes from Going to Send Last

Piece to Deleted when the LP of the chunk is uploaded. Moreover, since the

P2P-M server and client can delete the task or cancel the query at any time, all

the other states are also linked to Deleted. For example, P2P-M server would

delete a task if the chunk requested by P2P-M clients is replaced by another

chunk in higher priority or all P2P-M clients inside the task cancel the request.

A Deleted task will be removed from the server queue immediately.
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When a P2P-M server receives a query from a P2P-M client, the server first

searches the task(s) in Queuing state. If a match is found, the server accepts

the query. Otherwise, the server tries to create a new task and append the

task to the server queue. If it is done, the server accepts the query. Otherwise,

the server rejects the query. In other words, the queries requesting the chunk

found in the server queue are grouped and served by signal task, which is kind

of batching technique [30].

A dedicated multicast group is assigned to each P2P-M server. P2P-M

server activates one task and uploads the requesting chunk to the multicast

group at a time based on the first-come-first-serve policy until the server queue

is empty. The time that a task stays in Queueing state is determined by the

total serving time of the preceding tasks. If the P2P-M server queue is empty,

any newly created task is activated immediately in the current design.

The patch of P2P-M server introduces a new parameter, named P2P-M

server multicast idle time. This parameter specifies the total time for a task

must stay in the Going to Send First Piece state after the activation. It is

the buffering time for P2P-M clients to join the related multicast group and is

similar to PB channel idle time described in Section 4.2.4.

5.2 Simulation Setting

Same simulation environments, network topology, and performance metrics

described in Section 4.4.1, Section 4.4.2, and Section 4.4.3 are used. The

following sections describe the definition of the additional performance metrics.

5.2.1 Additional Performance Metric

To show the differences between the P2P-U and P2P-M. Two additional met-

rics are introduced, named P2P query acceptance ratio and average P2P group
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size.

P2P Query Acceptance Ratio

This metric reflects the cost on securing an accept from the P2P servers. The

definition is:

𝑅𝑎𝑐𝑐 =
𝑛𝑎𝑐𝑐

𝑛𝑟𝑒𝑗 + 𝑛𝑎𝑐𝑐

(5.1)

where 𝑛𝑟𝑒𝑗 and 𝑛𝑎𝑐𝑐 are the number of rejected and accepted queries in whole

simulation.

Average P2P-M Group Size

This metric shows the average number of P2P-M clients served in each task

that includes the clients who leave in the middle of the transmission. The

definition is:

𝑁𝐺𝑆𝑖𝑧𝑒 =

∑︀
𝑘∈𝑅𝑃2𝑃−𝑀

𝑛𝑘

𝑛𝑅

(5.2)

where 𝑅𝑃2𝑃−𝑀 is the set of all P2P-M transmissions records. 𝑛𝑘 is the total

number of clients served in the 𝑘th P2P-M transmission. 𝑛𝑅 is the total number

of P2P-M transmission, i.e., the size of 𝑅𝑃2𝑃−𝑀 .

5.2.2 Simulation Parameter

Parameters in Section 4.4.4 are almost adopted in the following simulations

except those related to the segmentation scheme.

The video is evenly divided into 37 segments with length 264 seconds (4.4

minutes). Each segment is evenly divided into six chunks with length 44 sec-

onds. PB Server allocates 37 channels and uploads each segment in a dedicated

channel continuously and periodically.

One channel quota is assigned to PB Client in order to maintain the smooth
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Table 5.1: Simulation parameter

Parameter Value

Total Simulation Time 𝑉 𝑖𝑑𝑒𝑜 𝐿𝑒𝑛𝑔𝑡ℎ× 1.5

Client Arrival Rate per Second 0.03

Client Lifetime Mean 𝑉 𝑖𝑑𝑒𝑜 𝐿𝑒𝑛𝑔𝑡ℎ× 0.7

Video Length 162.8 𝑚𝑖𝑛𝑢𝑡𝑒𝑠

Chunk Length 44 𝑠𝑒𝑐𝑜𝑛𝑑𝑠

Segment Length 264 𝑠𝑒𝑐𝑜𝑛𝑑𝑠

Total Server Channel (Segment) 37

Client Channel Control Quota for
Download

PB Client: 1, P2P Client: 2

Point-to-point Channel Delay 20 𝑚𝑖𝑙𝑙𝑖𝑠𝑒𝑐𝑜𝑛𝑑𝑠

User Control Mean Playing Time 10 𝑚𝑖𝑛𝑢𝑡𝑒𝑠

User Control Mean Interactive Dura-
tion

5 𝑚𝑖𝑛𝑢𝑡𝑒𝑠

Enabled Interactive Mode 𝐴𝑙𝑙

Player Interactive Mode Probability 1/𝑛, where 𝑛 is the total number
of activated interactive mode

Player Starting Elapsed Time 0 𝑠𝑒𝑐𝑜𝑛𝑑𝑠

P2P Server Queue Length 1

P2P Server Advertisement Mode 𝐼𝑛𝑗𝑒𝑐𝑡𝑒𝑑 𝐶ℎ𝑢𝑛𝑘𝑠

P2P Server Advertisement Timer 𝐶ℎ𝑢𝑛𝑘 𝐿𝑒𝑛𝑔𝑡ℎ+ 1 𝑠

P2P Client Maximum Number of
Stored Advertisements per Chunk

5

P2P Client Source Select Mode 𝑀𝑜𝑠𝑡 𝑆𝑡𝑎𝑏𝑙𝑒 𝑆𝑜𝑢𝑟𝑐𝑒

P2P Server Installation Rate 100%

Client Buffer Size 13.2 𝑚𝑖𝑛𝑢𝑡𝑒𝑠

PB Channel Idle Time 1 𝑠𝑒𝑐𝑜𝑛𝑑𝑠

P2P-M Server Multicast Idle Time 1 𝑠𝑒𝑐𝑜𝑛𝑑𝑠
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playback if no interactive command is involved. Two channel quotas are as-

signed to P2P Client because the simulation result in Figure 4.25d of Sec-

tion 4.5.5 shows that P2P Client works better when the download speed is

faster than a PB channel under current scheduling algorithms. The buffer size

is 13.2 minutes which can store three segments (18 chunks) at the same time.

P2P server installation rate and P2P-M server multicast idle time are two

new parameters introduced in this chapter. P2P server installation rate con-

trols the availability of the P2P Server. For example, 30% installation rate

means only 30% of incoming clients, which is determined by a uniform ran-

dom number, will install and activate the P2P server.

P2P-M server multicast idle time is set to one second which is as same

as PB channel idle time and is only applicable to the P2P-M servers. For

example, as shown in Table 5.1, the chunk length is 44 seconds, each P2P

server has 2 channel quotas, and P2P-M server multicast idle time is 1 second.

According to (4.3), a P2P-U server takes 𝑇2 = 𝑙−𝑡
𝑛

= 44−1
2

= 21.5 𝑠𝑒𝑐𝑜𝑛𝑑𝑠 to

upload a chunk since the P2P-M server multicast idle time is not applicable.

On the other hand, a P2P-M server takes 1 + 𝑇2 = 1 + 21.5 = 22.5 𝑠𝑒𝑐𝑜𝑛𝑑𝑠

to upload a chunk. 1 second is spent on the Going to Send First Piece state.

The other 21.5 seconds are used to upload the chunk.

5.3 Simulation Result

In this section, we examine the performance of P2P-U and P2P-M under two

different situations. Firstly, we disable the user control component that only

playing mode is involved. Secondly, we enable the user control component and

activate high-speed fasts.
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5.3.1 P2P Server Installation Rates – Playing

The user control is disabled in this section in order to study the differences

between the P2P-U and P2P-M against various P2P server installation rates

under playing mode.

The metrics average freeze time per command and average freeze frequency

per command are not applicable in this section as no interactive command is

involved.

Figure 5.3a shows that P2P-M has lower startup delay than P2P-U when

the installation rate is 60% or below. The difference is narrowing and becomes

minor when the installation rate reaches 70% or above.

Figure 5.3b and Figure 5.3c illustrate the causes. Figure 5.3c shows P2P-M

has much lower download ratio than P2P-U when the installation rate is 40%

or below. This difference shows P2P-M clients can acquire much more chunks

from neighbouring peers than P2P-U clients, and therefore, lower startup delay

is resulted.

Figure 5.3b shows that P2P-U has lower query acceptance ratio than P2P-

M in all simulations. P2P-U clients are facing keener competition on securing

an upload from the neighbouring peers than the P2P-M clients. As described

in Section 4.3.7, a P2P Client queries the P2P servers found in the stored

advertisements one by one following the download order. The number of stored

P2P advertisements for each chunk is limited. When a query is sent, the

related advertisement is erased to protect the P2P servers from waves of query.

Therefore, if the query acceptance ratio is low, P2P clients generally cannot

download the most urgent chunk from neighbouring peers that deteriorates

the startup delay. As the result, P2P-M still has lower startup delay when the

installation rate reaches 50% and 60% even if the difference in download ratio

becomes negligible.
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Figure 5.3: Changing the installation rate of the P2P server component
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Figure 5.3: Changing the installation rate of the P2P server component
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Figure 5.3d shows the average number of P2P-M clients served in each P2P-

M transmission. The decrease in the number of served client further explains

why the performance difference between P2P-M and P2P-U is narrowing.

Figure 5.3e and Figure 5.3f show that the differences in freeze time and fre-

quency are minimal once the playback is started. Both P2P-M and P2P-U offer

a quality playback experience. The unit of y-axis of Figure 5.3e is 10−3. Sup-

pose a client lifetime is 𝑉 𝑖𝑑𝑒𝑜 𝐿𝑒𝑛𝑔𝑡ℎ×0.7 = 162.8×60×0.7 = 6837.6 𝑠𝑒𝑐𝑜𝑛𝑑𝑠.

When freeze time ratio is equal to 1×10−3, it actually represents a freeze time

of 1× 10−3 × 6837.6 = 6.8376 𝑠𝑒𝑐𝑜𝑛𝑑𝑠.

Table 5.2: Three different scenarios found in the P2P-U simulations classified
by P2P Query Acceptance (ACC) Ratio and PB to P2P Download (DL) Ratio

P2P Query ACC Ratio PB to P2P DL Ratio P2P-U Server INST Rate

1 Low High 10%− 40%

2 Low Low 50%− 60%

3 High Low 70%− 100%

In general, three different scenarios can be observed across the simulations.

Let’s take the P2P-U as an example which is summarized in Table 5.2. In

scenario one, P2P client component experiences a keen competition on se-

curing an upload from neighbouring peers and a large portion of chunks are

downloaded from the PB channels. In scenario two, P2P client component

still experience a keen competition but the component can keep downloading

the chunks from neighbouring peers. In scenario three, P2P client compo-

nent experiences low competition and the component can keep downloading

the chunks in lower download order from neighbouring peers. The simulation

result shows that the P2P-M achieves better performance in scenarios one and

two under current scheduling algorithm.

128



CHAPTER 5. DEPLOYING MULTICAST IN PEER-TO-PEER
NETWORK

5.3.2 P2P Client Maximum Number of Stored Adver-

tisements per Chunk – Playing

The maximum number of stored advertisements per chunk is set to five to

reduce the memory consumption. However, this might deteriorate the perfor-

mance of the P2P client when P2P query acceptance ratio is low. Therefore,

in this section, we increase the limit of stored advertisements that allows P2P

client to query more P2P servers one by one. This change aims to ensure the

performance difference between P2P-U and P2P-M shown in Section 5.3.1 is

caused by the shortage of P2P server mainly but not the number of the stored

advertisements.

In the following simulations, the user control is disabled. Three different

scenarios are tested where P2P server installation rate is set to 25%, 55%,

and 85% respectively. In all scenarios, the maximum number of the stored

advertisements per chunk is increased from 5 to 35.

Figure 5.4a shows the startup delay remains steady across the simulations.

P2P-M has lower startup delay than P2P-U, and the difference is narrowing

when the installation rate is increased from 25% to 85%.

Figure 5.4b shows the query acceptance ratio remains steady. Moreover,

P2P-M has significantly higher query acceptance ratio than P2P-U.

Figure 5.4c shows the download ratio remains steady across the simulations.

For example, when the installation rate is 25%, P2P-U clients still rely on the

PB channels to acquire most of the chunks.

Figure 5.4d shows no significant change is observed when the number of

stored advertisements is increased from 5 to 35.

Figure 5.4e and Figure 5.4f show the differences in freeze time and frequency

are minimal once the playback is started which agrees with the simulations

results shown in Section 5.3.1.
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Figure 5.4: Change the maximum number of stored advertisements per chunk
in P2P client

130



CHAPTER 5. DEPLOYING MULTICAST IN PEER-TO-PEER
NETWORK

5 10 15 20 25 30 35

1.2

1.4

1.6

1.8

2

2.2

Maximum Number of Stored Advertisements per Chunk in P2P Client

A
ve
ra
ge

P2
P-
M

G
ro
up

Si
ze

P2P-M-25IR P2P-M-55IR P2P-M-85IR

(d)

5 10 15 20 25 30 35

0

0.5

1

1.5

2

·10−3

Maximum Number of Stored Advertisements per Chunk in P2P Client

Fr
ee
ze

T
im

e
R
at
io

P2P-U-25IR P2P-U-55IR P2P-U-85IR
P2P-M-25IR P2P-M-55IR P2P-M-85IR

(e)

5 10 15 20 25 30 35
0

0.2

0.4

0.6

0.8

Maximum Number of Stored Advertisements per Chunk in P2P Client

A
ve
ra
ge

Fr
ee
ze

Fr
eq
ue
nc
y
pe

r
C
lie
nt

P2P-U-25IR P2P-U-55IR P2P-U-85IR
P2P-M-25IR P2P-M-55IR P2P-M-85IR

(f)

Figure 5.4: Change the maximum number of stored advertisements per chunk
in P2P client
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In conclusion, the simulation results show the performance difference be-

tween P2P-U and P2P-M shown in Section 5.3.1 is not dominated by the

default number of the stored advertisements.

5.3.3 P2P Server Advertisement Timer Reset Value –

Playing

This section investigates the impact on changing the reset value of P2P server

advertisement timer. Similar to Section 5.3.2, this section aims to ensure the

performance difference between P2P-U and P2P-M shown in Section 5.3.1 is

caused by the shortage of free P2P server mainly.

As described in Section 4.3.9, each P2P server sends the latest adver-

tisement when either a new download order is received or the P2P server

advertisement timer reaches zero. Thus, the timer reset value is the maxi-

mum time between two consecutive advertisements transmitted by the same

P2P server. For example, as shown in Table 5.1, the timer reset value is

𝐶ℎ𝑢𝑛𝑘 𝐿𝑒𝑛𝑔𝑡ℎ + 1 = 45𝑠 which guarantees the P2P servers would send out

an advertisement every 45 seconds. In other words, decrease in the timer reset

value allows a P2P client to query the same P2P server for the same chunk

again in shorter periods of time.

In the following simulations, the user control is disabled. Three different

scenarios are tested where P2P server installation rate is set to 25%, 55%, and

85% respectively, and the timer reset value is increased from 5 to 55 seconds.

Figure 5.5a shows decrease in the timer reset value improves the startup

delay slightly. However, P2P-M still has the lower startup delay than P2P-U,

and the difference is narrowing when the installation rate is increased from

25% to 85%.

Figure 5.5b shows the query acceptance ratio remains steady, and P2P-M
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Figure 5.5: Change the advertisement timer reset value in P2P server
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Figure 5.5: Change the advertisement timer reset value in P2P server

134



CHAPTER 5. DEPLOYING MULTICAST IN PEER-TO-PEER
NETWORK

has significantly higher query acceptance ratio than P2P-U.

Figure 5.5c shows P2P-U clients still download most of the chunks from

the PB channel(s) when installation rate is 25% as high download ratio is

observed.

Figure 5.5d shows the average number of P2P-M clients served in each

P2P-M transmission remains steady across the simulations.

Figure 5.5e and Figure 5.5f show the differences in freeze time and frequency

are minimal once the playback is started which agrees with the simulations

results shown in Section 5.3.1 and Section 5.3.2.

In conclusion, the simulation results clearly show changing the timer reset

value does not boost the performance of P2P-U. The performance difference

between P2P-U and P2P-M shown in Section 5.3.1 is caused by the shortage

of P2P server, and the use of multicast do improve the availability of the P2P

server.

5.3.4 Interactive Mode – High-speed Fasts

The high-speed fasts are the interactive command that gives the biggest impact

to the performance as shown in Section 4.5.4. Therefore, to further study the

difference between the P2P-U and P2P-M, this section examines the impact of

the fasts in three P2P server installation rates, i.e., 25%, 55%, and 85%, and

various mean interactive durations. The user control is enabled and selects

either fast forward or fast backward equally which relative speed is configured

to ±16.

Figure 5.6a shows the average startup delay of the P2P-M is shorter than

the P2P-U when the installation rate is 25%. However, when the installation

rate reaches 55% and 85%, no obvious difference can be observed.

Figure 5.6b shows the P2P-M has significantly higher query acceptance
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Figure 5.6: Change the mean interactive duration and enable high-speed fasts
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Figure 5.6: Change the mean interactive duration and enable high-speed fasts
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Figure 5.6: Change the mean interactive duration and enable high-speed fasts
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ratio than the P2P-U across all simulations under same installation rate.

Figure 5.6c shows the download ratio has increased gradually when the

mean interactive duration is increased. Besides, the P2P-U still acquire most

of the chunks from the PB channels when installation rate is 25%.

Figure 5.6g and Figure 5.6h show the freeze time and frequency are risen

with the increase in the mean interactive duration. Moreover, the P2P-M

achieves better performance when the installation rate is 25%. However, when

the installation rate reaches 55% and 85%, no obvious difference can be ob-

served. Similar patterns are also found in Figure 5.6e and Figure 5.6f.

In conclusion, the P2P-M has higher query acceptance ratio than the P2P-

U across all simulations that could deliver better performance in terms of

startup delay, freeze time, and freeze frequency when the installation rate is

25%. However, when the installation rate is increased to 55% and 85%, the

difference between P2P-M and P2P-U becomes minimal.

5.4 Conclusion

In this chapter, the potentials of using the multicast in the P2P network is

examined. The proposed system is based on the PB-P2P implementation de-

veloped in Chapter 4. The system allows the P2P-M server to satisfy multiple

requests in single upload.

Computer simulations are conducted with a simple segmentation scheme

that divides the video into equal-length segments and chunks. The result shows

the use of the multicast can boost the performance of the PB-P2P system when

the number of free P2P server is limited.

Studies are planned to improve the batching and queueing policies that

aims to increase the average number of P2P-M clients served in each P2P-M

transmission. We believe that, with these well-designed policies, the P2P-M
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can achieve an excellent performance in all situations that might provide an

incentive to those network operators to support the multicast in production

network better.
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Chapter 6

Conclusion and Future Work

Video-on-Demand (VoD) service makes the access to various kinds of videos

easy through the network. A VoD user can watch any videos provided by

the service provider at anytime and anywhere with the support of various

interactive commands.

Traditionally, the VoD services are built based on the Client-Server (CS)

model and deliver the video by unicast. The required resources are directly

proportional to the number of clients in service that could greatly increase the

cost.

With the advance of the technologies and the improvement of the net-

work infrastructure, alternative solutions have been proposed and studied.

The building blocks of these solutions include Periodic Broadcasting (PB),

Scheduled Multicast (SM), Content Delivery Network (CDN), and Peer-to-

Peer (P2P). Each of these building blocks has its own strengths and weaknesses

that motivates us to study the potential on combining these building blocks

for a robust and cost-effective large-scale VoD system. As a result, a number

of contributions have been made and presented in this thesis.

We first propose and investigate the performance of three possible enhance-

ments, named Video Block Broadcasting, Peer-to-Peer, and Time-Shifting, on
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a VoD system designed for Wireless Mesh Network (WMN) through a series

of computer simulations. The results show that each of these enhancements

improves the system performance in different degrees that encourages us to

further study the potential on combining these enhancements.

A PB-P2P VoD system is then proposed which is a hybrid of PB and

P2P mesh pull. The system is implemented in ns-3. Computer simulations

are conducted that examine the system in various situations in details. The

simulation results show that the system can achieve a higher performance

compared with the pure PB or P2P VoD system in terms of startup delay,

freeze time, and freeze frequency.

Since both PB and P2P techniques have good scalability, the PB-P2P

VoD system would be a good candidate on building a large-scale VoD system.

However, in practice, not every user would contribute his (her) resources due to

various reasons. The power of the P2P technique could be greatly reduced. As

a result, the final work of this thesis is to investigate the possibility on using

the multicast in the P2P network. Patches, along with the simple queuing

and batching policies, are applied to the implementation of the PB-P2P VoD

system. Computer simulations show that the use of the multicast could greatly

increase the availability of the P2P servers, and therefore, improve the quality

of the VoD service.

This thesis presents a potential solution on building a robust and cost-

effective large-scale VoD system. However, there are still some issues that need

to be addressed. For example, the use of the P2P could reduce the startup

delay but it also shortens the buffering time that some clients would experience

a little freeze when first chunk is finished. Therefore, a buffering algorithm is

needed to estimate the suitable time to start the playback once the beginning

chunks are downloaded. Moreover, a suitable segmentation scheme for the

PB-P2P VoD system that can work well with various interactive commands is
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also required. Especially, the video browsing behaviour is commonly observed

in the user behaviour studies. Furthermore, the algorithms to increase the PB

to P2P download ratio are also critical to be network friendly.

Besides, there are some practical problems needed to be tackled. For ex-

ample, a better solution to collect and analyze the raw data of the experiments

is needed. Manual operations should be avoided as much as possible. Opti-

mization on the simulation model is another challenging task which aims to

reduce the time and resources demanded by each experiment. Distributed ap-

proach may be one of the potential solutions. Finally, a handy visualizer is

also needed. Instant feedback from the visualizer could be a useful tool on

studying and validating the behaviours of the simulation model.
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