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Abstract 

Since the first introduction of digital video compression, the development of 

the compression technology has never stopped. The increasing demand for digital 

video applications puts increasing pressure on various international standards such as 

MPEG-1, MPEG-2, MPEG-4, H.263 and H.264 to keep improving. Rate control is 

one of the most important responsibilities of a video encoder, especially for video 

transmission. The output rate of a video must be controlled according to the channel 

bandwidth and the buffer constraints; this can be achieved by adjusting the 

quantization parameters used to compress the video frames. These quantization 

parameters are used to control the trade-off between the video quality and the output 

bit rate. Although rate control is important, it is not defined in the international video 

standards since it does not affect the design of the decoders. Therefore, video 

applications must have their own control scheme. The reference models of the 

existing standards employ different rate-control schemes. In H.263+, the scheme is 

based on the classical logarithmic rate-distortion function. The rate model of the 

recent standards - MPEG-4 and H.264 - employs quadratic rate-distortion functions. 

These schemes rely on a statistical rate model derived from the information theory, 
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while some other schemes are based on fuzzy logic. Like the classical rate model, the 

fuzzy-logic rate controller needs the statistical data of the video in order to estimate 

suitable quantization parameters. However, the fuzzy-logic approach usually requires  

simpler implementation as compared to those based on the rate models. All these 

rate-control schemes are designed for real-time video coding, and their computations 

should be relatively low. Some rate-control schemes also consider rate-distortion 

optimizations, which need an iterative process to search for the optimal or sub-

optimal combination of the quantization parameters for predictive coded frames. 

Such schemes always outperform the real-time control schemes in terms of rate and 

quality, but a larger amount of computations are required. Hence, these schemes are 

only suitable for non-real-time applications. 

In this research, we explore the most popular rate-control schemes, including 

those adopted in the reference software of H.263+ (TMN8), MPEG-4 (VM5.0) and 

H.264 (JM8.1a), the fuzzy-logic rate controller, and the rate-distortion optimization 

schemes. We also propose a new rate-control scheme based on a distortion-rate 

model, which can be extended easily to a higher order for different coding algorithms 

without requiring much effort to determine the quantization scales. The formulation 

of the cubic model is derived from the quadratic rate-distortion model and from 

simple curve fitting. Our model is implemented in H.264 JM8.1a, and its 
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performance is compared to JM8.1a with different test sequences and bit rates. 

Experimental results show that our proposed model outperforms the quadratic model 

in terms of both PSNR and bit rate. 

The second part of the research aims at reducing the computations of an 

existing rate-distortion optimization scheme. The computational effort is reduced to 

half with only a slight decrease in video quality. The cubic model scheme is 

implemented in the Joint Model 8.1a (JM8.1a) of H.264, so that the performance can 

be evaluated. Experimental results show that our scheme can achieve better 

performance levels than JM8.1a. A study of the typical, basic hybrid coders and the 

new features of H.264 is also conducted in this research. 
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Chapter 1  
Introduction 

1.1 A brief history of video coding 

In the beginning of development of video coding, the applications were 

limited to wide bandwidths and low-quality picture phones. The video standard 

H.120 [1] was issued by CCITT (formerly ITU-T) in 1984, and is based on 

differential pulse code modulation (DPCM) [2] and scalar quantization. The standard 

introduced frame difference coding in later version in order to reduce temporal 

redundancy between frames. The initial prototype of nowadays hybrid video codec 

was formed as the standardization of H.261 [3] which includes integer-pel accurate 

motion compensation. However, compressed digital video was still unpopular until 

the MPEG-1 standard [4, 5] was introduced, which is the most well-known standard 

aimed at compressing a video to a 1.5Mbps bit stream and fitting onto compact disc 

for entertainment purpose. MPEG-1 made digital compressed video popular. In 1994, 

the MPEG-2 standard (H.262) [6, 7] was issued, which improves the quality of video 

compression in terms of bit rate and visual quality. The Digital Versatile Disc (DVD), 
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which adopted MPEG-2, is the medium for entertainment applications. In order to 

support applications such as video broadcasting and HDTV with bit rates ranging 

from 20Mbps to 40Mbps, the MPEG group initiated the MPEG-3 standard. 

However, MPEG-3 was discontinued, as such high bit-rate video communication can 

be supported by enhancing the initial version of MPEG-2. In 1996, H.263 [8] was 

launched to support the variable block-size motion compensation. The MPEG-4 

standard [9] was issued in 1999, as was standardized object-based video coding. In 

2003, the H.264 standard [10-12] was issued and adopted as the part 10 of MPEG-4. 

1.2 Hybrid video coder 

A typical current video coder contains transform, quantization, motion 

compensation and entropy coding. The term ‘hybrid coder’ means a combination of 

different compression algorithms to exploit the spatial and temporal correlation. 

Spatial correlation is exploited by a domain transform [13], which compacts most of 

the energy in a small number of transform coefficients. Temporal correlation is 

exploited by means of motion compensation, which searches for the corresponding 

best-matched macroblock in a reference frame. The displacement between the 

macroblocks in the current frame and the reference frame is referred to as a motion 
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vector. The motion vector requires a much smaller number of bits as compared to the 

size of the encoded bits of the whole macroblock. 

In various video applications, the input raw video is converted into different 

formats depending on the nature of the applications. The most popular format 

separates a color into its Y, U and V components, where Y is the luminance 

component while U and V represent the chrominance components. Since the human 

vision is more sensitive to the luminance than to the chrominance signals, the 

sampling rate of the Y component is normally higher than those of the U and V 

components. In most of the existing video standards, the luminance and chrominance 

components are coded separately with different coding parameters. The raw video 

frames are inputted into the domain transform as shown in Figure 1-1. The most 

popular transform for video coding is the Discrete Cosine Transform (DCT) but it is 

not the best transform in terms of coding efficiency. In recent standard H.264, a 

DCT-like transform namely, Integer Cosine Transform (ICT) [14-16], is employed, 

as will be described in Section 1.5. The transform is followed by a quantization 

process. The quantized values are converted into a sequence of symbols, which are 

then further compressed using a lossless technique. Quantization is a lossy process in 

the encoding. The loss of information due to quantization cannot be recovered. In 

decoding, the quantized coefficients are dequantized and then converted to the spatial 
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domain using the corresponding inverse transform. The reconstruction process in the 

encoder is the same as that in the decoder, and hence this process is referred to as the 

decoding loop of the encoder. The reconstructed macroblock is then used for motion 

estimation by searching a macroblock in the reference frame with the smallest error. 

This error, known as the residual error, is coded instead of the original macroblock. 

The last step is the entropy coding of residual errors and motion vectors. 

 

Figure 1-1 Typical hybrid video coder 

1.3 Problem of video transmission 

The bit-rate of a raw video sequence is linearly proportional to the number of 

precision levels for the pixels, the ratios of spatial sampling in the luma and chroma 

domains, and the resolution. It is trivial to predict the size of a raw video without 
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knowing the exact content and the statistics of the samples. However, digital 

compression makes the story different, as domain transform, quantization and 

entropy coding are involved in the encoder. Domain transform compacts the energy 

of a number of correlated coefficients into a few coefficients, and the compacted 

coefficients are quantized into levels with different possible precisions. The bit-rate 

of the quantized coefficients depends on the distribution of the coefficients. 

Furthermore, the quantized coefficients are entropy-coded, whereby frequent streams 

of bits are represented by symbols of shorter lengths, while less frequent streams are 

replaced by symbols of longer lengths in order to compress the coefficients 

effectively. Therefore, the output bit-rate of a typical hybrid video coder is a source 

with variable bit-rate (VBR). Unfortunately, most of the existing applications rely on 

constant-bit-rate channels (CBR) such as video playback, and video streaming 

through CBR channels. This makes rate control necessary before transmitting the 

video streams into the media. 

Rate control is the responsibility of the video encoder, and hence it will not 

be included in the video standards, which specify only the agreement of the playback 

algorithms and the syntax of the transmitted bit-stream. As the bit-rate somehow 

depends on the number of frames and the resolution, even though the final encoded 

rate is still unpredictable, some existing algorithms are used to control the rate by 
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varying the frame rate [17-20] or the resolution [21]. However, the rate control 

adopted in the reference software of existing standards controls the peak-signal-to-

noise ratio (PSNR) [22] rather than varying the frame rate or the resolution in order 

to control the trade-off between quality and output bit-rate. This control can be 

achieved by controlling the quantization step size, which yields different levels of 

precision of the transformed coefficients [23]. 

Although the coded bit-rate can be controlled by varying the frame rate, 

resolution or quantization step, some fluctuations in bit-rate still exist. A buffer is 

generally employed at the output of the encoder so as to smooth the bit-rate 

fluctuations that a CBR channel or media transmission bus cannot digest. Hence a 

typical design of current rate control algorithms contains a close-loop control and an 

output buffer, as shown in Figure 1-2. The controller can employ any one of the three 

above-mentioned rate control schemes. The control scheme can be based on a 

statistical model (to be described in Section 2.1.3), the fuzzy logic controller (to be 

described in Section 2.4), as well as the non-real-time optimization controller (to be 

presented in Section 2.1.2. 
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Figure 1-2 The close loop rate control path 

Besides being used for CBR channel transmission, video applications with 

variable bit-rate (VBR) output aim to maintain the perceptual quality of a video 

constant, and allow the bit-rate to fluctuate. The characteristic of ATM is suitable for 

VBR transmission [24]. 

1.4 The problems of existing rate control techniques 

and the aim of this research project 

In the existing work on predictive rate control, the rate model is usually 

described by means of the logarithmic or quadratic statistical models. The 

performances of such models are very reliable for different video coding standards. 

Although the models are derived through statistical derivation with a reasonable 

theoretical background, they are unable to model all rate-distortion curves effectively. 
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For a quadratic model, its parameters must be solved in order to determine 

the corresponding quantization step size for a specific bit-rate. The order of the 

model is usually limited to two, as the process of solving a higher-order model 

requires many more computations. Therefore, in this thesis, one of our objectives is 

to develop a reliable rate-distortion model that allows us to employ a higher-order 

model with only a slight increase in computational complexity. As the computational 

power of processors, especially the MCUs of embedded systems, is increasing 

continuously, the slightly increased complexity is not significant. Another problem 

that makes the development of a new rate-distortion model difficult is the 

requirement that the parameters of a new model can be determined in a simple way, 

and probably have a linear relationship with the statistics of the previous coded 

frames or macroblocks. A model that can fit the actual rate-distortion curve is 

unreliable if it requires a difficult algorithm to determine its parameters. The most 

popular technique to determine such model parameters is linear regression. Hence, 

we also employ this technique in the calculation of the parameters of the model that 

we propose in this thesis. 

The other main stream of rate-control algorithms is based on pre-analysis. 

The rate-distortion model is determined by coding the same frame or macroblock 

with several quantization steps in order to obtain the corresponding bit-rates and 
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distortions. This kind of technique can be employed by non-real-time applications in 

which time is not a tight constraint, as the pre-analysis process involves a huge 

number of computations. Examples of these applications include video broadcasting 

and stored video for media with a tight size. However, the demand on cable TV is 

increasing. The encoding process of the broadcasting media has been becoming 

frequent. Some movie channels encode certain number of new movies for 

broadcasting every season. Decreasing the complexity of pre-analysis rate control 

technique is therefore useful. Some existing algorithms reduce the computational 

complexity in such a way that a sub-optimal combination of the quantization steps is 

found. However, such algorithms still require a significant amount of computation. 

Another aim of this research is therefore to develop a fast approximation model for 

an existing pre-analysis rate-control algorithm. This fast model requires less 

computation but with a slight decrease in accuracy for bit-rate control. 

1.5 A brief introduction of H.264 

In early 1998, the Video Coding Expert Group (VCEG) called for proposals 

for a project called H.26L, targeted at halving the output bit-rate of the existing video 

coding standards, with a given quality requirement. In late 2001, VCEG and Moving 

Picture Experts Group (MPEG) formed the Joint Video Team (JVT) to work on the 
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project specifically. The project was approved as a joint standard H.264 and as Part 

10 of MPEG-4 14496-10 in early 2003. Its common name is Advanced Video 

Coding (AVC). The details of the development history of H.264 are given in [25-27]. 

The highlighted differences between H.264 and other existing video standards are 

described in [28]. 

In H.264, a number of new coding techniques are employed. Also, some 

existing techniques in the previous standards are enhanced and adopted as part of the 

standard in order to make the codec meet the target performance. Following are some 

of the important techniques employed in the standard. 

Intra spatial prediction 

The pixels of the current macroblocks are intrapolated by their neighboring 

decoded macroblocks in the current frame. This technique can further compact the 

energy of the pixels in the macroblocks. 

Context-adaptive entropy coding 

Two powerful entropy-coding techniques are employed in H.264 [29]. For 

the baseline profile, context-adaptive variable-length coding (CAVLC) is employed, 

while context-adaptive binary arithmetic coding (CABAC) is used in the higher 

profiles. Both techniques are based on the context adaptive technique, in which the 
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symbols vary depending on the context in order to further compact the information 

contained in the bit-stream than was possible with the coding techniques adopted in 

those previous standards. 

4 × 4 transform block 

The transform size in H.264 is set at 4 × 4 [14, 15] rather than 8 × 8 in the 

previous standards. A smaller transform size can compact the energy of the block in 

a more local manner. This benefits video sequences with finer and local texture 

information. 

Variable block size 

In previous standards, the block size for motion compensation is fixed to 16 × 

16. In the classic hybrid codec, the transform size is not equal to the block size for 

motion compensation. This makes the blocky effect occur very often and more 

easily. H.264 allows the motion-compensation block size to be equal to the transform 

block size [30, 31] in some profiles. 

Integer cosine transform 

In the classic Discrete Cosine Transform (DCT), the forward transform and 

the inverse transform are not necessary to reconstruct the original coefficients with 

the same precision since the decoder may have a different precision definition to the 



Introduction 

 12

encoder. This problem results in a mismatch between the forward transform and the 

inverse transform, and the quality of the decoded sequence cannot achieve the 

expected performance level. The kernel of the Integer Cosine Transform (ICT) is 

based on integers, and therefore the transformed coefficients are also integers [14-

16]. Hence, the forward transform and the inverse transform match each other. 

The cyclic quantization 

In order to implement the ICT with less computation, some values of the 

kernel are factorized to a scale matrix and combined with the quantization matrix. On 

the other hand, the quantization table is actually repeated for every increment of 6 in 

the quantization parameters (QP) [14, 15, 32]. Cyclic quantization is used to reduce 

the size of the quantization table. 

Deblocking filter 

Prediction and residual coding always result in blocky artifacts that can be 

iteratively propagated. An in-loop deblocking filter is included in the prediction as to 

how H.264 will improve the quality of the inter-coded units and the later related units 

[33].  
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Improved skipped and direct mode 

Skipped macroblocks in the previous standards do not allow motion 

compensation. However, the performance of the skipped mode is not robust if the 

skipped regions actually contain a global motion. Therefore, H.264 allows skipped 

MBs to have their motion vectors. In addition, the direct mode is an enhancement of 

MPEG-4 and H.263+ while it is a basic feature in the profiles. 

Quarter-pel motion compensation 

The precision of motion vectors in H.264 is as fine as quarter pel, which is 

one feature in the MPEG-4 advanced profile. The quarter-pel motion compensation 

in H.264 is improved to have less computation. 

Multiple frame reference 

In the previous standards, the number of reference frames for motion 

estimation is restricted. However, H.264 allows the motion compensation to be based 

on at most 32 reference frames. 

Flexible macroblock ordering (FMO) 

The macroblocks are grouped as independent decodable flexible-size slice 

groups. The ordering of the slices is highly flexible to enhance the robustness against 

data loss by managing the spatial location of the slice groups. 
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SI/SP frames 

This is an option that allows for a smooth change between sequences with 

different target bit-rates merely by inserting a relatively small-size frame as a 

switching frame. Such a switching frame is not necessarily intra-mode. The 

switching frame can also be a predicted frame in order to allow flexible switching in 

case the switching point is between two intra frames [34-37].  

Data partitioning 

This feature separates the more important information from the less important 

by placing them into different packets. This allows applications to provide different 

levels of error protection for packets of differing importance [38]. 

1.6 Summary 

In this chapter, we have presented a brief introduction to video coding and the 

importance of the video transmission algorithms. The structure of a video codec and 

the basic ideas for bit-rate control have also been described. As the major work of 

this thesis, we have also addressed the major problems of the existing rate-control 

algorithms. H.264 is the latest video standard, and the rate-control algorithms 

proposed in this thesis will be compared to the one in the reference model. Hence, a 

brief introduction to the new features in H.264 has also been given. A brief 
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introduction to the organization of this thesis is also provided. In the following 

chapters, we will give a detailed review of existing rate-control algorithms and the 

rate-control algorithms proposed in this thesis. 
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Chapter 2  
Rate Control Techniques 

2.1 Introduction 

As introduced in Section 1.3, there are many different rate control 

approaches. The control schemes can be categorized into two main groups, 

prediction and pre-analysis. The former is to predict the quantization parameter 

based on statistical characteristic of the video sequence while the latter group decides 

the quantization parameter (QP) based on iterative analysis and coding the sequence 

actually with different combination of QP and probably with different choice of 

coding modes.  

2.1.1 Rate-distortion 

Various standards have different quantization processes. In MPEG-4, the 

quantization of the DC coefficients and AC coefficients are very different. DC 

quantization is divided by a scaling factor which value depends on the quantization 

parameter (QP) while the AC coefficients are divided by a quantization matrix before 

the scaling factor [14, 15, 32]. The quantization matrix can be a flat matrix or defined 
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by the encoder. The encoder must include the quantization matrix in the encoded 

video bit-stream in case a non-flat quantization matrix is used. The pattern of the 

quantization matrix reveals that low-frequency coefficients are more important. A 

general pattern is shown in Figure 2-1 in which the region of low-frequency 

coefficients are assigned lower quantization steps to reserve higher perception 

because human visual system (HVS) is believed to be more sensitive on low-

frequency signal. On the other hand, the scaling factor is to control the overall effect 

of the quantization matrix preserving the relative coarseness between coefficients in 

the quantization matrix. The scaling factor is non-linearly proportional to the 

quantization parameters (QP). The relationship between QP and scaling factor in 

these standards are fixed. This quantization parameter has different names in 

different standards, for example, it is known as MQUANT, Q_level and QP in 

MPEG-1, MPEG-2, and MPEG-4, respectively. We will use the term, QP, whenever 

we discuss the quantization parameter. 
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Figure 2-1 A typical quantization matrix in MPEG-4 

However, the quantization process of H.264 as mentioned in Section 1.5 is 

very different from those of other standards [14, 15, 32]. The weighting matrix of the 

ICT is combined with the quantization matrix. Hence the pattern of the matrix is 

fixed as shown in Figure 2-2 to preserve the pattern of the factor of the ICT kernel. 

Similar to previous standards, the quantization step (QStep) is non-linearly 

proportional to the QP in H.264 and QP is used to control the trade-off between 

output rate and perceptional quality. 

 
Figure 2-2 The quantization matrix in H.264 

The rate control schemes of the reference models in existing coding standards 

control the output bit rate and the output buffer fullness by choosing different QP. 

Different QP will result in different bit rate and distortion. Generally, bit rate is 
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inversely proportional to QP, while distortion is proportional to QP. Figure 2-3 

shows a typical example for the rate curve and the distortion curve. It is also possible 

to plot the rate and distortion together to form the so-call rate-distortion curve and 

quantization function (QF). The curve may either be a plot of the rate against the 

distortion, or the distortion against the rate. This only affects the notation of a rate 

control algorithm, but has no impact on the algorithm itself. Therefore, it should be 

made clear in this section. Figure 2-4 shows an example of an R-D plot. There are 

many different ways to represent the distortion. Subjective visual/perceptual 

distortion and statistical error measurement [22] are two major approaches to 

measure the distortion. Visual distortion measurement is much more meaningful 

against error measurement however, most of the existing rate control schemes use 

error measurement as subjective measurement always include a complicated human 

visual system model. Error measurement includes sum of square differences (SSD), 

mean squared error (MSE), and peak signal-to-noise ratio (PSNR). They are defined 

as follows: 

 2SSD F G= −∑  (2.1) 

 21MSE F G
N

= −∑  (2.2) 

 
2

10
25510logPSNR
MSE

=  (2.3) 
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where F is the original frame, G is the decoded frame and N is the number of pixels 

in F. 

 

Figure 2-3 Typical distortion and rate curves 

 
Figure 2-4 A rate-distortion curve 

2.1.2 Operational Rate-Distortion Theory (ORDT) 

The rate-distortion curve can be obtained by coding a frame repeatedly with 

different quantization parameters. Let },,,{ 21 mqqqQ L=  be the set of all m possible 
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quantizers, )( iqR  be the rate resulted from quantizer iq , and )( iqD  be the 

corresponding distortion. Then, the quantization function can be defined as follows: 

 1{( ( ), ( ))}m
i i iQF R q D q ==  (2.4) 

Then, the operational rate distortion function can be defined as follows: 

 { : , ( ) ( ) ( ) ( ), }ORDFQ q q Q R q R p D q D p p Q= ∈ ≥ ⇒ < ∀ ∈  (2.5) 

This definition means that, for a quantizer based on ORDT, there is no other 

quantizer that can result lower rate and lower distortion. Note that this does not mean 

ORDFQ  lying on the convex hull of the sets quantization function (QF ). Figure 2-5 

shows an example in which 31=m  (i.e. the crossed points) and only 10 (i.e. the 

circled points) points are used to form the ORDFQ  curve (i.e. the solid line). 

 

Figure 2-5 Operation rate distortion function 
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2.1.3 Rate-distortion curve approximation by modeling 

Although operational rate distortion function can reveal the best R-D 

relationship for different QP, it requires significant computations for measuring the 

rate-distortion points as all possible values of QP are used to code a sequence. 

Therefore, approximation schemes are used to model the R-D curves. In modeling 

the R-D curves, the information source is modeled as a specific discrete-time 

memoryless source [39, 40]. Based on the source model, the rate and distortion 

relationship is derived to a closed form. 

Gaussian Source 

Discrete memoryless Gaussian source is the most common source model in 

communication. The characteristics of communication model are quite similar to the 

situation of video coding in which the distortion due to the quantization process is 

similar to the channel error in communication applications. If the source outputs are 

independent Gaussian random variable with zero mean and variance 2σ , and the 

squared-error distortion measure is used, the distortion function can be represented as 

follows, 

 
2 2( ) /(2 )1( )

2
xP x e μ σ

σ π
− −=  (2.6) 

 
21( ) ln

2
R D

D
σ

=  (2.7) 
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where x and μ is the actual value and mean value of the source and D is the distortion 

within the range 21 D σ≤ ≤ . By mapping Q and D, the rate-distortion model can be 

rewritten as, 

 1 2
1( ) logR Q u u
Q

= +  (2.8) 

where u1 and u2 are the model parameters function by empirical results or statistical 

analysis. The proof of the equation can be found on [39]. 

Laplacian Source 

The distribution of the DCT coefficients is modeled as a Laplacian source in 

[41-43]. However, it can also be a special case of Gaussian distribution [44]. The 

closed form of the Laplacian distribution [45] is given as follows, 

 ( )
2

xP x e αα −=  (2.9) 

 1( ) lnR D
Dα

⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (2.10) 

where D is the distortion given by ( , )D x x x x= −  with α/10 << D , R is the rate 

and x and x  are the actual value and quantized value of the source, respectively. 

Exponent Function 

A model function based on exponent relationship was proposed in [46-49]. 

The definition is given as follows, 

 2
1( ) vR Q v

Qϑ= +  (2.11) 
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where 1 2ϑ≤ ≤ . The performance of this model is accurate than that of the Gaussian 

source model as it uses one more parameter ϑ . The model is fitted into the actual R-

D curve by calculating the corresponding values at the 2 points: Q = 1 and Q = 31. 

The accuracy of a model depends on how good the model function can fit 

into the actual situation. The model parameters can be preset, but a global setting 

cannot fit into all sequences. If the parameters are set adaptively, the statistical 

analysis requires additional computational effort. Further models can be found in 

[50]and [51] for TM5 [52]. 

2.1.4 Lagrangian multiplier 

Lagrangian multiplier was first proposed by Everett [53] to solve constrained 

continuous optimization problems. It was first used in [54] for discrete problem of 

optimal bit allocation and the selection of quantizers. A clear review and explanation 

on Lagrangian optimization can be found in [22], [55] and [56]. The following 

provides some important theorems for Lagrangian optimization. 

2.1.4.1 Lagrangian Optimization Theorem 

Theorem 1: Let QS be a finite set, QSQ ∈  be a member of the set, let )(QR  and 

)(QD  be real valued functions defined over QS . Then 0≥∀λ , the optimal solution 

)(* λQ  of the unconstrained problem, 
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 min( ( ) ( ))
QQ S

D Q R Qλ
∈

+ ∗  (2.12) 

is also the optimal solution to the constrained problem, 

 min ( )
QQ S

D Q
∈

 (2.13) 

subject to: 

 ( ) ( *( ))R Q R Q λ≤  (2.14) 

Equation (2.13) is so-called the objective function and (2.14) is the constraint. 

Theorem 2:  

 1 2
1 2 2 1

1 2

( *( )) ( *( ))If ( *( )) ( *( )),  then 
( *( )) ( *( ))

D Q D QR Q R Q
R Q R Q

λ λλ λ λ λ
λ λ

−
> ≥ − ≥

−
 (2.15) 

Theorem 3: ))(*( λQR  is a monotonic decreasing function of the Lagrangian 

multiplier λ. The proof of these three theorems can be found in [56]. 

2.1.4.2 Search for the Lagrangian multiplier λ 

Since ))(*( λQR  is a non-increasing function of the Lagrangian multiplier λ, 

so the bisection method is normally used for solving the optimal Lagrangian 

multiplier λ. Suppose that the two initial points of λ are denoted as λH and λL, such 

that λH > λL. Therefore ))(*())(*( max HL QRRQR λλ ≥≥  where Rmax is the 

maximum number of bits available for the channel or the buffer. As the maximum 

number of bits Rmax lies between the two initial guesses, it is obvious that the solution 

of the optimization problem must lie between λH and λL. Then set 
2

LH
M

λλ
λ

+
= , 
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and examine whether ))(*())(*( max ML QRRQR λλ ≥≥ or 

))(*())(*( max HM QRRQR λλ ≥≥ . If the former is true, the solution must lie 

between λM and λL, otherwise the solution will be between λH and λM. Then, the 

range of the solution is further divided, and the process is repeated until a rate that is 

very close to Rmax is achieved. Note that this is a discrete problem, therefore an exact 

solution may not be found. If the solution λ satisfies eRQReR −≥≥+ maxmax )(*( λ , 

where e is a threshold, then the iteration can be terminated. 

2.1.4.3 Other methods to find the Lagrangian Multiplier λ 

In the previous section, the R-D points are calculated by selecting the scaling 

factor QP of all blocks in a frame. In other words, a frame is a coding unit. In this 

section, the coding unit is generalized to be block-wise. Consider that we have N 

coding units where each coding unit has M different possible quantizers. Let rij and 

dij be the rate and the distortion, respectively, of the ith coding unit with quantizer j. 

A higher j results in a higher distortion level while a lower j can preserve the visual 

quality of the coding unit. Note that the selection of the quantizer for a particular 

coding unit does not affect the selection of the quantizer for other coding units. 

Quantizer j can be further notated by x(i), where x is a mapping function depending 

on the choice of the quantizers. For instance, there is four coding units and three 
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possible quantizers say (q1, q2 and q3) and the quantizers used for the four coding 

units are q2, q2 , q3, and q1, respectively. Then x(1) = 2, x(2) = 2, x(3) = 3, and x(4) = 

1. Thus, x depends on the choice of the combination of the quantizers. The budget 

constraint can be formulated by, 

 ( ) max
1

N

ix i
i

r R
=

≤∑  (2.16) 

and the mapping x(i) is the optimal solution to the budget constrained problem if it 

minimizes the following formulation, 

 ( ) ( )
1

N

ix i ix i
i

d rλ
=

+∑  (2.17) 

We denote the solution as ),( )(')(' iixiix dr , which satisfies, 

 '( ) max
1

N

ix i
i

r R
=

≤∑  (2.18) 

and, 

 '( ) ( )
1 1

N N

ix i ix i
i i

d d
= =

≤∑ ∑  (2.19) 

The constrained optimization problem can be solved by the following unconstrained 

optimization problem, 

 ( ) ( ) ( ) ( )
1 1

min min( )
N N

ix i ix i ix i ix i
i i

d r d rλ λ
= =

⎛ ⎞+ = +⎜ ⎟
⎝ ⎠
∑ ∑  (2.20) 

Therefore, we can minimize the Lagrangian cost of the individual coding unit 

and finally accumulate the total cost instead of plotting all the R-D points for all the 

possible combinations. If we employ the above example and plot all the R-D points 

for all possible combinations, then we need 34 = 81 points and have to code the 
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sequence 81 times. The most concerned disadvantage of Lagrangian multiplier for 

optimal rate distortion control is that it may not reach some points which are 

practically better than those achieved by the Lagrangian multiplier. Figure 2-6 shows 

a case in which the Lagrangian optimization cannot reach all circled points resulted 

from operational rate-distortion curve. The Lagrangian optimization can only reach 

those points lying on the convex hull. Thus, the solution resulted from Lagrangian 

optimization is always referred as convex-hull solution. 

 

Figure 2-6 The solution of the Lagrangian optimization. 

Obviously, the unreachable points, in some situations, may be much 

appropriate than the convex-hull solution resulted from the Lagrangian optimization. 

Consider the case as shown in Figure 2-7, the optimal solution should be the R-D 
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point nearest to the maximum budget. However, as (2.12) is a line moving upward 

from the origin of the graph until it touches the first circle point, it can never reach 

those points located higher than the convex hull. In the next section, a block-wise 

optimization technique proposed in [57] will be discussed. 

 

Figure 2-7 The Lagrangian solution 

As mentioned above, Lagrangian techniques cannot reach points that do not 

reside on the convex hull of the R-D curve. An alternative formulation is then 

proposed in [57], which is based on deterministic dynamic programming called 

trellis-based bit allocation. The possible combination of quantizers of the coding 

units is represented by a tree diagram with corresponding distortion for each branch, 
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as shown in Figure 2-8. The Viterbi algorithm is employed for choosing the best 

path, i.e. the best combination of quantizers. 

 

Figure 2-8 The Viterbi algorithm 

 Each stage represents a coding unit. The corresponding rate of each possible 

quantization choice is added to the cumulative rate in the y-axis. In each stage, these 

branches which result a rate exceeding Rmax will be eliminated. In addition, for each 

stage, the branches with the lowest distortion will be taken while the branches having 

higher distortion up to that point should be removed or pruned from the tree. 

After the whole tree has been worked out, the optimal path will be searched 

by the Viterbi algorithm which is widely used in trellis-based coding in 
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communications. At the final stages of the trellis tree, there should be only a few 

branches exist. Then, travel along the paths reversely from the final stage backward 

to the first stage. There is only one path that can reach the first stage in the inverse 

path. And, this is the optimal solution of the particular coding unit. Since the size of 

the tree is very large as the number of stages increases, a sliding window technique 

has also been proposed in [57] to limit the number of previous stages in the trellis 

tree. Other optimization techniques can be found in [58]. 

2.1.5 Typical rate control method 

In order to estimate QP for a coding unit, rate controller is always given the 

current channel bandwidth. Based on the channel bandwidth (the target output bit 

rate), the controller estimates the allocated target rate for a particular coding unit and 

the target buffer fullness. Besides, the buffer fullness is varied based on channel state 

such that the start-up delay is under estimate [59]. The controller predicts the 

appropriate distortion or similar information based on the statistic of the current unit 

and previously coded unit. The QP is then estimated with the predicted distortion and 

the target bit rate for the current unit. 
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2.1.6 Rate control by prediction 

Popular prediction schemes in the reference model of H.263+ [60], MPEG-4 

[61, 62] and H.264 [63] are based on statistical rate-distortion model together with a 

bundle of buffer control algorithms. The computational afford required to determine 

the QP is normally low and hence such schemes always aim at real-time or low-delay 

video communications. In Section 2.2 and 2.3, the rate control schemes mentioned 

above are discussed where Joint Model 8.1a is explored in details. Besides those 

algorithms using rate-distortion statistic model, there are some other rate models that 

are not a function of distortion. Instead, the rate model is a function of “number of 

zeros” in the transformed bit stream [64, 65]. The advantage of such function is that 

the relationship between the number of zeros and the coded bit rate is always linear 

and hence the parameters of the linear rate model can be determined reliably. 

2.1.7 Rate control by pre-analysis 

In contrast with predictive rate control schemes, pre-analysis target on non-

real-time video coding such as stored video and pre-recorded video transmission. 

Pre-analysis schemes consider different combinations of QP along consequent 

frames or MBs to yield the best QP set in particular channel situations. Some pre-
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analysis rate control also aim at rate-distortion optimization [57, 66, 67] by iterating 

different coding modes. 

2.2 Rate control in the Verification Model of MPEG-4 

In VM5.0 of MPEG-4, the employed rate distortion model is derived from the 

expansion of Taylor series of a Laplacian distributed source as shown in (2.9). The 

rate-distortion model can then be derived as (2.10) and the Taylor series of the model 

can be expanded as, 

 1 2
2

3 2 1( )
2 2 remainderR D D D R

α α
− −= − + − +  (2.21) 

where Rremainder is the remainder term of the series. This series can be approximated 

by using a quadratic model [61] as follows: 

 1 2
1 2( )R Q b Q b Q− −= +  (2.22) 

where Q is the quantization step, and b1 and b2 are the model parameters found by 

linear regression which determines the model parameters best fitting into the rate-

distortion curves of previous frames. The formulation of the linear regression is 

shown as, 

 

1

1 1 1
1 2

2 1

1 1

n n n

i i i i
i i i

n n

i i
i i

n R Q Q R
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n Q Q

−

= = =
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⎛ ⎞⎛ ⎞
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where n is the number of coded frames, Qi and Ri are the average actual coding 

quantization step and bit rate respectively. Similar to typical rate control techniques, 

the number of bits available in the GOP is determined a prior. The total number of 

remaining bits in the current GOP is defined as, 

 I P P B BR T N T N T= + +  (2.25) 

where TI, TP and TB are the target bit rate of the I, P and B frames respectively, NP 

and NB are the number of frames coded as P and B frames respectively. Furthermore, 

the number of I, P and B frames follows a certain ratio as follows, 

 P P

B B

K Q
K Q

=  (2.26) 

 P P

I I

K Q
K Q

=  (2.27) 

where KI, KP and KB are the constant ratio between I, P and B frames respectively. QI, 

QP and QB are the average quantization steps for I, P and B frames respectively. 

Based on (2.22), the rate-distortion relationship can be described by, 

 1 2
1 2I I IT b Q b Q− −= +  (2.28) 

 1 2
1 2P P PT b Q b Q− −= +  (2.29) 

 1 2
1 2B B BT b Q b Q− −= +  (2.30) 

By solving the six equations (2.25) - (2.30), the target bit rate TI, TP and TB, 

the quantization steps QI, QP and QB can be determined. 
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2.3 Rate control in the Joint Model of H.264 

The rate control technique [63] adopted in the reference model JM8.1a [68] 

of H.264 is based on a quadratic rate-distortion model similar to those adopted in 

MPEG-4 VM5.0 as mentioned in Section 2.2. Although both rate control techniques 

employs similar rate-distortion models, their overall approaches are quite different. 

In this rate control technique, the quantization steps and parameters of bi-directional 

frames are computed through interpolation methods rather than using the rate-

distortion model. Furthermore, the rate control process in JM is divided into Group 

of Picture (GOP) level, frame level and optional basic unit (BU) level where GOP 

level is a must level and either the frame level or the BU level can be chosen to 

cooperate with the GOP level. 

2.3.1 Group of picture (GOP) level 

In this level, the bit rate available for the rest frames in the GOP is estimated 

as shown in (2.31) and (2.32). The number of bits available for the rest of the GOP is 

updated according to the current bandwidth as shown in the lower equation in (2.31). 

( ) ( ),                                          1
( )

( ) ( 1)( 1) ( 1) ( 1),    2,3,...,

c

c c

R k N V k k
f

B k
R k R kB k N k b k k N

f

⎧ × − =⎪⎪= ⎨ − −⎪ − + × − + − − =
⎪⎩

(2.31) 
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where Rc(k) is the instant available channel bit rate when coding the kth frame, N is 

the number of frames in the current GOP, V(k) is the current occupancy of the buffer 

and f is the pre-defined frame rate, b is the bit generated in the frame (k – 1). 

Equation (2.31) sets the initial number of available bits of the current GOP by 

multiplying the average bit rate per frame by the number of the rest frames in the 

GOP. This estimates the number of bits available for each frame in that GOP. V(k) is 

the bits from the previous GOP that cannot be sent within the period of that GOP and 

hence it will occupy some bandwidth of the current GOP. In (2.31), the available bits 

B(k) for the GOP is updated according to the channel bit rate by adding the channel 

bit rate difference between the instants of frame k and (k – 1) and subtracting the 

actual coded bit rate of frame (k – 1). In case the channel is CBR, the term 

( ) ( 1) ( 1)c cR k R k N k
f

− −
× − +  in (2.31) is equal to zero and the equation is simplified 

as follows, 

 ( ) ( 1) ( 1)B i B k b k= − − −  (2.32) 

The initial quantization parameter QP(1) of the first GOP, can be defined 

through the configuration file in JM8.1a. If the initial QP(1) is not defined (indicated 

by setting QP = 0), then the system assigns the initial QP as follows, 
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35 1
25 1 2

(1)
20 2 3
10 3

bpp l
l bpp l

QP
l bpp l
bpp l

≤⎧
⎪ < ≤⎪= ⎨ < ≤⎪
⎪ >⎩

 (2.33) 

where l1 = 0.1, l2 = 0.3 and l3 = 0.6 for QCIF format, l1 = 0.2, l2 = 0.6 and l3 = 1.2 

for CIF format.l1 = 0.6, l2 = 1.4 and l3 = 2.4 for resolution larger than CIF. Note that 

the definition of the numbers shown above is different from those in [63]. The 

numbers shown here are based on JM8.1a. For the following GOPs, the QP(1) is set 

as follows, 

 (1) max (1) 2,min (1) 2, min(2, )
15
NQP QP QP QP⎧ ⎫⎡ ⎤′ ′= − + −⎨ ⎬⎢ ⎥⎣ ⎦⎩ ⎭

 (2.34) 

 (1) (1) 1 (1) ( ) 2QP QP if QP QP N L′= − > − −  (2.35) 

where QP  is the mean of QP of the stored frames in the previous GOP, QP′  is the 

QP of the previous GOP and L is the number of non-stored frame between two stored 

frames. These two equations limit the QP fluctuation of the first stored frame (intra 

frame), in other words, the quality fluctuation is limited. Stored frames are referred 

to those frames that are stored as reference frames for motion compensation. 

Therefore, the quality fluctuations of stored frames always propagate to other non-

stored frames. 
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2.3.2 Frame level 

2.3.2.1 Non-stored frames 

Non-stored frames are referred as those frames that will not be referenced in 

motion compensation and hence the frames are not stored in the cache while 

encoding or decoding. Therefore, the effect of QP does not propagate to other frames 

and the quality of the decoded non-stored frames does not affect other frames. As a 

consequent fact, the choice of QP for non-stored frames is less important and the 

process of choosing the QP can be simplified. In JM8.1a, the QPs of non-stored 

frames are estimated by interpolation method based on QPs of previous and later 

stored frames. Suppose QP(k) and QP(k + L +1) are the QPs of the kth and (k + L 

+1)th frames and they are stored frames. For the non-stored frames between these two 

stored frames, the QPs are estimated as follows, 

Case 1:  There is only one non-stored frames between kth and (k + L +1)th 

frames, i.e. L= 1. 

 
( ) ( 2) 2 if ( ) ( 2)

( 1) 2
( ) 2 Otherwise

QP k QP k QP k QP k
QP k

QP k

+ + +⎧ ≠ +⎪+ = ⎨
⎪ +⎩

 (2.36) 

Case 2: There are more than one non-stored frames between kth and (k + L 

+1)th frames, i.e. L > 1. 
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( ( 1) ( )( ) ( ) max min ,2 ( 1) , 2 ( 1)
1

QP k L QP kQP k s QP k s s
L

φ ⎧ + + − ⎫⎡ ⎤+ = + + × − − × −⎨ ⎬⎢ ⎥−⎣ ⎦⎩ ⎭
(2.37) 

where s = 1, 2, …, L and 

 

3 ( 1) ( ) 2 3
2 ( 1) ( ) 2 2
1 ( 1) ( ) 2 1

0 ( 1) ( ) 2
1 ( 1) ( ) 2 1
2 Otherwise

i k L QP k L
QP k L QP k L
QP k L QP k L

QP k L QP k L
QP k L QP k L

φ

− + + − ≤ − × −⎧
⎪− + + − = − × −⎪
⎪− + + − = − × −

= ⎨ + + − = − ×⎪
⎪ + + − = − × +
⎪
⎩

 (2.38) 

After all, QP is further bounded to be within 1 and 51. 

2.3.2.2 Stored frames 

As mentioned in Section 2.3.1, stored frames are those frames will be 

referenced by other frames during motion compensations. The choices of the QPs of 

such frames always affect the quality of the other frames in the same GOP. 

Therefore, the estimation of such QPs is relatively important. In order to estimate an 

appropriate QP and quantization step size with the rate-distortion model, the target 

rate of the current frame must be known. The methods estimating the target rate can 

be very different in various video standards and other rate control techniques. In 

JM8.1a, the rate is estimated by jointly considering the target buffer level and the 

weighted complexity of the previous frames. 
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The target buffer level of the second frame of the current GOP is updated as 

follows, 

 
( ) ( 1) ( ) ( )(2)( 1) ( )

( ) 1 ( ( ) ( ) )
p c c

p p b

W k L R k R kSS k S k
N k f W k W k L f

× + ×
+ = − + −

− × + ×
 (2.39) 

where pW  and bW  are the average complexity of the stored frames and non-stored 

frames respectively. The complexity factors are determined by, 
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=

 (2.40) 

The final target bit rate is combined by two components, the first component is, 

 ( )( ) ( ( ) ( ))cR kR k S k V k
f

ϕ= + × −%  (2.41) 

where ϕ is set to 0.5 if no non-stored frames presented otherwise, it is set to 0.25. 

The second one is, 

 
( 1) ( )ˆ( )

( 1) ( 1)
p

r r
p p b b

W k B k
R k

W k N W k N
− ×

=
− × + − ×

 (2.42) 

where Np
r and Nb

r are the number of remaining stored and non-stored frames in the 

GOP respectively. The final target bit rate is the weighted sum of (2.41) and (2.42), 

 ˆ( ) ( ) (1 ) ( )R k R k R kη η= × + − × %  (2.43) 

where η  is a constant set to 0.5 if no non-stored frame present and 0.9 otherwise. 
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2.3.2.3 The quadratic rate-distortion model 

As mentioned in Section 2.1.5, the reason for determining the quantities 

above is to find the quantization step QStep and QP to code the current frame. A 

quadratic model similar to those adopted in VM5.0 is employed in JM8.1a. A detail 

of the rate-distortion model of VM5.0 is given in Section 2.2. Both of them are 

derived from the Taylor series expansion of the logarithm rate-distortion model of a 

Laplacian source as shown below, 

 1 2 2

( ) ( )( ) ( )
( ) ( ) h
k kT k d d m k

Q k Q k
θ θ

= × + × −
% %

 (2.44) 

where d1 and d2 are determined based on linear regression, Q is the quantization step  

and θ%  is the mean absolute difference (MAD) of the current stored frames. The 

MAD is predicted by a linear model as follows, 

 1 2( ) ( 1 )k g k L gθ θ= × − − +%  (2.45) 

where θ is the actual MAD of the previous stored frame, g1 and g2 are the model 

parameters determined by linear regression. The QStep is mapped into QP once the 

QStep is estimated. The QStep-QP mapping is as discussed in Section 2.1.1. Finally, 

the mapped QP is further bounded by, 

 [ ]{ }( ) min ( 1) 2,max ( 1) 2, ( )QP k QP k L QP k L QP k= − − + − − −  (2.46) 
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in order to limit the fluctuation of the QP. 

2.3.3 Basic unit level 

The basic unit level rate control is another important idea in which every 

basic unit (BU) can have its own QP. A basic unit is a consequence of MBs. The 

number of MBs in a BU is denoted by nunit. The BU size can be as small as one MB 

and as large as the total number of MBs in the frame. The size of the basic unit is 

formulated as, 

 mbframe
unit

mbunit

n
n

n
=  (2.47) 

where nmbframe is the number of MBs in a frame and nmbunit is the number of MBs in a  

basic unit. The target bits to be assigned to the lth basic unit are defined as follows: 

 
2

2
unit

l
l r n

m
m l

MADb R
MAD

=

= ⋅

∑
%  (2.48) 

where Rr is the number of remaining bits for the remaining basic units in the current 

frame, and MADm is the estimated MAD value of the mth MB. The number of texture 

bits lb  for the lth basic unit is then given by subtracting the estimated header bits of 

the current basic unit from lb% . Based on this target bit rate for the current basic unit, 

the quantization step can be found by (2.44). In JM8.1a, a constraint, similar to 

(2.46), is employed to control the variation of the QP, and the selected quantization 

parameter QPk,l of the lth MB of the kth frame is bound as shown, 
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 , 1 1 ,max(0, 6,min(51, 6, ))k l k k k lQP QP QP QP− −= − +  (2.49) 

After this rate control algorithm has been adopted to the JM, there are also 

other techniques proposed for the JM such as [69]. 

2.4 Fuzzy based rate control 

Fuzzy logic is popular in varies of system control applications. Some 

applications involve a huge amount of information and parameters. The systems are 

possibly too complicated to be analyzed such that a controller can yield the best 

resultant solution for a given set of input parameters. In these cases, fuzzy logic is a 

popular solution which makes the control easier and “fuzzy”. Typical fuzzy logic 

controller [70, 71] includes fuzzification, decision-making and de-fuzzification as 

shown in Figure 2-9. Fuzzification is a process to classify data into linguistic 

categories that are referred as fuzzy sets. The function defines the range of the fuzzy 

set is called membership function. The x-axis is the range of the input value and the 

y-axis of the membership function is the degree of membership that tells us how true 

the value should fall into a membership. 

The shape of the membership function depends on the application and there is 

no prior rule to follow. Some system designers may design the shape and range of 

the membership function by including trained neural network [71]. 
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There are two inputs to a fuzzy controller typically, one is the error of the 

quantity we are going to control and the other one is the derivative of time (DOT) of 

the error i.e. the speed of change of the error. The error is the difference between the 

actual output value of the quantity and our target value of the quantity. It describes 

how far the value is from the target value. The DOT gives the information about the 

direction of tendency of the quantity. These two inputs have their own membership 

functions, and the functions may have different definitions. Once the two inputs are 

fuzzified, the corresponding fuzzy sets are inputted to the decision-making process. 

A pre-defined rule matrix is a functional description of all possible combinations of 

the two fuzzified inputs. It also defines the decisions for different combinations of 

the inputs. Like the fuzzy sets, the decisions are also described by linguistic language. 

The last process is de-fuzzification in which the linguistic decision is mapped into a 

specific value. This value is the final output of the fuzzy logic controller. The content 

of the output value depends on the characteristic of the system. 

Rate control is a problem to adjust the quantization parameter to control the 

buffer fullness, output bit rate and the perceptional quality. Hence the inputs to the 

fuzzy logic controller can be any one of these quantities or all of them. The final 

output of a fuzzy rate controller is, like the rate control techniques in Section 2.3, 

typically an appropriate quantization parameter which is expected to make the output 
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bit rate, buffer fullness and the perceptional quality get closer to the expected values 

[72-75]. Some other methods smooth the output bit rate by taking the benefits of 

CBR and VBR control [72]. 

Membership
function 1

Rule matrix

Membership
function 2
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gravity

(COG), center
average or

other
defuzzification
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Input

Fuzzy member 1

Fuzzy member 2

Fuzzification Decision making De-fuzzification

Output

Error
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Figure 2-9 Typical fuzzy logic controller 

2.5 Other rate control techniques 

Besides controlling the output bit rate by controlling the quantization 

parameters, there are also some other approaches controlling the frame rate [17], 

resolution as well as the PSNR altogether [17-21]. 

Another kind of rate control is to sacrifice the perceptional quality in some 

region which is claimed to be less concerned or less interested by the human visual 

system (HVS). These techniques control the quantization parameters of the 

macroblocks in the region of interest (ROI) to be smaller while the other parts are 

with higher quantization parameters [76-78]. 
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Chapter 3  
Rate Control Based on Cubic 
Rate Model 

In this section, we present a new rate-distortion model, which is based on a 

cubic function and its control constraints. The proposed algorithm is implemented in 

JM8.1a [63], the joint model of H.264. The performance of our algorithm is 

compared to the control algorithm proposed by Ma et al. [63]. Experimental results 

show that our algorithm outperforms the joint model control method with a variety of 

video sequences and bit rates. 

This section is organized as follows. In Section 3.1.1, our cubic rate model 

and its control constraints will be presented. In Section 3.2.1, we will describe the 

use of the buffer fullness control scheme [63] in our algorithm. Experimental results 

will be shown and discussed in Section 3.3. Finally, we will conclude this chapter 

and give some remarks in Section 3.4. 
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3.1 The rate control model 

3.1.1 The cubic rate model 

The classical logarithmic rate-distortion model can be deduced from the rate-

distortion theory if a source is known to be in a specific form of distribution [39]. A 

variety of different source distribution has been discussed in Section 2.1.3. The 

source distribution in video coding is believed to be Gaussian and Laplacian 

popularly. However, the distribution of the DCT coefficients of intra- and inter-

coded pictures has been studied thoroughly, and is generally approximated by a 

Laplacian distribution [42]. The close form solution [45] of the rate-distortion 

function R(D) for a Laplacian distribution source is given in (2.10). By expanding 

(2.10) using the Taylor series in (3.1), we have a formulation as in (2.21) and the 

approximation is (2.22). 

( )
2( ) ( )( ) ( ) ( )( ) ( ) ( )

2! !

n
nR d R dR D R d R d D d D d D d

n
′′

′= + − + − + + − +
% %

% % % % %L L (3.1) 

In our proposed scheme, the model is a quantization-rate model rather than a 

rate-quantization model as in (2.44) and (2.22). The advantages of using a distortion-

rate model are that a higher-order model can be employed easily, and when we 

perform rate control, the required quantization steps Q can be determined without 

much additional effort in order to achieve a targeted bit rate R. 
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For a rate-distortion model similar to (2.44), R is modeled as a function of Q; 

it is computational to solve Q for a given R if the order of the model is increased 

further. Suppose the quadratic model is extended to be a cubic model. To solve the 

extended cubic R-D model, it requires iterative numerical methods in order to 

determine the appropriate quantization step for a given target rate R. Such iterative 

numerical methods require high computational effort. If the number of order is going 

to be increased, the process involves further heavy computation. This limits the order 

of the rate-distortion model to be used, as does the accuracy of the model. Therefore, 

we introduce a new modeling concept in which the order of the rate-distortion model 

can be increased easily with limited computational efforts. 

The expansion of the order of the rate model is based on the inverse of 

classical rate model. The inverse of the rate-distortion model of a Laplacian source 

(2.10), i.e. the expression of distortion D in terms of the coding rate R, can be written 

as follows: 

 1( ) RD R e
α

−=  (3.2) 

By using the Taylor series as shown in (3.1), the distortion-rate function can 

be expressed as follows: 

 2 3
1 2 3( )Q R c R c R c R= + + +L  (3.3) 
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where ci are the model parameters, and (3.3) can be approximated by a second order 

model as follows: 

 2
1 2( )Q R c R c R= +  (3.4) 

However, the quadratic model (3.4) cannot describe the distortion-rate curve 

efficiently. The shape of the individual terms of (3.3) and (3.4) is different from the 

exponential function in (2.22). The shape of the individual term in (2.22) is shown in 

Figure 3-1. Consequently, a much higher order function is required to model the 

curve in order to perform comparative accuracy to classical quadratic rate distortion 

model (2.22). Therefore, we model the distortion-rate curve using a form similar to 

(2.22) as follows: 

 1 2
1 2( )Q R a R a R− −= +  (3.5) 

where a1 and a2 represent the model parameters. The term of the model (3.5) is 

shown in Figure 3-2. Clearly the shape is much closer to those shown in Figure 3-1. 

Higher-order model of the form is expected to be able to fit the rate-distortion 

curve better. With our proposed distortion-rate model, its order can be increased to 

any value without requiring much effort to solve the quantization scale Q. To 

determine the quantization step of the model for a given target rate, only simple 

substitution is required. For each increment of model order in (3.5), only one more 

addition and two more multiplications are required in order to determine the 
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quantization step. In our algorithm, a third-order term is included in the model as 

follows: 

 1 2 3
1 2 3( )Q R a R a R a R− − −= + +  (3.6) 

Note that (3.5) and (3.6) is not necessarily equivalent to the Taylor series (3.3)

. The model can be considered as a tool for curve fitting.To evaluate the performance 

of the cubic model, we obtain a number of rate-quantization (R-Q) pairs by inter-

coding two successive frames Fk-1 and Fk with quantization parameters ranging from 

0 to 51 in JM8.1a. For each quantization parameter used to encode Fk-1, we can form 

the corresponding R-Q curve. Therefore, a total of 52 R-Q curves can be constructed. 

The quadratic model in (2.44) denoted as RD2, and our models (3.5) and (3.6), 

denoted as DR2 and DR3, respectively, are fitted to the 52 R-Q curves by the least-

squares method, and the corresponding relative error of an estimated quantization 

step x′ is measured as follows: 

 1 n
j j

j j

x x
e

n x

′−
= ∑  (3.7) 

where xj is the quantization step derived from the R-Q curves, '
jx  is the 

corresponding estimated quantization step from the models, and n is the number of 

R-Q points used in the model. 
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In our experiments, our cubic model can fit into the R-Q curves with lower 

relative errors for different video sequences. Table 3-1 tabulates the relative errors of 

the model RD2, and our proposed models DR2 and DR3 based on the video 

sequences “Mobile”, “Grandma” and “Hall”. 

Table 3-1  Average relative errors of the models based on different video sequences. 

 RD2 DR2 DR3 
Mobile 1.4785 1.4299 1.0475 
Grandma 6.5319 5.7445 5.968 
Foreman 5.24 6.254 5.01 

The results show that our third-order model can achieve the lowest relative 

errors when compared to the second-order models. The two second-order models 

have similar performances; our second-order distortion-rate model performs better 

for the video sequences “Mobile” and “Grandma”, while the classical rate-distortion 

model achieves a lower relative error with the sequence “Foreman”. 
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Figure 3-1 The term 1/D in the R-D model 

 
Figure 3-2 The term 1/R in the R-D model 

3.1.2 The model parameters 

The results depicted in Table 3-1 were obtained by best-fitting using the 

cubic model with the model parameters ai estimated by using linear regression [79, 
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80]. The performance of the model depends on the estimation of the parameters. In 

this section, we show how to estimate the model parameters ai based on prior 

knowledge from the previous coded frames. 

The 52 R-Q curves of the video “Grandma” are plotted in Figure 3-3, which 

can show the influence of the quantization parameters QPk-1 of a previous reference 

frame Fk-1 on the R-Q curves of the current frame Fk. In general, the curve will move 

upward when QPk-1 is higher, and downward when QPk-1 is smaller. Therefore, the 

model parameters of the current frame can be estimated from QPk-1, or by another 

related quantity – the distortion of frame k–1 resulted from QPk-1. In our 

experiments, the mean absolute difference (MAD) is employed as the distortion 

measure. Figure 3-4 to Figure 3-8 shows the relationships between the MAD, 

denoted by MADk−1, of the reference frame and the model parameters of the current 

frame. Although the relationships are not perfectly linear, a linear model, as shown in 

(3.8), can be employed to describe the relationships.  
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Figure 3-3 The effect of the previous quantization parameter on the R-Q curve of the current 

frame based on the video “Grandma”. 

 1ˆ ka MADβ γ−= +  (3.8) 

where â  is a common factor of the three parameters, while β and γ are computed by 

linear regression. The use of the common factor allows us to perform the linear 

regression once in the computation of the three model parameters a1, a2 and a3. To 

determine the value of the respective parameters, â  is multiplied by another 

parameter ia , i.e. 

 ˆi ia aa=  (3.9) 

and the cubic model can be written as follows: 

 1 2 3
1 2 3ˆ( ) ( )Q R a a R a R a R− − −= + +  (3.10) 
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where ia  is estimated by linear regression in such a way that R is an independent 

variable while Q is the dependent variable. As a 3×3 matrix is required to be solved, 

the computation will become very intensive if the basic unit for rate control is small. 

The basic unit here refers to a group of MBs having the same quantization step, as 

defined in [63]. Therefore, in our algorithm, we propose a pseudo-regression method 

to greatly reduce the required computation. In our method, 3a  is first set to zero, and 

a regression is done based on the first two terms of the model. The resulting 1a  and 

2a  are then substituted into (3.10) and one more regression is performed to estimate 

3a . Therefore, 3a  can be considered as a refinement term in the model, and the 

computation is simple, as either one or two parameters are estimated in each of the 

regressions. 



 Rate Control Based on Cubic Rate Model 

 56

 

 

 
Figure 3-4 The relationship between 1kMAD −  and ia ’s of the current frame for the sequence 

Mobile. 
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Figure 3-5 The relationship between 1kMAD −  and ia ’s of the current frame for the sequence 

Grandma. 
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Figure 3-6 The relationship between 1kMAD −  and ia ’s of the current frame for the sequence 

Hall. 
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Figure 3-7 The relationship between 1kMAD −  and ia ’s of the current frame for the sequence 

Salesman. 
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Figure 3-8 The relationship between 1kMAD −  and ia ’s of the current frame for the sequence 

Akiyo. 
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Figure 3-9 The rate threshold of the model based on Grandma. 

 
Figure 3-10 The selected quantization parameters for the first 200 frames of the video 

Grandma with target bit rate 64kbps. 
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Figure 3-11 The smoothed quantization parameters selected from the successive frames of 

Grandma at target bit rate 64kbps. 

As only the first two terms in (3.10) are considered in the first regression, the 

curve may be monotonic or non-monotonic, depending on its parameters. 

Considering the first two terms only, (3.10) can be written as follows: 

 1 2
1 2( )Q R a R a R− −= +  (3.11) 

If this model is non-monotonic, a maximum may occur on the Q(R) curve 

even if the R-3 term is included. In other words, a solution exists when we 

differentiate (3.10) and set it to zero. As a1, a2 and a3 may be positive or negative, we 

define a threshold equal to the more positive one of the following two solutions: 

 2

1

2
2threshold

aR
a

− ± Δ
=  (3.12) 
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where 2
2 1 34 12a a aΔ = − . If Δ < 0, the curve is monotonic decreasing and our 

proposed pseudo-regression can be employed. Otherwise, the threshold Rthreshold 

exists, which may be either positive or negative. Any negative solution will be 

replaced by 0. Figure 3-9 shows the Q(R) curve when we consider the first two terms 

only based on the video “Grandma”. The model cannot reflect the appropriate 

quantization step to be used for a given target bit rate lower than the rate threshold 

Rthreshold. If a given target rate of a frame or basic unit is lower than Rthreshold, then the 

conventional 3×3 matrix regression is employed instead of the pseudo-regression. 

The Rthreshold will then be updated according to the set of new ia . However, it is 

possible that the target rate is still lower than the new Rthreshold with the 3 × 3 

conventional regression. In this case, both 2a  and 3a  will be set to zero, and the 

model becomes a first-order one, in which case a further simple regression is 

required. Our experiments based on “Grandma” show that 12.6% and 1.4% of frames 

or basic units on average shifted to the use of the 3×3 conventional regression and 

the first-order model, respectively. The experiments also show that Δ is negative 

most of the time. In other words, the model is usually monotonic decreasing with the 

conventional regression. 
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3.2 Rate Control 

In this section, the model proposed in Section II is applied for rate control on 

the platform JM8.1a. Our rate control scheme includes buffer control, target bit rate 

control, and quantization step refinement. Our proposed model is applicable to all the 

conventional hybrid video coders. 

3.2.1 Buffer control 

A rate control scheme is required to control the buffer level so that it neither 

overflows nor underflows. The buffer level at the beginning of coding the kth frame is 

given as follows: 

 1 1
c

k k k
RV V b
f− −= − +  (3.13) 

where Vk-1 is the buffer level at the beginning of coding the previous frame, Rc is the 

current channel rate, f is the frame rate, bk-1 is the actual bit rate for the previous 

frame, and k ≥  2. At the beginning of coding a sequence, the buffer level, V1, is 

initialized to zero, and is updated after encoding each frame. 

Buffer delay is caused by bits from the previous frames accumulating in the 

buffer. Some strategies can be employed to control the buffer fullness, and thus the 

buffer delay. Ribas-Corbera et al. [60] has proposed to use a frame-skipping 

algorithm to avoid further increase in buffer fullness when the buffer level reaches a 
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certain value. Any buffer delay control schemes such as frame skipping can be easily 

applied to our scheme. However, in our experiments, buffer delay control is not used 

so that we can compare the performance of our scheme to that in JM8.1a in a fair 

manner. 

3.2.2 Frame level rate control 

In JM8.1a, the target bit rate of the current frame is estimated by the current 

buffer fullness and the complexity weight of the previous frames for stored frames. 

The complexity weight is an estimation to the degree of complexity of the previous 

frames, and is estimated as follows: 

 1 1 1k k kW r QP− − −= ×  (3.14) 

where 1kr −  and 1kQP −  are the actual coded bit rate and the quantization parameter of 

the previous frame, respectively. The complexity weights of those previous frames in 

a GOP are averaged and used to predict the complexity of the current frame. The 

number of bits required to encode the current frame can then be estimated based on 

the current complexity weight. 

With our model implemented in JM8.1a, the quantization step is estimated by 

substituting the target bit rate for the current frame as the variable R in the cubic 

model (3.10). The quantization-step-to-quantization-parameter mapping function is 
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then applied, and the final quantization parameter kQP  for the current frame is 

obtained 

For the rate control in JM8.1a, the quantization parameter is bound by a 

constraint in order to maintain visual quality and smoothness along the successive 

frames. The simplified equation is as shown as follows, 

 1 1min( 2,max( 2, ))k k k kQP QP QP QP− −= + −  (3.15) 

The constraint bounds the variation of the quantization parameters along 

successive frames by ±2 of QPk-1. However, this constraint allows the variation of 

quantization to fluctuate continuously, as shown in the frames between frame 40 and 

frame 60 of “Grandma” at 64kbps in Figure 3-10. In our scheme, the constraint (3.15) 

is modified to be an adaptive constraint as 

 1 1min( ,max( , ))k k k kQP QP QP QP QP QP− −= + Δ − Δ  (3.16) 

where ΔQP is an allowable variation of the quantization parameter along successive 

frames and ΔQP is defined by 

 ( )( )2
max minmax min , ,QP QP QPσΔ = Δ Δ  (3.17) 

where ΔQPmax and ΔQPmin are the upper bound and lower bound of the 

quantization parameter, respectively, and σ2 is the variance of the previous 

quantization parameters inside a sliding window of length w , as shown below: 
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2

( )
w

j
j

QP QP

w
σ

−
=

∑
 (3.18) 

This constraint limits the successive quantization steps to fluctuating in a 

narrower range when the step sizes tend to be steady. Hence, this can achieve a 

smooth visual quality, as shown in Figure 3-11. In our experiments, ΔQPmax and 

ΔQPmin are set at 2 and 1, respectively, and 3w = . Note that both Figure 3-10 and 

Figure 3-11 are generated by the rate model in JM8.1a, but the latter is bounded by 

(3.16) to show the effect of the constraint under the same rate model. The resulting 

QP  in (3.16) is then used to code the current k th frame. 
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Figure 3-12 The rate control flow in the encoder side. 

3.2.3 Basic unit level rate control 

As mentioned in 2.3.3, the basic unit level of JM8.1a is defined a group of 

continuous MBs. By using our model (3.10) with lR b= , the estimated quantization 

step can be found for the current basic unit. In JM8.1a, a constraint is employed to 

control the variation of the quantization steps, and the selected quantization 
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parameter QPk,l of the lth MB of the kth frame is bound as shown in (2.49). Similarly, 

the constraint can be modified as follows: 

 , 1 1 ,max(0, ,min(51, , ))k l k k k lQP QP QP QP QP QP− −= − Δ + Δ  (3.19) 

where 1kQP −  is the mean quantization parameter among the basic units of the 

previous frame, and ΔQP is defined by (3.17) and (3.18) with QP as the quantization 

parameter of the co-located basic units in previous frames within the sliding window. 

In our experiments, ΔQPmax and ΔQPmin are set at 6 and 3, respectively, and 3w = . 

3.3 Experimental results 

As mentioned in the previous sections, our scheme is implemented in H.264 

JM8.1a and compared to the joint model [68]. In our experiments, the baseline 

profile is employed and we set the maximum search range to 16 and the number of B 

frames “NumberBFrames” to 0. The format of the tested sequence is YUV 4:2:0 

QCIF at 30fps. The sequences are coded with different target bit rates: 24kbps, 

48kbps and 64kbps in order to test the performance of the proposed scheme at 

different bit rates. The average PSNR and coded bit rates of both JM8.1a and our 

scheme are tabulated in Table 3-2. In the table, the average coded bit rate is 

compared to the target bit rate so that the closeness of the target bit rates achieved by 

the two schemes can be compared. The results show that our scheme achieves a 
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closer bit rate on average. The last column also shows the gain in PSNR based on our 

scheme. The average increased rate and PSNR gain are summarized in the last row of 

the table. The results show that our scheme can improve the PSNR for a wide variety 

of video sequences, and can achieve more accurate coded bit rates on average. The 

adaptive constraint (3.16) bounds the fluctuating QP in some occasions and stabilizes 

the QP in the frames that follow. Therefore the distortion propagation due to the QP 

fluctuation can be terminated. Some sequences such as N24 can achieve a significant 

PSNR gain. In general, if the best QStep is located on somewhere between two 

consequent QSteps provided by JM8.1a, then the QP will fluctuate around the 

optimal QStep. 

Table 3-2  The performance on target rate and PSNR of our scheme as compared to JM8.1a. 
M=mobile, N=news, G=grandma and H=hall; the number that follows is the target rate 

(kbps). 

 JM8.1a Our scheme (DR3)  

Seq. PSNR(dB) Bit rate  Rate inc(%) PSNR(dB) Bit rate Rate inc(%) PSNR gain (dB)
M24 25.19 27.46 14.41 25.19 25.46 6.08 0.0017 
N24 33.81 24.1 0.42 34.23 23.99 -0.04 0.4229 
G24 37.15 24.17 0.70 37.96 24.03 0.13 0.8125 
H48 38.83 47.88 -0.25 38.92 48.11 0.23 0.0953 
Aver.   2.53   1.15 0.39 

The generated bit rates are as stable as JM8.1a, but with a higher PSNR, as 

shown in Figure 3-13 to Figure 3-17. Some coded sequences are shown in Figure 

3-18 to compare the visual quality based on the two schemes. 
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Figure 3-13 The PSNR in (dB) and the coded bit rates for the JM8.1a and our proposed 

scheme. The upper figure shows the PSNR and the lower figure shows the generated bit rates 
based on the video Mobile. 
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Figure 3-14 The PSNR in (dB) and the coded bit rates for the JM8.1a and our proposed 

scheme. The upper figure shows the PSNR and the lower figure shows the generated bit rates 
based on the video News. 
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Figure 3-15 The PSNR in (dB) and the coded bit rates for the JM8.1a and our proposed 

scheme. The upper figure shows the PSNR and the lower figure shows the generated bit rates 
based on the video Akiyo. 
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Figure 3-16 The PSNR in (dB) and the coded bit rates for the JM8.1a and our proposed 

scheme. The upper figure shows the PSNR and the lower figure shows the generated bit rates 
based on the video Grandma. 
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Figure 3-17 The PSNR in (dB) and the coded bit rates for the JM8.1a and our proposed 

scheme. The upper figure shows the PSNR and the lower figure shows the generated bit rates 
based on the video Hall. 
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3.4 Computation Analysis 

The proposed rate control algorithm requires a small amount of computation 

for calculating the model parameters. The major portion of the increased complexity 

is resulted from the additional model parameters 1a , 2a  and 3a . Although a pseudo 

approach is employed, a certain amount of calculation is required especially when 

the 3-term linear regression is employed. However, not all the coded units require the 

3-term linear regression or further downscale to the one-term quadratic model as 

shown in Figure 3-12. The three model parameters can be solved by means of the 

Crammer rules in matrix form, as shown in (3.20), 
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∑ ∑ ∑ ∑

∑ ∑ ∑ ∑

 (3.20) 

In order to analyze the additional time and computation of our algorithm, the 

average numbers of addition and multiplication are considered as a reference. By 

coding the sequences “Mobile”, “News” and “Grandma” with QCIF resolution, 

30fps at 48kbps, the average computational effort is obtained and the results are 

tabulated in Table 3-3. 
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Table 3-3 Average number of multiplication and addition of RD2 and DR3 

 No of multiplication No of addition 
RD2 11 4 
DR3 14.4 5.58 

The computational effort of the proposed algorithm is slightly higher than 

that of RD2. In addition, the overall increase of coding time is another important 

indication of complexity. The coding processes, including motion estimation, mode 

selection and entropy coding, are the most time-consuming parts of JM8.1a. As a 

result, the increased runtime due to the additional computation required in our 

proposed algorithm is not significant. The runtimes are given in Table 3-4. 

Table 3-4 Time consumption 

 RD2 DR3 
Mobile 151441ms 153582 ms 
News 139086 ms 141212 ms 
Grandma 128883 ms 131021 ms 

 

3.5 Conclusion 

In this chapter, we have presented a new cubic rate model together with its 

control schemes for typical hybrid video coders. Our proposed rate model is based on 

the classical quadratic model with extended terms. As the terms in our model no 

longer follow the Taylor series, the model is not necessarily monotonically 

increasing. Hence, we have also proposed a control scheme to avoid the coder 

operating in the range where the model fails. For the rate control part, a conventional 
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buffer fullness formulation is used such that existing frame rate control schemes can 

be employed. The overall performance of our scheme is better than the existing 

quadratic model based on the platform JM8.1a. The quadratic model outperforms 

other models at the time when H.264 was proposed and therefore adopted in the 

reference software. Thus, our model should outperform other classical rate-distortion 

models. The scheme can be implemented in other similar hybrid coders for low-delay 

video communications, as the computations required are low. 
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Figure 3-18 The visual quality using the JM8.1a rate control scheme (left side) and using our 
proposed scheme (right side) based on the tested sequences (a) News, (b) Akiyo and (c) 

Grandma.  
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Chapter 4  
Simplified Pre-analysis Rate 
Control 

In this chapter, the judgment criteria and existing problems of rate-control 

schemes are discussed. The judgment criteria to determine whether an algorithm can 

be based on frame-wise, block-wise, or object-wise optimization, and the 

computational complexity and time consumption of the algorithms will be described 

and analyzed. In the middle of this chapter, we will discuss the advantages of pre-

analysis, which the predictive analysis of rate-control techniques cannot really 

include. Based on an existing predictive rate-control technique, we have developed a 

new model that can dramatically reduce the computation required based on a 

simplified version of the Verification Model (VM) as a testing platform. 

4.1 The Problem of Dependency 

Compression is the process of reducing the correlation among data such that 

most of the information can be compacted into fewer elements, symbols or 

coefficients. However, this will also increase dependency among the compressed 
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data. In other words, decoding a coefficient or symbol will depend on its previous 

coefficients. In any MPEG standard, a predicted frame depends on one or more 

reference frames. Any error occurring in a reference frame will therefore distort the 

predicted frame. Any distortion resulting from quantization in a reference frame will 

also be propagated in its corresponding predicted frames. This problem makes the 

design of rate-control schemes much more difficult, since choosing different 

quantization step QStep in a reference frame can also change the R-D curve of the 

predicted frame. Hence, non-adaptive pre-analysis of the R-D curves of a predicted 

frame may not be useful in actual situations. Lin et al. [67] has proposed a rate-

control algorithm for MPEG-1 and MPEG-2 video. Their experiments were 

conducted based on the Test Model 5 (TM5). They used the piecewise spline 

interpolation by considering 6 R-D samples rather than 31 samples. Each choice of 

the QP for the reference frame (denoted as QPI) has its own corresponding R-D 

curve for the predicted frame. Figure 4-1 shows an example of the dependency curve. 

Since each line in Figure 4-1 corresponds to one QPI, their dependency no longer has 

to be considered. The only action that the encoder needs to do is to choose the correct 

R-D curve for the P-frame according to the QPI chosen in the I-frame. Chiang et al. 

[61] and Lee et al. [62], [23] proposed a quadratic rate distortion scheme, as 

discussed in Section 2.2. Their idea is based on modeling the R-D curves rather than 
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using the concept of operational rate control, as discussed in Section 2.1.2. They 

assume that the source is Laplacian and that the rate-distortion model is 

approximated by a quadratic equation that contains two parameters. These two 

parameters are computed using linear regression with the parameters used in the 

previous frames of the same GOP. The scheme provides a simple calculation by 

considering the dependency problem. However, similar to other modeling schemes, 

the source is assumed to be specified. All the derivations of the formulations have to 

be recalculated if other modeling functions are going to be used. The advantage of 

their schemes is that the parameters to be used are based on the previous parameters, 

and hence the encoder can estimate or find the R-D points without having to encode 

the frames. 
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Figure 4-1 The distortion curves of a P-frame against the scaling factors of the corresponding 

I-frame. 

4.1.1 Frame-wise, block-wise and object-wise optimization 

Ortega et al. [57] proposed a technique based on trellis coding to find the 

optimal combination of scaling factors, as described in Section 2.1.1, for all the 

blocks in a frame. A block-wise technique can be used before a frame-wise 

technique. The abovementioned schemes are generally based on frame-wise 

optimization like [67]. The algorithm in [61] can be used for frame-wise, block-wise 

and object-wise (for MPEG-4) optimization. Of course, a scheme that is suitable for 
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frame-wise, block-wise and object-wise optimization is an advantage, but this 

depends on the specific applications and the system resources. 

4.1.2 Time consumption of rate control Schemes 

No matter that an operational rate-control scheme or an approximation model 

is used for video rate control, a significant number of operations are required. 

Operational rate control requires encoding a video sequence many times depending 

on the possible number of quantizers and the algorithm itself. Hence, this type of 

rate-control scheme cannot be applied to real-time video coding applications, and 

instead is suitable for stored video streaming in which the R-D curves are pre-

analyzed. The most suitable quantizer is chosen based on the channel capacity to 

encode the sequence when a receiver or client makes a request. For some interactive 

applications and live broadcasting, operational rate-control schemes are not suitable. 

A typical example of a live broadcast is a football match transmitted over the 

Internet. The encoder has a stringent time constraint in which to analyze the 

sequence. Otherwise, the live broadcast is not appropriate for a live football match. 

The delay problem is much more serious for interactive applications, such as video 

conferencing, in which the round-trip delay is much more perceptible to end-users. 

R-D curve modeling is recommended for such applications, as it requires relatively 
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low computational effort as compared to the operational rate control. However, it 

may also need some adaptive statistical analysis to calculate the model parameters. 

4.2  Approximation of operational rate control 

scheme 

Operational rate-distortion schemes are generally more accurate, but with 

higher computational efforts. Therefore, some existing techniques still employ the 

operational rate-control scheme. 

4.2.1 Intra-frame approximation 

As mentioned in the previous sections, the operational rate-control scheme 

requires the whole R-Q set from all possible quantizers. Such a scheme is very time-

consuming if no approximation is applied. Lin et al. [67] proposed a fast 

approximation technique which can preserve the accuracy of the R-D curves with 

lower computation efforts. In the scheme, they chose only some control points 

instead of all 31 points as in the MPEG. The control points can be found by the 

equation 1 2i i iQP QP QP− −= +  i.e. the control points are (1, 2, 3, 5, 8, 13, 21, 31). 

Selecting the QP in this way can fit the rate curves and the distortion curves, as they 

are generally exponential functions. Cubic interpolation is then employed to 

approximate the points between any two adjacent control points. For example, to find 
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the R-D point when QP = 7, (5, 8, 13, 21) are used to determine the four unknowns 

of the spline polynomial as follows: 

 3 2( )j j j j jf X a X b X c X d= + + +  (4.1) 

4.2.2 Inter-frame dependency model 

Another essential idea of the algorithm in [67] is the inter-frame dependency 

model. Since QPI affects the R-D curve of the predicted frame, the scheme is to find 

out all possible effects from a QPI. Let the rate and distortion functions for the P-

frame be ( , )P I PD QP QP  and ( , )P I PR QP QP , respectively. ( , )P I PD QP QP  can be 

plotted as a 3D plot, as shown in Figure 4-2. If we set QPI as a constant and plot 

( , )P ID QP q  for q = (1, 2, …, 31) in the same figure, we will have the relationship as 

shown in Figure 4-7. Each line corresponds to one possible choice of QPI, and 

( , )P ID QP q  does not increase further when QPI and QPP are equal. This linear-

constant model is partly based on the selection of the skip-mode in MPEG. The 

distortion increases linearly as QPI increases. The proof can be found in [66]. The 

final derivation in [66] is given below: 

 P I P IEL F F EL≈ − +  (4.2) 

The relationship of the distortion of the P-frame is roughly, linearly 

proportional to the distortion of the I-frame (i.e. the distortion of the P-frame is 
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roughly proportional to the QPI). Therefore, a linear-constant model is used to 

represent the curve as follows: 

 
If , then ( , ) [ ( ) ( )]
otherwise ( , )

I P I I I I

P I

QP q D QP q D q D QP
D QP q

ξ ψ
ξ

≤ = − −
=

 (4.3) 

where ξ and ψ are the model parameter and q = QPP. 

QPI QPP

MSEP

 

Figure 4-2 The 3-D plane of the R-D curve. 

ξ and ψ can be solved by encoding and measuring the distortion at two values 

of QPI. If the spline model uses 6 control points, then 12 control points are necessary 

for the inter-frame dependency model. An inter-frame model can be represented by a 

2D space, as shown in Figure 4-3. Note that both the spline interpolation and the 
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linear-constant model can be used to find any R-D points. Let us use the example in 

[67], the two values for finding ξ and ψ are 5 and 13, as shown in Figure 4-3. If the 

point to be considered is the arbitrary point ( , ) (10,10)I PQP QP = , then use the linear-

constant model to find the four points (10,5), (10,8), (10,13), (10,21) and these four 

points are used in (4.1) to determine (10,10). The total number of control points 

needed is 8 for (10,10), but to cover all the 2D space, 12 points are required. 

 
Figure 4-3 The 2-D plane showing the control points used to approximate the whole 

dependency 3-D curve. 
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4.3 Fast approximation and modeling 

A faster approximation method is devised in this thesis, which requires only 

half of the computation of [67]. Our method adaptively selects the number of control 

points instead of using a global choice. 

4.3.1 Fast Intra-frame approximation 

In most of the existing modeling rate-control schemes, the modeling 

functions are usually assumed to be a linear distortion function. However, in most 

situations, this assumption is not true. The linear characteristic happens only when 

the scale parameter is sufficiently large, for example, higher than 15. Figure 4-4, 

Figure 4-5 and Figure 4-6 show the R-D curves of the sequences: Football, Mobile 

and Garden, respectively. When the scaling factors are greater than 15, the R-D 

curves tend to be straight lines. Based on this characteristic, we can use a bisection 

algorithm, which is adaptive to the individual sequence. Our algorithm includes only 

those necessary R-D points. If the R-D of a sequence is a straight line, this algorithm 

requires 2 points only to approximate the R-D curve. The details of the algorithm are 

given as follows, 

Set the distortion, denoted as 1
IMSE , at 0IQP =  to be 0. 
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Encode the I-frame with 31IQP =  and set 31temp
IQP= = . Compute the 

distortion 31
IMSE . Then use spline interpolation to approximate the R-D curve using 

two points. 

Encode the I-frame with QPI = 16, which is derived by / 2temp
IQP⎢ ⎥⎣ ⎦ . 

Compute 16
IMSE  and compare the value of 16

IMSE  from the approximated R-D curve 

to the actual 16
IMSE . If the error is within a preset threshold, then form the final 

approximated curve by using the three points 1 1( , )I IQP MSE , 16 16( , )I IQP MSE , 

31 31( , )I IQP MSE . Otherwise, set 16temp
IQP =  and encode the point / 2temp

IQP⎢ ⎥⎣ ⎦  until 

the threshold is met. 

Note that the point 1 1( , )I IQP MSE  is not a result of encoding the point. 

Therefore, at most, six points are used, and the points chosen are (31, 16, 8, 4, 2, 1). 

However, in most of the cases, 4 points are sufficient. Table 1 shows the 

experimental results. The relative error is determined as follows: 

 original value - estimated valuerelative error  
original value

=  (4.4) 

Table 4-1 Relative modeling error of our distortion modeling of the I-frame. 

 Average error Number of points 
Garden 2.15% 4 
Football 2.6% 5 
Mobile 2.2% 4 
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Figure 4-4 The distortion curve of the sequence Football. 
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Figure 4-5 The distortion curve of the sequence Mobile. 
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Figure 4-6 The distortion curve of the sequence Garden. 

 

4.3.2 Fast Inter-frame dependency model 

A fast inter-frame dependency model based on the linear-constant model 

proposed in [67] will be developed in this section. However, our technique is quite 

different to the previous method as it does not require spline interpolation for the 

predicted frame. Figure 4-7 shows that the distortion does not increase further after 

the line I PQP QP= . Therefore, this line can be used to approximate the whole R-D 

plot with all combinations of the scaling factors of the I-frame and the P-frame. The 

first step to determine this dependency model is to calculate the MSEP for QPI = 1 
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and for all QPP, i.e. the circles in Figure 4-8. By projecting the QPI values (1, 2, …, 

31) from the x-axis up to the line satisfying I PQP QP=  as shown in Figure 4-9, the 

point marked with a triangle can be found. The whole R-D plot can then be found by 

connecting the circled points and the triangle-marked points. Note that the circle 

points are found by using spline interpolation, as these points are on the R-D curve of 

the P-frame at QPI = 1. See Figure 4-10, it is clear to show the relationship by a 3D 

space. 

QPI

M
SE

P

QPP=QPI

 
Figure 4-7 The dependency R-D curve. 
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The technique used to model the line satisfying I PQP QP=  is derived in this 

section. Based on the model shown in Figure 1-1, let PF , PR , Q
PR , PEL  and PQP , be 

the P-frame, the residue, the quantized residue, the enhancement layer (i.e. the 

quantization distortion) and the scaling factor of the P-frame, respectively. We also 

assume that an I-frame has a similar set of notations, that is, IF , IR , Q
IR , IEL  and 

IQP . As the residue and the enhancement layers are affected by the scaling factors, 

we will further represent the parameters by ( , )P I PR QP QP , ( , )Q
P I PR QP QP , 

( , )P I PEL QP QP  and ( )I IR QP , ( )Q
I IR QP , ( )I IEL QP . The P-frame can be formulated 

as follows, 

 ( )P I I PF MC F EL R= − +  (4.5) 

where MC means motion compensation. Then, we have 

[ ( , )]

( ) [ ( , )]

( ) [ ( , )] ( , ) ( , )

( ) [ ( )] ( ) ( ), by setting 

P I I I P P

I I I P P

Q
I I I P P I P P I P

Q
I I I P I P I I P

F MC F EL QP QP R

MC F MC EL QP QP R

MC F MC EL QP QP R QP QP EL QP QP

MC F MC EL QP R QP EL QP QP QP

= − +

= − +

= − + +

= − + + =

 

( ) [ ( )] ( ) ( )Q
P I I I P I P IEL QP MC EL QP R QP F MC F= − + −  

 ( ) [ ( )] ( ) [ ( )]Q
P I I I P I P IEL QP MC EL QP R QP F MC Fυ= − • + −  (4.6) 

where  is a matrix and  represents the dot product operation.υ •  
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 ( ) [ ( )] ( )Q
P I I I P IEL QP MC EL QP R QPυ τ= − • +  (4.7) 

where  is a constant matrix equal to [ ( )]P IF MC Fτ − . If the motion between the I-

frame and the P-frame is very small, then [ ( )] ( )I I I IMC EL QP EL QP≈  and τ becomes 

a zero matrix. We therefore have, 

 ( ) ( ) ( )Q
P I I I P IEL QP EL QP R QPυ≈ − •  (4.8) 

If ( )Q
P IR QPυ •  is ignored, we will have, 

 ( ) ( )P I I IEL QP EL QP≈  (4.9) 

As the enhancement layer can actually reflect the distortion, we can use MSE to 

represent the distortion. Therefore, 

 [ ( )] [ ( )]P I I IMSE EL QP MSE EL QP≈  (4.10) 

It is interesting to note that [ ( )]P IMSE EL QP  is the line satisfying I PQP QP= , as 

shown in Figure 4-7, and [ ( )]I IMSE EL QP  is actually the R-D curve of the encoded I-

frame. The difference between (4.7) and (4.9) is [ ( )]P IF MC F−  and ( )I IEL QPυ • . 

Of course, if these items are available, the exact result can be found. However, 

obtaining these items - which are actually the motion compensation and quantization 

process for the enhancement layer, respectively - requires many computations. 
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Figure 4-8 The dependency R-D curve showing the points needed to be approximated with 

circles. 

Table 4-2 tabulates the experimental results of our algorithm. [67] generally 

requires 12 points for inter-frame modeling while our algorithm needs generally 5 

points. 

Table 4-2  Relative modeling error of our distortion modeling scheme for P-frames. 

 Average error Number of points 
Garden 4.2% 5 
Football 6.3% 5 
Mobile 7.8% 5 
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Figure 4-9 Projection from the QPI axis. 
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Figure 4-10 The DistortionP-QPI curve and the DistortionP-QPP curve obtained from 
different points of view of the 3-D R-D dependency curve. 

4.4 Conclusion 

We have developed a model for an intra-coded frame and a model for an 

inter-coded frame. Both models can achieve a comparable performance to the 

original spline model. Experiments show that the errors based on our models increase 

slightly, by 1.12%, compared to those using the spline model on average, but the 
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computation required is reduced to only 45% of the spline model. This can 

significantly reduce the processing time for this kind of pre-analysis rate-control 

technique. However, our system does increase the modeling error slightly. Hence, the 

model to be employed should depend on the application itself. The spline model can 

be employed for media with a tight storage capacity, while our model is suitable for 

non-real-time applications in which the time constraint is the greatest concern. 
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Chapter 5  
Conclusion 

5.1 Conclusion on the research project 

Rate control is one of the most important processes in the encoder side to 

control the trade-off between the quality and the output bit rate. In this research 

project, different rate-control techniques have been investigated, including most of 

the typical rate-distortion modeling methods that have been adopted as the reference 

models for various existing video compression standards, non-real-time pre-analysis 

methods, and low-computation fuzzy logic rate controller, etc. In JM8.1a and 

VM5.0, the rate-distortion model is based on the first two terms of the Taylor 

expansion. The performance of the quadratic model is quite robust against different 

sequences and under different channel resources. As a consequence, the quantization 

step is obtained by solving the quadratic model for a given channel rate. Increasing 

the order of the model becomes very difficult since the quantization step cannot be 

easily solved for a rate-distortion model with an order higher than two. The 

determination of higher order rate-distortion models requires iterative numerical 
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methods. Therefore, we have developed a model that represents the quantization step 

as a function of the target bit rate. In other words, this model is a distortion-rate 

model rather than a classical rate-distortion model. However, since the developed 

cubic distortion-rate model itself is not derived from the expansion of the Taylor 

series, such a model may not be monotonically decreasing when the bit rate 

increases. Hence we have also developed an effective method that can determine the 

region in which the cubic model is not monotonically decreasing such that the system 

rejects the results determined in that region. 

Increasing the order of the model will certainly increase the computational 

effort in the linear regression process of the model parameters. Our rate-control 

system includes a pseudo-regression method. This method allows the system to use a 

simpler form of regression. Classical regression is only employed when pseudo-

regression fails. 

Furthermore, we observe that in some cases the quantization steps always 

switch between two choices. This problem is caused by overestimation or 

underestimation to the quantization step of the previous coded units. When 

overestimation or underestimation has occurred, the system tends to remedy the 

problem by decreasing or increasing the following quantization step by two, which is 

the maximum possible change, as indicated in the joint model. Such a remedy cannot 
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always solve the problem, as it may also overestimate or underestimate again. As a 

result, the quantization step is oscillating within a certain period. This oscillation 

surely makes the quality fluctuate as well. In our rate-control system, we include a 

simple technique to stabilize the final quantization step and the quantization 

parameter. Our algorithm detects the fluctuation of the quantization steps and 

eliminates the range of the fluctuation. Experimental results show that our rate-

control techniques outperform the classical rate-distortion model in terms of output 

bit rate and objective quality. Nevertheless, our model can be further extended in 

future development, as it is not necessary to solve the problem described above in 

order to determine the quantization step. 

We have also studied some pre-analysis rate-control techniques and 

developed two new fast models for the system that originally used the spline cubic 

model. Limited by the original design of the spline cubic model, the number of 

control points is fixed to be 12. Reducing the number of control points is difficult, as 

the spline model requires a certain number of sampling points in order to interpolate 

the values between any two sampled control points. Another problem is that the 

original model does not consider the complexity of the rate and distortion curves. 

Actually, some curves can be modeled easily since the curves behave like linear lines 

in some parts of the curves. One of our new models can adaptively select the number 
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of control points based on different behaviors of the curves for intra-frames. Our 

experiments show that five points are sufficient to model a rate or a distortion curve. 

In some cases, only four points are necessary. Besides, we have also developed an 

inter-model which improves the performance of the system for inter-frames. This 

model is not adaptive. Instead, it requires a fixed number of points for different 

sequences. These two models together can significantly reduce the overall 

computational effort. 

This research project has covered two of the most popular streams of rate-

control techniques. We can understand the state-of-the-art of rate control clearly 

through the development of these two new rate-control techniques, and we have 

solved some of the problems in the existing rate-control techniques. 

5.2 Future development of rate-control techniques 

Several new rate-control techniques will be proposed every year as it is an 

important part of video coding and transmission. Some researchers employ the 

derivation from the information theory to develop a new model. Others may propose 

techniques that are fine-tuned versions of previous research for a new video standard. 

There is also some work based on new domains in which the rate and distortion 

characteristics behave linear so that the prediction of the curves become much easier. 
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As the number of handheld mobile video communication devices increases, 

the future development of rate control will tend to have low computational effort and 

low power consumption. Instances are the emergence of the third-generation mobile 

phones, smartphones and handheld personal computers. All these devices will 

support multimedia applications such as video communication in the future. The 

capability of video communication in handheld mobile devices is much more 

challenging than in those devices with continuous power supply. Therefore, the new 

generation of rate-control techniques should not require too many supplementary 

computations, as the video coding itself is already quite power-consuming. The pre-

analysis rate control technique should be no longer possible in mobile devices, while 

the rate-distortion model and the fuzzy logic rate controller can be improved to suit 

those mobile applications with limited resources available. 

Possible improvement can be further developed based on the work in this 

research project. For instance, the combination of the individual terms in our cubic 

model may be modified to include more terms with different shapes, which can 

represent the curve more effectively and efficiently with a smaller order. On the 

other hand, although linear regression is a very good tool to determine the model 

parameters based on previous coded units, it is somehow still quite power-consuming. 
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