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Abstract

Image segmentation is generally not straightforward and is still a fundamental prob-

lem in many fields, while there have been many different approaches to solve it, to

date there is no definitive answer. While there is no generalised solution which

can match human cognition, we can attempt to design algorithms which can work

well for specific applications. In the case of medical imaging, there are a myriad

of problems facing a successful segmentation algorithm depending on which par-

ticular problem it is being applied to. One such subset of this field is images with

intensity inhomogeneities and corruptions. Although this is not a problem limited

to the medical imaging, it does appear in many situations.

Another issue often faced in medical imaging when trying to create a fully au-

tomated system, is a lack of a reliable ground truth or ”gold standard” to train the

model. Moreover, even if one does exist there can often be some disagreement be-

tween different medical experts over the its validity. Unsupervised learning is less

affected by this paradoxical dilemma, however, validating the results of these meth-

ods is slightly tricky and the evaluation of how well any such system is performing

is not straight forward.

The focus of this research is on how to correctly segment and classify pix-

els in images which contain such inhomogeneities, as well as their classification

for which-ever particular problem is being tackled. Three distinct applications are

given, that of Multicolour-fluorescence in situ hybridization (M-FISH) imaging,

retina blood vessel images and Magnetic resonance imaging (MRI). For each of

these applications four methods will be presented.

First an investigation into how well an adaptive Kernelised Fuzzy C-Means
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algorithm (FCM) can be used to segment pixels and also how the resultant output

can be used intuitively in a Bayesian classifier. Specifically the research presented

shows the results of the segmentation of M-FISH image data using a Kernel-based

modified adaptive FCM algorithm; the kernel used was the Radial basis function

exclusively. The research then shows how the responsibility values from the FCM

algorithm can be used to form a set of probabilities for use in a Bayesian classifier,

achieved by assuming that the intensity values of the constituent images are strongly

correlated. To date the proposed algorithm has shown a vast improvement on the

standard segmentation method.

Secondly, a method combining both pixel-wise and geometric-based segmen-

tation methods could be used together to inform one another. The outcome was that

by fusing together these two methods it was possible to get a better result than either

used alone. Specifically looking at images at intensity inhomogeneities, some meth-

ods have tried to incorporate handling these into both region-based and geometric

based, from this study it can be seen that by combining the two methods together

they show a better result than individually

Finally, a method which fuses the benefits of both of the adaptive fuzzy algo-

rithms and Level-sets if presented. Using the developments from both of the pre-

vious methods, a conditional energy formulation for a Level-set curve evolution is

made by leveraging the uncertainties calculated from an adaptive FCM algorithm.

This method shows a strong capability of overcoming the corruptions within M-

FISH images with segmentation performance much higher than those it is compared

with.

The proposed methods are verified using experimentation on public datasets

and synthetic images. From the results it was seen that the proposed methods in this

study can improve segmentation performance on small datasets of medical images

which contain both inhomogeneities and corruptions which shows it has potential

for use in real world applications of health informatics in the future.
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Chapter 1

Introduction

1.1 Background

1.1.1 Current work

Images with intensity inhomogeneities present a real challenge when trying to seg-

ment them into specific regions, especially for applications where high accuracy is

of a paramount importance i.e. medical imaging. It is well known that in the field of

image segmentation that generally the neighbouring pixels in an image are highly

correlated spatially thus if an image segmentation algorithm does not consider this

fact it can result in numerous imperfections and spurious results. Magnetic Reso-

nance Imaging (MRI) is one such field which suffers from this problem, and auto-

mated segmentation is an important quantitative tool for clinicians as an analytical

tool as the qualitative analysis by experts is quite subjective.

Many algorithms use edge points to develop and estimate a modelled object

contour. However, if is often the case that this is simply not sufficient to perform

a correct segmentation of an image. Thus, it naturally makes sense to extend any

of these methods to exploit other image properties. Some examples being spacial

information and texture values which can provide invaluable knowledge about the

image.
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Literature shows the Fuzzy C-Means algorithm (FCM) is one of the most pop-

ular algorithms in various research fields of image segmentation. Comparing the

FCM to hard segmentation methods, fuzzy clustering shows that it has a compara-

tively greater tolerance to image noise; this is in large due to the intrinsic properties

of fuzzy set theory for taking into consideration the uncertainty of cluster member-

ship for each pixel in the image. A prominent characteristic of many images is that

its neighbouring pixels can often be highly correlated with neighbouring pixels and

possess very similar feature values. Additionally, taking into consideration that the

probability that these neighbouring pixels belong to the same cluster is relatively

high, it is then plain to see that the spatial relationship is of great importance in

clustering images. The standard FCM algorithm, unfortunately, does not utilise the

spatial relationship between pixels, for this reason, much research has modified the

objective function of the FCM algorithm to include a spatial constraint imposed on

the centre pixel. The most common method for modifying the original FCM al-

gorithm to take into consideration the spatial relationships is to alter its objective

function. It is possible, for example, to augment the normalisation distance mea-

surement and additional spacial terms can be added.

Importantly, even though other research has shown a high accuracy, there is

also much need for the manual tuning of individual parameters during the ”auto-

mated” segmentation process, which is counter-productive towards any fully auto-

mated process. Thus more research needs to be completed in a move towards a

fully automated system. Many existing fuzzy clustering methods also fail to take

into consideration any a priori knowledge about the data set, even using data sets

that do not have a reliable ground truth in order to use supervised methods, we can

still conclude that having generated a set of responsibilities using the modified fuzzy

clustering algorithm, we have indeed created a set of probabilistic values for each
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pixel. Furthermore, there have been some methods which have also conducted a

level of pre-computation before clustering, such that they have adapted the image to

its own inhomogeneities so that the clustering process had become more accurate.

1.1.2 Current problems

Images with noise, artefacts and inhomogeneities remain to be a major issue in im-

age segmentation, while there are may different algorithms and approaches which

have been designed, it remains a fundamental problem in computer vision and im-

age processing. When looking specifically at the application of fuzzy set theory

towards multi-layered image processing current methods do not take advantage of

the existing correlated probabilities between the layers. This leveraging of prob-

abilities makes fuzzy-based algorithms potentially a highly effective method for

multi-spectral imaging. It is the intention of this research to investigate the ef-

fectiveness of fuzzy clustering methods at performing segmentation by leveraging

the correlated probabilities from multiple responsibility values. In addition, there

seems to be a gap in the current research for applying kernel-based FCM methods to

MRI image data. It turns out the calculation of a probabilistic classifier using multi-

ple layered responsibilities is computationally simpler when using the Kernel-based

FCM. Thus it seems to be a natural direction for the research to take.

We can take two distinct examples which contain similar problems. Firstly the

Multicolour-fluorescence in situ hybridization (M-FISH) karyotyping image seg-

mentation. The finer points of this method are discussed later in section 3.1, the

important factor is that the result of the imaging process leads to an uneven dis-

tribution of intensity values, this is often called the gain field [1]. Secondly, MRI

imaging has a problem caused by the so called bias-field [2]. While much work

has already been conducted and proved the importance of spatial constraints be-

ing imposed on the objective function of the FCM algorithm, there still remains to
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be investigated the application of Kernel methods being applied to these spatially

constrained equations. Furthermore the resultant membership functions have an

untapped potential when dealing with these types of datasets, from the currently

completed work it will be shown that it is possible to vastly improve the classifica-

tion accuracy by considering the membership functions from each of the layers in

the M-FISH image as part of the same probabilistic problem.

1.1.3 Research goals

To solve the problem of segmenting images in the medical imaging realm and given

the discussed issues of the inhomogeneities and artefacts existing, this research will

pose the following questions:

1. When imposing the spatial constraint of the object function of a fuzzy clus-

tering algorithm, which spatial and size works best for medical images with

intensity inhomogeneities?

2. Projecting the extracted intensity features to a higher dimensional space using

Kernel functions, is it better to use one single Kernel type or multiple, and

which will give the best performance?

3. Can the spacial information and derived pixel uncertainties from the FCM

algorithm be leveraged into geometric based methods such as the level-set

function?

1.1.4 Significance of the work

Early diagnosis of tumours or genetic anomalies can vastly improve the number of

possible treatments as well as survival rate from potentially fatal conditions. More-

over, the application of most brain tumour therapies can be potentially harmful if

incorrectly guided, so it is of paramount importance that a tumour is segmented
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accurately in order to safeguard the healthy tissue. This process is lengthy and

involves various steps[3]. Importantly, the standard clinical process implemented

at this time, involves the manual annotation of extremely large datasets; This pro-

cess is time consuming and expensive. In comparison to other methods such as

deep learning, fuzzy clustering is computationally inexpensive and is highly ex-

plainable in how it behaves. This is one feature which is important for medical

image processing, as ultimately it is potentially life threatening if something goes

wrong and one of the biggest problems facing any automated system is the adop-

tion and faith given by the medical community. The development of a robust,

computationally inexpensive, explainable and accurate segmentation algorithm is

highly significant. The research proposed to tackle these problems and produced a

novel kernel-based adaptive algorithm which can compensate for intensity inhomo-

geneities while leveraging the internal probabilities to improve the classification ac-

curacy. The research also proposed a hybrid clustering-level set method which used

the output of a kernel-based fuzzy C-means algorithm into an active contours al-

gorithm to regulate normally smooth boundaries of the segmented objects. Finally,

the research proposed an active contours method based on a modified Chan-Vese

variational level set algorithm which leveraged the probabilistic uncertainties from

a kernel-based fuzzy C-means algorithm as input.

In the case of level sets, this is a numerical method used for finding and tracking

interfaces, where the zero level set of a projected higher-dimensional function is

representative of the target object contours. Due to the robust numerical nature,

the level set method is advantageous because it is an already well-established set

of mathematical tools as well as not requiring parameterisation and can represent

complex topologies. However, there are some issues facing certain types of level

set algorithms. For example, many are based on piece-wise models or edge based
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models, whilst they do not have any assumptions of image intensity homogeneity

they rely heavily on correct initialisation and also need strong object boundaries.

1.2 Thesis Structure

This thesis consists of 7 chapters and contain as follows:

Chapter 1 Contains an introduction and background to the investigated prob-

lem.

Chapter 2 Contains a literature review of all of the topics investigated and

their related backgrounds

Chapter 3 Contains a description and important information on the real work

dataset used.

Chapter 4 Describes the development of a novel kernel based fuzzy C-means

algorithm applied to the M-Fish karotyping dataset.

Chapter 5 Describes the method and experiments carried out on a hybrid clus-

tering and level set method.

Chapter 6 Describes the final method which fuses all of the previous methods

to create a fuzzy region based level set algorithm. This is then tested on the real

world M-Fish dataset.

Chapter 7 Presents conclusions and discussions of the overall work.



Chapter 2

Literature Review

2.1 MRI imaging

Brain imaging has wide-ranging applications, from trying to better understand how

human cognition functions, to treating brain tumours. With these applications, each

is of vital importance to future development in their respective fields. Although

brain tumours account for around only 1% of all cancers, they are still the most

fatal. Improper treatment can lead to incredibly life-altering consequences such as

paralysis or loss of certain cognitive abilities. Proper detection and identification of

diseased regions is of vital importance to ensure patient safety and survival rates.

The examination of brain tumours for treatment is achieved via brain imaging,

usually using the medium of MRI data; although there are a few other methods

each with their own merit. In fact, MRI analysis of brain images for the study

of tumours is gaining increasing interest in research recently, due in part to the

need for an objective, efficient, automated system which can handle large volumes

of data. The issue facing brain imaging are multi-faceted, manually segmenting the

images is incredibly costly and time-consuming and generally even amongst experts

in the field there are relatively large discrepancies within their decisions of how to

segment and identify regions of interest. In addition to this, there is the issue of
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the deformable morphology of the brain, especially in the case of tumour growth or

shrinkage during various stages of treatment.

The role of machine intelligence and image processing in tackling these issues

within the treatment of these cancers is of great importance. Algorithmic automatic

detection of the regions of interest can drastically reduce the amount of time spent

by experts manually segmenting images and also potentially increasing the survival

rates of patients, giving both a medical and economic incentive. However, there are

many difficulties in designing such a system to perform this task. As mentioned

earlier the inconsistencies in the analysis by experts as well as the issues revolving

around image registration of a deformable object.

Developing a robust manually updatable automated segmentation framework

has several advantages. By utilising an automated algorithm, it removes workload

from clinicians saving them vast amounts of time, and allowing the clinicians to

then manually tweak this data will then ensure a higher level of accuracy. With this

increased accuracy, there is the possibility that the Doctor’s faith in the algorithm

will increase, helping to solve the major issue of lack of implementation of such

systems. By collecting these manual updates, priors in the decision algorithm can

be updated with new corrections to the predictions.

One of the key issues facing the correct segmentation of MRIs is the exis-

tence of Intensity inhomogeneities or the so-called bias field caused by the inherent

nature of the image acquisition method or those introduced by movement of the

patient. These imperfections or artefacts can cause serious problems to automated

segmentation algorithms. In an attempt to automate the process of segmentation

many different methods have been attempted, region based, edge based, classifica-

tion based and clustering based are such examples. Each method has shown its own

comparative successes however still there does not exist a solution which is robust
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enough to solve the problem of MRI segmentation.

In MRI, the pixel intensity values tend to have a problem where they are cor-

rupted by the so called “bias field”, this is a gradually varying noise which affects

the whole image in a gradient like effect. While Meyer et al. had predicted that

approximately 30% of all the pixel intensity values are affected by these inhomo-

geneities there is no sure way to know to what extent they have been corrupted[4].

It is important to know exactly what the bias field is doing to the intensity

values, in general it can be seen that it will unevenly distribute the intensity val-

ues around some local regions. Overall the effect will be such that the central re-

gions will have a much higher average intensity that those in the outer regions of

the brain image; although this may not affect an expert human observer to a great

degree, it will cause an automated algorithm many problems. To overcome this

problem there has been much research carried out to estimate the bias field[1, 2, 5–

12]. These works include methods such as histogram based methods[10], estima-

tion with the EM-algorithm[11, 12], with most of the work attempting to somehow

model the bias field as a relationship between each pixel and its immediate spatial

neighbourhood[1, 2, 5, 7] using fuzzy clustering. As Nabizadeh and Kubat points

out in their work using wavelets, traditional clustering methods do not work well

with brain image segmentation due to their inability to deal with inhomogeneities.

However, because of the success of fuzzy methods in handling the uncertainty in-

troduced by the inhomogeneities and artefacts, much research has focussed on these

methods in recent years.

As shown by Bauer et al. most segmentation architectures can be broken down

into similar pipelines[14]. Concentrating on the segmentation part of the pipeline,

it is important to determine which sort of features will be used for the segmentation

algorithm. Bauer et al. break the current trend for segmentation algorithms into two
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main groups, region/edge based and classification/clustering based.

2.2 Feature extraction

It is important to establish which features to use in the algorithm to be developed,

for medical images the typical feature used is pixel intensity values, other features

include alignment based and texture based[15, 16]. It is often possible to take ad-

vantage of the inherent structural elements of the brain such as the symmetrical

nature of the left and right hemispheres, and the shape estimation of the tumour can

be achieved using edge-based methods by this comparison of the symmetry[17, 18].

Recently there has been much interest in multi-modal and feature fusion strategies.

We can observe that there has been much interest in how different features can

improve the performance, for example[19], showed that combining features gave a

significant performance boost and[20] showed that by combining texture, shape and

intensity values they could achieve a much higher accuracy for multi-modal images.

Overall, almost all of the research uses image intensity values as a feature, based

on the general assumption that brain tumour tissues exhibit a different greyscale

intensity values compared to the surrounding healthy tissues.

2.3 Image segmentation

2.3.1 Edge-based

The brain and brain tumours can be modelled as a deformable objects[21–23], and

certainly when trying to solve the issue of image registration there has been much

success with this form of model.

These deformable models are successful by using edge detection and regis-

tering the local elements of the images[24]. In general, the edge-based methods

are achieved by growing a level-set on the voxels to find the tumour boundaries.
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Other methods include vector-flow models as used in[22] and region-competition

level-set[25]. Ho et al. achieved the region-competition method by forming a tu-

mour probability map by comparing various image types i.e. T1 and T1c images.

Similarly[26] used a region-growing approach to form a map of tumour likelihoods,

and[27] developed a region-based fuzzy-connectedness algorithm. Importantly the

work in[27] did not take into consideration the spatial information of the MRI im-

age.

2.3.2 Clustering/Classification based

To date, the most common form of brain tumour segmentation algorithms utilise

clustering or classification methods. Clustering and classification, do of course dif-

fer in the fact that classification methods require training whereas clustering can

work as an unsupervised method. Due to the fact that there is a variability in ground-

truths and MRI imaging is multimodal which are both situations which can be easily

handled by these methods. As mentioned earlier, mostly these will utilise the inten-

sity values or texture information as a feature, processed voxel-wise.

Looking at how clustering was introduced into applications to brain tumour

segmentation, it was initially the work in[28] which used clustering to analyse the

texture values in various tissues, from here the FCM algorithm was used in[29]

and later by[30] for it’s comparison to the KNN algorithm when determining the

tumour volume. This was later expanded to work with knowledge-based methods

in[31] and[32] fused these methods for use in brain tumour segmentation. These

methods still did not incorporate the spatial data.

There have since been many developments not only in classification methods

but also in how complicated the classification performed is. For example the works

in[33] and[34] used an increased level of modality by incorporating diffusion tensor

imaging (DTI) channels to the standard MRI channels which were then classified
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using Support Vector Machine (SVM); this was able to not segment various levels

of healthy and necrotic tissues into multiple levels of tumour severity. Another

method which used SVMs but with a lower modality is the work in[35], this also

proved to be effective but the lack of higher modality also reduced the complexity of

the segmentation. This work was further developed using the Kernel trick in SVMs

and showed that it could improve the results[36]. Finally, there has also been much

work using other methods such and ANN’s[37] and decision trees[38].

2.3.3 Classification and clustering with additional constraints

Taking into consideration that the most common feature used in MRI image seg-

mentation is voxel intensity values, it can be said that by simply using this, it does

not take into consideration all of the available information. This is indeed true for

other fields of general image segmentation and also other forms of medical image

segmentation i.e. the aforementioned M-FISH image segmentation. Because of

this there has been much research carried out to attempt to incorporate additional

data available within the images to improve the results of the segmentation. This

is usually achieved by enforcing additional constraints on the learning model such

as local neighbour pixel values, shape information or for the specific example of

tumour segmentation, the location of the tumour within the brain could be con-

strained. The latter point can be achieved using the so-called Atlases. These will

now be discussed in more detail.

Brain Atlases can be used to impose prior knowledge on a classification prob-

lem or creating generative classification models. They contain very detailed prior

knowledge of brain structures and topology of certain diseases. For example,

the KNN algorithm was used as a classifier by[39] using the spatial information

from a brain Atlas to inform their ”adaptive template-moderated classification al-

gorithm”. Not only has spatial information has been incorporated using Atlases but
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also the prior knowledge of tissue information, the work in[40] and[41] created a

probabilistic-based tissue model using the EM-algorithm. This leveraged the tu-

mour location data from a brain Atlas and augmented the Atlas with specific data

from patients about their tumour using various image modalities. Finally, the spa-

tial relationships from neighbouring voxel data is often achieved post-classification

using Markov Random Field (MRF) or Conditional Random Field (CRF)[42, 43].

From here we can draw some conclusions, firstly, the neighbouring voxel data

is of great importance to correct segmentation. Secondly, traditionally clustering

methods do not take into account this information. Finally, Fuzzy clustering meth-

ods are effective at handling images with inhomogeneities.

2.4 System Evaluation

When implementing any system it is important to know how evaluate the success

of it, because we want to eventually apply the system to the segmentation of brain

tumours, the following section will examine how to evaluate such systems. For

tumour prognosis, the volume of the necrotic tissue is the key measurement for suc-

cessful treatment[44]. When dealing with manual labelling, the nature of the task

and its difficulties leads to much variability in the results of approximately 80%.

Some of the difficulties faced by oncologists when trying to segment brain tumour

images include: trying to label data form a 3D data set by observing 2D images,

the variability between intensity statistics across different MRI images and also the

tumour often lacking well-defined edges. The other side of this problem is that au-

tomating this process is also a challenging task, leading automated systems not mak-

ing it into clinical use[45]. These are problems faced by most image segmentation

algorithms, but they are also compounded by the nature of the brain and tumours

themselves. The lack of clear boundaries between normal and necrotic tissue as well
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as the changing morphology of the brain as the tumour progresses[46] cause major

issues to any automated system; the great variation in tumour size and shape and

their having intensities which can overlap into healthy tissues mean that many tra-

ditional image segmentation methodologies are not suitable for the task[47]. With

many automated segmentation systems not meeting prognostic needs[44] and fail-

ing with certain cases, the lack of robustness leads to a lack of Doctor faith in them.

This lack of robustness and the fact that ultimately the buck stops with the

clinician, has led to recent literature proposing semi-automated or interactive seg-

mentation systems. The problem faced by many of these, as pointed out by[45]

is they lack the control desired by the clinician. To tackle the issue of lack of ro-

bustness and control: Some authors have suggested the idea of a semi-automatic

segmentation

There is several very similar examples of semi-automated segmentation [44–

46], with a marked exception of the method used in Bauer et al.. Instead of a user

defining areas for segmentation and the algorithm then automating the process by

methods such as graph cuts etc. and then propagating this data into 3D volumes,

the system fully automates the segmentation, and the clinician can then alter the

results as needed after the fact. This has a major advantage over previous methods

where the system is just fully automated, not only for the obvious reasons where

the robustness is improved by having clinicians making the segmentations deci-

sions themselves but also in terms of gaining invaluable statistical data on how the

algorithms were incorrect; long term this can help improve clinician trust in the

automated process.

To move forward from this previous research, work needs to be done to tackle

the issues around robustness by combining fully automated segmentation and clini-

cian updates, with state of the art machine learning techniques. While brain imaging
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is a very broad field, we can concentrate on one particular application, brain tumour

segmentation and observe where the major pitfalls are in the current research. Much

research focuses on a human-centric approach of 2D image analysis and extending

this into 3D data rather than considering the data as-is.

Also, these methods which use automated segmentation with manual updates,

do not feed these updated “ground truths” back into the learning algorithms as up-

dated priors, however doing so would create another problem, wherein the afore-

mentioned lack of concordance in how to segment the images by experts would lead

to multiple ground truths. Thus it can be seen that this naturally leads to a separate

clustering of classifiers from different sources to attempt to bring back a level of

objectivity only found in a fully automated system.

Thus it can be seen that an unsupervised method which can be validated by

experts is ideal for brain tumour segmentation, as while it does not rely on the

expert knowledge to gain an initial result but it can have those results improved by

validation from the expert. Furthermore it has been noted that using kernels to assist

the classification of tumours could be highly effective.

This leads to the design of the semi-automated segmentation branch of the re-

search. Methods for updating the results should be investigated. These require hu-

man interaction and thus eventually they must be tested with real users, preferably,

on expert users.

Evaluation of any imaging system is difficult, as there is no set ground truth

that is widely accepted. Thus as Bauer et al. states, the current gold standard for

evaluation is to compare with expert results, but as pointed out already this is not

only a tedious task but also subject to a lack of concordance between experts, seeing

variability of approximately 20-30%[50]. Because we have initially proposed to use

the BRATS dataset, this can be used as a ground truth for evaluation. However, for
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future purposes and development, this would not be ideal.



Chapter 3

Multicolour fluorescence in-situ

hybridization images

When investigating the segmentation of MRI data, there are often parallels shown

between the gain field found within M-FISH images and MRI data. For instance, the

work by Pham and Prince, started as a segmentation algorithm for M-FISH image

data and was then developed into one for MRI data. By using this as an inspiration,

the current work has used the same process to inform its development. Following

this incremental style allows for the development of an algorithm to segment non-

homogeneous 2-D-images and later develop the algorithm into the 3-D domain.

Furthermore, because the M-FISH image data-set consists of multi-channel 2-D

images which often presents severe non-homogeneous pixel intensities, it would

allow for the development of an algorithm which can deal with multi-dimensional

problems as well as segmenting images which contain corruptions. The follow-

ing section discusses contemporary methods used on M-FISH image data. Further

to this, there will be a discussion of the links between existing methods and the

research presented in this thesis.
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3.1 Non-homogeneous image segmentation

3.1.1 Background

A multitude of medical and health problems can be detected by analysing human

chromosomes, but to achieve this, it requires that clinicians image cells and sepa-

rate each of the 46 chromosomes of the cell into 22 pairs of autosomes and the sex

chromosomes. This method of imaging and then grouping chromosome into pairs

is a clinical process known as Karyotyping. Using these Karyotypes, geneticists

must use their expert domain knowledge painstakingly segment the images manu-

ally so that the pixels can be classified into 23 or 24 chromosome classes. M-FISH

imaging is a technique which uses different coloured dyes to stain the chromo-

somes such that only specific pairs of chromosomes absord a particular dye and

then will fluoresce when excited by a specific wavelength of light. After imaging, a

combinatorial labelling technique is used by tracking the chromosomes fluorescent

response to each wavelength of light and then labelling it as either one or zero; the

M-FISH technique will utilise six different wavelengths also known as channels.

Additionally, the chromosomes are stained with the DNA dye 4-6-diamidino-2-

phenylindole (DAPI) which will attach to all chromosomes i.e. all chromosomes

will fluoresce[51, 52]. The result of this imaging process is that pixels belonging

to a particular chromosome will exhibit a higher intensity than others when excited

by the correct wavelength, allowing for them to be visually classified by a human

observer.

While it is true that the newer process of M-FISH imaging has made cre-

ating karyotypes simpler, there is still a great need for a reliable automated sys-

tem. To achieve the aim of a fully automated system, there are currently two main

branches of medical imaging research focussed on M-FISH images: Region based

classification[53–60] and pixel-wise classification[54, 61–63]. This work will be



3.1. Non-homogeneous image segmentation 19

Figure 3.1: An example of one M-FISH image, showing the 6 channels.

initially focusing on pixel-wise methods and then hybridised with geometric meth-

ods. The highest success rate Pixel-wise classification algorithms, generally work

by initially segmenting the chromosome pixels from the background pixels. Back-

ground segmentation is almost always achieved using the intensity response to the

DAPI channel. The remaining channels use the result of the DAPI channel to re-

move their background pixels and are then used to classify the pixels into their

corresponding classes. The chromosome classes are defined by using the combi-

natorial labelling technique for M-FISH karyotyping found in Speicher et al.. Fig-

ure 3.1 shows one such example image: The DAPI channel has fluoresced for all

chromosomes and highlighted with the red arrow showing whether pixels on the

other channels have fluoresced or not.

Traditionally this process is performed manually by trained experts, but it re-

mains too time-consuming and laborious; thus, there is still a need for an auto-

mated system to complete this task. However, there are numerous issues facing

the automation. As with many fields of medical diagnosis, there is generally a

problem of inter-expert variability, meaning that obtaining a reliable ground truth

is not always possible. Moreover, M-FISH images by large contain many inhomo-

geneities/unevenly distributed pixel intensities and image artefacts.
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Table 3.1: Combinational logic table for the M-FISH image set.

Channel label

Chromosome # DAPI Aqua Green Gold Red Far Red

1 1 0 0 1 0 0
2 1 0 0 0 1 0
3 1 1 0 0 0 0
4 1 0 1 0 1 0
5 1 0 0 1 0 1
6 1 0 1 0 0 0
7 1 0 0 0 0 1
8 1 0 0 0 1 1
9 1 0 0 1 1 0

10 1 1 0 1 0 1
11 1 1 0 0 1 0
12 1 0 1 1 0 0
13 1 1 1 0 0 0
14 1 0 1 1 1 0
15 1 1 0 1 1 0
16 1 0 1 0 0 1
17 1 0 1 0 1 1
18 1 0 0 1 1 1
19 1 0 1 1 0 1
20 1 1 1 0 1 1

3.1.2 Channel selection

Because the M-FISH image set is a multi-spectral image set we first need to be clear

about the channel selection used. All of the classification methods for determining

which pixels can be considered correctly segmented can be shown using a combina-

torial logic table shown in table 3.1 on page 20. For example, if we wish to classify

a pixel as chromosome 1, then the segmentation algorithm would need to output a

one on both the DAPI channel and the Red channel. If we wanted to classify a pixel

as chromosome 10, then the segmentation algorithm would need to output a one on

both the DAPI channel, the Aqua channel and the Gold channel.
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3.1.3 Noise Model

To properly align any segmentation algorithm with the chosen dataset, we must first

understand the nature of what type of noise and corruptions exist within the dataset.

As such, information on some of the noise model of M-FISH karyotyping dataset

which is used is as follows.

Image acquisition: These are errors introduced by the image acquisition pro-

cess; for instance, by the microscope used to capture the images. Due to the nature

of the optical image process used, there exists an intensity bias across the image

such that the centre of the image is often much brighter than the surrounding image.

The chosen algorithm would have to be able to incorporate this bias field into the

noise model used in the segmentation process.

Flare effects: The chromosome/background boundary tends to have a much

denser intensity distribution than that of the background pixels far away from the

chromosome. Causally, the pixels at the centre of the chromosome will also be

much lower than those surrounding it. This uneven intensity distribution can result

in background pixels being incorrectly classified as object and object pixels being

incorrectly classified as background. Thus, the chosen algorithm needs to be able

to adapt to the flare effect in the noise model.

Uneven dye-distribution/hybridisation: Because the hybridisation process is

not perfect, there may be situations where the dye used in the staining process is

not even, causing the intensity of the chromosome pixels to vary a lot, i.e. have lot

amounts of intensity inhomogeneity which can significantly affect the classification

accuracy.

3.1.4 Fuzzy Models

Because it is often the case that medical imaging has imprecise or incomplete infor-

mation Fuzzy set theory can be of great use, due to its inherent ability to deal with
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these unknown or unclear distributions. This section will clearly define why fuzzy

methods are chosen for dealing with M-FISH image data.

Image information representation: the information within an image can be rep-

resented at differing localities by fuzzy sets, i.e. local or global pixel information.

Thus, we can use both the local pixel intensities while maintaining a spatial con-

straint. Maintaining this allows the algorithm to overcome issues such as the global

bias introduced by the image acquisition process.

Uneven data-distributions: it is quite common when dealing with medical im-

age sets that the data-distribution could be quite uneven. This issue is especially

the case with M-FISH image sets, as not only the distributions of the background

to foreground images is extremely uneven but it can also vary between the spectra

(channel) of each image in the set. For example, the DAPI channel may have a

relatively even distribution, but the Gold channel may be very uneven. Fuzzy mod-

els are very effective at dealing with overlapping and uneven decision boundaries.

Thus, they can make an effective method for M-FISH image sets.

The Fuzzy C-means algorithm has a strong ability to take advantage of the

previously mentioned attributes of fuzzy models to overcome to issues listed in the

noise model of M-FISH karyotyping images.



Chapter 4

Method 1: Kernel-based Adaptive

Fuzzy c-means algorithm

4.1 Overview

There are many different methods available for use in medical image segmentation,

so it can be a challenging task to pick a suitable method for each target problem and

dataset. As mentioned previously in chapter 3, the main dataset used in this Thesis

contains a lot of unpredictable corruptions, which are hard to model.

Because performing segmentation on images with intensity inhomogeneities

is such a challenge especially for applications such as medical imaging, where ex-

tremely high accuracy is needed, there is a strong need to correctly understand the

problem domain before attempting to implement any algorithms. As the neigh-

bouring pixels in a medical image are often highly correlated spatially, the image

segmentation algorithm must consider this fact; otherwise, it can result in fatal im-

perfections and unacceptable results.
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Figure 4.1: Result of segmentation using non-spatial algorithms

4.1.1 Traditional Methods

Figure 4.1 shows the result of segmenting the DAPI channel using some of the

MATLAB tool-boxes, in this example it is specifically using thresholding which

does not take into account the spatial relationship. Because of the lack of spatial

data the surrounding background and its artefacts and noise have been incorrectly

segmented as chromosome pixels.

4.1.2 Fuzzy clustering

Because of the FCM algorithms is an unsupervised method with a strong ability to

tolerate noise within an image when comparing it to hard segmentation methods,

the use of FCM within various fields of image segmentation where the datasets are

relatively small is quite noticeable. The ability to handle noise is due in part to

the inherent nature of Fuzzy set theory which takes into consideration the uncer-

tainty of cluster membership for each pixel. However, this is often not enough for

every dataset and given that one of the prominent characteristics of many images

is that neighbouring pixels can be highly correlated and that pixels possess simi-
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lar feature values it is prudent to take this into consideration. The probability that

these neighbouring pixels belong to the same cluster is high, so it becomes evident

that the spatial relationship is highly important in image segmentation when using

clustering. As mentioned before the standard FCM algorithm does not take into

consideration this spatial relationship, thus many researchers have modified the ob-

jective function of the FCM algorithm to have a spatial constraint focussed around

a central pixel.

However, the basic FCM algorithm and many of its derivatives utilise the L2

norm distance metric in order to determine the locality of the data points in relation

to one another; it could argued that this does consider some of the spatial informa-

tion it but is extremely limited. While being useful for spherical clusters[64, 65], it

does not perform well for data which has more complicated configurations. Many

fuzzy clustering algorithms with spatial constraints work well with standard noise

models but they are not as effective with the inhomogeneities found in many medi-

cal imaging problems due to their limited adaptation to the spatial information; the

spatial constraint performs better if it is designed to adapt to the pixels in terms of

their relationships local to one another.

When performing ”defuzzification” or segmentation on the output of any fuzzy

clustering algorithm which has been applied to an image, the typical method is to

approach it from a hard, winner takes all perspective. However, in the method pro-

posed in this chapter we consider it from a more probabilistic standpoint. By using

the proposed algorithms output, we use the derived responsibilities from the fuzzy

clustering algorithm as an intrinsic probabilistic variable representing the level of

certainty, that the corresponding pixel belongs to a particular chromosome pixel

class. The current state of the art classification rate for M-FISH images is still not

high enough for clinical applications. As such, additional research is required with
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a focus on a high ratio of accurate classification of pixels as chromosomes (CR) and

a low misclassification of chromosomes as background pixels or false detection rate

(FR). CR and FR are defined by eq. (4.1).

CR =
Number of chromosome pixels segmented correctly

Total number of Chromosomes

FR =
Number of background pixels segmented as chromosome pixels

Total number of Chromosomes

(4.1)

To solve this problem, we have developed a system using a pixel-centric adap-

tive spatial constraint on the objective function combined with kernel methods to

project the data into a higher dimensional feature space. This projection into a

higher dimensional feature space combined with an adaptive spatial constraint al-

lows for more accurate separation of the clusters[66–69].

This chapter will present a novel application of this theory, utilising both

fuzzy clustering with spatial constraints and applying the kernel trick to more ac-

curately model the uncertain cluster membership and a probabilistic defuzzification

method with the aim of improving the classification of chromosome abnormalities

in M-FISH karyotyping.

4.2 Methodology

Recent research shows that the use of various flavours of a modified FCM

[8, 58, 70–73] is currently a popular method is for using the spatial information

to account for the problems faced in segmenting images with intensity inhomo-

geneities. Looking at the basic FCM, although it is better than using hard clustering

at segmenting non-homogeneous images it does not take advantage of the strong

correlation that exists between the neighbouring pixels that can be found within
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many medical imaging problems. Similar to all image segmentation methods, the

implemented algorithm needs to group the image pixels into various class spaces.

When we are dealing with M-FISH image segmentation, we are tasked with iso-

lating the chromosome space from non-chromosome space. Thus our proposed

method, with an aim to change the vanilla FCM algorithm, needs to minimise over

a cost function which includes this important spatial information. Being analogous

to the FCM membership function, this spatial function should also be representa-

tive of the probability that some ith pixel in the image belongs to the kth cluster[8].

Additionally, there are algorithms which have used both local and non-local spatial

constraints. Such local and non-local spatial constraints are advantageous as other

methods only using a local spatial window are more susceptible to noise[74].

To change the basic FCM algorithm to take into consideration the spatial re-

lationships we need to modify its objective function. Equation (4.2) shows the un-

modified objective function of the FCM algorithm; this unmodified version does not

consider any of the spatial characteristics of the data. Where uk|i, j is the membership

function of the (i, j)th pixel to the kth cluster centroid. d(yi, j,ck)
2 is a distance met-

ric, typically the L2 norm although it is possible to use others such as Mahalanobis

distance[75].

JFCM =
N

∑
i=1

M

∑
j=1

Ω

∑
k=1

up
k|i, jd(yi, j,ck)

2

s.t
Ω

∑
k=1

ui,k = 1 , ui,k ∈ [0.1]

(4.2)

Equation (4.3) and eq. (4.4) give an example of prototypical a modified object

function and one example implementation, respectively; eq. (4.4) is the IAFCM

from Cao et al., where a normalisation distance measurement and additional spa-

tial terms are considered. Equation (4.4) can be utilised as a template for solving
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Figure 4.2: Sample Karyotype image

the generalised problem of non-homogeneous image segmentation; such a template

does, however, need changing to suit the target problem.

J =
N

∑
i=1

M

∑
j=1

Nc

∑
k=1

up
k|i, jd̂(yi, j,ck)

+λ

N

∑
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M

∑
j=1
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∑
k=1
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k|i, j ∑

rεDr

Gr

(4.3)

JIAFCM = ∑
i∈D

Nc

∑
k=1

up
ik ‖yi−giCk‖2 + λ ∑

iεD
(gi− (g∗H)i)

2 (4.4)

For various fields of research, the correlation between any single data point in

a vector and its corresponding neighbouring data points is important. For clustering

techniques, the spatial correlation between any one data point in the clusters can be

seen as highly important to the model’s structure; thus there is a strong motivation

to consider this structure when designing a clustering algorithm.

Hard clustering methods have traditionally assumed that each datum in the

data-set would entirely belong to a single class. As such, often times there can be a



4.2. Methodology 29

case where a data point lay on the border of two neighbouring but disjoint classes but

is classified with 100% certainty that it belongs to one of the classes. Moreover, the

uncertainty of which class the datum belongs to could be influenced by missing data,

corruption in the data or due to the inerrant lossy nature found in data collection

methods. For certain situations where the data-set has very well defined and has

disjoint groups of data, hard clustering can be considered as suitable. However, for

many real-world datasets, this is most likely applicable. For example, the procedure

for M-FISH image segmentation is to initially separate pixels of interest from the

background. In this two-class problem, one could naturally assume, that if the target

pixels have a much higher intensity than those of the surrounding background pixels

(as shown in fig. 4.2), then a hard clustering algorithm would be relatively effective.

However, in reality, many of the pixels, specifically those at the boundaries of

the chromosomes object would be incorrectly clustered; in general, there can be a

certain degree of uncertainty around object edges in images. This uncertainty at the

edges of objects is especially true when the image exhibits a poor resolution, or the

objects are poorly defined. The uncertainty of object boundaries is a typical example

of clusters overlapping, and of how data points can belong partially to multiple

clusters. Thus for any clustering algorithm work effectively, it has to consider the

uncertainty between groups of data within a set. Fortunately, Fuzzy set theory can

be applied to clustering techniques, using the innate properties of Fuzzy set theory

it is possible to resolve this issue by incorporating a model of the uncertainty of

cluster membership.

4.2.1 The FCM algorithm

The original FCM algorithm remains relatively sensitive to noise which can lead

information loss at the boundaries of an object, or in other words, there is a high

uncertainty at an object’s edge. This problem is also often alleviated using a spa-
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tial averaging algorithm, such algorithms will be discussed further. One of the

prominent characteristics of an image is that neighbouring pixels can be highly cor-

related/neighbouring pixels possess similar feature values, and the probability that

these neighbouring pixels belong to the same object is significantly high. It is then

evident that the spatial relationship of pixels is essential in clustering images. The

original FCM algorithm does not consider this spatial relationship. Thus, there is

much research which has modified the objective function of the FCM algorithm to

include a spatial constraint imposed on the centre pixel[72, 76, 77]. This approach

to modify the objective function of the FCM algorithm to enhance its ability to

cluster the data correctly has been taken by much research.

Equation (4.2) shows the unmodified object function of the FCM algorithm,

where M and N are the horizontal and vertical indices of the image respectively, Ω is

the number of clusters, uk|i, j are the cluster responsibilities for each data point/pixel

with a fuzziness factor of p and the function d(yi, j,ck)
2 is some normalising distance

function between the current data point yi, j and the predicted cluster centroid ck; in

common practice d(yi, j,ck)
2 is the L2 euclidean norm.

Next we will discuss the various methods for incorporating spacial constraint.

4.2.2 Spacial constraints

Following from the previous section, the spatial constraints imposed on the objec-

tive function requires much attention, there are many examples of algorithms using

a weighting function on an additional spatial averaging term[58, 78, 79] in the op-

timisation function. Using methods such as gain fields[1, 2, 7, 70] it is possible to

put a higher weighting to pixels with more neighbouring pixels, with the gain fac-

tor acting as an amplifier using the averaging convolutional kernel[7] as shown in

eq. (4.4).
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Cao et al. further developed the adaptive spatial constraint FCM (AFCM) algo-

rithm by Pham and Prince using gain-fields of different shapes to better compensate

for the particular properties of intensity inhomogeneities in M-FISH image. This

improved adaptive FCM (IAFCM) showed a significantly better performance than

their previous method. One of the main advantages exhibited by the IAFCM algo-

rithm is its apparent capability to adapt effectively to local image inhomogeneities.

Cao et al.’s proposed gain-field gave a cumulative bias to pixels whose neigh-

bouring pixels had a higher intensity value, unlike global gain fields or global av-

eraging, it also considered the local inhomogeneities[7]. However, the fact remains

that the algorithms classification accuracy is still too low for use in clinical appli-

cations. Thus, further investigation and algorithmic development are still needed

when using local pixel intensity biasing in M-FISH chromosome classification.

Another advantageous property of the IAFCM algorithm is that it also uses the

cluster centroids during the pixel amplification process. When performing fuzzy

clustering, we are more interested in calculating the membership function for each

pixel rather than the calculated cluster centroids; thus it is perfectly reasonable to

do this. This realisation that cluster centroid values are not entirely relevant, leads

us not to be too concerned with the calculated cluster centroid’s actual value. But

instead, we consider it’s value related to some augmented feature space.

While it remains that many of these algorithms have an advantage regarding

overall pixel classification, a lot of them use at least some type of image averaging

filter; it is well known that using averaging filters can cause of the image sharpness

to be lost. There is a trade-off to be made between noise robustness and image

sharpness, where a poor accuracy at object boundaries can be caused by an imbal-

anced relationship between these two factors. Often in medical image processing,

the loss of some fine-edge data and the information associated with it would be
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(a) Output of gain term after one iteration (b) Output of gain term after five iterations

(c) Output of gain term after final iteration (d) Final output mask of the DAPI chanel

Figure 4.3: Several iterations of the calculated gain field being applied to the DAPI channel

unacceptable. Moreover, the balancing of these factors and their corresponding pa-

rameters requires time-consuming manual tuning.

Figure 4.3 shows how the local gain field boosts the pixels with a strong cor-

relation to their neighbours. Additionally, it gives an example of the DAPI channel

being segmented using by these methods. Next, the spatial based FCM can then be

further extended to map the data-sets feature space into the kernel space.

4.2.3 Kernel methods

An algorithm which has shown a significant level of robustness in numerous fields

of pattern recognition is the process of projecting features to higher dimensional

spaces using kernel functions. In order to project the clustering results from FCM

into a higher dimensional feature space, the FCM algorithm has been extended to

use Kernel functions in various research [64, 66, 67, 80]. By projecting any feature
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set to an infinitely higher dimensional feature space, it is theoretically possible to

ensure there they are linearly separable[64]. However, practically we are not able to

project to such a higher dimensional space. Thus, we can instead say that in a prac-

tical sense it is probabilistically more likely to find a linearly separable hyperplane

within the data by projecting them to a higher dimensional space.

Further development of the FCM algorithm can then see the objective func-

tion be projected in higher feature spaces, as shown in eq. (4.5). Using the set of

mapping function φ = {φ1,φ2, . . . ,φM} using φk(xi)
T φk(x j) = Kk(xi,x j)) the kernel

function can be defined.

Thus in fuzzy clustering the prototypes of ck are calculated in the kernel space,

therefore, we must update the objective function in eq. (4.2), using the following

definition φk(xi)
T φk(x j) = Kk(xi,x j)

J =
N

∑
i=1

M

∑
j=1

Ω

∑
k=1

uq
k|i, jd

(
Φ(xi, j),Φ(ck)

)2
(4.5)

When observing the distance function, in eq. (4.5) the d
(
Φ(xi, j),Φ(ck)

)2 can

be simplified easily when using the radial basis function kernel; assuming that we

are using the L2 norm distance metric. This can be demonstrated by expanding this

term out to give K(ck,ck)+K(xi, j,xi, j)+2K(ck,xi, j)

Krb f (x,x′) = exp
(
−||x−x′||2

2σ2

)
(4.6)

From the Radial Basis Function (RBF) in eq. (4.6) we can easily see that this

reduces to 2− 2K(ck,xi, j), vastly simplifying further derivations. For the purpose

of this work, let it be assumed that all kernels used will be the RBF kernel.

There exists a large number of kernel functions which could be used, for exam-
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ple, a polynomial kernel, there are, however, two primary reasons for choosing the

radial basis function. Superficially, it can be selected because finding the derivative

to perform Lagrangian optimisation is relatively trivial. This ease of finding the

derivative simplifies the algorithm vastly and makes it more flexible for later devel-

opment. More specifically, the radial basis function is relative to the distance of the

desired data-point. To clarify what this means, in essence, it will produce smooth

surfaces from lots of data-points. This surface smoothing is ideal when dealing

with smoothly varying bias fields as removing it can often cause piece-wise discon-

tinuities within the image, meaning we would have to perform some smoothing as

post-processing otherwise. Given these points, it is a good argument for the use of

the RBF function as a kernel in this case. Additionally, the RBF function allows for

some further parameter tuning. This parameter tuning could be achieved by back-

propagation, although in this experiment it was performed empirically. Future work

could allow for this level of parameter tuning to be performed; the nature of the

image corruptions in the M-FISH image set may mean that the optimisation would

need to be performed per-image-set which could be computationally expensive.



4.3. Experimentation: KAFCM segmentation of M-FISH image set. 35

4.3 Experimentation: KAFCM segmentation of M-

FISH image set.

Using the methods defined in the previous sections the overall framework and corre-

sponding equations will be given in this section. Figure 4.4 shows the overall system

design flowchart. First, the DAPI channel is used to create a general pixel mask as

this channel binds to all of the chromosomes well. In the mask, the background

pixels and non-background pixels are segmented with background pixels denoted

as zeros and non-background pixels denoted as ones. This mask is then used to sim-

plify all further segmentation iterations by deleting all of the pixels which are con-

sidered as background pixels in the mask in all of the other channel’s corresponding

pixels. Once again it should be noted that a major issue for M-FISH image segmen-

tation is the large quantity of non-homogeneous regions, these non-homogeneous

regions are also exhibited within the inter-chromosome pixels.

Figure 4.4: Framework of the proposed KAFCM segmentation and probabilistic classifier



4.3. Experimentation: KAFCM segmentation of M-FISH image set. 36

4.3.1 The proposed KAFCM algorithm

Equation (4.7) shows this works proposed kernel-based adaptive FCM (KAFCM)

segmentation algorithm before being projected to the kernel space, it includes as a

constraint a local pixel boosting term η and local pixel intensity averaging function

Γ(η) which is defined in eq. (4.9).

J =
N

∑
i=1

M

∑
j=1

Ω

∑
k=1

up
k|i, j
∥∥xi, j−ηi, jck

∥∥2

+λ

N

∑
i=1

M

∑
j=1

(
ηi, j−Γ(ηi, j)

)2
(4.7)

First, the new kernelised equation needs to be defined, for simplicity we will

label the spatial constraint on eq. (4.7), ηi, j−Γ(ηi, j) = ηi, jDi∈Z . Where Z is an area

of pixels surrounding the ith pixel, which is a subset of the whole image. Secondly,

we must define the required spatial function Γ. Where H is any Z dimensional

matrix, to change the relationship with the spatial constraint. For example H could

be a 20 × 20 normally distributed matrix where Z is a 20 × 20 pixel area. For the

work in this chapter, only an evenly distributed unity matrix was used to ensure we

equally considered all of the surrounding pixels.

Γ(ηi, j) =
Hηi

(Zh +Zv)

(
∑

q∈Zh

ηq + ∑
r∈Zv

ηr

)
(4.8)

DZ =
∑q∈Zh

ηq +∑r∈Zv ηr

(Zh +Zv)
(4.9)

Using eq. (4.8) and eq. (4.9) we can reform the objective function as shown in
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eq. (4.10).

JKAFCM =
N

∑
i=1

M

∑
j=1

Ω

∑
k=1

up
k|i, j
(
1−K(xi, j,ηi, jck)

)
+λ

N

∑
i=1

M

∑
j=1

(
1−K(ηi, j,ηi, jDi∈Z)

) (4.10)

To perform Lagrangian optimisation, we first need to derive the partial

derivatives with respect to the objective function in eq. (4.10). The result of

∂J
∂ui, j

, ∂J
∂ck

, ∂J
∂η i, j ,

∂J
∂λ i, j are given as follows in eq. (4.11) to eq. (4.14), respectively.

uk|i, j =

(
1−K(xi, j,ηi, jck)

)(− 2
p−1 )

Ω

∑
l=1

(
1−K(xi, j,ηi, jcl)

)(− 2
p−1 )

(4.11)

ck =

N
∑

i=1

M
∑
j=1

up
k|i, jηi, jxi, jK(xi, j,ηi, jck)

Ω

∑
k=1

up
k|i, jηi, jK(xi, j,ηi, jck)

(4.12)

ηi, j =

Ω

∑
k=1

up
k|i, jxi, jckK(xi, j,ηi, jck)

Ω

∑
k=1

up
k|i, jckckK(xi, j,ηi, jCk)

(4.13)

K(ηi, j,ηi, jDi∈Z) = 1 (4.14)

It is important to note that the regularisation term’s derivative ∂Jλ

∂ηi, j
λ ∑

N
i=1 ∑

M
j=1(

1−K(ηi, j,ηi, jDi∈Z)
)
= 0 can be cancelled out using the result from eq. (4.14). An
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additional important observation is that eq. (4.14) is still in the Kernel space, thus we

need adapt these equations to factor this into the update algorithm. Considering the

inverse Kernel (K−1(ηi, j,ηi, jDi∈Z)) of eq. (4.14) we can easily see that the result

of mapping it back to the feature space is ηi, j −ηi, jDi∈Z = 0, giving the update

equation for variable ηi, j as showin in eq. (4.15).

η
+
i, j = ηi, jDi∈Z (4.15)

Having fully derived the optimisation equations we can then go on to describe

the algorithmic process, is shown in algorithm 1.

Algorithm 1 Updated FCM algorithm
1: procedure OPTIMISE PARAMETERS

2: Initialise: ηi, j = 1 ∀ (i = 1, . . . ,N);( j = 1, . . . ,M)
3: ck = rand ∀ (k = 1, . . . ,Ω)
4: loop:

5: u+k|i, j←
(1−K(xi, j,ηi, jck))

(− 2
p−1 )

Ω

∑
l=1
(1−K(xi, j,ηi, jcl))

(− 2
p−1 )

6: c+k ←

N
∑

i=1

M
∑

j=1
up

k|i, jηi, jxi, jK(xi, j,ηi, jck)

Ω

∑
k=1

up
k|i, jηi, jK(xi, j,ηi, jck)

7: ηi, j =

Ω

∑
k=1

up
k|i, jxi, jckK(xi, j,ηi, jck)

Ω

∑
k=1

up
k|i, jckckK(xi, j,ηi, jCk)

8: η +
i, j← ηi, jDi∈Z

9: if max(u+ik −uik)< ε then
10: break;
11: else
12: goto loop.
13: end if
14: end procedure
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4.3.2 Proposed Classification Algorithm

Performing segmentation and classification on M-FISH images can often encounter

images which can be labelled as ’hard to karyotype’. These hard to karyotype im-

ages are the images that the segmentation algorithm performs very poorly and re-

sults in a very bad classification rate. In this chapter, the focus is on how to improve

the classification rates on these ’hard to karyotype’ images by changing the defuzzi-

fication method. Firstly, it should be noted that the classification is not just over one

image, but six images or ”channels”, each channel having independent intensity

distributions. Secondly, as can be observed from the results of the segmentation,

although a pixel may be incorrectly segmented on one channel, the corresponding

pixel on another channel may still have a relatively higher level of certainty. So the

matrix of all channels would be: x = [x(1)i, j ,x
(2)
i, j ,x

(3)
i, j ,x

(4)
i, j ,x

(5)
i, j ] where x(c)i, j ∈ 0,1, i =

1,2, . . . ,N, j = 1,2, . . . ,M,c = 1, . . . ,m. Here, N and M are the dimensions of the

image and m is the number of channels.

The defuzzification a fuzzy clustering algorithm when performing image seg-

mentation normally takes a winner takes all approach. However, in the proposed

algorithm we approach it from a more probabilistic perspective. Using output of

the KAFCM algorithm we can create probabilistic classifier by using the matrix of

responsibilities of each channel U = [ ~u1 ~u2,~uα , . . . ,~um ]T where each ~u is a vec-

tor of the responsibilities derived from the KAFCM for each of the image channels

such that ~uα = [u1,u2,ui, . . . ,uD] , i ∈ D. Where D is the whole pixel area of the

image converted to a vector; The matrix U is a D×m dimensional matrix. Thus

we can consider each of the responsibilities the level of certainty that the KAFCM

algorithm had that the corresponding pixel belonged to the chromosome class.
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(a) Segmentation result from DAPI channel

(b) Segmentation result from AQUA channel

Figure 4.5: Example results from a hard to cluster image, where pink represents either a
background pixel being segmented as a chromosome pixel or an overlap of
chromosome pixels. And green a chromosome pixel segmented as a back-
ground pixel
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p(Cn|Ui) =
p(Cn) p(Ui|Cn)

p(Ui)

ŷ = argmax
n∈{1,...,m}

p(Cn)
n

∏
i=1

p(Ui|Cn)

(4.16)

From this, and the assumption of conditional Independence, we implemented

the well-known Naive Bayes classifier shown in eq. (4.16) using the six chan-

nels responsibilities matrix Ui as input for each pixel into the classifier, shown in

eq. (4.19).

First, we have to form a matrix of likelihoods for each pixel of each channel.

We define the vector for pixel i as ui = [u(1)i ,u(2)i ,u(α)
i , . . . ,u(m)

i ]T where m is the

number of channels in the image. Furthermore, we define each vector of likelihoods

of each channel based on the distance measurement from eq. (4.10); For simplifica-

tion, we omit the subtraction term given in eq. (4.17). Where the α indices indicate

which channel they belong to.

u(α)
i =

K(x(α)
i ,η

(α)
i c(α)

k )
Ω

∑
l=1

(
K(x(α)

i ,η
(α)
i c(α)

l )
) (4.17)

Before further discussion there are two observations to make. Firstly, we are

only interested in the likelihood that this pixel belongs to the chromosome class,

and secondly that sum of the likelihoods for each pixel is equal to one. Which can

be represented using ∑
Ω
k=1

K(x(α)
i, j ,η

(α)
i, j c(α)

k )

Ω

∑
l=1

(
K(x(α)

i, j ,η
(α)
i, j c(α)

l )
) = 1.
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Ui =



u(1)i u(2)i u(α)
i · · · u(m)

i

u(1)i
. . . ...

u(1)i u(α)
i

...
... . . . ...

u(1)i · · · · · · · · · u(m)
i



C =



c(1)1 c(2)1 c(α)
1 · · · c(m)

1

c(1)2
. . . ...

c(1)
β

c(α)
β

...
... . . . ...

c(1)n · · · · · · · · · c(m)
n



(4.18)

The classifier can then be created by forming the matrix Ui and a matrix cβ of

all the possibilities from the previously mentioned combinatorial labelling scheme

into a single matrix such that C = [c1
β
,c2

β
,cα

β
, . . . ,cm

β
], where m is the number of

classes; for example c1 = [1 0 0 1 0 0]. Finally we form two augmented matrices

U and C so that each row of matrix C is cβ and each column of matrix U is u(α).

To classify each pixel we use the kernel form of the absolute difference between U

and C chose the class for each pixel based on the output of eq. (4.19), remembering

the earlier simplification of on eq. (4.17). The result of of K(C,Ui) in eq. (4.19) is

an m element vector, thus the output of the classifier ŷi is the element of the vector

with the highest value.

ŷi = argmax
β∈{1,...,n}

m

∑
α=1

K(C,Ui) (4.19)
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4.3.3 Experimental setup

In this chapter the algorithm was tested on 342 images over 57 sets of Kary-

otyped cells, these are from a public dataset[81–83] containing hand-segmented

M-FISH images from Advanced Digital Imaging Research which is now main-

tained and available from the Laboratory for Image & Video Engineering via.

http://live.ece.utexas.edu/research/mfish.html. Unlike comparative studies in the re-

sults, to prove the potential of the proposed algorithm we compared our classifiers

performance on problematic images within the dataset, this also includes images

with many overlaps. Each iteration of proposed algorithm took approximately 51s

using a quad-core i7-4870HQ CPU at 2.50GHz and 16GB of RAM. The following

sections will present the results with an analysis followed by concluding remarks.

4.4 Results

Figure 4.6: Comparison of the output from both classifiers.

4.4.1 Segmentation results

The results show the classification results for chromosomes classified by the

KAFCM with probabilistic classifier compared to the ground truths provided in
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Figure 4.7: Segmentation results for each channel

the dataset, and the overall CR and FR for algorithm. The CR and FR are derived

from the combinatorial logic for M-FISH karyotyping[84]. In short, this states that,

based on the logic table, if a pixel from a particular image channel is required for

classification to be segmented as a chromosome pixel, then for that channel it is

considered as a correct segmentation. Conversely, it will be considered to be a false

positive if it has been incorrectly segmented as a background pixel. For every set

of results, a comparative result from other methods is given. It can be seen that the

proposed method has shown an overall better performance when compared using

the hard to Karyotype images. However, the running time is restrictively long for

implementation into a real clinical setting. Importantly, there was no pre-processing

or post-processing of the images in this Chapter, potentially the results have been

adversely affected due to the effects of some background noise as this is observable

as being incorrectly segmented in most images. Table 4.2 shows the results for the

classification of each chromosome, and table 4.3 shows the CR and FR from the
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Table 4.1: Accuracy per chromosome (%) of both implemented classifiers and their differ-
ence using subset of data

Number of Pixels Correctly classified (%)

Chromosome
Number

Standard Classifier Proposed Clasifier Difference

1 62.9 79.4 16.5
2 66.7 87.9 21.2
3 86.5 90.9 4.4
4 52.2 80.0 27.8
5 74.6 77.9 3.2
6 77.4 84.7 7.3
7 75.8 89.9 14.2
8 64.8 75.8 11.0
9 62.9 78.0 15.1
10 65.2 92.4 27.2
11 67.3 86.1 18.8
12 81.5 84.3 2.9
13 55.2 66.1 11.0
14 53.9 77.0 23.1
15 44.0 66.9 23.0
16 68.1 74.8 6.8
17 80.2 90.8 10.5
18 61.7 82.3 20.6
19 67.4 84.6 17.2
20 72.4 90.3 17.9

Average 67.0 82.0 15.0

s.t.d 10.7 7.6 7.7

proposed method. From the experimental results, it can be seen that the proposed

method demonstrates comparable if not better results, with a CR of 87.2% and FR

of 2.63%, this result could be improved by some further development of the spatial

constraint as well as some pre-processing of the images.

4.4.2 Comparison of classifiers

For the easy to segment images in the datasets, there was little improvement shown

when using the proposed classifier. Therefore, in this Chapter the poorly performing

images were separated and used to create a new subset of images for comparison;
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Table 4.2: Comparison of accuracies per chromosome (%) with proposed algorithm

Number of Pixels Correctly classified (%)

Chromosome Number KAFCM IAFCM FCM

1 79.4 95.5 78.2
2 87.9 91.5 82.1
3 90.9 97.0 75.2
4 80.0 85.9 84.6
5 77.9 96.7 74.6
6 84.7 84.2 85.2
7 89.9 82.7 89.2
8 75.8 93.1 75.0
9 78.0 93.1 77.0

10 92.4 90.4 92.0
11 86.1 89.4 85.9
12 84.3 93.2 83.3
13 66.1 87.2 65.3
14 77.0 83.1 76.2
15 66.9 85.9 66.4
16 74.8 79.4 74.5
17 90.8 80.4 90.4
18 82.3 91.7 81.8
19 84.6 81.7 84.2
20 90.3 87.9 89.6

Average 82.0 88.5 80.5

s.t.d 7.6 5.5 7.5

Table 4.3: Comparative results for both CR and FR

Comparison of reported CR and FR ratios with proposed algorithm

Accuracy rates (%)

KAFCM IAFCM FCM

CR 87.20 89.5 92
FR 2.63 3.6 9.7

A detailed description of the dataset can be found in chapter 3. The ”new subset”

of images was created by selecting images which showed any chromosome group

being misclassified below 70%. The reason for creating a subset of images was

to highlight the potential differences between the two proposed methods. Using
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only the new subset we analysed the results from each classifier, as can be seen in

table 4.1, the new classifier showed an increase in performance for nearly all of the

chromosome classes. Figure 4.6, shows some good examples of how the proposed

classifier manages to label some of the chromosomes pixels correctly which were

otherwise completely lost in the original method. Originally, the pixels were lost

due to the noise and inhomogeneities contained in at least one of image channels;

thus causing the segmentation algorithm to improperly segment the pixels. How-

ever, because we considered the probabilities across all of the image channels we

were able to reclassify the pixels correctly. From these results, the classifier shows a

great deal of promise, with a maximum improvement of 27.8% on the classification

of chromosome four and an overall improvement of 15% across all chromosomes;

this improvement was achieved without changing the segmentation algorithm in any

way. This improvement of the results shows that improvement in classification rate

can be achieved by considering the membership functions across all of the image

channels rather than just the segmentation results. In comparison to other works,

the proposed system performed within a relatively similar accuracy, with a CR of

82.2% and FR of 2.63%. All of the experiments were performed using a unity ma-

trix for the spatial biasing term H in eq. (4.9) and we found that a size of 10 × 10

pixels performed best.

4.5 Discussion

This chapter presented an FCM based-algorithm, the segmentation acurracy of

which has been improved by modifying it to consider local spatial data and then

projected into the kernel space. Additionally, a probabilistic defuzzification method

based on the membership functions of the segmentation results was developed to

further improve the classification accuracy of the proposed KAFCM algorithm.
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While the results of the proposed algorithm contained comparatively similar re-

sults to other methods, it did show a significant improvement on images which

were otherwise difficult to classify; the difficulty was in part, due to increased noise

or artefacts introduced during the imaging process or high amounts of overlapping

chromosomes. The proposed classifier did show some improvements in the classi-

fication accuracy of these images. However, some inter-chromosome misclassifica-

tions were also shown; due to the fact that they tend to appear inside a large group of

correctly classified pixels it is possible this could be corrected post-classification.

Overall, the classifier does show a great deal of potential, with a maximum im-

provement of 27.8% on the classification of chromosome four and an overall im-

provement of 6.5% across all chromosomes, all achieved without altering the seg-

mentation algorithm. This improvement in results shows that by considering the

membership functions across all of the channels rather than just the hard segmenta-

tion results, it is possible to improve the overall classification. Importantly for some

chromosome sets, it exhibited around 95% classification rate for most chromosomes

in the set. However, this only occurs in very ”well-behaved” image sets.

Observing the results in table 4.2, the classification accuracy of the IAFCM

algorithm is higher for most chromosomes. This higher accuracy is because these

are the published results from their journal paper for which we cannot obtain the

dataset. Furthermore, they state that they only used ten images which we can as-

sume were specially selected because of their high performance. Thus, it is in-

credibly difficult to compare the performances of these two methods. However, we

believe that considering the extremely close accuracy levels within 6% when using

an image subset of difficult to segment images, the results are valid and at least

comparable.

Finally, it can be seen that the proposed system is useful for this specific ap-
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plication. However, it remains a potential interest to see how well the proposed

probabilistic classifier can work on other datasets. Thus to improve this aspect of

the classifier, further research is needed. Additionally, further investigations on the

algortihms performance on other datasets need to be carried out. In future work,

an investigation on how changing the spatial term H in eq. (4.8) will affect the re-

sults. In the next Chapter, to further develop the algorithm, the performance on

some synthetic image data and a real-world image will be performed.



Chapter 5

Method 2: Local-region clustering

informed level-set methods

5.1 Overview

This method is a development of the previous chapter, utilising a hybrid method of

both fuzzy clustering and level sets. A description of the related methods will be

given and then an explanation of the system methodology.

To properly develop a hybrid method, it is important to understand the basic

background of the active-contour model, and the various types of models which are

being used today in research. The basic idea of the active-contour is that of contour

evolution, where a force or flow is optimised until it can find an object’s boundary.

The method implemented to achieve this change based on the data being used to

evolve its progress. As such, it is useful to know the normal types of active-contour

models, which are, global region-based[85–88], edge-based[89, 90], hybrid edge-

region methods[91, 92], local[93–96] and local-global region based models[97, 98].

Many problems in medical imaging such as tumours can be modelled as de-

formable objects [92, 99, 100] and certainly when trying to solve the issue of image

registration there has been much success with when using the deformable model.
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These deformable models are successful by using edge detection and register-

ing the local elements of the images[101]. In general, the edge-based methods are

achieved by growing a level-set on the pixels to find the tumour boundaries; Using

a gradient stop function they can successfully locate a continuous boundary, they

are however sensitive to noise within images and unable to handle weak gradient

boundaries. From this, we can look into region-based models as they tend to have a

better performance on objects with weak gradient boundaries.

5.2 Methodology

5.2.1 Fuzzy clustering

The Fuzzy clustering method used in this investigation was built upon from previous

work found in Dougherty and You using a kernel-based adaptive fuzzy C-means

(KAFCM) algorithm, for brevity we will not discuss it thoroughly in this chapter,

but will at least give some of the corresponding eqs. (4.9) to (4.11)

Equation (4.10) in chapter 4 on page 37 is the primary focus for the objective

function of the FCM step in fig. 5.1. The advantages of the KAFCM algorithm are

that it is very good at segmenting images with unclear gradient boundaries and at

filtering out pixel intensity inhomogeneities. However, it has trouble with smoothly

varying gradient boundaries. As this algorithm is not the main topic of the discus-

sion, the reader is directed to Chapter 4, section 4.3.1 for more information.

5.2.2 Level sets

As shown in He et al., Chunming Li et al. a level set can be defined as the evolution

of a curve based on the force in the normal direction. If we consider the surface as

a function phi and we call the current surface the c-set, we can define it as shown

in eq. (5.1). However, we are interested in the surface which exactly matches our
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target shape, which we define as the point where c = 0. If we parameterise the

previous equation with t and look at the point where it is equal to 0, then it will

become eq. (5.2); this can be further simplified into eq. (5.3) using more compact

notation and noticing that the left-hand side is the gradient.

φ(x) = 0 (5.1)

∂φ

∂x(t)
∂x(t)

∂ t
+

∂φ

∂ t
= 0 (5.2)

∇φ(X)t +φt = 0 (5.3)

As the evolution of the curve is in the normal, that is the force F. we can

replace Xt to make eq. (5.4). Finally yielding the level-set equation as eq. (5.5) for

the surface evolution speed.

∇F
∇φ

‖∇φ‖
+ φt(Xt)+φt = 0 (5.4)

F‖∇φ‖ + φt(X)t +φt = 0

φt = -F‖∇φ‖ (5.5)
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Finally using the finite difference method and theories behind gradient decent,

we can obtain the update function in eq. (5.6) which will be used in the level set

part of the system flow diagram in fig. 5.1 on page 54.

This hybrid method of using both the fuzzy-clustering methods and level

set methods is labelled as a Local-region clustering informed level-set (LRCLS)

method.

φ
′ = φ +∇tF‖∇φ‖ (5.6)



5.3. Experimentation: LRCLS segmentation of the synthetic image set 54

5.3 Experimentation: LRCLS segmentation of the

synthetic image set

5.3.1 Proposed hybrid algorithm

Figure 5.1: System flow diagram of a Local-region clustering informed level-set method

The novelty of this method is how it fuses the standard FCM with gain field

calculation with the active contours algorithm. By using the gain-field calculations

we are able to change the way that the active contours method evolves the curve to

find the object boundaries by reducing the effects of a smoothly varying gradient

across the image.

5.3.2 Experimental setup

For this experiment, we used a selection of both real and synthetic images, fig. 5.2

shows all of the original images used. Images A, C and D are all synthetic images

which had a bias field added to them; Image B is also a well known synthetic image

which has been used in numerous other studies; and Image E is a real world image

taken from a karyotype. For each experiment the same parameters were used for

each method, and each method used the same image as the input.

The reasons to use a synthetic dataset are various. Initially, we first need to

acknowledge that the real-world image dataset used is limited in the number of
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images, especially once they have been formed into a new subset as described on

page 46. While these synthetic images may be relatively different to the M-FISH

image dataset, they do however share some similar intrinsic properties which make

them suitable for testing the new algorithm with more images than is available with

the real-world dataset.. Additionally, the artificial bias and additive noise shows a

similar response in terms of accuracy results as those shown in the real-world image

dataset. This method of creating synthetic images allows to testing new algorithm

within a controllable environment, such that, we can try to figure out in a controlled

way which parts of the algorithm are not working well.

Figure 5.2: Original Images used in Chapter 2 study.
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5.4 Results

In the below figures, presented are some example images and the results of the

investigated method along with comparisons to other methods. For all of the figures,

the following is true for their labelling:

1. The original image

2. Local Statistical Level Set Method with Intensity Inhomogeneity

3. Standard FCM algorithm

4. KAFCM algorithm

5. Standard level-set method

6. The proposed method

The figs. 5.3 and 5.5 to 5.7 are all using synthetic images self-generated for

the purpose of these experiments, whereas fig. 5.4 is using a well-known synthetic

image used in much literature and fig. 5.8 is using a real medical image. In most

cases the investigated method performs quite similarly with the previous work on a

kernel based FCM algorithm; but once high levels of noise are introduced, as seen in

fig. 5.3, the proposed method vastly outperforms the previous methods. Similarly,

in fig. 5.4, the method outperforms all other methods on the well-known synthetic

image. For the last image of the real medical image, it also outperforms the other

methods quite well.
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Figure 5.3: Showing results on Image A1 (rabbit-shaped synthetic image) and high levels
of noise

Table 5.1: Showing results on Image A1 (rabbit-shaped synthetic image) and high levels of
noise

Image A1 with additive Guassuan noise, zero mean, STD 0.7

Method CR FR Precision Recall F-score
(%) (%)

LS-level set 62.99 1.89 86.43 62.99 72.87
FCM 75.54 0.53 96.45 75.54 84.73

KAFCM 59.79 24.40 31.86 59.79 41.57
Level-set 75.39 30.93 31.75 75.39 44.68
Proposed 97.94 0.77 96.05 97.94 96.99

Table 5.2 and fig. 5.4 show the results using Image B. From this we can see

that proposed method works much better than both the KAFCM and the level set

method, most likely this is due to the added gradient and the unusual topology,

working against the weakness of both methods.

Table 5.3 and fig. 5.5 show the results using Image C. From this we can see

that both the KAFCM and the proposed method work equally well, most likely this

is due to the added gradient not crossing any curved borders and the shape having
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Figure 5.4: Showing results on Image B (a well known set of synthetic image)

Table 5.2: Showing results on Image B (a well known set of synthetic image)

Image B from a well known set of synthetic images

Method CR FR Precision Recall F-score
(%) (%)

LS-level set 71.32 6.78 83.40 71.84 77.19
FCM 94.36 22.26 66.93 94.99 78.53

KAFCM 98.12 27.07 63.36 98.68 77.17
Level-set 33.27 4.81 76.68 33.37 46.50
Proposed 98.11 0.44 99.06 98.74 98.90

well defined edges.

Here in fig. 5.5 it can be observed that while it can counteract the short-falls of

a standard level-set algorithm, the performance is basically identical to the KAFCM

algorithm showing. The same can be seen in fig. 5.6, where a low level of noise does

not impact the performance of the KAFCM element of the algorithm.

The most interesting result is shown in fig. 5.8, as can be observed, and as

would be expected, the level-set method outperforms the KAFCM algorithm. This

is due to the smooth boundaries and multi-topological nature of the image. It is also
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Figure 5.5: Showing results on Image C (star-shaped synthetic image)

Table 5.3: Showing results on Image C (star-shaped synthetic image)

Image C with additive Guassuan noise, zero mean, STD 0.1

Method CR FR Precision Recall F-score
(%) (%)

LS-level set 94.06 0.55 0.97 0.94 0.95
FCM 86.80 43.68 0.27 0.87 0.41

KAFCM 99.55 0.22 0.99 1.00 0.99
Level-set 61.00 0.24 0.98 0.61 0.75
Proposed 99.54 0.23 0.99 1.00 0.99

observed that the level-set method is immune to the discontinuous regions within

the object boundaries. However, the KAFCM algorithm was able to ignore the

fuzzy boundaries caused by the intensity inhomogeneities and correctly segment

the regions at the top of the image. The most important observable fact is that the

new method is able to combine both of these methods to ultimately outperform them

both.
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Figure 5.6: Showing results on Image A (rabbit-shaped) synthetic image

Table 5.4 and fig. 5.6 show the results using Image A. From this we can see

that both the KAFCM and the proposed method work equally well, most likely this

is due to the added gradient not crossing any curved borders and the shape having

well defined edges.

Table 5.4: Showing results on Image A (rabbit-shaped) synthetic image

Image A with additive Guassuan noise, zero mean, STD 0.1

Method CR FR Precision Recall F-score
(%) (%)

LS-level set 94.29 0.45 97.58 94.37 95.94
FCM 85.44 37.42 30.36 85.59 44.82

KAFCM 99.47 0.19 99.02 99.53 99.27
Level-set 71.24 0.26 98.12 71.36 82.63
Proposed 99.28 0.12 99.36 99.32 99.34
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Figure 5.7: Showing results on Image D (jigsaw-shaped synthetic image)

5.5 Discussion

This Chapter presented a hybrid algorithm based on KAFCM and Level-sets equa-

tions to perform segmentation on synthetic images. The proposed method was com-

pared with four other methods, and for each set of experiments, the proposed per-

formed either similarly or had a much superior performance. Given the much higher

performance of this hybrid method on the synthetic images, a natural progression

would be to begin testing on the original real-world dataset. However, first, a more

Table 5.5: Showing results on Image D (jigsaw-shaped synthetic image)

Image D with additive Guassuan noise, zero mean, STD 0.1

Method True False Precision Recall F-score
Positive (%) Positive (%)

LS-level set 94.59 0.66 96.31 94.59 95.45
FCM 83.98 42.90 26.16 83.98 39.90

KAFCM 98.62 0.09 99.49 98.62 99.05
Level-set 63.15 0.13 98.86 63.15 77.07
Proposed 98.79 0.11 99.40 98.79 99.09
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Figure 5.8: Showing results on Image E (real-world karyotype image)

Table 5.6: Showing results on Image E (real-world karyotype image)

Image E, real karyotype image

Method True False Precision Recall F-score
Positive (%) Positive (%)

LS-level set 99.30 13.97 70.57 99.30 82.50
FCM 66.98 2.08 91.57 66.98 77.36

KAFCM 61.81 0.92 95.77 61.81 75.13
Level-set 75.49 2.29 91.75 75.49 82.83
Proposed 81.91 0.03 99.91 81.91 90.02

robustly described method should be developed as it already has shown at least

anecdotally that this method will out-perform the original KAFCM algorithm. As

this hybrid method would still require very time-consuming parameter tuning which

may be able to be removed in the updated method, we decided to skip the testing

on the real-world dataset and focus on the new method. In terms of results, if we

observe table 5.6, we can see that the CR of the proposed method is higher than all

other methods in general except for the standard level-set. However, the standard
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level-set has a very high FR. Overall, we should expect the best method to have the

highest F-score as this is the ratio of the false positive to true positive both of which

have a correlation to FR and CR. The proposed method has the best F-score for all

of the experiments.



Chapter 6

Method 3: Fuzzy region based level

set

6.1 Overview

When beginning this investigation, it can be noted that one of the biggest issues

facing pixel based segmentation methods such as those based on FCM are when the

target image contains highly non-homogeneous such as the image found in fig. 6.2

and the results in table 6.1. From this it can be seen that both a Distance Regular-

ized Level Set Evolution (DR-level set)[105] and the basic FCM algorithm perform

relatively poorly. Even the previous methods used in the study do not perform too

well, while the newest method in this chapter shows a marked improvement.

Table 6.1: Showing results on MRI image for all investigated methods

Image 3Tb

Method CR FR Precision Recall F-score Specificity
(%) (%)

DR-level set 68.18 5.67 80.84 68.20 73.98 94.33
FCM 99.71 26.49 56.90 99.78 72.48 73.51

KAFCM 87.64 2.80 91.66 87.69 89.63 97.20
LRC Level-set 89.42 2.89 91.57 89.61 90.58 97.10

Proposed 89.37 1.63 95.06 89.43 92.16 98.37
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Figure 6.1: Example real-world image with highly non-homogeneous corruption added

6.2 Methodology

6.2.1 Chan-Vese variational Level set

Given the success of the previous method, investigation was carried out as to how

to leverage the abilities of the kernel-based clustering methods to deal with pixel

inhomogeneities and the level-set methods to accurately and quickly find the object

contours. To do this we first reinvestigate the level-set equation shown in eq. (6.1)

in the form of the well known Chan-Vese (CV) variational Level set[88].
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F(φ ,c1,c2) =
∫

Ω

|I(x)− c1|2H(φ(x))dx

+
∫

Ω

|I(x)− c2|2(1−H(φ(x)))dx

+v
∫

Ω

∇|H(φ(x))|dx (6.1)

Here φ is the level set function as shown in eq. (5.1), where the zero level of φ

will be the bounding point for the image domain Ω and H is the Heavyside function.

The aim is that we can split the image domain Ω into two sub-domains Ω1 and Ω2.

While the first half of the equation, the c1 and c2 terms are the for the purpose of

fitting the surface evolution to fit the image data, the last part is for regularising the

zero level set contour; given that the weight term v > 0.

It is important to note that there are some assumption on the success of the CV

model, such as it is possible to approximate the image using the constants c1 and c2

into the subdomains Ω2 and Ω2.

6.2.2 Conditional energy formulation

Because we wish to implement the properties of local clustering into the level set

formulation, the most obvious way is to use the c1 and c2 terms as local clustering

terms, thus we could rewrite eq. (6.1) as eq. (6.2).

F(φ ,c1,c2) =
∫

Ω

|U(x)− c1|2H(φ(x))dx

+
∫

Ω

|U(x)− c2|2(1−H(φ(x)))dx

+v
∫

Ω

∇|H(φ(x))|dx

(6.2)

Where U is the uncertainty maps for the image found by the FCM algorithm.

By using the leveraged fuzzy memberships from the Kernel based Fuzzy clustering
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algorithm we are able to bypass the problems faced by normal contour methods.

For simplicity from here onwards we will rewrite U(x) simply as U .

We must then conduct optimisation to update φ(x) by performing gradient de-

cent on the Lagrangian version of eq. (6.2) shown in eq. (6.3).

φt+ =δ (φ)

[
(U-c1)

2-(U-c2)
2-v∇

∇φ

|∇φ |

]
(6.3)

Here δ is the delta dirac function. We must then update the centroids c1 and c2

by the following eq. (6.4) on each iteration of the algorithm.

c1 =

∫
Ω

UH(φ(x))dx∫
Ω

H(φ(x))dx
, c2 =

∫
Ω

U(1-H(φ(x))dx)∫
Ω
(1-H(φ(x))dx)

(6.4)

From here the process is the same as shown in algorithm 1 except we need to

update it to also include the Level-set formulation to give algorithm 2.

Algorithm 2 Updated FRLS algorithm
1: procedure OPTIMISE PARAMETERS

2: loop:
3: Calculate Uncertainty matrix U
4: φ + ← δ (φ)

[
(U-c1)

2-(U-c2)
2-v∇

∇φ

|∇φ |

]
5: c+1 ←

∫
Ω

UH(φ(x))dx∫
Ω

H(φ(x))dx

6: c+2 =
∫

Ω
U(1-H(φ(x))dx)∫

Ω
(1-H(φ(x))dx)

7: if max(φ + -φ)< ε then
8: break;
9: else

10: goto loop.
11: end if
12: end procedure
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6.3 Experimentation: FRLS Segmentation of the M-

FISH image set

For this method, we experimented on the same dataset found in chapter 4: The

M-FISH dataset. Given the improved results shown it is a natural development to

test this method on a real world dataset. For brevity we will not discuss this dataset

again, for reference the reader is directed to chapter 4 on page 28. Similar to the

previous experiments, a difficult to segment image was chosen to test the algorithm.

Difficult to segment in this case would be one which performs very badly using the

traditional methods.

The following experiments were performed using the same subset of images

which were described in chapter 4, which is a subset consisting of images which

contained highly corrupted and difficult to segment images. As such, this can be

seen as a highly tailored and specialised algorithm intended to solve a singular prob-

lem of highly corrupted M-FISH images.

Additionally, as well as the normal CR and FR, we introduced new metrics to

analyse the performance of the algorithm. Namely, precision, recall, F-score and

specificity. All the required values to calculate these metrics and their meaning will

be given as follows.

Precision (eq. (6.5)) shows the ratio of correctly segmented pixels compared

to the total number of pixels. Thus, a high precision would indicate a lower false

positive compared to true positive. While this is useful, for medical imaging we

also need to be aware of how many pixels were falsely represented, which leads us

into recall.

Precision =
T P

T P+FP
(6.5)



6.3. Experimentation: FRLS Segmentation of the M-FISH image set 69

Recall eq. (6.6) shows the ratio of correctly segmented pixels to the amount of

pixels which were segmented as chromosome pixels; This is an essential measure-

ment in medical imaging. Often a false positive could be almost as bad as a false

negative so we must take this into consideration.

Recall =
T P

T P+FN
(6.6)

The F-score eq. (6.7) is the weighted average of both the Precision and the Recall.

This is specifically useful when dealing with a dataset which has an uneven data-

distribution such as the M-FISH image sets.

F -Score =
2∗ (Recall ∗Precision)
(Recall +Precision)

(6.7)

Specificity eq. (6.8) can be seen as the true negative rate. Specificity will show

a measurement of how many background pixels were correctly segmented com-

pared with how many were falsely identified as chromosome pixels. Overall, while

all of the metrics are useful, we would like to see both a high Specificity and Preci-

sion when dealing with the difficult to segment images. If there is a situation where

one method has a low recall and a high specificity but the other has a high recall but

low specificity, we can use the F-score as a deciding factor.

Speci f icity =
T N

T N +FP
(6.8)
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6.4 Results

For each set of results, the FRLS algorithm was compared with the KAFCM and

IAFCM algorithms. As previous, we found the True positive and False positive

values, however, in this experiment we also considered the precision, recall, F-score

and specificity.

Figure 6.2: Results using FRLS method on Karyotype DAPI channel

Table 6.2: Results for FRLS on DAPI channel

Results on the Dapi channel

Method CR FR Precision Recall F-score
(%) (%)

KAFCM 98.32 0.96 86.36 98.48 92.03
IAFCM 97.12 0.82 85.21 98.10 91.2
FRLS 96.17 0.36 93.47 94.18 93.82
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Figure 6.3: Results using FRLS method on Karyotype A channel

Table 6.3: Results for FRLS on Aqua channel

Results on the Aqua channel

Method CR FR Precision Recall F-score Specificity
(%) (%)

KAFCM 44.01 0.23 78.14 44.01 56.31 99.77
IAFCM 31.26 3.45 66.25 41.27 50.86 99.12
FRLS 94.18 0.36 93.47 94.18 93.82 99.64
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Figure 6.4: Results using FRLS on Karyotype Green channel

Table 6.4: Results for FRLS on Green channel

Results for FRLS on Green channel

Method CR FR Precision Recall F-score Specificity
(%) (%)

KAFCM 41.42 0.86 49.43 40.41 44.46 99.14
IAFCM 45.62 3.91 47.11 39.88 43.19 99.03
FRLS 63.23 0.13 90.68 63.96 75.01 99.87
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Figure 6.5: Results using Chapter 6 method on Karyotype Gold channel

Table 6.5: Results for FRLS on Gold channel

Results for FRLS on Gold channel

Method CR FR Precision Recall F-score Specificity
(%) (%)

KAFCM 48.14 0.49 73.59 46.62 57.08 99.57
IAFCM 46.22 0.61 69.41 47.10 56.12 99.32
FRLS 82.27 0.21 90.89 81.26 85.80 99.79
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Figure 6.6: Results using FRLS on Karyotype Red channel

Table 6.6: Results for FRLS on Red channel

Results for FRLS on Red channel

Method CR FR Precision Recall F-score Specificity
(%) (%)

KAFCM 45.72 0.99 55.07 45.83 50.03 99.01
IAFCM 31.45 4.32 32.14 41.75 36.32 98.05
FRLS 92.12 0.40 85.87 92.05 88.85 99.60
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Figure 6.7: Results using FRLS on Karyotype Far Red channel

Table 6.7: Results for FRLS on Far Red channel

Results for FRLS on Far Red channel

Method CR FR Precision Recall F-score Specificity
(%) (%)

KAFCM 11.10 2.13 12.56 11.87 12.20 98.18
IAFCM 7.82 9.82 10.44 7.67 8.84 97.92
FRLS 74.68 0.10 93.87 74.68 83.18 99.90
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It can be seen from the results, that for all of the colour channels the FRLS

algorithm performs significantly better in terms of its F-score, meaning it has a high

true positive and and low false negative results. This is ideal for this type of medical

image segmentation.
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6.5 Discussion

This chapter presented an algorithm based on both the KAFCM and Chan-Vese

variational level-set. Additionally, new metrics were introduced to analyse the al-

gorithms performance, namely the Recall, Precision, Specificity and F-score. The

experiments were performed on the difficult to segment subset of the M-FISH im-

age dataset which was discussed previously in chapter 4. The algorithm showed a

strong performance when compared to the KAFCM and IAFCM algorithms, out-

performing them all for each of the image channels.

Observing the results in table 6.2, the F-scores of the segmentations are rel-

atively similar, but this is to be expected as the DAPI channel is, in general, the

easiest to segment due to the more uniform distribution of pixel intensities. How-

ever, observing the results in tables 6.3, 6.4, 6.5, 6.6 and 6.7 The proposed method

shows a higher F-score for all results. Observing the results in table 6.7, we can see

that the f-score is 70.98% higher than the KAFCM algorithm, showing that the pro-

posed method has a much stronger capability of overcoming the corruptions within

the image. This strong capability is mostly due to the algorithms ability to overcome

the problems of the uneven pixel distributions caused by the uneven hybridisation;

this can be observed in fig. 6.7 where there are some chromosomes which are not

fluorescing as brightly as others. However, while the false negative is very low,

the CR is still relatively low also; this is not a good situation for a segmentation

algorithm is we want to be able to achieve full automation.

While the proposed system is useful for this specific application, there is a

potential and interest to see how well the proposed classifier can work on other

datasets. The proposed method does show a strong ability to overcome image cor-

ruptions, but it has only been tested on a specific type of publicly available dataset.

To prove it as a general solution more data would be needed. Furthermore, it is
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currently unknown how well it would perform on additional types of real-world

corruptions. Thus, further research is needed on improving this aspect of the algo-

rithm, and also investigations on how well this method could work on other datasets

need to be carried out. In future work, we would discover how general the algorithm

is when dealing with other datasets, not exclusive to medical imaging.



Chapter 7

Conclusions and Suggestions for

Future Research

This chapter concludes the thesis and provides the future research directions for this

topic.

7.1 Conclusions

In this thesis, unsupervised pattern recognition techniques are used to properly seg-

ment highly corrupted medical image data. A set of algorithms are developed to

improve the accuracy of segmentation taking into consideration the intrinsic cor-

ruptions of the images. Additionally the methods used taking into consideration

the usual concerns with medical imaging such as small sample sizes, and requiring

good explainability. The findings of this study are summarised as follows:

An novel algorithm KAFCM based on FCM, modified to consider local spatial

data and then projected into the kernel space to improve segmentation accuracy. Ex-

perimental results demonstrate the effectiveness of the proposed method in tackling

the inhomogeneities in pixel intensities as well as the image artefacts by competing

well compared to other methods used on this dataset. This unsupervised method re-

quires no minimum sample size and is readily explainable to medical practitioners,



7.2. Suggestions for Future Research 80

thus is could be suitable for application on real world medical images.

The hybrid LRLS, Local-region clustering informed level-set algorithm based

on both FCM and level set is developed using both methods in series with one an-

other. This has the advantage of removing the problems which faced each of the

methods individually as they compliment one anothers weaknesses. This method

was tested on both real world and synthetic images and showed a good result com-

pared to other competing works and also to the KAFCM algorithm.

The FRLS, Fuzzy region based level set follows the core idea both the KAFCM

and the LR-level set by further fusing the two methods. This method leverages the

probabilistic fuzzy uncertainties from the KAFCM into the input of the FRLS, cal-

culating both in parallel. This allows the energy function pushing the level set front

to be influenced by the intrinsic data found at the pixel level. This allows it to over-

come both the pixel artefacts and the intensity inhomogeneities whilst maintaining

the smooth curves.

Each of the proposed unsupervised pattern recognition methods has been ap-

plied to real world medical images and the results demonstrate that the proposed

methods result in an overall improvement segmentation. The fundamental prob-

lems facing segmenting these medical images such as small datasets, image cor-

ruptions and explainability is possible to be overcome without the need of large

computational power. These results on real datasets demonstrate the potential of

the investigated methods and give rise to further study.

7.2 Suggestions for Future Research

This thesis identifies the following directions as future work:

(a) Further investigation into what other datasets would be suitable for the

developed methods will be investigated. Specifically MRI image data should be
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investigated.

(b) A study into using deep-learning to supplement these methods, and an

investigation as to the potential scalability with small datasets and how explainable

the results can be.

(c) The development of a fully automated system which required minimal hu-

man interaction for segmenting M-FISH karyotype images and classifying chromo-

some deformities.
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