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1                                         Abstract 

This thesis presents a computational method for the mid-to-high frequency vibro-

acoustic system modeling. The Vibro-acoustic analysis in the mid-to-high frequency 

range is technically challenging due to the complex wavelength composition and the 

large numbers of the degrees of freedom involved. Conventional low-frequency 

methods like Finite Element Method (FEM) require enormous computational time and 

calculation capability while high-frequency methods like Statistical Energy Analysis 

(SEA) are not always suitable, because of the difficulty in meeting the basic 

assumptions in some long wavelength sub-systems, or the little information provided. 

Therefore, this thesis is aiming at establishing a simulation methodology that can 

balance the efficiency and the richness of the information obtained. The structure of 

the thesis is as follows. 

Preliminary investigations are first conducted on the modeling of a typical plate-

cavity system, which is widely used as a simplified benchmark model for the sound 

insulation problems in building/structural acoustics. Through the exploration of the 

modal method and the wave method, the well-recognized existing convergence 

difficulties of the former at the vicinity of the vibro-acoustic interface are investigated. 

A criterion to accelerate the convergence speed of the modal method close to the 

cavity-plate interface is proposed. By improving the reliability of the modal method, 

this part paves the way forward by providing a reference solution to the mid-to-high 

frequency modeling analysis. 

Then, a so-called Condensed Transfer Function (CTF) method is proposed, in 

which the uncoupled sub-systems are modeled individually by decomposing the force 

and velocity over the interface into a set of functions, namely the Condensation 

Functions (CFs). Then the subsets obtained from each sub-system are assembled 



III 
 

following the velocity continuity and force equilibrium conditions. The focus is fixed 

on how to increase the calculation efficiency of the CTF method by properly selecting 

the Condensation Functions (CFs). Owing to the spatial wavy features, the complex 

exponential functions are expected to better match the structural wavelength variations 

in a given frequency band. It is shown that the complex exponential functions 

outperform the previously developed Patch Transfer Function (PTF) methods using 

gate functions. Numerical analyses reveal a piecewise convergence behavior of the 

calculation in different frequency bands. This property is further exploited in a plate-

cavity system for establishing a criterion for further truncation of the CFs, referred to 

as the piecewise scheme.  

The piecewise scheme is then extended to systems with an increasing coupling 

strength. To this end, a coupling strength factor (CSP) is defined to quantify the 

coupling strength between two sub-systems. Parameters that determine the coupling 

strength between the sub-systems are then discussed. Using the defined CSP, the 

previously established piecewise scheme is re-examined and validated using an 

acoustic system comprising two mutually connected sub-cavities. The effect of the 

coupling strength on the computational error of the piecewise scheme is systematically 

quantified. The piecewise scheme, alongside the CTF approach itself, is then 

experimentally validated. 

Finally, the piecewise scheme is applied to a simplified Double Skin Façade system 

(DSF). It is shown that the proposed modeling methodology allows a fine and detailed 

description of this complex vibro-acoustic system with a relatively complex and large 

dimension in the entire frequency range including the mid-to-high one. 
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1                    CHAPTER 1 Introduction 

 

1.1 Research Background and Motivations 

 

The modeling of vibro-acoustic systems has always been an important topic, 

attracting persistent attention in the acoustic community. The issue impacts on various 

applications involving structures and systems such as buildings and vehicles, etc. 

Among existing problems, mid-to-high frequency vibro-acoustic system modeling is 

particularly challenging due to the complex deformation wavelength composition 

among different sub-systems and the large number of degrees of freedom (DoF) 

involved, which make the modeling computational costly. Main challenges root in 

filling the gap left over by the low-frequency methods like modal-based methods [1] 

or the finite element method (FEM) [2-4] and the high-frequency statistical energy 

analyses (SEA) [5-7]. Assumptions and approximations adopted in these methods are 

well established, which define and limit their respective application ranges at the same 

time. In the mid-to-high frequency range, the presence of the short-wavelength 

components challenges the conventional deterministic modeling methods by the 

exorbitant computational cost incurred. The long wavelength ones, however, fail to 

meet the SEA assumptions, due to the insufficient modal overlap and the 

unavailability of the rigorous coupling loss factors [8]. The purpose of this thesis is 

therefore to develop a simulation tool that can balance the calculation efficiency and 

the quantity of information obtained for the mid-to-high frequency system modeling. 

A typical example is a Double Skin Façade (DSF) system, widely adopted in 

modern buildings as shown in Figure 1.1. DSF is a system of building serving for 
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reducing the overall energy consumption. It consists of two skins arranged in such a 

way that the air can flow within the intermediate cavity or corridor.  

 

Figure 1.1 A typical DSF system. 

However, one of the main problems of the DSF system is that it may introduce 

more outside noise into the building. Most existing evaluations on the acoustic 

performances of façades and windows are based on simple empirical formulas. These 

formulas, however, are too rough when compared with the actual experimental data 

and can hardly address the need for allowing parameter variations and system 

optimization at the design stage. On the other hand, the noise insulation performance 

of the DSF is highly dependent on the design parameters (materials of the skins, 

dimensions of the cavities, size of the apertures, possible uses of acoustic control 

devices, etc.). Due to the large size of the system and the need to go higher in 

frequencies, a proper numerical tool is needed to assess the acoustic performance of 

the DSF system. Accuracy, flexibility, and computational efficiency are just a few 

important attributes of such a tool in order to fully address the need for design and 

optimization. Thus, the presented modeling method will be applied to DSF modeling 

as an example. 
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1.2 Literature Review 

 

The literature review mainly contains three parts. The first part focuses on the mid-

to-high frequency method itself. The second one concerns the modeling of a plate-

cavity system, which is a classical benchmark problem in vibro-acoustic analyses. The 

last part addresses the modeling methods in building acoustics. 

 

1.2.1 Mid-to-high Frequency Methods 

 

Mid-to-high frequency vibro-acoustic modeling methods have been extensively 

investigated during the last few decades. To define the boundary lines of the so-called 

mid-frequency range, it is widely accepted that it starts when the wavelength 

difference between sub-systems is large [9, 10]. Based on that, various methods were 

developed. Although these methods vary in terms of application backgrounds and 

detailed modeling theory, they can be divided into three different categories based on 

the basic idea adopted. The first one is to extend the effective working frequency range 

of the traditional low-frequency methods to mid-frequency range, noted as “enhanced 

deterministic methods”. The second one is to revamp the SEA method by introducing 

new assumptions and improvements so as to warrant its applicability in a relatively 

lower frequency range, noted as “enhanced statistical methods”. The last one was 

developed based on the sub-structure theory. These methods partition the whole 

system into several sub-systems and use proper methods for each sub-system based 

on their dynamic properties, noted as “hybrid methods”. The three kinds of methods 

will be separately reviewed in what follows. 
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1.2.1.1 Enhanced Deterministic Methods 

 

One type of the enhanced deterministic methods aims at improving the efficiency 

of the FEM. As an example, the Component Modal Synthesis (CMS) models [11-15] 

were developed to speed up finite element computations and to increase the frequency 

range of applicability of this method. Each component is separately treated in terms 

of its uncoupled modes. All components are then assembled using basis functions 

defined on the interface. There is a large amount of literature devoted to CMS models. 

Only a few representative works are reviewed here. For example, Craig [16] compares 

the efficiency of using different component modes and concludes that the models 

based on the interface constraint modes together with fixed-interface normal modes 

are the most effective. In the early form of the CMS method, the number of the 

constraint modes is equal to the number of degrees of freedom at the sub-system 

interface. For sub-systems coupled continuously along a line or a surface, the number 

of interface modes becomes prohibitive. To reduce the degrees of freedom along the 

interface, a large amount of works is done [17-23]. For instance, Balmes introduces 

continuous polynomials that satisfy the continuity conditions at selected “nodes” on 

the interface, leading to an overall reduction of the interface DoFs [18]. However, the 

incompatible models problem in FEM [24, 25] cannot be avoided so that the 

approximation from the selected polynomials might be poor. Based on Balmes’s 

method, a modal-based approach [26] was proposed to describe the mid-frequency 

vibration transmission from a long-wavelength source and a short-wavelength receiver 

using the uncoupled free-interface modes, which allows further simplification of the 

short-wavelength sub-systems. Uncertainty considerations are also taken into account 

in some low-frequency methods. Mace and Shorter [27] proposed a local modal-
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perturbational method that takes the uncertain properties of the system into account 

for the mid-to-high frequency analyses. Uncertainty is introduced at the subsystem level. 

A perturbation technique relates small changes in the local modal properties to those in 

the global modal properties. A Monte Carlo simulation is then used to estimate the 

variability of the frequency response function statistics. This approach was applied to 

coupled rods. Other efforts on improving the efficiency of the FEM are also made such as 

Efficient Solver Method [28], Adaptive Mesh Techniques [29].  

Another direction is element free methods developed based on the Trefftz methods, 

such as the Wave-Based Method (WBM) [30, 31] and the Variational Theory of 

Complex Rays (VTCR) [32, 33]. In these methods, approximate solutions of the global 

response are developed by using the exact solutions of sub-system motion as the shape 

functions and by respecting all the boundary conditions through a weak formulation. 

In general, the size of the resultant model is much smaller than that of the equivalent 

FE model, to reach the mid-frequency range. Various versions of such methods exist 

depending on the choice of the shape functions and the way the boundary conditions 

and the coupling between subsystems are handled.  

In this thesis, main attentions are paid to one of the sub-structure methods, the Patch 

Transfer Function (PTF) method [34], which was developed for partitioning acoustic 

[22] or vibro-acoustic [23, 24] problems for enlarging the frequency range of the 

vibro-acoustic simulation. The PTF method divides the interface into patches using a 

wavelength-based criterion. For each subsystem, the uncoupled transfer functions 

between each pair of patches need to be calculated, a priori, before being assembled 

in the final stage. PTF can be seen as an extension of the well-known approach which 

is commonly used in dynamic analyses for assembling point-coupled mechanical 

structures. The PTFs can be calculated by different means. For instance, for 

subsystems of finite sizes, they can be calculated from the subsystem modes for simple 
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geometry or from the finite element method for complex geometry. For infinitely large 

acoustic subsystems, they can be estimated from boundary element method or the 

Rayleigh integral as in [22, 25], or be measured as in [35] for characterizing pore-

elastic materials used in automotive. 

Though intuitive, question still remains on whether discretization by patches is the 

best way in terms of calculation efficiency. In fact, for the modeling of large systems, 

such as the noise transmission through a building of practical size, the number of 

patches (i.e. the degree of freedom in the discretized system) may be very large when 

reaching the mid-to-high frequency range. This makes the direct application of the 

PTF method difficult, if not impossible. To tackle this issue, attempts were made to 

extend the PTF approach to further explore other types of discretization schemes, 

aiming at reducing the number of degree of freedoms and increasing the computation 

efficiency. As a typical example, the CTF approach generalizes the patches, i.e. the 

basis functions, of the PTF approach to any function sets over the coupling junction 

such as the complex exponential functions and the Chebyshev polynomials. The sub-

system motions, which will be referred to as condensed velocities, are decomposed in 

terms of the CFs and assembled together along the interface based on continuity 

conditions. Up to now, the CTF approach has only been applied to the modeling of the 

interaction between two line-coupled vibrating mechanical systems, exemplified by 

the coupling between two panels [36] and a naval application involving a cylindrical 

shell coupled with non-axisymmetric internal frames [37]. Its application to the 

surface coupled vibro-acoustic system, with the inherently more complex wavelength 

mixing, has not been dealt with yet. 
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1.2.1.2 Enhanced Statistical Methods 

 

Compared to the low-frequency methods such as FEM, SEA involves much fewer 

DoFs of the system so that the computational time can be significantly reduced. Owing 

to the frequency average and spatial average properties, SEA is more feasible when 

dealing with uncertainties. However, due to the essential assumptions such as high 

modal density, etc. SEA is difficult, or even impossible to be applied in long-

wavelength sub-systems. One of the attempts is to reexamine the effectiveness of the 

assumptions behind the SEA to reduce its frequency limit. Some works pay attention 

to the effect of the coupling strength between sub-systems on the reliability of SEA, 

including internal damping, Modal Overlap Factor (MOF), modal density within the 

frequency band of interest, etc. These works aim at quantitatively clarifying the 

validity of the SEA in terms coupling strengths [38-45] or defining the lower bound 

of the effective frequency range [8, 46], with no obvious improvement on the 

effectiveness of the SEA itself.  

Another parallel effort is adding more information about modal energy distribution 

to improve the reliability of the SEA in the low-frequency range, exemplified by the 

Statistical modal Energy distribution Analysis (SmEdA) [47]. The method consists in 

relaxing the modal energy equipartition assumption used in the traditional SEA. 

Instead of using the power balance between subsystems used in the SEA, the power 

balance equations between the resonant modes of different subsystems are established. 

Circumventing modal energy equipartition allows the handling of subsystems with a 

relatively low modal overlap, as well as the evaluation of the spatial distribution of the 

energy density within subsystems [48]. Similar attempts include energy finite element 

analysis (EFEA) [49], which improves the SEA by allowing the damping and the 
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excitation to be spatially distributed over a system. However, similar to other methods 

based on SEA, the EFEA is limited by the requirement of high modal density, thus 

hampering its use in the mid-frequency range. Different ideas also focus on the power 

flow between sub-systems by Mace [50-52]. It is found that the modal coupling 

between sub-systems can be analytically determined when the coupling strength is 

weak. The dynamic interactions between modes can be quantitatively described as 

equivalent modal damping effect, which facilitates the application of the SEA in the 

mid-frequency range. However, the power flow theory cannot cover all the mid-

frequency range and avoid the limitations of the SEA method. 

One of the main problems in using the SEA is the weak coupling assumption. It is 

well accepted that the energy flow between a weakly coupled system is substantially 

less than the energy dissipated within each subsystem [19, 20], so that some 

assumptions and simplifications made under the weak coupling conditions might 

become invalid in the strong coupling cases. For example, the plate-cavity system is 

considered as a typical weak coupling case [12]. The so-called weak coupling 

assumption applies to either a structural-acoustic system or a pure acoustic system 

composed of multiple sub-cavities. For the former, the fluid-loading effect on a 

mechanically excited structure is considered to be weak and negligible; for the latter, 

the acoustic response of an acoustically excited sub-cavity remains essentially the 

same no matter whether the connecting interface with its adjacent acoustic neighbor 

is open or closed as a rigid wall. Therefore, examining the applicability of the proposed 

method in this thesis in a context of increasing coupling strength is required. This, 

however, brings up two challenging issues that the present work attempts to address 

and to contribute to the existing knowledge. The first one, which is of general 

relevance, is to establish a metric to quantify the coupling strength level in a coupled 
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system. Along the same line of thinking, a very useful coupling strength quantification 

method was proposed [12], which applies to two coupled single DoF sub-systems. 

Therefore, a more general assessment method is needed, especially in the mid-to-high 

frequency context. The second one, more specific to the method itself, concerns the 

assessment of its applicability and the accuracy in dealing with cases when the 

coupling becomes stronger.  

 

1.2.1.3 Hybrid Deterministic-Statistical Methods 

 

The hybrid deterministic-statistical approaches, which combine the low-frequency 

methods and the SEA by capitalizing on their respective advantages, originate from 

the structural fuzzy theory [10]. The target complex system is divided into a master 

structure and several fuzzy attachments, which can be modeled by different methods. 

These hybrid methods allow adding more details to the classical SEA model whilst 

avoiding the handling of the entire system by the low-frequency methods like FEM. 

Typical procedures to implement a hybrid analysis is: 

1) Divide the whole system into long-wavelength deterministic sub-systems and 

short-wavelength statistical sub-systems. 

2) Model the long-wavelength sub-system with the low-frequency methods and 

model the short-wavelength sub-system with the SEA method. 

3) Determine the boundary conditions at interfaces between sub-systems. 

4) Assemble the hybrid model. 

Basically, all hybrid methods follow the above procedures and can be divided into 

two main types, depending on the low-frequency methods used. One possibility is to 

use the FEM to model the long-wavelength sub-systems [9, 53-61]. Other options 
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require analytical solutions such as WBM rather than FEM as the low-frequency 

method [62-64]. Nevertheless, they have similar performance in terms of the final 

outcomes: detailed predictions for the long-wavelength sub-systems and statistical 

predictions on the averaged energy response for the short wavelength sub-systems. 

With the assistance of the SEA, the uncertainties within the short-wavelength sub-

systems can be better considered [65-67]. The difference is the FEM is more feasible 

but less efficient while the WBM is more efficient but has difficulties at the model 

building stage. However, no matter which low-frequency method is used, detailed 

predictions for the short wavelength sub-systems are unavailable. 

 

1.2.2 Methods for Classical Plate-Cavity Systems 

 

The panel-cavity system, comprising a parallelepiped acoustic cavity with a 

rectangular flexible panel subjected to external excitations, has been used as a 

benchmark problem for studying the fundamental problems in a vibro-acoustic system 

for more than half a century. The issue of the pressure and velocity continuity at the 

structure-cavity interface using modal-based method has been arousing persistent 

interest and long-lasting debate among researchers. This thesis intends to clarify this 

issue of fundamental importance.  

The vibration response of a cavity-backed rectangular panel was first investigated 

by Dowell and Voss [68]. Since then, there has been a continuous effort in improving 

the modeling of such system as well as its physical understanding, exemplified by the 

work of Pretlove [69-71] and Guy [72-76], mainly focusing on quantities like the panel 

vibration, acoustic pressure, acoustic velocity and the reverberant time inside the 

cavity etc. Without any doubt, the most convenient and presumably the most 
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commonly used method is the modal-based approach using acoustic pressure (or 

potential) decomposition over acoustic modes of the rigid-walled cavity. Its general 

framework, also referred to as the acoustoelasticity theory, was elegantly summarized 

by Dowell [1] and Fahy [77]. This approach, however, suffers from the seemingly 

“flaw” in that the velocity continuity over the panel cannot be mathematically satisfied 

due to the use of the rigid-walled acoustic modes, expressed in Cosine functions in the 

case of parallelepiped cavity [78]. This problem arouses continuous interest and 

endless debate in the vibro-acoustic community, even up to now. The advocators of 

the method argue that the method allows accurate acoustic pressure and reasonable 

acoustic velocity prediction if a sufficient number of acoustic modes are used. 

Nevertheless, there are no ruling conclusions due to the lack of quantified assessment 

and criteria. Various techniques were also developed in an attempt to increase the 

calculation accuracy such as the use of extended mode shape functions for a single 

cavity or the coupling between two overlapped adjacent sub-cavities [79]. Meanwhile, 

the skepticism on the modal-based method has always been persistent as evidenced by 

some recent papers. For example, the deficiencies of the method based on rigid-walled 

modes were reiterated by Ginsberg [80], who employed an extension of Ritz series 

method to the problem, and the modified formulation is found to be accurate above 

the fundamental rigid-cavity resonance frequency for light fluid loading. More 

recently, various series expressions with added terms were also proposed to 

accommodate the velocity continuity [81, 82]. 
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1.2.3 Modeling Methods in Building Acoustics 

 

The history of building acoustics begins with the famous reverberation formula 

proposed by Sabine in 1990. Since then, many works were conducted based on 

Sabine’s formula [83-85]. However, as the development of analyzing tools and 

computational resources, people becomes unsatisfied with the few information 

provided by a single formula. Although the formula is proved to be very effective as 

a reference, more details of the building system are required to design and optimize 

the acoustic performance. Therefore, many branches of building acoustics arise such 

as room acoustics [86-96], structure-borne noise [97-108], air-borne noise [109-125], 

noise reduction techniques [126-141], etc. This thesis mainly focuses on air-borne 

prediction and noise absorption problem. 

 

1.2.3.1 Prediction Methods in Building Acoustics 

 

The airborne noise is generated acoustically and transferred either structurally or 

acoustically to rooms or between floors through different paths such as walls, glasses, 

floors, or other connections. The sound energy reduced when transmitted via these 

paths is often noted as sound insulation, which can be approximated predicted based 

on the mass law. Many optimized tools are developed based on the mass law [109-

111], to take more system parameters into account. However, to achieve better design 

and optimization, researchers also opt for traditional calculation methods in building 

acoustics. Discretization methods and sub-structuring methods have been widely 

applied to predict the insulation performance of building elements [123-125]. Most of 

them are focused on the prediction of sound transmission through double-partition 
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structures. Based on the virtual work principle, Wang et al. proposed a fully coupled 

model for a double-leaf partition structure, which is connected together through 

periodically mounted studs [125]. However, to obtain the analytical solution, many 

assumptions are made such as the infinite size of the partition. Arjunan et al. [113] 

develop a 2D FEM to predict the Sound Reduction Index (SRI) of a stud based double-

leaf wall of finite size. However, it is difficult to extend the method for 3D analyses 

due to a large number of meshes. It is shown that at least 8 elements per wavelength 

are needed to obtain a reliable result [114]. The Finite Layer Method (FLM) [123] 

makes an improvement upon the computational efficiency. The FLM uses the modal 

decomposition technique to model the two in-plane directions of the partition and the 

FEM to model the perpendicular direction. The FLM significantly improves the 

calculation efficiency. However, it fails in dealing with the opening ventilation in a 

DSF system because the opening usually appears in the same plane with a partition. 

To take the ventilation structure into account, Urban et al. established a simple model 

that could predict the naturally ventilated DSF structure with openings [124]. The 

predictions are roughly based on the sub-system resonance frequencies, dimensions, 

and material properties. The model is experimentally validated.  

 

1.2.3.2 Noise Absorption  

 

In building acoustics, the room itself is of importance to the sound absorption, of 

which the loss mechanisms include energy reduction when sound waves are reflected 

from walls and propagate in the air [142]. Early studies show that the propagation 

losses of sound can be described by the decrease of the sound intensity, as 𝐼(𝑥) =

𝐼0exp⁡(−𝑟𝑥), where r depends on the temperature, relative humidity, frequency, etc. 
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Wall absorption is also unavoidable in practice. It can be very small but still not zero 

even if the walls are designed to be acoustically rigid. The two effects are usually 

evaluated altogether by measuring the reverberation time. They can be neglected in 

the design stage if real absorption devices are added.  

Porous materials are popular as a means to provide sound absorption. The major 

concern in terms of the applications of porous materials is how to predict the acoustic 

impedance. Various tools are developed, based on the accuracy required and 

experimental facilities available. The simplest and probably the most famous one 

should be the empirical formula of the acoustic impedance prediction presented by 

Delany and Bazley [143], resulting from a large number of experiments conducted to 

measure the impedance and specific flow resistivity of porous materials. Following 

their work, sustained improvements are achieved in terms of the measurement and 

prediction techniques to obtain a more accurate sound absorption coefficient [144-

146]. Recently, researchers focus more on the acoustic performance of the porous 

materials with embedded spring-mass structures [133-137]. Many prediction methods 

are proposed. 

While porous materials are applied to high frequencies and wide bandwidths, 

Helmholtz Resonators (HRs) are used to tackle the low-frequency tonal noise. As an 

efficient noise control device, HR has been extensively used in various systems such 

as double panels [147-149], small enclosures [150-154] and cylindrical shells [155]. 

In such applications, HRs are mainly used to suppress the lower-order system 

resonances which are difficult to deal with using classical sound absorption materials. 

The control performance of the HR, when deployed in an acoustic system, depends 

not only on the characteristics of the HR itself but also on its coupling with the acoustic 

modes of the system. Basically, the backing volume of a resonator is large at low-
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frequency range. Li and Vipperman proposed a T-shaped resonator to reduce the 

occupied volume, which allows the embedding of resonators within the wall. An 

example is shown in Figure 1.2 

 

 
 

Figure 1.2 T-shaped acoustic resonators. 

In this thesis, the main attention will be paid to the Micro-Perforated Panel (MPP) 

as first introduced by Maa [156]. Later on, Maa proposed the use of cavity backed 

MPP as absorbers (MPPA). Examples are shown in Figure 1.3. 

 

(a) 
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(b) 

Figure 1.3 (a) Sample of a micro-perforated panel; (b) Sample of a micro-perforated 

panel absorber. 

Since then, a large number of applications of MPP can be found in various applications 

such as ducts, mufflers, and buildings, etc. It is also found that the MPP may be used 

without a backing cavity [157]. The sound absorption process occurs as long as the 

acoustic pressure difference exists on the two sides of the hole. This conclusion 

implies that the MPP cannot be only considered as a locally reacting element in a 

complex acoustic environment. A similar conclusion is also drawn by removing the 

internal partition of the backing cavity of the MPP which allows the interaction 

between different holes [158]. Recent progress shows that the interaction between 

holes can be utilized to improve the performance of a traditional MPPA, by optimizing 

the acoustic field within the backing cavity to match the acoustic field outside [159]. 
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1.3 Research Scope and Thesis Outline 

 

This thesis aims at providing a simulation tool that can balance the calculation 

efficiency and the quantity of information obtained in the mid-to-high frequency range. 

Development is made under the sub-structuring framework, based on the previously 

mentioned PTF method.  

The targeted objectives of the thesis are listed as follows: 

1) To find a benchmark solution for the validations of the mid-to-high 

frequency modeling method. 

2) To extend the CTF method from line-coupled systems to surface-coupled 

systems. 

3) To establish a mid-to-high frequency method based on the CTF approach, 

which can balance its performance and computational efficiency. 

4) To define a coupling strength quantification method, which should well 

reflect the interaction between two coupled sub-systems. 

5) To validate the proposed mid-to-high frequency method in systems of 

various coupling strength. 

6) To apply the proposed method to a typical building acoustic problem to 

assess its capability through parametric study and system analyses. 

 

The outline of the thesis is as follows. 

 

In Chapter 2, some preparation works are conducted. Solutions for a vibrating plate 

coupled to an acoustic cavity, which is usually used as the benchmark representing a 

simplified system in vibro-acoustic problems, are presented. Through the exploration 
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of the two popular methods, e.g. the modal method and the wave method, the well-

recognized existing convergence difficulties of the latter at the vicinity of the vibro-

acoustic interface are investigated. A criterion to accelerate the convergence speed of 

the modal method close to the cavity-plate interface is proposed. Through numerical 

analyses and comparisons with the wave method, an oscillating convergence pattern 

is revealed. Normalization of the results leads to a unified series truncation criterion, 

which ensures a minimal error in the prediction of the acoustic particle velocity. While 

improving the reliability of the classical modal method, this part of the work paves the 

way forward by providing a reference solution for the mid-to-high frequency modeling 

analysis. 

Then, a so-called Condensed Transfer Function (CTF) method is proposed in 

Chapter 3, which can be classified into the broad category of sub-system methods. In 

the proposed method, the uncoupled sub-systems are modeled individually by 

decomposing the force and velocity over the coupling interface into a set of orthogonal 

functions, namely the Condensation Functions (CFs). Then the subsets obtained from 

each sub-system are assembled following the velocity continuity and force 

equilibrium conditions over the interface.  

In Chapter 4, focuses are put on how to increase the calculation efficiency of the 

CTF method by properly selecting the Condensation Functions and exploiting their 

physical characteristics. In particular, owing to the spatial wavy features, the complex 

exponential functions are expected to better match the structural wavelength variations 

in a given frequency band, so as the velocity on the interface can be described by a 

much-reduced subset of the condensation function as compared with spatially discrete 

functions or other continuous functions. It is shown that the complex exponential 

functions outperform the previously developed Patch Transfer Function methods 
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using gate functions. Meanwhile, it can avoid the boundary convergence difficulties 

encountered when using only trigonometrical functions. Numerical analyses reveal a 

piecewise convergence behavior of the calculation in different frequency bands. This 

property is further exploited in a plate-cavity system for establishing a criterion for the 

truncation of the CFs, referred to as the piecewise scheme. The proposed criterion 

allows the determination of a subset of the CFs for any prescribed frequency band for 

the calculation of the system response in a progressive and piecewise manner, 

resulting in a great increase in the computational efficiency. The proposed method is 

assessed from different angles using a plate-cavity system, which is conventionally 

acknowledged as a weak coupling system. 

As stated in the literature review, the capability of the modeling of strongly coupled 

systems should be one of the main requirements for the piecewise scheme. Therefore, 

in Chapter 5, piecewise scheme is validated under strong coupling cases. To this end, 

the quantification of the coupling strength between any two sub-systems is first 

investigated, leading to the establishment of a coupling strength factor (CSP). 

Parameters that determine the coupling strength between the sub-systems are then 

discussed. Using the defined CSP, the previously established piecewise scheme is re-

examined and validated using an acoustic system comprising two mutually connected 

sub-cavities. The coupling strength is tuned through tactically changing system 

parameters. The effect of the coupling strength on the computational error of the 

piecewise scheme is systematically quantified. The piecewise scheme, alongside the 

CTF approach itself, is then experimentally validated. 

Finally, the piecewise scheme is applied to a simplified DSF system, consisted of 

two glass panes, two full/partial cavities and integrated sound absorbing devices using 

micro-perforated panels. The system is thoroughly studied using the proposed 
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simulation method in terms of frequency responses, sound insulation performance, 

energy transmission path, as well as the physical mechanism of the sound absorption 

devices. It is shown that the proposed modeling methodology allows a fine and 

detailed description of this complex vibro-acoustic system with a relatively complex 

and large dimension in the entire frequency range including the mid-to-high one. 
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2                       CHAPTER 2 Benchmark Solutions 

 

A benchmark solution is necessary for the validation of the proposed mid-to-high 

frequency method in this thesis. As mentioned in the last chapter, the plate-cavity 

system is a typical benchmark problem, widely used in the vibro-acoustic community. 

After giving the analytical model for a vibrating plate and an acoustic cavity, this 

chapter presents the commonly used reference solutions to a plate-cavity coupled 

system. Meanwhile, the study will clarify the existing controversies over the two 

methods, the wave method and the modal method, in terms of velocity convergence, 

which represents a scientific contribution by itself. Usually, the wave method is 

considered to be more reliable than the modal method, because the basis function in 

the wave method can better match the boundary condition over the coupling interface 

while the acoustic modal functions fail to do so in the modal method. Aiming at 

clarifying this problem, the two methods are systematically compared. A fast 

convergence criterion is proposed by utilizing the mode characteristics used in the 

modal method. Finally, reliable results can be obtained from both the wave method 

and the modal method. 

 

 

 

 

 

 



22 
 

2.1 Analytical Solutions for a Single System 

 

Since this part of the work is tidily related to the bending plate and acoustic cavity, 

analytical solutions of a rectangular plate and a rectangular acoustic cavity are first 

presented. 

 

2.1.1 Vibrating Plates 

 

The bending vibrations of a flexible thin plate as shown in Figure 2.1 are governed 

by                          

 𝐷∇4𝑤 + 𝜌𝑠ℎ
𝜕2𝑤

𝜕𝑡2
= 0,  2.1 

where w is the transverse displacement, 𝜌𝑠 is the plate density, h is the plate thickness, 

and 𝐷 = 𝐸ℎ3

12(1−𝜈2)
 is the bending stiffness of the plate in which E and 𝜈 are the Young’s 

modulus and the Poisson’s ratio of the plate, respectively. When w is two-dimensional,  

2.1 can be further written, by neglecting the shear deformation and the rotary inertia, 

as: 

 𝐷(
𝜕4𝑤

𝜕𝑥4
+ 2

𝜕4𝑤

𝜕𝑥2𝜕𝑦2
+
𝜕4𝑤

𝜕𝑦4
) + 𝜌𝑠ℎ

𝜕2𝑤

𝜕𝑡2
= 0,  2.2 

 

Figure 2.1 Configuration of the vibrating plate. 
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Consider a harmonic plane wave 𝑤(𝑥, 𝑦, 𝑡) = 𝑤̃𝑒𝑗(𝜔𝑡−𝑘𝑥𝑥−𝑘𝑦𝑦)⁡ and substitute into 

Eq.  2.2, yields: 

 [𝐷(𝑘𝑥
4 + 2𝑘𝑥

2𝑘𝑦
2 + 𝑘𝑦

4) − 𝜌𝑠ℎ𝜔
2]𝑤̃ = 0.  2.3 

Substitute 𝑘𝑏2 = 𝑘𝑥2 + 𝑘𝑦2 into Eq. 2.3, one obtains: 

 𝐷𝑘𝑏
4 − 𝜌𝑠ℎ𝜔

2 = 0.  2.4 

Equation 2.4 is the bending wave equation for a wave which travels in a direction at 

angle 𝜃 = arctan 𝑘𝑦 𝑘𝑥⁄  to the x axis and possesses a wavenumber 𝑘𝑏 = (𝜔2𝜌𝑠ℎ/

𝐷)1/4. 

Assuming the plate is subject to a harmonic pressure excitation 𝑃𝑒(𝑥, 𝑦) , the 

displacement w can be solved as modal superposition with mode shape 𝜙𝑚(𝑥, 𝑦) 

where m = 1, 2, …, as: 

 𝑤̃(𝑥, 𝑦) = ∑
𝜙𝑚(𝑥, 𝑦)𝑝𝑒𝑚
𝑀𝑚(𝜔𝑚2 −𝜔2)

,

∞

𝑚=1

  2.5 

where 𝜂𝑚 is considered constant in this thesis as 𝐸∗ = 𝐸(1 + 𝑗𝜂𝑠), 𝑝̃𝑚 and 𝑀𝑚  are 

the modal force and the modal mass which are written as: 

 

𝑝̃𝑒𝑚 = ∫ ∫ 𝑝𝑒(𝑥, 𝑦)
𝐿𝑥

0

𝜙𝑚(𝑥, 𝑦)
𝐿𝑦

0

𝑑𝑥𝑑𝑦, 

𝑀𝑚 = 𝜌𝑠ℎ𝐿𝑥𝐿𝑦∫ ∫ 𝜙𝑚
2 (𝑥, 𝑦)

𝐿𝑥

0

𝐿𝑦

0

𝑑𝑥𝑑𝑦, 

 2.6 

respectively, and 𝜔𝑚  is the mth natural frequency depending on the boundary 

conditions of the four edges of the plate. The natural frequencies for a rectangular 

plate with any boundary condition combinations among simply supported, clamped, 

and free can be found in [160]. The present work mainly focuses are on the simply 
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supported plates and clamped plates. For the former, the natural frequency and the 

mode shape can be expressed as: 

 

𝜔𝑚 = √
𝐷

𝜌𝑠ℎ
[(
𝑚𝑥𝜋

𝑦𝐿𝑥𝑦
)

2

+ (
𝑚𝑦𝜋

𝐿𝑦
)

2

], 

𝜙𝑚 = sin (
𝑚𝑥𝜋

𝑦𝐿𝑥𝑦
) sin (

𝑚𝑦𝜋

𝐿𝑦
) 

 2.7 

For the later, analytical solution is unavailable. Numerical solutions can be found in 

various references or obtained from numerical methods. In this thesis, the natural 

frequencies and the mode shapes of the clamped plate are obtained from COMSOL 

software. 

 

2.1.2 Acoustic Cavity 

 

Consider an acoustic cavity as shown in Figure 2.2. The acoustic pressure 

𝑝(𝑥, 𝑦, 𝑧, 𝑡) within the cavity is governed by: 

 ∇2𝑝 −
1

𝑐2
𝜕2𝑝

𝜕𝑡2
= 0,  2.8 

 

Figure 2.2 Configuration of the acoustic cavity. 
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Assuming all surfaces of the cavity are acoustically rigid, the normal component of 

the acoustical particle velocity becomes zero at all boundaries: 

 

𝜕𝑝

𝜕𝑥
|
𝑥=0

= 0,
𝜕𝑝

𝜕𝑥
|
𝑥=𝐿𝑥

= 0 

𝜕𝑝

𝜕𝑦
|
𝑦=0

= 0,
𝜕𝑝

𝜕𝑦
|
𝑦=𝐿𝑦

= 0 

𝜕𝑝

𝜕𝑧
|
𝑧=0

= 0,
𝜕𝑝

𝜕𝑧
|
𝑧=𝐿𝑧

= 0 

 2.9 

Write 𝑝(𝑥, 𝑦, 𝑧, 𝑡) in the following form: 

 𝑝(𝑥, 𝑦, 𝑧, 𝑡) = 𝑿(𝑘𝑥𝑥)𝒀(𝑘𝑦𝑦)𝒁(𝑘𝑧𝑧)𝑒
𝑗𝜔𝑡.  2.10 

Substitution of Eq. 2.10 into Eq. 2.8 and separation of variables result in the following 

set of equations 

 

(
𝑑2

𝑑𝑥2
+ 𝑘𝑥

2)𝑿 = 0, 

(
𝑑2

𝑑𝑦2
+ 𝑘𝑦

2)𝒀 = 0, 

(
𝑑2

𝑑𝑥2
+ 𝑘𝑧

2)𝒁 = 0, 

 2.11 

where the angular frequency is given by: 

 (
𝜔

𝑐
)
2

= 𝑘2 = 𝑘𝑥
2 + 𝑘𝑦

2 + 𝑘𝑧
2.  2.12 

On the other hand, the boundary conditions in Eq. 2.9 imply that the cosine functions 

are the required modal solutions. Equation 2.10 becomes the summation of: 

 𝑝𝑛 = 𝑝𝑛 cos 𝑘𝑛𝑥𝑥 cos 𝑘𝑛𝑦𝑦 cos 𝑘𝑛𝑧𝑧 𝑒
𝑗𝜔𝑛𝑡  2.13 

where n = 0, 1, 2… and 
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𝑘𝑛𝑥 =
𝑛𝑥𝜋

𝐿𝑥
, 𝑛𝑥 = 0, 1, 2,… 

𝑘𝑛𝑦 =
𝑛𝑦𝜋

𝐿𝑦
, 𝑛𝑦 = 0, 1, 2,… 

𝑘𝑛𝑧 =
𝑛𝑧𝜋

𝐿𝑧
, 𝑛𝑧 = 0, 1, 2,… 

 2.14 

Thus, the natural frequencies and the mode shapes of the cavity can be obtained by 

substituting Eq. 2.14 into Eqs. 2.12 and  2.13 as: 

 

𝜔𝑛 = 𝑐√(
𝑛𝑥𝜋

𝐿𝑥
)2 + (

𝑛𝑦𝜋

𝐿𝑦
)2 + (

𝑛𝑧𝜋

𝐿𝑧
)2, 

𝜙𝑛(𝑥, 𝑦, 𝑧) = cos (
𝑛𝑥𝜋𝑥

𝑦𝐿𝑥𝑦
) cos (

𝑛𝑦𝜋𝑦

𝐿𝑦
) cos (

𝑛𝑧𝜋𝑧

𝑦𝐿𝑧𝑦
). 

 2.15 

Assuming a harmonic sound source with volume velocity strength 𝑄𝑠 is located at 

the point 𝒓𝑠 = (𝑥𝑠, 𝑦𝑠, 𝑧𝑠), the acoustic field within the cavity can be described by the 

acoustic velocity potential 𝜓 , which has the same modal shapes as the acoustic 

pressure p: 

 𝑝 = −𝜌0𝜓̇.  2.16 

Then, the acoustic velocity potential within the cavity is governed by: 

 ∇2𝜓(𝒓, 𝑡) −
1

𝑐2
𝜕2𝜓(𝒓, 𝑡)

𝜕𝑡2
= 𝑄𝑠(𝑡)𝛿(𝒓 − 𝒓𝑠).  2.17 

Applying the orthogonal properties of the eigenfunctions and substituting Eq. 2.16 

into Eq. 2.17, one obtains the pressure field distribution within the cavity: 

 𝑝(𝑥, 𝑦, 𝑧) = −𝑖𝜔𝑄𝜌0𝑐
2∑

𝜙𝑛(𝑥, 𝑦, 𝑧)𝜙𝑛(𝑥𝑠, 𝑦𝑠, 𝑧𝑠)

Λ𝑛(𝜔𝑛2 − 𝜔2)
𝑛

,  2.18 
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where 𝜂𝑛  is modal damping factor, expressed as 𝑐∗ = 𝑐(1 + 𝑗𝜂𝑎)  and Λ𝑛  is nth 

acoustic modal mass written as: 

 Λ𝑛 = ∫ ∫ ∫ 𝜙𝑛
2(𝑥, 𝑦, 𝑧)

𝐿𝑥

0

𝑑𝑥𝑑𝑦𝑑𝑧
𝐿𝑦

0

𝐿𝑧

0

.  2.19 

   

2.2 Analytical Solutions for the Plate-cavity System 

 

In this section, two representative analytical solutions of the plate-cavity system 

are presented, which are the wave method and the modal method. The wave method 

begins from establishing an exact wave basis that satisfies all system boundary 

conditions. However, in the modal method, as implied by its name, solves the coupled 

system with uncoupled modes of each sub-system. In the following parts, the 

implementations of the two methods, as well as their advantages and disadvantages, 

will be systematically discussed based on the configuration shown in Figure 2.3. 

 

 

Figure 2.3 Configuration of the plate-cavity system. 
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2.2.1 The Wave Based Method 

 

2.2.1.1 Theoretical analyses 

 

Consider the system configuration as shown in Figure 2.3. Apparently owing to the 

existence of the vibrating plate, the mode shapes of the acoustic pressure within the 

cavity, as well as those of the velocity potential, are different from those in Eq. 2.15 

in the z-direction. The boundary conditions at z=0 have to be changed to: 

 𝜕𝑝

𝜕𝑧
|
𝑧=0

= 𝑣,
𝜕𝑝

𝜕𝑧
|
𝑧=𝐿𝑧

= 0.  2.20 

To find a solution that satisfies the boundary conditions in Eq. 2.20, we write the wave 

pattern in the z-direction in the following form: 

 𝜙𝑧(𝑧) = 𝐴𝑐𝑜𝑠ℎ(𝑘𝑧) + 𝐵𝑠𝑖𝑛ℎ(𝑘𝑧).  2.21 

Equation 2.21 could describe any propagating wave along the z-axis. Taking x and y 

directions into account, the new mode shapes of the cavity, as well as their modal 

amplitudes, can be written as: 

𝜙𝑛(𝑥, 𝑦, 𝑧) = cos⁡(
𝑛𝑥𝜋𝑥

𝐿𝑥
)cos⁡(

𝑛𝑦𝜋𝑦

𝐿𝑦
)[𝐴𝑐𝑜𝑠ℎ (𝑘𝑛𝑥𝑛𝑦𝑧) + 𝐵𝑠𝑖𝑛ℎ (𝑘𝑛𝑥𝑛𝑦𝑧)].  2.22 

where 

 𝑘𝑛𝑥𝑛𝑦 = √(
𝑛𝑥𝜋

𝐿𝑥
)2 + (

𝑛𝑦𝜋

𝐿𝑦
)2 −

𝜔2

𝑐2
.  2.23 

Substitution of the boundary conditions in Eq. 2.20 into Eq.  2.21, one obtains: 

 𝜙𝑧(𝑧) = −𝑣
cosh⁡[𝑘(𝐿𝑧 − 𝑧)]

𝑘𝑠𝑖𝑛ℎ(𝑘𝐿𝑧)
.  2.24 
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Because v is the velocity of the vibrating plate, it is not a single number but a function 

v(x, y). Decomposing v(x, y) into the cavity modal basis as: 

𝑣̃𝑛𝑥𝑛𝑦 = ∫ ∫ 𝑣(𝑥, 𝑦)
𝐿𝑦

0

𝐿𝑥

0

cos (
𝑛𝑥𝜋𝑥

𝑦𝐿𝑥𝑦
)cos (

𝑛𝑦𝜋𝑦

𝐿𝑦
)𝑑𝑥𝑑𝑦, 2.25        

Equation 2.22 can be rewritten as: 

𝜙𝑛(𝑥, 𝑦, 𝑧) = −cos⁡(
𝑛𝑥𝜋𝑥

𝐿𝑥
)cos⁡(

𝑛𝑦𝜋𝑦

𝐿𝑦
)
𝑣̃𝑛𝑥𝑛𝑦cosh⁡[𝑘𝑛𝑥𝑛𝑦(𝐿𝑧 − 𝑧)]

𝑘𝑛𝑥𝑛𝑦𝑠𝑖𝑛ℎ(𝑘𝐿𝑧)
.  2.26 

The next target is to find the plate velocity v(x, y) when the plate is backed by the 

acoustic cavity, which can be solved by adding force equilibrium terms on the right-

hand side of Eq. 2.1: 

 𝐷∇4𝑤 + 𝜌𝑠ℎ
𝜕2𝑤

𝜕𝑡2
= 𝑃𝑒 − 𝑝,  2.27 

where 𝑃𝑒 and 𝑝 are the external excitation pressure and the acoustic pressure within 

the cavity induced by the plate vibration, respectively. p can be obtained from the 

Euler’s equation together with the acoustic velocity potential as: 

 𝑝 = −𝜌0
𝜕𝜙

𝜕𝑡
,  2.28 

Substituting Eq. 2.26 into Eq. 2.28, we obtain p in Eq. 2.27 as 

𝑝(𝑥, 𝑦) = ∑
𝑗𝜔𝜌0𝑣̃𝑛𝑥𝑛𝑦
𝑘𝑛𝑥𝑛𝑦

cos (
𝑛𝑥𝜋𝑥

𝐿𝑥
) cos (

𝑛𝑦𝜋𝑦

𝐿𝑦
) coth (𝑘𝑛𝑥𝑛𝑦𝐿𝑧)

𝑛𝑥,𝑛𝑦

  2.29 

When the velocity is set to unity, we can write the cavity impedance 𝑍𝑛𝑥,𝑛𝑦 at the plate 

surface for mode (𝑛𝑥 , 𝑛𝑦) as: 

 𝑍𝑛𝑥,𝑛𝑦 =
𝑗𝜔𝜌0
𝑘𝑛𝑥𝑛𝑦

coth (𝑘𝑛𝑥𝑛𝑦𝐿𝑧).  2.30 
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To achieve the summation calculation between 𝑃𝑒 and 𝑃𝑎, 𝑃𝑒 is also decomposed into 

the cavity modal coordinate as 

𝑝̃𝑒𝑛𝑥𝑛𝑦
= ∫ ∫ 𝑃𝑒(𝑥, 𝑦)

𝐿𝑦

0

𝐿𝑥

0

cos (
𝑛𝑥𝜋𝑥

𝑦𝐿𝑥𝑦
) cos (

𝑛𝑦𝜋𝑦

𝐿𝑦
)𝑑𝑥𝑑𝑦.  2.31 

Then, summation calculation can be conducted between each pair of 𝑃𝑒 and 𝑃𝑎 with 

the same (𝑛𝑥 , 𝑛𝑦). On the other hand, because the plate is assumed to be simply 

supported at all four boundaries, v(x, y) can be written as: 

 𝑣(𝑥, 𝑦) = ∑ 𝑣̃𝑚𝑥𝑚𝑦

𝑚𝑥,𝑚𝑦

sin (
𝑚𝑥𝜋

𝑦𝐿𝑥𝑦
) sin(

𝑚𝑦𝜋

𝐿𝑦
).  2.32 

Obviously, Eq. 2.32 is not in the same function basis as the excitations in Eq. 2.29 and  

2.31. To solve Eq. 2.27 with the modal decomposition approach, the function basis of 

the plate and the excitations must be generalized along x and y directions. Thus, define 

the modal transformation coefficient as 

B𝑚,𝑛 = ∫ ∫ sin (
𝑚𝑥𝜋

𝑦𝐿𝑥𝑦
) sin (

𝑚𝑦𝜋

𝐿𝑦
)

𝐿𝑦

0

𝐿𝑥

0

cos (
𝑛𝑥𝜋𝑥

𝑦𝐿𝑥𝑦
)cos (

𝑛𝑦𝜋𝑦

𝐿𝑦
)𝑑𝑥𝑑𝑦. 2.33 

By calculating the integral in 2.33, B𝑚,𝑛 can be written as: 

B𝑚,𝑛 =

{
 
 

 
 𝐿𝑥𝐿𝑦

𝜋2
𝑚𝑥𝑚𝑦[(−1)

𝑛𝑥+𝑚𝑥 − 1][(−1)𝑛𝑦+𝑚𝑦 − 1]

(𝑛𝑥2 −𝑚𝑥
2)(𝑛𝑦2 −𝑚𝑦

2)

0
0,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑛𝑥 = 𝑚𝑥⁡𝑜𝑟⁡𝑛𝑦 = 𝑚𝑦⁡⁡

. 2.34 

B𝑚,𝑛quantifies the coupling strength between plate mode (𝑚𝑥, 𝑚𝑦) and cavity mode 

(𝑛𝑥, 𝑛𝑦 , 𝑛𝑧). Obviously, the coupling is determined by the parity of the modes in x and 

y directions and independent of 𝑛𝑧  for a given vibrating surface. The coupling 

relationship is summarized in Table 2.1. As shown in the literature, the coupling 

between the modes of the plate and the cavity occurs in a very selective manner.  

Table 2.1 The relationship between the mode number parity and the modal coupling: 

(o: odd number; e: even number) 



31 
 

Plate modes 

(𝑚𝑥, 𝑚𝑦) 

Cavity modes (𝑛𝑥, 𝑛𝑦 , 𝑛𝑧) 

(o, o, -) (o, e, -) (e, e, -) (e, o, -) 

(o, o) 0 0 Non-zero 0 

(o, e) 0 0 0 Non-zero 

(e, e) Non-zero 0 0 0 

(e, o) 0 Non-zero 0 0 

 

Then, the plate velocity can be obtained from Eq. 2.5, by substitution of Eqs. 2.29,  

2.31, and 2.33 and taking the derivative with respect to time, as: 

 𝑣(𝑥, 𝑦) = 𝑗𝜔∑
𝜙𝑚(𝑥, 𝑦)(𝑝̃𝑒𝑚 − 𝑝̃𝑚)

𝑀𝑚(𝜔𝑚
2 −𝜔2)

∞

𝑚,𝑛

.  2.35 

From Eq. 2.35, we can extract the plate mobility and expanding the index m as: 

 𝑌𝑚𝑥,𝑚𝑦
=

𝑗𝜔

𝑀𝑚𝑥,𝑚𝑦
(𝜔𝑚𝑥,𝑚𝑦

2 − 𝜔2)
.  2.36 

In the above deduction, we write the pressure under the cavity modal basis. Therefore, 

firstly we write the relationship between 𝑝̃𝑒𝑛 and 𝑝̃𝑛 for a given “n”, by substituting  

2.30,  2.35, and  2.36 into Eq. 2.29, as: 

 ∑𝐵𝑚,𝑛𝑝̃𝑒𝑛𝑍𝑛𝑌𝑚
𝑚

=∑𝐵𝑚,𝑛𝑝̃𝑛(1 + 𝑍𝑛𝑌𝑚)
𝑚

.  2.37 

Because ∑ 𝐵𝑚,𝑛𝑝̃𝑒𝑛𝑚  is equivalent to 𝑝̃𝑒𝑚, we can rearrange Eq. 2.37 into a function 

of (𝑝̃𝑒𝑛 − 𝑝̃𝑛) and obtain m linear functions as: 

 ∑𝐵𝑚,𝑛(𝑝̃𝑒𝑛 − 𝑝̃𝑛)(1 + 𝑍𝑛𝑌𝑚)
𝑚

= 𝑝̃𝑒𝑚.  2.38 

Then, 𝑝𝑡𝑚 = 𝑝̃𝑒𝑚 − 𝑝̃𝑚 can be resolved into matrix form as: 
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[
 
 
 
𝑝̃𝑡11
⋮
⋮

𝑝̃𝑡𝑚𝑥𝑚𝑦]
 
 
 

= 

[
 
 
 
 
𝐵11
00
(1 + 𝑍00𝑌11) … 𝐵 11

𝑛𝑥𝑛𝑦
(1 + 𝑍𝑛𝑥𝑛𝑦𝑌11)

⋮ ⋱ ⋮
⋮ ⋱ ⋮

𝐵11
00
(1 + 𝑍00𝑌𝑚𝑥𝑚𝑦

) … 𝐵𝑚𝑥𝑚𝑦
𝑛𝑥𝑛𝑦

(1 + 𝑍𝑛𝑥𝑛𝑦𝑌𝑚𝑥𝑚𝑦
)
]
 
 
 
 
−1

[
 
 
 
𝑝̃𝑒11
⋮
⋮

𝑝̃𝑒𝑛𝑥𝑛𝑦]
 
 
 

. 

 2.39 

Substitution of Eq. 2.39 into Eq. 2.35, the coupled plate velocity can be obtained. The 

acoustic pressure within the cavity can be solved by substituting Eq. 2.35 into Eq. 2.29. 

 

2.2.1.2 Incident angle discussions 

 

Before closing the discussions on the wave method, the incident angle of 𝑃𝑒 will be 

discussed as shown in Figure 2.4. Theoretically, three parts constitute the total 

pressure field at the external side of the plate, which are the incident pressure, reflected 

pressure, and radiated pressure. Basically, the radiated pressure field is insignificant 

compared to the other two parts and therefore it is assumed to be neglectable in this 

thesis. In the normal incident case, the amplitude of the total pressure can be 

considered to be doubled that of the incident pressure (incident plus reflected), referred 

to as the blocked pressure. While in the grazing incident cases the total pressure equals 

to the incident pressure along (no reflected). In other cases, the total pressure 

amplitude is between the two extreme cases. Detailed discussions are beyond the 

scope of this thesis. In this thesis, 𝑃𝑒 is assumed to represent the total pressure field. 
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Figure 2.4 The incident angle configuration in the given coordinate. 

In the following discussions, the incident angle will be categorized into three scenarios: 

1) Normal Incident  

The incident pressure is perpendicular to the vibrating plate when both 𝜃1 and 𝜃2 

are zero. Therefore, 𝑃𝑒(𝑥, 𝑦) in Eq.  2.31 is a constant 𝑃𝑒 and we can obtain the result 

of the integral for a given (𝑚𝑥, 𝑚𝑦) as 

 𝑃𝑒𝑚𝑥,𝑚𝑦
= {

𝑃𝑒𝐿𝑥𝐿𝑦 , 𝑛𝑥 = 𝑛𝑦 = 0⁡

0
0,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑒𝑙𝑠𝑒⁡⁡

.  2.40 

Remind the coupling relationship shown in Table 2.1, only “double-odd” plates modes 

can be excited, which means only one-quarter modes of the system are involved.  

2) Grazing Incident  

The glazing incident happens when the wavefront of 𝑃𝑒 is parallel to the plate and 

the amplitude of 𝑃𝑒 is constant in either x or y direction. Here we take an example to 

show the value of 𝑃𝑒𝑚𝑥,𝑚𝑦
 when 𝜃1=90 (𝜃2 is null accordingly). 𝑃𝑒 is constant in the 

y direction and cos⁡(𝑘𝑥) in the x direction. Substitution of 𝑃𝑒 = 𝑃𝑒cos⁡(𝑘𝑥) into Eq. 

2.31, we obtain:  
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 𝑃𝑒𝑛𝑥,𝑛𝑦 = 𝑃𝑒
(−1)𝑛𝑥𝑘𝐿𝑦sin⁡(𝑘𝐿𝑥)

𝑘2 − (
𝑛𝑥𝜋
𝐿𝑥
)2

.  2.41 

3) Oblique Incident 

For other incident angles, the incident pressure field can be written as 𝑃𝑒 =

𝑃𝑒cos(𝑘𝑥𝑥)cos(𝑘𝑦𝑦)cos(𝑘𝑧𝑧) in which 

 

𝑘𝑥 = 𝑘 sin(𝜃1), 

𝑘𝑦 = 𝑘 cos(𝜃1) sin(𝜃2), 

and 𝑘𝑧 = 𝑘 cos(𝜃1) cos(𝜃2). 

 2.42 

Substitution of Eq.  2.42 into Eq. 2.31, we can obtain the modal pressure with the 

incident angle (𝜃1, 𝜃2) as: 

 𝑃𝑒𝑛𝑥,𝑛𝑦 = 𝑃𝑒
(−1)𝑛𝑥𝑘𝑥sin⁡(𝑘𝑥𝐿𝑥)

𝑘𝑥2 − (
𝑛𝑥𝜋
𝐿𝑥
)2

(−1)𝑛𝑦𝑘𝑦sin⁡(𝑘𝑦𝐿𝑦)

𝑘𝑦2 − (
𝑛𝑦𝜋
𝐿𝑦
)2

.  2.43 

If 𝑘𝑥 = 𝑛𝑥𝜋 𝐿𝑥⁄ , the term with respect to x direction becomes 

 
𝑃𝑒𝑛𝑥 = 𝑃𝑒

(−1)𝑛𝑥𝐿𝑥
2

.  2.44 

Equation 2.44 can be applied to y-direction as well. One may notice that in most cases 

the oblique incident pressure (0° < 𝜃1, 𝜃2 < 90°) activates more system modes than 

the other two. Therefore, to better understand and analyze the interaction between the 

two systems, an oblique incident is assumed on the plate in this thesis except where 

otherwise provided. 

 

2.2.2 The Modal Method 
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The modal method solves the cavity with its rigid acoustic modes, which is 

governed by Eq. 2.8. The rigid acoustic modes are shown in Eq. 2.15 and satisfy the 

Helmholtz Equation as: 

 ∇2𝜙𝑛 + (
𝜔𝑛
𝑐
)2𝜙𝑛 = 0.  2.45 

The vibrating plate is considered as a Neumann boundary condition as in Eq. 2.20. 

Then the acoustic field within the cavity can be obtained by substituting Eqs. 2.8,  2.16, 

and  2.45 into Green’s function 

 ∫(𝑝∇2𝜙𝑛 − 𝜙𝑛∇
2𝑝)𝑑𝑉

𝑉

= ∫(𝑝∇𝜙𝑛 − 𝜙𝑛∇𝑝)𝑑𝑆

𝑆

,  2.46 

where S is the surface of the plate. Then, we obtain the function for acoustic mode n 

as: 

 𝑝̈𝑛 +𝜔𝑛
2𝑝𝑛 =

𝜌0𝑐
2

Λ𝑛
𝑣̇𝑛,  2.47 

where 𝑣𝑛 is obtained from Eq. 2.25. Notice the sound velocity c is complex to describe 

the damping effect. 

The plate is modeled from Eq. 2.27 as: 

 𝑤̈𝑚 +𝜔𝑚
2 𝑤𝑚 = 𝑝̃𝑒𝑚 − 𝑝̃𝑚,  2.48 

In the modal method, we simultaneously solve Eqs. 2.47 and  2.48. Because the 

boundary velocity in Eq. 2.47 and the cavity acoustic pressure in Eq. 2.48 are 

decomposed in plate modes and cavity modes respectively, the two sets of equations 

are coupled through the modal coupling coefficient 𝐵𝑚,𝑛 . Therefore, the final 

equations are written as: 

 𝑝̈𝑛 + 𝜔𝑛
2𝑝𝑛 −

𝜌0𝑐
2

Λ𝑛
∑𝐵𝑚,𝑛𝑣̇𝑚
𝑚

= 0,  2.49 
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𝑤̈𝑚 + 𝜔𝑚
2 𝑤𝑚 −∑𝐵𝑚,𝑛𝑝̃𝑛

𝑛

= 𝑝𝑒𝑚. 

The acoustic modal pressure amplitude 𝑝𝑛 and the structural modal displacement 𝑤𝑚 

can be solved accordingly. 

Apart from the decomposition of the acoustic field within the cavity, the two 

methods seem to be mathematically equivalent. However, the philosophy behind the 

two methods is different. In the wave method, the cavity is considered as an attachment 

of the plate while in the modal method the plate and the cavity have the same weight 

and position in the solving procedures. Although the modal method was proved to be 

inaccurate in various aspects compared to the so-called exact solutions such as wave 

method, it significantly affects the mid-and-high frequency modeling method 

afterward. As accepted by most researchers in this area, one of the major 

disadvantages of the wave method is the difficulty in finding the “wave solution” of a 

structure, owing to its boundary condition changes and geometry complexity. 

Therefore, allowing the prediction of a coupled system from the uncoupled modes of 

each sub-system considerably increase the modeling efficiency. 

 

2.3 Convergence Criteria for the Velocity Continuity of a Plate-cavity 

System 

 

As shown in the last section, modal-based acoustoelastic formulation allows 

elegant and clear physical representation and, to the eye of many, is the cornerstone 

of the vibro-acoustics in dealing with structure-cavity coupling problems. However, 

the issue of the pressure and velocity continuity at the structure-cavity interface using 

the modal-based method has been arousing persistent interest and long-lasting debate 
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among researchers. The controversy and the skepticism surrounding the velocity 

continuity call for a systematic investigation and clarification, which constitutes the 

main motivation of the present section. This issue is addressed by investigating both 

acoustic pressure and particle velocity predictions through comparisons between the 

modal-based approach and the exact solutions using a system of simple rectangular 

geometry. For the particle velocity prediction in the vicinity of the plate, an oscillating 

convergence pattern is observed when the number of acoustic modes increases. 

Normalization of the results leads to a unified criterion allowing minimization of the 

prediction error, which is then verified in three-dimensional cases. 

In the following numerical investigations, the dimension of the cavity in Figure 

2.3 is set to be 0.2m×0.2m×0.5m. A simply supported brass plate is 1.5 mm thick, 

located at z = 0. The air density is 1.29 kg/m3; the sound speed is 340 m/s; the Young’s 

modulus of the plate is 110×109 Pa; the plate’s Poisson’s ratio is 0.357; the plate 

density is 8.9×103 kg/m3; 𝜂𝑎  and 𝜂𝑝  are set to 0.001 and 0.01, respectively. A 

harmonic acoustic excitation is uniformly impinging on the flexible plate along z 

direction as in Eq. 2.40. The purpose of using normal incident excitation is to simplify 

the modal response within the plate-cavity system while retaining its internal physical 

characteristics.  

 

2.3.1 Pressure Analyses 

 

The sound pressure level (SPL) at a receiving point inside the cavity is calculated 

as,  

 𝑃 = 10 log10 (
𝑝

2 × 10−5
)
2

𝑑𝐵,  2.50 
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with the external excitation pressure 𝑝𝑖 fixed to 1 Pa. To ensure a fair comparison 

between the modal approach and the wave approach, the number of modes used in the 

transverse directions x and y are kept identical. The frequency band of interest is [0, 

1000] Hz. It is well accepted that in order to ensure the correct sound pressure 

calculation, the truncated modal series should contain all these modes, for both the 

cavity and the plate, with their natural frequencies below αfmax, where α > 1 is a margin 

coefficient (typically, α=1.5 or α=2) where fmax is the highest frequency under 

investigation (1000 Hz in the present case). This rule, in which α is equal to two, is 

referred to as the pressure criterion in this paper. It should be pointed out that this 

pressure convergence criterion (even by including all lower-order modes) is not a 

universally accepted robust one. In some cases, especially at frequencies where the 

system is not very dynamic, like the anti-resonance regions between two well-

separated modes, more terms may be needed. In the modal-based and wave methods 

used in the analyses here, the mode indices are chosen up to 𝑛𝑥 = 𝑛𝑦 = 𝑛𝑧 = 8 and 𝑚𝑥 

= 𝑚𝑦 = 8, which satisfy the pressure criterion. The first few lower order modes of the 

uncoupled cavity and the plate are tabulated in Table 2.2. A receiving point is 

randomly chosen at (0.04, 0.17, 0.01)m. The SPL results are given in Figure 2.5a, in 

which the exact solution (named wave method in this paper) and the one from the 

modal method are compared. It can be seen that, upon using the pressure criterion, the 

pressure predictions by the two methods agree well, although slight differences are 

observable at some anti-resonance frequencies. Should the SPL be averaged within 

the entire cavity as 

 〈𝑝̂〉 = 10 log10∫𝑝
2𝑑𝑉

𝑉

,  2.51 
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these differences should disappear (shown in Figure 2.5b). Similar observations were 

observed at other points inside the cavity, including those close to the vibrating plate 

(not shown here). Therefore, it is verified that the modal method can provide sufficient 

accuracy for acoustic pressure predictions everywhere throughout the cavity by using 

the well-established pressure criterion. 

 

Table 2.2 Uncoupled resonance frequency of the system 

Plate in-vacuo Resonance Cavity Resonance 

𝑚𝑥 𝑚𝑦 𝑓𝑚(Hz) 𝑛𝑥 𝑛𝑦 𝑛𝑧 𝑓𝑛(Hz) 

1 1 128 - 

1 2 319.9 0 0 1 340 

2 2 512 0 0 2 680 

1 3 640 1 0 0 850 

2 3 832 2 0 0 915.5 

 

 

(a) 
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(b) 

Figure 2.5 (a) SPL predictions at point (0.04, 0.17, 0.01) m; (b) SPL averaged within 

the cavity. 

 

 

2.3.2 Velocity Analyses 

 

As the main focus of this part of the analysis, the prediction accuracy of the particle 

velocity using modal method is investigated. The receiving point and all other physical 

parameters are kept the same as in the previous pressure calculation. Since more 

expansion terms would be needed in the velocity calculation [161], the number of 

modes used in the modal method is varied. Note that the mode variation only applies 

to the cavity depth direction, z, whilst the mode terms used in x and y directions are 

kept the same. Three modal-based calculations use 𝑛𝑧 up to 10, 20 and 40, respectively. 

Acoustic velocity v in the normal direction is obtained from −𝑗𝜔𝜌0𝑣 =
𝜕𝑝

𝜕𝑧
 and the 

results are shown in Figure 2.6, in comparison with the reference result obtained from 
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the wave method. Compared with the reference result, it can be seen that the accuracy 

of the velocity prediction of the modal-based method improves as the number of 

modes in z direction increases. It is not surprising that at cavity resonance frequencies, 

340 Hz and 680 Hz, the convergence is quickly achieved due to the dominating role 

of the corresponding rigid cavity mode at these frequencies. For the other frequencies, 

however, the convergence speed is slower than the case of pressure prediction (see 

Figure 2.5 where only 8 z-direction terms were used). Nevertheless, upon increasing 

the decomposition terms, sufficient accuracy can still be achieved.     

 

 

Figure 2.6 Particle velocity predictions by wave method and modal based method: 

Different z-direction terms are used in the modal method. 

To further quantify this observation, a term describing the velocity prediction error 

is defined as 𝛥𝑉 = 𝑉𝑚𝑜𝑑𝑎𝑙 − 𝑉𝑤𝑎𝑣𝑒 in dB, calculated and shown in Figure 2.7, in terms 

of different truncated series in the z direction at an arbitrarily chosen frequency of 210 

Hz. It can be observed that the modal-based method quickly approaches the exact 
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result with a relatively small but increasing number of terms, overshoots and then 

converges to the exact solution. The convergence, however, is not monotonous with 

the number of terms used, but in an oscillating manner.  

 

 

Figure 2.7 Velocity prediction error at point (0.04, 0.17, 0.01) m with respect to the 

number of modes in the z-direction  

A close examination of the modal expansion expression of the particle velocity 

allows to better understand this and eventually to establish a convergence criterion. 

Derived from Eq. 2.28 and the acoustic pressure solution obtained from Eq. 2.49, the 

acoustic particle velocity component perpendicular to the plate can be expressed as: 

𝑣(𝑥, 𝑦, 𝑧) =
𝜋

𝜌0𝐿𝑧
∑

𝑛𝑧𝑈𝑛𝑥,𝑛𝑦(𝑥, 𝑦)

𝑀𝑛(𝜔𝑛2 − 𝜔2)
sin (

𝑛𝑧𝜋𝑧

𝐿𝑧
)

𝑛
  2.52 

Since only z-direction is our focus, upon fixing 𝑛𝑥 and 𝑛𝑦, the above expression can 

then be simplified to a 1-D case as: 

 𝑣(𝑧) = ∑ 𝛾𝑛𝑧(𝜔) sin (
𝑛𝑧𝜋𝑧

𝐿𝑧
)𝑛𝑧 ,   2.53 
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with 

 𝛾𝑛𝑧(𝜔) =
1

𝜌0

𝑈𝑛𝑥,𝑛𝑦(𝑥,𝑦)

𝑀𝑛(𝜔𝑛
2−𝜔2)

𝑛𝑧𝜋

𝐿𝑧
⁡,  2.54 

For a given frequency of interest, 𝜔 is a constant. In order to ensure a reasonable 

calculation accuracy, it is well accepted that the modes which need to be included in 

the calculation should be such that 𝜔𝑛 ≫ 𝜔. Therefore, 𝛾𝑛𝑧 can be approximated by 

 𝛾𝑛𝑧(𝜔) ~
𝑛𝑧→∞

1

𝜌0

𝑈𝑛𝑥,𝑛𝑦(𝑥,𝑦)

𝑀𝑛𝜔𝑛
2

𝑛𝑧𝜋

𝐿𝑧
.  2.55 

Moreover, when 𝑛𝑧  is large (i.e. 𝑛𝑧 ≫ max [𝑛𝑥 , 𝑛𝑦 ]) as in this paper, the modal 

frequency can be approximated by: 𝜔𝑛~𝑐0
𝑛𝑧𝜋

𝐿𝑧
. Under these conditions, one has: 

 𝛾𝑛𝑧(𝜔) ~
𝑛𝑧→∞

1

𝜌0

𝑈𝑛𝑥,𝑛𝑦(𝑥,𝑦)𝐿𝑧

𝑀𝑛𝑐
2𝜋

1

𝑛𝑧
.  2.56 

Since 𝑀𝑛 is independent of 𝑛𝑧 for 𝑛𝑧 > 0, 𝛾𝑛𝑧(𝜔) is a decreasing function of 𝑛𝑧 and 

satisfies lim
𝑛𝑧→∞

𝛾𝑛𝑧 = 0. Therefore, according to Abel’s theorem, the series 𝑣(𝑧) should 

converge. Meanwhile, an oscillation behavior is expected due to the term sin (𝑛𝑧𝜋𝑧
𝐿𝑧
). 

Therefore, the modal method should guaranty the required calculation accuracy of the 

particle velocity prediction, at the expense of increasing the decomposition terms up 

to a sufficient level, in an oscillating but converging manner.   

From the above analyses, it can be surmised that a larger number of modes may 

improve the accuracy for particle velocity, but not necessarily in a monotonous 

manner. Owing to the oscillating feature of the convergence curve shown above, it is 

desirable then to find the suitable number of modes to be used, with which the 

prediction error can be locally minimal. On the other hand, it goes without saying that 

the so-called criterion shall also depend on the distance of the observation point from 

the vibrating plate. To further investigate this, 𝛥𝑉  is calculated for different z 
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coordinates, with results shown in Fig. 2.8. One can observe that, for all z values, all 

𝛥𝑉  curves exhibit similar variation trend with respect to z, as described above. 

However, the convergence becomes increasingly slower as the observation point gets 

closer to the vibrating plate (when z gets smaller), along with a larger oscillation period. 

For the smallest z analyzed (z = 0.00625 m), for example, it requires 80 z-direction 

modes for 𝛥𝑉 to approach zero.  

 

Figure 2.8 Velocity prediction error with respect to the number of modes in the z-

direction 

The oscillating nature of the convergence curves suggest that, for a given distance 

from the plate z, it should be possible to employ a small number of 𝑛𝑧 terms to get the 

local minimum 𝛥𝑉. The so-called truncation criterion, if exists, should depend on the 

relationship between the number of modes in the z-direction 𝑛𝑧 and the coordinate z. 

To establish this relationship, a generalized mode number G is defined to connect the 

wavelength of the mode 𝑛𝑧, 𝜆𝑧 =
2𝐿𝑧

𝑛𝑧
, and the coordinate z of the observing point, as: 
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 𝐺 =
𝑧

𝜆𝑧
2⁄
=
𝑛𝑧𝑧

𝐿𝑧
  2.57 

Using this definition, different curves shown in Fig. 2.8 are normalized with respect 

to G and the results are shown in Fig. 2.9a. It is clear that the normalized curves show 

a highly consistent trend for all z values considered. One can observe that 𝛥𝑉 

approaches local maximum values at every integer of G (1, 2, 3…). The first 

oscillation point starts at G = 1. Deriving from Eq. 10, this corresponds to z =1/2 p, 

which is the half acoustic wavelength. The local minima of 𝛥𝑉 are obtained roughly 

at the middle of two extreme values, starting from G = 1.5, followed by 2.5, 3.5, etc. 

Taken the first minima as an example, G = 1.5 corresponds to z = 3/4 𝜆𝑧. Note that p 

is the highest mode index that is included in the calculation. Therefore, to minimize 

the accurate acoustic velocity prediction error, a rule of thumb would be to increase 

the number of acoustic modes in the z direction, until reaching the one with its 3/4 

wavelength falling into z. In another word, for a given the distance from the vibrating 

plate, all the lower-order modes in the cavity depth direction whose 3/4 wavelength is 

larger than that distance should be used in the series decomposition to ensure a good 

prediction accuracy for the particle velocity.  

Mindful of the possible dependence of the aforementioned on the frequency, the 

above proposed truncation criterion is checked for one of the plate resonances 

frequencies at 128 Hz, with results shown in Fig. 2.9b. Once again, the normalized 𝛥𝑉 

curves show an identical variation trend as the previous non-resonance cases, which 

lead to exactly the same conclusions in terms of velocity convergence criterion. 

Nevertheless, it is found that the oscillation amplitude of the 𝛥𝑉  curves at the 

resonance frequency is somehow smaller than that of the non-resonance one. On all 
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accounts, the proposed criterion on oscillating convergence seems to apply to all 

frequencies.  

 

(a) 

 

(b) 

Figure 2.9 Velocity prediction error with respect to the generalized mode number G: 

(a) Uncoupled non-resonance frequency at 210 Hz; (b) Uncoupled resonance 

frequency at 128 Hz. 
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As a final check, Figure 2.10 compares the velocity prediction results using the 

proposed truncation criterion with G = 1.5 and the wave method in the 3-D 

configuration. According to Eq. 2.57, G = 1.5 results in 120 z-direction modes for z = 

0.00625m in Figure 2.10a and 30 z-direction modes for z = 0.025m in Figure 2.10b. 

While according to the pressure criterion, the number of z-direction modes is 8 for 

both cases. The result obtained with the pressure criterion is also added for reference. 

It is worth recalling that, the use of only pressure criterion would not be enough to 

guaranty the velocity calculation, although the use of a larger number of modes is 

definitely helpful. The proposed velocity convergence criterion, however, results in 

significant improvement to the particle velocity prediction. Additionally, comparisons 

between Figure 2.10a and b also show that the proposed criterion holds well for 

different calculation point positions with different z coordinates.  

 

(a) 
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(b) 

Figure 2.10 Particle velocity predictions: (a) z = 0.00625m; (b) z = 0.025m. 

 

2.3 Summary 

 

This Chapter firstly presents the theoretical models for a vibrating plate and an 

acoustic cavity with rigid walls. These two basic models will be used throughout the 

whole thesis as a benchmark. Then, two popular methods, the wave method, and the 

modal method, in plate-cavity system modeling are revisited. Differences between the 

two models are discussed. The wave method solves the problem by introducing new 

functions which can simultaneously describe the modal properties of the cavity and 

satisfy the boundary conditions over the plate-cavity interface, while the modal 

method solves the problem by using the uncoupled modal functions of each sub-

system. Obviously, the wave method has a better performance but difficult to establish 
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the model while the modal method is easier to implement but encounters difficulties 

in dealing with the boundary convergence problems. Additionally, the selective modal 

matching pattern between the plate and the cavity is also analyzed and reviewed.  

The existing controversy on the accuracy of the modal method has been clarified. 

It is found that the acoustic pressure prediction using modal method can be sufficiently 

accurate, throughout the cavity including vibrating interface as long as a sufficient 

number of cavity modes (approximately satisfied the double frequency principle) are 

used, in agreement with the common understanding reported in the literature. The 

pressure criterion, however, cannot guaranty the velocity prediction accuracy at the 

vicinity of the plate-cavity interface, due to the inherent weakness of the modal shape 

functions. Nevertheless, numerical studies reveal an oscillating convergence pattern 

of the particle velocity when the decomposition terms in the cavity depth direction 

increase. More specifically, for a given calculation point, the calculated particle 

velocity using modal approach first monotonously approaches to the exact value with 

a relatively small but increasing number of terms, overshoots and then converges to 

the exact solution in an oscillating manner, starting roughly from the generalized mode 

number G = 1. For a given distance from the vibrating plate, the modal series in the 

cavity depth direction should be truncated up to G = 1.5, 2.5, 3.5… etc. Explained 

using the series decomposition theories and verified in both 1D and 3D configurations, 

this so-called velocity truncation criterion suggests using all these lower-order modes 

in the cavity depth direction, whose 3/4 wavelengths are larger than the distance 

between the calculation point and the vibrating plate, to ensure a good prediction 

accuracy for the particle velocity. Therefore, when both the pressure criterion and the 

proposed velocity convergence rule are satisfied, a fast convergence of the particle 

velocity can be achieved. 
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3 CHAPTER 3 Condensed Transfer Function (CTF) 

Approach and Validations 

 

In this chapter, the main CTF theory is presented. It shows how this method 

generalizes the previously proposed PTF approach into a more general framework. 

Examples are given to show that CTF allows obtaining the same results as PTF 

approach without dividing the coupling interface into patches or grids. The theory 

presented is then applied to a plate-cavity system, followed by validations using the 

reference solutions established in Chapter 2. The system configuration is chosen to be 

larger than that in the previous analyses due to the need of studying the convergence 

speed and modeling performance of different condensation functions at mid-to-high 

frequency range. This provides a fundamental basis to propose a mid-to-high 

frequency modeling method. By the same token, the larger configuration will also 

serve as a preparation for the DSF model to be studied in the later chapters. 
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3.1 CTF Approach 

 

This section presents the basic theory of the CTF approach. After that, an 

application example based on the plate-cavity system is given to show how to build 

and assemble the matrices in the method. Then, three examples are presented that can 

be used as the condensation functions in the method. 

 

3.1.1 Basic Theory 

 

Consider a system composed of two sub-systems, of which the left one is either 

structural or acoustical, being excited and noted as the main sub-system (sub-system 

1), and the right one is acoustical, noted as the attached sub-system (sub-system 2), 

coupled over an interface  as shown in Figure 3.1. In this Section, only the structural-

acoustic interaction is focused. As for the coupling between two pure acoustic systems, 

it will be discussed in the next Chapter. 

 

Figure 3.1 2D illustration of a system composed of two sub-systems that are coupled 

through an interface. 

To simplify the analyses process, the whole system is assumed to be coordinate 

separable so that the physical quantities, such as velocities or forces, on  can be 
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described as 𝑓(𝑥, 𝑦). Therefore, the configuration shown in Figure 2.3 is modeled here 

to illustrate the CTF method. A set of 𝑁𝑥 × 𝑁𝑦  orthonormal functions 

{𝜑𝑟𝑠}1≤𝑟≤𝑁𝑥,1≤𝑠≤𝑁𝑦 , referred to as Condensation Functions (CF), is employed to 

approximate the velocities and the forces on the coupling interface . Then the normal 

velocity and the normal force distribution on   for each subsystem can be decomposed 

as: 

 

{
 
 

 
 𝑈

𝛼(𝑥, 𝑦) =∑𝑢𝑟𝑠
𝛼 𝜑𝑟(𝑥)𝜑𝑠(𝑦)

𝑟,𝑠

𝑃𝛼(𝑥, 𝑦) =∑𝑝𝑟𝑠
𝛼 𝜑𝑟(𝑥)𝜑𝑠(𝑦)

𝑟,𝑠

  3.1 

where  = 1 or  = 2 represents the sub-system number. Also, the external excitation 

𝑃𝑒  can be decomposed in the same way, as 

 𝑃𝑒 =∑𝑝̃𝑟𝑠
𝑒 𝜑𝑟(𝑥)𝜑𝑠(𝑦)

𝑟,𝑠

  3.2 

For the structural sub-system, the condensed mobility 𝑌𝑟𝑠,𝑘𝑙 between CFs 𝜑𝑟𝑠 and 

𝜑𝑘𝑙 is defined and calculated as: 

 𝑌𝑟𝑠,𝑘𝑙 =
< 𝑈̅𝑟𝑠, 𝜑𝑘𝑙 >

< 𝑃, 𝜑𝑟𝑠 >
=< 𝑈̅𝑟𝑠, 𝜑𝑘𝑙 >,  3.3 

in which <𝑓, 𝑔> is a scalar product defined as ∫ 𝑓(𝑥, 𝑦)𝑔∗(𝑥, 𝑦)𝑑𝑆
Ω

 with 𝑔∗ being the 

complex conjugate of 𝑔, and 𝑈̅𝑟𝑠 is the uncoupled normal velocity on  when the 

structural subsystem is subject to an external excitation 𝑃 = 𝜑𝑟𝑠. Additionally, the 

uncoupled condensed free velocity 𝑢̃𝑟𝑠 of the structural subsystem is defined by 

 𝑢̃𝑟𝑠 =< 𝑈̃1, 𝜑𝑟𝑠 >,  3.4 
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where 𝑈̃1 is the uncoupled velocity of the structural subsystem over Ω when only an 

external excitation exists. For the acoustic sub-system, the acoustic impedance is 

usually more preferred because the response is acoustic pressure rather than velocity. 

Thus, the condensed impedance is defined by imposing a prescribed velocity 𝑈 = 𝜑𝑟𝑠 

over , as 

 𝑍𝑘𝑙,𝑟𝑠 =
< 𝑃̅𝑘𝑙, 𝜑𝑟𝑠 >

< 𝑈, 𝜑𝑘𝑙 >
=< 𝑃̅𝑘𝑙, 𝜑𝑟𝑠 >,  3.5 

where 𝑃̅𝑘𝑙  is the acoustic pressure response on  when the acoustical sub-system 

subjects to an excitation 𝜑𝑘𝑙. Notice the order of the subscript changes from (rs, kl) to 

(kl, rs) in Eq. 3.5. 

On the other hand, the velocity continuity and force equilibrium over  between the 

two sub-systems gives 

 {
⁡⁡⁡𝑈1 = −𝑈2

𝑃1 = 𝑃2
.  3.6 

Substitution of Eq. 3.1 into Eq. 3.6 gives 

 

{
 
 

 
 ∑𝑢𝑟𝑠

1 𝜑𝑟(𝑥)𝜑𝑠(𝑦)

𝑟,𝑠

= −∑𝑢𝑟𝑠
2 𝜑𝑟(𝑥)𝜑𝑠(𝑦)

𝑟,𝑠

∑𝑝𝑟𝑠
1 𝜑𝑟(𝑥)𝜑𝑠(𝑦)

𝑟,𝑠

=∑𝑝𝑟𝑠
2 𝜑𝑟(𝑥)𝜑𝑠(𝑦)

𝑟,𝑠

.  3.7 

Multiplying 𝜑𝑟𝑠 to both sides of Eq. 3.7 and integrating over , all non-rs terms turn 

out to be zero thanks to the orthogonal property of the selected function series. Then, 

the following relationship can be obtained: 

 {
𝑢𝑟𝑠
1 = −𝑢𝑟𝑠

2

𝑝𝑟𝑠
1 = 𝑝𝑟𝑠

2
.  3.8 
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Then, the coupling equations between the two sub-systems can be written as: 

 {
𝑈1 = 𝑈̃1 + 𝑌𝑃1

𝑈2 = 𝑍−1𝑃2
.  3.9 

Substituting of Eq. 3.6 into Eq. 3.9 and considering the superposition relationship 

 𝑢𝑟𝑠
1 = 𝑢̃𝑟𝑠

1 +∑𝑌𝑟𝑠,𝑘𝑙𝑝𝑟𝑠
1

𝑘,𝑙

,  3.10 

the equations can be written into matrix form, the condensed velocity 𝑈𝐶 = 𝑈1 =

−𝑈2 can be solved as 

 𝐔𝐶 = [𝐘−1 + 𝐙]−1𝐏𝑒,  3.11 

in which 𝐔𝐶 is the condensed velocity vector, 𝐘 is the condensed mobility matrix of 

the vibrating plate, 𝐙 is the condensed impedance matrix of the acoustic cavity, and 

𝐏𝑒 is the external excitation vector written in the CF coordinate. It should be reiterated 

that the orthogonality property of the CFs is not necessary from a theoretical point of 

view. However, using the property leads to Eq. 3.8 and then to an equation system 

which can be written in a very succinct form. Moreover, it is not a restriction to 

consider this property as it is easy to orthogonalize a set of non-orthogonal functions 

with the well-known Gram-Schmidt procedure. 

In the current plate-cavity configuration, 𝐘 and 𝐙 can be obtained using the modal 

expansion method and the analytical expression of the mode shapes of the plate (when 

simply-supported) and the cavity, respectively. Since these two quantities are both 

frequency independent, a database can be established beforehand for each sub-system. 

For more complex cases when the analytical mode shapes are unavailable, numerical 

tools like FEM can be employed. For the considered case, the condensed mobility of 

the plate is given by substitution of Eq. 3.3 into Eq. 2.5, as: 
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 𝑌𝑟𝑠,𝑘𝑙
𝑠 = 𝑖𝜔∑

𝐶𝑟𝑠,𝑚𝐶𝑘𝑙,𝑚
∗

M𝑚(𝜔𝑚2 −𝜔2)
𝑚

,  3.12 

where 𝐶𝑟𝑠,𝑚 = ∫𝜑𝑟𝑠𝜙𝑚𝑑𝑆 is the modal matching coefficient between the CF 𝜑𝑟𝑠 and 

the mth plate mode shape. For the condensed impedance, it can be obtained by 

substituting Eq. 3.5 into Eq. 2.18 as 

 𝑍𝑘𝑙,𝑟𝑠
𝑠 = −𝑖𝜔𝜌0𝑐

2∑
𝐶𝑘𝑙,n𝐶𝑟𝑠,n

∗

Λ𝑛(𝜔𝑛2 − 𝜔2)
𝑛

,  3.13 

where 𝐶𝑟𝑠,𝑚 = ∫𝜑𝑟𝑠𝜙𝑛𝑑𝑆 is the modal matching coefficient between the CF 𝜑𝑟𝑠 and 

the nth cavity mode shape. 

 

3.1.2 Choice of the condensation functions and convergence rules 

 

This section presents three examples of the choice of condensation functions and 

their convergence rules. Obviously, the higher the frequency band to model, the more 

the functions needed. Basically, we truncate the function series in terms of the 

wavelength composition over the coupling interface. At least two functions are needed 

for the shortest wavelength.  

1) Gate functions 

The gate functions are defined as: 

𝜑𝑟𝑠(𝑥, 𝑦) = {

1

√𝐿𝑔𝑥𝐿𝑔𝑦
⁡⁡⁡⁡⁡⁡ (𝑟 − 1)𝐿𝑔𝑥 ≤ 𝑥 ≤ 𝑟𝐿𝑔𝑥 , (𝑠 − 1)𝐿𝑔𝑦 ≤ 𝑦 ≤ 𝑠𝐿𝑔𝑦

0
0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡elsewhere⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡

,  3.14 

where 𝐿𝑔𝑥  and 𝐿𝑔𝑦  are the lengths of the gate function and r and s are the gate 

indices in x and y directions, respectively. As illustrated in Figure 3.2, each 
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condensed mobility term 𝑌𝑝𝑞,𝑟𝑠 physically corresponds to the velocity response 𝑈𝑝𝑞 

when a unit excitation 𝑃𝑟𝑠 is applied. When the gate functions are employed, the 

CTF method retreats to the PTF method as a special case. Owing to the intuitive 

and explicit physical meaning of the gate functions, the corresponding condensed 

mobility and impedance can be obtained using various calculation schemes, or even 

from experimental measurements. 

 

Figure 3.2 The working principle of gate functions 

The convergence criterion for the PTF is well established [34], stipulating that at 

least two gate functions are needed to describe a wavelength, analogous to the 

spatial Shannon criterion used in signal processing. Therefore, for a given structural 

or acoustical wavelength λ, the length of the gate functions Lgx and Lgy should 

satisfy:  

 𝐿𝑔𝑥 ≤
𝜆

2
, 𝐿𝑔𝑦 ≤

𝜆

2
.  3.15 

2) The complex exponential functions 

The complex exponential functions are given by 

 𝜑𝑟𝑠(𝑥, 𝑦) =
1

√𝐿𝑥𝐿𝑦
exp⁡(𝑗

2𝑟𝜋𝑥

𝐿𝑥
)exp⁡(𝑗

2𝑠𝜋𝑦

𝐿𝑦
).  3.16 

in which 𝑟 ∈[0, ±1, ±2, …, ±𝐼𝑚𝑎𝑥𝑥 ] and 𝑠 ∈[0, ±1, ±2, …, ±𝐼𝑚𝑎𝑥
𝑦 ] are the function 

indices in x and y directions, respectively. The plot of a 1-D complex exponential 
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function is shown in Figure 3.3. Different from the case of the gate functions in which 

the coupling interface is divided into more intuitive ‘patches’, the use of the 

exponential functions spatially decomposes the velocity and the force over the entire 

coupling interface. Similarly, we can write the convergence rule for the complex 

exponential functions as for gate functions, as 

 𝐼𝑚𝑎𝑥
𝑥 ≥

𝐿𝑥

𝜆
−
1

2
, 𝐼𝑚𝑎𝑥
𝑦 ≥

𝐿𝑦

𝜆
−
1

2
.  3.17 

 

Figure 3.3 Plot of 1-D complex exponential function on the x-axis.  

In the following chapters, people will find that the complex exponential functions 

play a very important role in this thesis. The wavy feature of the complex 

exponential functions could considerably increase the modeling efficiency within 

the mid-to-high frequency range. 

 

3) The Chebyshev polynomials 

As an intermediate choice between the discrete gate functions and the continuous 

complex exponential functions which well match the sine and cosine modal shapes, 

an orthogonal set of polynomials can satisfy the requirement of the condensation 
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functions as well. As has been used in literature, the Chebyshev polynomial is a 

representative one as tabulated in Table 3.1. 

 

Table 3.1 The expressions of the Chebyshev polynomials 

Terms Expression 

𝐶ℎ0(𝑠) 1 

𝐶ℎ1(𝑠) s 

𝐶ℎ𝑛+2(𝑠) 2𝑠𝐶ℎ𝑛+1(𝑠) − 𝐶ℎ𝑛(𝑠) 

 

The plot of the first four orders is shown in Figure 3.4 for reference. Meyer [36] 

proposed that adding a weight function could reduce the numerical errors at the 

boundary and promise the orthonormal property as: 

 < 𝑓, 𝑔 >=
𝐿

𝜋
∫ 𝑓(𝑠)𝑔∗(𝑠)

1

√𝑠(𝐿 − 𝑠)
𝑑𝑠

𝐿𝑥

0

.  3.18 

Equation 3.18 is an equation for one direction. The equation for the two-dimensional 

interface can be obtained by assembling the two sets of functions. Similarly, the 

convergence rule for the Chebyshev polynomials are 

 𝑛 ≥
2𝐿𝑥

𝜆
− 1, 𝐼𝑚𝑎𝑥

𝑦 ≥
2𝐿𝑦

𝜆
− 1.  3.19 
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Figure 3.4 Plot of the Chebyshev Polynomials: The first four orders. 

 

3.2 Numerical Validations of the CTF Approach in a Plate-Cavity System 

 

3.2.1 Configurations and Preliminary Analyses  

 

In the following numerical analyses, the dimension of the cavity is set to be 

2.5m×2m×3m (x×y×z) to represent a small room. The plate is assumed to be simply-

supported to facilitate model validation. The plate thickness is 18mm. The plate is 

made of glass and it has a Young’s modulus 7.2×1010Pa with a Poisson’s ratio 0.2 and 

mass density 2.53×103kg/m3. An oblique acoustic excitation with an amplitude of 

20Pa impinges on the plate, with both the dihedral angle and the intersection angle 

with the x-axis being 45° (i.e. 𝜃1 = 𝜃2 = 45° in Figure 2.4). The use of the oblique 

incident excitation ensures the excitation of more plate modes to get the complexity 

needed for the analyses. The frequency band of interest is [1, 1000] Hz. Additionally, 

the number of condensation functions should be determined by the shorter wavelength 
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among the subsystems. Because the number used for the two subsystems needs to be 

equal to be assembled together in Eq. 3.11, the number of functions to be used is then 

selected according to the subsystem whose wavelength at 1000Hz is shorter. In the 

present case, the shorter wavelength comes from the acoustic system with the smallest 

wavelength of 0.17m. This results in a minimum of 174 condensation functions. In the 

present case, 180 gate functions will be used (15 for x direction and 12 for y direction) 

in the calculation. For the complex exponential functions, the convergence rules 

impose 𝐼𝑚𝑎𝑥𝑥 = 𝐼𝑚𝑎𝑥
𝑦

=6, giving a total of 169 terms in the calculation. The maximum 

order used for the Chebyshev polynomials is 13 so that the total function number is 

also 169. 

 

 

(a) 
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(b) 

Figure 3.5 (a) Wavelength variation of the subsystems with respect to frequency and 

the system critical frequency; (b) The function number of the truncated series with 

respect to the maximum frequency 

To better quantify the frequency range, we define the start of the so-called mid-

frequency range when the modal overlap factor of either subsystem is close to one. To 

obtain the modal overlap factor, firstly we need to calculate the modal density of the 

subsystem. For a rectangular plate, the modal density 𝑛𝑝(𝜔)of the bending wave is a 

constant, which is 

 𝑛𝑝 =
𝐿𝑥𝐿𝑦

4𝜋
√
𝜌𝑝ℎ

𝐷

4

  3.20 

As for the rectangular cavity, the acoustic modal density 𝑛𝑐(𝜔) can be written as 

 𝑛𝑐(𝜔) =
𝑉

2𝜋2𝑐3
𝜔2 +

𝐴

8𝜋2𝑐2
𝜔 +

𝐿

16𝜋𝑐
,  3.21 

where V is the volume of the cavity, A is the surface area of the cavity, and L is the 

summation of the edge length of the cavity. Apparently, the acoustic modal density is 
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highly dependent on frequency. At high frequencies, we can use the quadratic 

frequency term to approximate the acoustic modal density in most cavities. The total 

mode numbers can be obtained by integrating 𝑛(𝜔) within the given frequency bands, 

which is calculated for the present configuration and shown in Figure 3.6 for reference.  

 

 

Figure 3.6 Mode number of the two sub-systems with respect to frequency. 

Table 3.2 tabulates the number of modes and modal overlap factor in the one-third 

octave frequency bands. In the present case, the so-called mid-frequency domain 

begins at the one-third octave band with a center frequency of 500 Hz. 

 

Table 3.2 Number of modes and modal overlap factor of the plate and the cavity in 

different one-third octave frequency bands 

Center frequency of the 

1/3 octave band (Hz) 

Number of modes Modal overlap factor 

Plate Cavity Plate Cavity 

250 3 26 0.21 0.07 

315 5 49 0.26 0.21 

400 8 94 0.33 0.43 
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500 10 167 0.41 0.84 

630 11 334 0.52 1.69 

800 17 634 0.74 3.38 

1000 19 1247 0.83 6.77 

 

3.2.2 Theoretical Validations 

 

Generally, the model validation can be made by considering a sound insulation 

problem shown in Figure 3.7 and comparing the SPL prediction results with the 

analytical solutions. Therefore, the sound pressure is calculated at an arbitrarily 

selected point within the enclosure (0.5, 1.3, 2)m. The calculated SPL is shown in 

Figure 3.7, where the results by three different CFs are compared with that by the 

wave method. It can be seen that the pressure predictions by all the three types of CFs 

agree well with the reference result in the low-frequency range. However, the 

performance in the higher frequency range varies in Figure 3.7, especially at the 

valleys of the curves where the system becomes less dynamic. The convergence value 

at the high-frequency peaks is also different for the three CFs. The complex 

exponential functions have the best performance out of the three. Anyway, it is not a 

big problem in terms of mid-to-high frequency modeling. Generally, the convergence 

rules in Eqs. 3.17,  3.18, and  3.19 ensure acceptable calculation accuracy for all the 

three types of CFs. 
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(a) 

 

(b) 
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(c) 

Figure 3.7 SPL predictions at a point (0.5, 1.3, 2)m: (a) Gate functions; (b) Complex 

exponential functions; (c) Chebyshev polynomials. 

Figure 3.8 shows the volume averaged SPL results obtained from the three types 

of CFs. The same conclusions can be drawn as those for point prediction results. We 

can conclude that the general performance of the three types of CFs is ranked as 

complex exponential functions, Chebyshev polynomials, and gate functions. 

 

(a) 
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(b) 

 

(c) 

Figure 3.8 Volume averaged SPL predictions: (a) Gate functions; (b) Complex 

exponential functions; (c) Chebyshev polynomials. 

One of the main advantages of the CTF method, which is also that of most 

deterministic methods, is the more detailed descriptions over the short-wavelength 

sub-system. For the present system, it is the vibrating plate below the critical 

frequency and the acoustic cavity above the critical frequency. Since more DoFs are 
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usually involved above the critical frequency, validations for detailed response 

prediction are made for the acoustic cavity above the critical frequency. The acoustic 

pressure field mappings at 800 Hz with the gate functions, complex exponential 

functions, and Chebyshev polynomials are shown in Figure 3.9a, b, and c, respectively. 

It can be observed that all the three function types can well predict the acoustic 

response of the cavity even if the target frequency is high. This validates the capability 

of the CTF method in terms of detailed response predictions. 

 

(a) 

 

(b) 
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(c) 

 

(d) 

Figure 3.9 SPL field map: (a) Gate function; (b) Complex exponential function; (c) 

Chebyshev polynomial; (d) Modal method. 
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3.3 Conclusions 

 

The basic theory of the CTF method is established in this chapter. The originally 

established line-coupled CTF method is extended and applied to the modeling of a 

surface-coupled benchmark vibro-acoustic system, comprising a panel and a cavity. 

Also, to serve as a tool in building acoustics, the model is also established when the 

cavity is partially covered by the vibrating plate. A full set of example is presented 

including how to assemble the coupling matrices and truncate the CF series in a 

surface coupling problem. Full validations are made on the CTF method by comparing 

with the reference solutions, when the gate functions, complex exponential functions, 

or Chebyshev polynomials are used. Calculation results are found to be similar, albeit 

small differences, between the three types of the CFs. 
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4 CHAPTER 4 Selection of the Condensation Functions and 

the Piecewise Computational Scheme 

 

Based on the theoretical framework presented in the last Chapter, further 

simplification has to be made to increase the calculation efficiency of the method and 

to cope with the need of reaching a higher frequency range. This chapter aims at 

revealing the relationship between the function shapes of the CFs and the convergence 

speed in a given problem. It is found that the convergence speed can be significantly 

increased by matching the wavy feature of the CFs and that at the coupling interface. 

In light of this observation, a piecewise computational scheme is proposed to improve 

the calculation efficiency at a given frequency band. Numerical validations are made 

to verify the piecewise scheme. 
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4.1 The Influence of the CFs Types 

 

In this section, we will analyze the three main variables, namely the condensed 

mobility, the condensed impedance, and the condensed velocity of the system, so as 

to reveal the underlying mechanisms and find a rule to simplify the mid-and-high 

frequency modeling. We concluded in the last section that the performance of the three 

types of CFs is ranked as complex exponential functions, Chebyshev polynomials. 

Meanwhile, the performance differences between the Chebyshev polynomials. and the 

gate functions are not significant. Therefore, only the complex exponential functions 

and the gate functions will be focused on in this section. In the following analyses, we 

will use the CF serial number rs on one or two axes in the figure. The rs are sorted as : 

[𝜑11, 𝜑12, …𝜑1𝑞, 𝜑21, 𝜑22,…𝜑𝑟𝑠], in which r, s = [1, 2,…] for the gate functions and 

r, s = [0, -1, 1, -2, 2…] for the exponential functions.  

 

4.1.1 Condensed Mobility 

 

Figure 4.1a shows the condensed mobility matrix obtained from the gate functions 

at 500 Hz. Because the gate functions are directly defined based on a small area on the 

interface, the values in Figure 4.1a can be considered as an approximation of the point 

mobility between each pair of “patches”. The diagonal terms are the drive point 

mobility and the off-diagonal terms are the cross point mobility. Therefore, the pattern 

in Figure 4.1a is closely related to the modal properties at 500 Hz. It has little space 

for model simplification because we know that the modal properties are too complex 

to deal with at mid-to-high frequencies. One can verify in Figure 4.1b that more terms 

are involved at 800 Hz.  
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(a) 

 

(b) 

Figure 4.1 Condensed mobility obtained from the gate functions at: (a) 500 Hz; (b) 

800 Hz. (Unit: 𝑚
3

𝑁 ∙ 𝑠⁄ ) 

Figure 4.2a shows the condensed mobility matrix obtained from the complex 

exponential functions at 500 Hz. It can be observed in that the condensed mobility 

terms of the exponential functions are much larger on the diagonal area than that on 
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the off-diagonal area. This phenomenon indicates that the condensed impedance terms 

of exponential functions are strongly coupled only with themselves and their conjugate 

functions. Other combinations (in the non-diagonal area) generate small values so that 

they can be removed in the calculations, which leave rooms for reducing the 

computation cost and getting approximations. One can verify this point by comparing 

the maximum value in Figure 4.2 to that in Figure 4.1. Notice that the results are 

obtained under the same configuration and frequencies. Figure 4.2b shows a similar 

diagonal dominated phenomenon for the condensed mobility matrix at 800 Hz. 

Additionally, we can find that more terms are involved at a higher frequency. Another 

point worth noticing is the color of the figure. If we observe the color of those bright 

“dots” in Figure 4.2, we can find (𝜑±𝑟±𝑠, 𝜑±𝑟±𝑠) always have the same color. This 

implies that the dominated effect is closely related to the coefficient rs. Further 

analyses towards this point will be presented in later sections. 

 

  

(a) 
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(b) 

Figure 4.2 Condensed mobility obtained from the complex exponential functions at: 

(a) 500 Hz; (b) 800 Hz. (Unit: 𝑚
3

𝑁 ∙ 𝑠⁄ ) 

 

4.1.2 Condensed Impedance 

 

Similarly, the condensed impedance for the acoustic cavity is analyzed for both 

the gate functions and the complex exponential functions. Figure 4.3 shows the 

condensed impedance matrix obtained from the complex exponential functions at 500 

Hz and 800 Hz. The same conclusion can be drawn as those for Figure 4.1, the 

condensed mobility matrix obtained from the gate functions. One different point is, if 

we compare the influence of frequency on gate functions, it can be found the 

condensed cavity impedance varies more as the frequency increases. The spatial 

distribution in Figure 4.3b is hardly distinguishable while it is still clear in Figure 4.2b. 

This can be explained by the number of modes involved increases much faster for the 

cavity than that for the plate, as shown in Figure 3.6. 
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(a) 

 

(b) 

Figure 4.3 Condensed impedance obtained from the gate functions at: (a) 500 Hz; (b) 

800 Hz. (Unit: 𝑁 ∙ 𝑠 𝑚3⁄ ) 

For the condensed impedance matrix obtained from the complex exponential 

functions, we observe the same phenomena as in the condensed mobility matrix. Only 

a few dominated terms are existed closed to the diagonal region. It can be observed in 
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Figure 4.4a that most values in the matrix are less than 200 while the largest value is 

nearly 4000. However, for the gate function impedance matrix, these two values are 

100 and 450. Another interesting point is the result in Figure 4.4b is not that obscure 

as in Figure 4.3b for the large number of acoustic modes involved.  

 

 

(a) 

 

(b) 
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Figure 4.4 Condensed impedance obtained from the complex exponential functions at: 

(a) 500Hz; (b) 800Hz. (Unit: 𝑁 ∙ 𝑠 𝑚3⁄ ) 

 

4.1.3 Condensed Velocity 

 

The coupled velocity 𝑈(𝑥, 𝑦) = ∑ 𝑢𝑟𝑠𝜑𝑟𝑠(𝑥, 𝑦)𝑟,𝑠  on the interface is analyzed in 

this section. 𝑢𝑟𝑠  represents the contribution from the particular CF term 𝜑𝑟𝑠 to the 

coupled interface velocity and they are shown in Figure 4.5 for the complex 

exponential functions and the gate functions, respectively. 𝑢𝑟𝑠 is plotted in log scale 

as log10|𝑢𝑟𝑠|. 

It can be seen from Figure 4.5a that, for the complex exponential functions and 

for each frequency, there always exist some dominant terms holding a higher weight 

than the others, which are consistent with the behavior of the condensed impedance 

and the condensed mobility. It can then be surmised that the coupling velocity, which 

is the key parameter connecting the coupled subsystems, might be estimated by using 

a small number of CF terms if one knows how to choose them. Additionally, these 

dominant terms change as the frequency varies. As to the gate functions in Figure 4.5b, 

at any given frequency, the contributions from different terms are rather uniform, 

showing no particular dominant pattern. This can be explained by the mathematical 

properties of the gate functions. Indeed, as opposed to the continuous and wavy feature 

of the complex exponential functions, gate functions show discontinuities in their 

spatial distribution. As a result, it is naturally more difficult to map the waveform of 

the velocity over the interface, unless an increasing number of terms are used. For the 

complex exponential functions, however, the calculation efficiency could be greatly 
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increased if only dominating terms can be extracted within a frequency band. This will 

be further exploited hereafter. 

 

(a) 

 

(b) 

Figure 4.5 Condensed velocity contribution within the frequency band [1, 1000]Hz: 

(a) Gate functions; (b) Complex exponential functions.  
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4.2 The Piecewise Computational Scheme 

 

This section presents the piecewise computational scheme. Based on the previous 

analyses, it is found that the complex exponential functions have more dominated 

terms in mid-to-high frequencies while the gate functions are more distributed. This 

section aims at extracting those dominated terms in the complex exponential function 

series so as to achieve similar performance with only a few terms.  

 

4.2.1 Preliminary Analyses 

 

To find the distribution rules of those dominated terms with respect to the complex 

exponential functions, firstly we define its function wavelength as: 

 

𝜆𝑐,𝑟𝑠 =
2𝜋

√(
2𝑟𝜋
𝐿𝑥
)
2

+ (
2𝑠𝜋
𝐿𝑦
)
2

. 

 

 4.1 

Based on Eq. 4.1, we can rearrange the y-axis in Figure 4.5a with respect to the 

wavelength of each function, from short to long, as shown in Figure 4.6a. It can be 

found in Figure 4.6a that the dominated terms become more concentrated.  
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(a) 

 

(b) 

Figure 4.6 Condensed velocity contribution within the frequency band [1, 1000]Hz, 

the serial of the complex exponential functions on the y-axis are sorted by the function 

wavelength: (a) log scale plot; (b) For each frequency, normalized with respect to the 

maximum value in normal scale. 
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Two generalized wavelengths 𝜆𝑐𝑎 and 𝜆𝑐𝑠 are defined to connect the condensation 

functions with the acoustic cavity and vibrating structural, respectively, as: 

 

𝜆𝑐𝑎 =
𝜆𝑐,𝑟𝑠
𝜆𝑎

, 

𝜆𝑐𝑠 =
𝜆𝑐,𝑟𝑠
𝜆𝑠
, 

 4.2 

where 𝜆𝑎 and 𝜆𝑠 are the acoustic wavelength and structural wavelength, respectively, 

which are frequency dependent. They can be solved as a function of frequency f as: 

 

𝜆𝑎 =
𝑐

𝑓
, 

𝜆𝑠 =
√2𝜋

(𝑓2𝜌𝑠ℎ/𝐷)
1/4
, 

 4.3 

For convenience, those acoustic modes with 𝜆𝑐𝑎 smaller than one are referred to as the 

inertia dominated modes, otherwise, they are called stiffness dominated modes [9]. 

The same rule also applies to structural modes characterized by 𝜆𝑐𝑠 . Using the 

definition, 𝜆𝑐𝑎 and 𝜆𝑐𝑠 at 250Hz, 650Hz, and 800Hz are calculated for the complex 

exponential functions used in the last section and shown in Figure 4.7a, b, and c, 

respectively. Note that 650Hz is the critical frequency of the panel. In these figures, 

the y-axis is the |𝑢𝑟𝑠| from each condensation function normalized with respect to the 

largest value of |𝑢𝑟𝑠|. Figure 4.7b and c have two x-axes, with 𝜆𝑐𝑠 on the bottom and 

𝜆𝑐𝑎  on the top, both being arranged in an increasing order. The sequence of the 

condensation functions remains the same for the two x-axes, because 𝜆𝑐,𝑝𝑞  is 

frequency independent and both 𝜆𝑎 and 𝜆𝑠 are fixed numbers for any given frequency. 

Figure 4.7b has only one x-axis since⁡𝜆𝑐𝑎 = 𝜆𝑐𝑠 at the critical frequency. 

In Figure 4.7a, two reference dash lines are plotted at 𝜆𝑐𝑎=1 and 𝜆𝑐𝑠=1 for the 

ease of analyses. It can be seen that most of the dominating terms are located around 

the two reference lines and more on their right side than the left side, which means a 
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more predominant contribution from the inertia modes than the stiffness modes. 

Comparing the three sub-figures in Figure 4.7, it can be seen that this phenomenon 

occurs at all the three frequencies being analyzed. In Figure 4.7c, more inertia terms 

are involved when the frequency increases, while the stiffness terms still have little 

contribution. Particularly in Figure 4.7b, the coupling is strongly dominated by the 

four terms close to 𝜆𝑐𝑎 = 𝜆𝑐𝑠 =1, i.e. 𝜑±3,±3(𝑥, 𝑦) with a function wavelength of 

0.521m, as compared with the critical wavelength of the system of 0.523m. This shows 

that the two subsystems strongly interact at the critical frequency and this strong 

coupling can be characterized by a very small number of condensation functions with 

close wavelengths.  

Another noteworthy phenomenon is the location of the term which has the largest 

contribution. It is closer to 𝜆𝑐𝑎=1 at the lower frequency (Figure 4.7a) but much closer 

to 𝜆𝑐𝑠=1 at the higher frequency (Figure 4.7c). This is because 250Hz (Figure 4.7a) is 

before the critical frequency in which the acoustic wavelength is larger than that of 

the panel. Therefore, the acoustic cavity is a large wavelength subsystem, contrary to 

the supersonic case of 800Hz (Figure 4.7c).  

Generally speaking, it can be concluded that, at any prescribed frequency and 

within a band, those CF terms which feature a better spatial wavelength match with 

the system would dominate the system responses. This explains why complex 

exponential functions outperform the gate functions in terms of both accuracy and 

efficiency. It can be surmised that there could be other function sets which are more 

efficient to model a system if the function wave of which match the structure wave 

characteristics. For example in an acoustic-black-hole structure, one may use wavelet 

to achieve a better modeling efficiency [162]. However, it is beyond the scope of this 

paper and will be explored in future works. 
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(a) 

 

(b) 
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Figure 4.7 Normalized velocity contribution from each complex exponential function, 

arranged as a function of 𝜆𝑐𝑎 and 𝜆𝑐𝑠: (a) 250Hz; (b) 650Hz (critical frequency) (c) 

800Hz. 

 

 

Figure 4.8 Condensed velocity contribution from each CF. The real line and the dotted 

line are corresponding to 𝜆𝑐𝑠 = 1 and 𝜆𝑐𝑎 = 1, respectively. 
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4.2.2 The Piecewise Computational Scheme 

 

Before moving forward to the detailed selection criterion, an error quantification 

can be introduced to evaluate the ability of the CFs to map the velocity field on the 

coupling surface. An error index is defined for the frequency band ⁡[𝜔1, 𝜔2]  as 

20 log10 𝐸𝑟𝑠 where 

𝐸𝑟𝑠 =
1

𝐿𝑥𝐿𝑦∆𝜔
∫∫∫[𝑢𝑐(𝑥, 𝑦, 𝜔) −∑𝑢𝑟𝑠(𝜔)𝜑𝑟𝑠(𝑥, 𝑦)

𝑟,𝑠

]

2

𝑑𝑥𝑑𝑦𝑑𝜔,  4.4 

in which 𝑢𝑐 ⁡ is the plate velocity obtained from the reference method, i.e. wave 

approach [163]. Generally, larger r and s could lead to a smaller error but a reduced 

calculation efficiency. 

For a frequency band [𝑓𝑙 , 𝑓ℎ], the corresponding wavelength range of the coupled 

system is denoted by [𝜆ℎ, 𝜆𝑙]. Three representative scenarios, corresponding to before 

critical, critical and after critical bands, are listed in Table 4.1 and analyzed.  

 

Table 4.1 System critical frequency and the wavelength selection 

Frequency band property Frequency band Wavelength selection 

below critical 𝑓𝑙 < 𝑓𝑐 Hz, 𝑓ℎ < 𝑓𝑐 Hz 𝜆𝑙 = 𝜆𝑎, 𝜆ℎ = 𝜆𝑠 

critical 𝑓𝑙 < 𝑓𝑐 Hz, 𝑓ℎ > 𝑓𝑐 Hz 𝜆𝑙 = 𝜆𝑎, 𝜆ℎ = 𝜆𝑎 

above critical 𝑓𝑙 > 𝑓𝑐 Hz, 𝑓ℎ > 𝑓𝑐 Hz 𝜆𝑙 = 𝜆𝑠, 𝜆ℎ = 𝜆𝑎 

 

Firstly, the selection criterion should include all dominating terms close to 

𝜆𝑐𝑎 =1 and 𝜆𝑐𝑠 =1 for all frequencies within the band. That is to say, the wavelengths 

of the selected exponential functions should cover all the existing wavelengths of the 
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coupled system within the frequency band. Furthermore, as indicated in the previous 

sub-section, the inertia modes impose a larger weight on the response than the short-

wavelength terms do. Therefore, more long-wavelength terms should be preserved in 

the calculation.  

Assuming all the condensation functions that should be kept in the calculation 

have a function wavelength 𝜆𝑐,𝑟𝑠 to satisfy 𝛼𝜆ℎ < 𝜆𝑐,𝑟𝑠 <⁡𝛽𝜆𝑙, then the coefficient 𝛼 

and 𝛽 is delimited by 0≤ 𝛼 ≤1 and 𝛽 ≥1, respectively. Apparently, a smaller 𝛼 or a 

larger 𝛽 increases the size of the series sub-set, thus providing a better calculation 

accuracy but a reduced efficiency. In particular, when 𝛼=1 and 𝛽 → ∞, the criterion 

coincides with the traditional convergence rule. Therefore, the dominating terms 

should be extracted by properly selecting 𝛽. Figure 7 shows the calculation errors, 

which are obtained from Eq. 4.4, for three different one-third octave frequency bands 

with the center frequencies of 630Hz, 800Hz, and 1000Hz, respectively. It can be 

found that the error drops as the value of 𝛽 increases and the drop speed slows down 

from 𝛽 =1.5 onwards. Particularly, the error for the 630Hz band is small even for the 

low value of 𝛽. The reason is that the 630Hz band contains the critical frequency and 

its wavelength variation is relatively not significant so that the response expression is 

dominated by on a few terms, which is consistence with the result shown in Fig. 6b. 

Generally speaking, 𝛽 =1.5 seems to be a good compromise between the accuracy 

and the calculation efficiency. 
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Figure 4.9 CTF calculation error for different 𝛽 values within one-third octave bands 

centered at: 630Hz, 800Hz, and 1000Hz. 

 

4.2.3 Numerical Validations for the Piecewise Scheme 

 

The proposed selection criterion is applied to calculate the overall pressure 

response of the cavity within the one-third octave band with a center frequency of 

630Hz, with the results shown in Figure 4.10 using 𝛽=1.5. It can be observed that the 

system responses at the resonance frequencies are well predicted by using only 60 CF 

terms while the old convergence rule would require 80 terms. Slight discrepancies 

exist at some non-resonant frequencies especially in the higher frequency part of the 

band. The corresponding one-third octave band SPL error is calculated, giving 0.13dB 

within the frequency band contained in Figure 4.10. The errors in Eq. 4.4 and the CF 

terms used by the proposed criterion and the traditional criterion for other one-third 

octave bands are listed in Table 3. It can be seen that 𝛽=1.5 leads to a slightly larger 

but still acceptable accuracy compared to the case of 𝛽=2 for all the bands in mid-
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frequency range (starting from the band of 500Hz according to the previous definition). 

It is expected that the accuracy in the low-frequency range may deteriorate because of 

the insufficient modal density, exemplified by the band below 315Hz. As to the model 

size, the proposed selection criterion obviously reduces the number of the CF terms 

used, i.e. the matrix size in Eq. 3.11, leading to an expected increase in the calculation 

efficiency. It is understandable that the proposed criterion intends to guaranty the 

calculation accuracy only within the targeted frequency band, instead of trying to 

cover the entire frequency range, as shown in Figure 4.11a, in which the lower 

frequencies are deliberately abandoned. Nevertheless, as shown in Figure 4.11b, the 

proposed criterion can be applied to any arbitrarily selected bands, one at a time so 

that the entire frequency range can be covered by moving the bands in a sequential 

way. This sequential calculation scheme is what the piecewise computational means. 

This way, the calculation efficiency can be maximized in each frequency band of 

interest. 

 

 

Figure 4.10 Calculated SPL using the proposed selection criterion for the one-third 

octave frequency band (center frequency: 630Hz). 
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Table 4.2 Performance of the proposed selection criterion 

Center frequency of the 
one-third octave bands  

Error  Piecewise terms  CTF terms  
(previous rule) 𝛽 =1.5 𝛽 =2 𝛽 =1.5  𝛽 =2 

250Hz 1.16dB 0.21dB 20 22 31 

315Hz 1.14dB 0.47dB 26 28 40 

400Hz 0.75dB 0.52dB 34 36 51 

500Hz 0.58dB 0.49dB 40 42 64 

630Hz 0.13dB 0.02dB 50 60 80 

800Hz 0.37dB 0.06dB 80 96 137 

1000Hz 0.04dB 0.02dB 122 146 218 
 

 

 

(a) 
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(b) 

Figure 4.11 Sound pressure level using the proposed criterion targeting two selected 

one-third octave bands with the center frequency: (a) 630Hz; (b) 800Hz. 

To further test the performance and the robustness of the proposed criterion, 

calculations are made by varying the system damping and the boundary condition of 

the panel, respectively. As far as the panel boundary is concerned, it is set to be 

clamped on all edges whilst all other parameters remaining the same. The condensed 

mobility in Eq. 3.12 is no longer obtained from analytical solution but from a 

numerical calculation using FEM software, implemented in COMSOL. Only results 

with 𝛽 =1.5 are shown. The error with respect to various damping combinations and 

the error within different frequency bands of the clamped panel case are listed in Table 

4.3 and Table 4.4, respectively. One can find in Table 4.3 that generally larger 

damping leads to a larger error of the calculation; the effect, however, is not significant 

at low damping levels. As to the effect of panel boundary conditions, one notices that 
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the errors in Table 4.4 are larger than those observed in Table 4.2. This is attributed to 

the inherent error existing in the finite element simulation used as the reference result. 

Limited by the calculation capacity, the mesh size could not be further refined. The 

SPL response at a randomly chosen point (0.3, 0.6, 0.7)m is shown in Figure 4.12. The 

proposed frequency piecewise computational scheme predicts well the system 

response at and close to resonances. Although one observes discrepancies at regions 

close to the anti-resonance frequencies where the system dynamics are weak. These 

regions, however, are not the major concern in terms of mid-and-high frequency 

calculations. 

 

Table 4.3 Performance of the proposed criterion 𝛽 =1.5 for different sub-system 

damping combinations 

Damping 
Frequency 

𝜂𝑠=0.01 
𝜂𝑎=0.002 

𝜂𝑠=0.02 
𝜂𝑎=0.001 

𝜂𝑠=0.02 
𝜂𝑎=0.002 

500Hz 0.80dB 0.64dB  0.76dB 

630Hz 0.23dB 0.20dB 0.40dB 

800Hz 0.45dB 0.35dB 0.52dB 

1000Hz 0.20dB 0.19dB 0.34dB 
 

 

Table 4.4 Performance of the proposed criterion 𝛽 =1.5 (clamped panel boundary) 

Center frequency  400Hz 500Hz 630Hz 800Hz 1000Hz 

Error 1.02dB 0.61dB 0.56dB 0.47dB 0.40dB 
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Figure 4.12 Sound pressure level using the proposed criterion targeting one-third 

octave bands within the 630Hz band (clamped plate). 

Another case of a cavity with boundary impedance, coupled to a clamped panel, is 

considered. The impedance wall is located at y=0 within the YOZ plane as shown in 

Figure 2.3, with a normalized acoustic impedance of 33.5 with respect to the 

characteristic impedance of air 𝜌0𝑐0  [164]. Notice that the sound velocity 

𝑐0 =340*(1+0.001i) is complex. Therefore, the impedance used here is a complex 

quantity, including both resistance and reactance parts. The changes in the boundary 

conditions of the cavity serve the purpose of breaking down the symmetrical modal 

shape of the cavity as well as its spatial matching with the plate over the coupling 

surface. The impedance boundary can either be treated as a subsystem to be substituted 

into Eq. 3.11, or modeled as part of the entire cavity [164]. The former option is 

adopted in the present case. The calculated frequency band is increased to [1000, 

1600]Hz. The volume averaged SPL calculated with 𝛽 =1.5 is compared with the 

FEM result in Figure 4.13. It can be seen that the proposed piecewise computational 

scheme predicts well the system response in the entire frequency band of interest. 
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However, one observes discrepancies in regions where the system dynamics are weak. 

Three factors might result in these errors: higher frequencies, clamped plate boundary 

and the impedance wall. In Table 4.4, it can be observed that higher frequencies have 

little effect on the calculation error. Therefore, the change in the system boundary 

could be the main contributing factor. The inherent calculation error of the finite 

element simulation may also be part of the reasons behind these discrepancies. In the 

present case, the calculation time is also observed to be reduced. To give an indicative 

idea, the calculation time is rough 1/5 and 1/2 that of the FEM and conventional CTF, 

respectively. It should be noted that the exact calculation time may vary depending on 

the computer capability and the case under investigation. 

 

 

Figure 4.13 Sound pressure level using the proposed criterion targeting [1000, 

1600]Hz (clamped plate and cavity with impedance boundary). 

As a final remark, the calculation accuracy using the proposed piece-wise criterion 

and the time required for dealing with a larger cavity, (5 x 3 x 3)m for instance, is also 

tested. Under the same calculation condition as Fig. 8, the same calculation accuracy 



94 
 

is achieved, with however a much longer computation time (roughly 20 times). This 

is obviously due to the significant increase of the modal density in the frequency band.  

 

4.3 Conclusions 

 

Aiming at achieving effective modeling of a coupled panel-cavity system in the 

mid-to-high frequency range, a piecewise convergence behavior of the complex 

exponential function based CTF method is revealed, allowing a model reduction for 

mid-frequency simulations. This unique feature of the complex exponential functions 

is attributed to their wavy feature and spatial matching with the dynamics of the 

physical system. Based on that, a series selection criterion for the complex exponential 

CFs is proposed to further increase the calculation efficiency. Given a targeted 

frequency band [𝑓𝑙 , 𝑓ℎ], all complex exponential CFs 𝜑𝑟𝑠 with their wavelengths 𝜆𝑐,𝑟𝑠 

delimited by 𝛼𝜆ℎ < 𝜆𝑐,𝑝𝑞 < ⁡𝛽𝜆𝑙  are kept to form a subset, to be used in the 

calculation. It has been shown that using 𝛼=1 and 𝛽=1.5 can guarantee an acceptable 

prediction accuracy in most of the analyzed cases. Calculation errors might be larger 

in some frequency bands but still within the tolerance level typically required for mid-

to-high frequency modeling. The most significant advantage of the proposed criterion 

is that it allows accurate modeling of the system in a piecewise manner in terms of 

frequency bands at a much-reduced model and calculation cost. 
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5 CHAPTER 5 Piecewise Computational Scheme for the 

Strongly Coupled Systems 

In the last Chapter, a piecewise computational scheme based on the CTF method 

was developed to increase the modeling efficiency of mid-to-high frequency 

vibroacoustic systems. The scheme provides a controllable balance between the 

computational accuracy and efficiency, as illustrated using a plate-cavity system. 

However, such structure acoustic interaction is believed to be weak as mentioned in 

Section 2.2 of Chapter 1. Actually, one of the key challenges in the mid-to-high 

frequency modeling is the inability of the SEA in dealing with the strongly coupled 

system, which requires the use of deterministic approaches. This Chapter extends the 

previously established piecewise computational scheme beyond the weak-coupling 

assumption. Firstly, a coupling strength factor is proposed to quantify the coupling 

strength between two coupled sub-systems. Using an acoustic system comprising two 

mutually connected sub-cavities as a benchmark, one would see how different 

parameters influence the coupling strength. The piecewise computational scheme is 

revisited and validated in relation to the changes in the coupling strength level. Effects 

of the coupling strength on the computational error of the piecewise computational 

scheme are systematically studied. Finally, the applicability of the piecewise scheme 

is experimentally validated. 
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5.1 Coupling Strength Quantification 

 

This section discusses the way to quantify the coupling strength between two 

coupled sub-systems and how different parameters would influence the coupling 

strength. According to the research of Kim and Brennan [165], the coupling between 

a vibrating plate and an acoustic cavity is considered to be weak since the response of 

either one sub-system, structural or acoustical, has little variation when the other one 

is attached. Therefore, a plate-cavity system is not suitable for the coupling strength 

investigations. To tackle the problem, a system of stronger coupling strength is 

required. Thus, a connected sub-cavities configuration is used as shown in Figure 5.1. 

This pure acoustic system will be used to introduce and validate the coupling strength 

factor. Then, similar analyses are repeated in a plate-cavity system for reference. 

 

 

 

Figure 5.1 Configurations of the coupled acoustic system, excited by an internal sound 

source in the main sub-cavity. 
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5.1.1 Definition of the Coupling Strength Factor 

 

In this thesis, the coupling strength is quantified by evaluating the response 

differences over the coupling interface before and after the attached sub-system is 

added. For the selected configuration in Figure 5.1, the coupling strength is quantified 

by the acoustic pressure differences over the coupling interface with and without the 

attached sub-cavity, |𝑷𝐶 − 𝑷𝑒| , where 𝑷C is the coupled pressure response and 𝑷e is 

the uncoupled blocked pressure. In light of Eq. 3.11, one has 

 𝐏𝐜 = −𝐙𝐂
2[𝐙𝐂

1 + 𝐙𝐂
2]−1𝐏𝐞. 5.1  

When 𝑷𝐶 ≈ 𝑷e, the coupling is considered to be weak.  

To quantify the coupling strength, a coupling strength factor  is defined, to be 

further used to assist the validations of the piecewise computational scheme under 

different coupling strength conditions. Define the coupling strength matrix 𝐒 =

−𝐙C
2[𝐙C

1 + 𝐙C
2]−1  from Eq. 5.1. Because 𝐙C1  and 𝐙C2  are both invertible, S can be 

rewritten as 𝐒 = 𝐊−1𝚲𝐊 where the columns of K are the eigenvectors of S and 𝚲 is a 

diagonal matrix containing the corresponding eigenvalues of S. For an uncoupled 

acoustic system, all 𝜆𝑁 are equal to one. 𝜆𝑁 is positively correlated with the response 

level 𝑝𝑁 of the Nth condensation function and the response level is smaller when an 

attached sub-system is added. Thus, we define 

 Ω = |1 −
∑ 𝜆𝑁𝑁

𝑁
|, 5.2 

where N is the dimension of S and 𝜆𝑁 is the Nth eigenvalue of S. The summation of 

the eigenvalues can be replaced by the trace for easier calculation.  should increase 

as the coupling strength becomes stronger. For instance,  equals to zero when there 
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is no coupling and equals to one when the attached sub-system is equivalent to a 

pressure release boundary. Additionally,  is independent of the type and number of 

the selected condensation functions, so long as the convergence rules are satisfied. 

 

5.1.2 Numerical Analyses on the Coupling Strength Factor 

 

5.1.2.1 Analyses in a Cavity-cavity System 

 

In this section, the relationship between the proposed  and the acoustic response 

differences over the coupling interface before and after coupling will be validated 

using an acoustic cavity shown in Figure 5.1.  

Following Eq. 3.11, the condensed impedance matrix 𝐙C1 and 𝐙C2 are obtained and 

the velocity over the interface between the two sub-cavities can be solved either in a 

full or piecewise manner. Then, the coupling strength matrix S is rewritten as  

 𝐒 = [𝐈 + 𝐙C
1(𝐙C

2)−1]−1, 5.3 

in which 𝐙C1(𝐙C2)−1 can be further expanded as: 

𝐙C
1(𝐙C

𝟐)
−1
=

𝑉2

𝑉1
[

⋯
⋮ ⋱ ⋮

⋯ ∑
𝐶𝑘𝑙,𝑚𝐶𝑟𝑠,𝑚

∗

Λ𝑚(𝜔𝑚
2 −𝜔2+2𝑖𝜉𝜔𝑚𝜔)

𝑚

] [

⋯
⋮ ⋱ ⋮

⋯ ∑
𝐶𝑘𝑙,𝑛𝐶𝑟𝑠,𝑛

∗

Λ𝑛(𝜔𝑛
2−𝜔2+2𝑖𝜉𝜔𝑛𝜔)

𝑛

]

−1

. 

It can be seen from Eq. 5.3 that three factors influence the coupling strength: 

volume ratio of the two sub-cavities, frequency dependent terms, and the modal 

matching terms. For the volume ratio, the weak coupling can be identified when 

𝑉2 𝑉1⁄ ≪1. For a given main sub-cavity, the coupling strength increases with 𝑉2. One 

should notice that the volume ratio is only valid for the current double-sub-cavity 

configuration. The second factor is the modal matching term 𝐶𝑘𝑙,𝑚𝐶𝑟𝑠,𝑚∗ . This factor 
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is non-dimensional and is determined by the spatial matching level between the CFs 

and the mode shapes of the two sub-systems. As for the frequency-dependent part, one 

would intuitively guess the strong coupling happens at resonances. Particularly when 

the two cavities share the same resonance frequency in the low-frequency range, the 

coupling process can be referred to the working mechanism of an acoustic resonator 

within an enclosure. However, in the mid-to-high frequency range, it is less relevant 

to focus on a single frequency but more reasonable to average it within a frequency 

band as 1
Δ𝑓
∫ Ω𝑑𝑓𝑓

. 

For the present cavity configuration, the coupling strength is quantified based on 

the pressure differences over the interface with and without the attached sub-cavity, 

defined as: 

 𝐷 =
1

𝑆
∫

|𝑃𝑒−𝑃𝐶|

|𝑃𝑒|
𝑑𝑆

𝑆

.  5.4 

D can be averaged in a frequency band as 1
Δ𝑓
∫ 𝐷𝑑𝑓𝑓

. To eliminate the influence of the 

sound source location, 𝑃𝑒  is not obtained by setting a particular sound source but 

assumed to be unit on all basis functions as  

 𝑃𝑒 = [

𝜑11
…
⁡𝜑𝑟𝑠

]. 5.5 

With such definition,  should reflect the variation trend of D when the 

dimension/volume of the attached sub-cavity changes, as shown in Figure 5.2, as a 

function of volume ratio by setting ΔLy=0 and varying Lz2. Both E and  are 

averaged in two selected frequency bands with a 200Hz bandwidth, centered at 

1100Hz and 1500Hz, respectively.  obtained from the truncated series using 

piecewise scheme criterion is also shown for reference. It can be seen that  is only 
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slightly affected by the truncated series so long as the solution converges. Therefore, 

 will be calculated using the truncated series in the piecewise scheme in the 

following analyses. It can be observed in Figure 5.2  that D and  have the same 

variation trend as a function of 𝑉2/𝑉1 and both, albeit not monotonously, exhibit an 

overall increasing trend with 𝑉2/𝑉1. Fluctuations can be attributed to the resonances 

of the coupled system. Both D and  reach a local maximum value of 0.5 at 𝑉2/𝑉1=1. 

It can be surmised that D and  will not be larger than 0.5 until 𝑉2 ≫ 𝑉1, where 𝑉2 

can be approximately considered as infinitely large compared to 𝑉1. Since we only aim 

at modeling the coupling process between two sub-systems with comparable sizes, the 

case of 𝑉2 ≤ 𝑉1 will be the main focus of analyses in this paper. To better show the 

consistent variation trend between D and , D is plotted as a function of in Figure 

5.3a and b, averaged in the same two frequency bands. It can be seen that  is 

approximately proportional to D, i.e. the proposed coupling strength factor could 

effectively reflect the response differences over the interface as well as the coupling 

strength in agreement with our intuitive understanding.  

 

(a) 
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(b) 

Figure 5.2 Interface pressure response differences D and the coupling strength factor 

 as functions of the volume ratio, averaged in frequency bands of 200Hz wide 

centered at: (a) 1100Hz; (b) 1500Hz. 

 

(a) 
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(b) 

Figure 5.3 Relationship between the interface pressure response differences D and the 

coupling strength factor , averaged in frequency bands of 200Hz wide centered at: 

(a) 1100Hz; (b) 1500Hz. 

 

5.1.2.2 Analyses in a Plate-cavity System 

 

Analyses can also be conducted for a plate-cavity system in a similar way. 

Referring to Figure 3.1, the main sub-system is set to be a plate while the attached 

sub-system is still an acoustic cavity and only structural excitation exists. The velocity 

over the interface can be expressed as 

 𝐔𝐜 = −[(𝐘𝐂
1)−1 + 𝐙𝐂

2]−1𝐏𝐞. 5.6 

The weak coupling strength can be identified by rearranging Eq. 5.6 into 

 𝐔𝐜 = −[(𝐘𝐂
1)−1 + 𝐙𝐂

2]−1(𝐘𝐂
1)−1𝐔𝑓 ≈ 𝐔𝑓 , 5.7 
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where 𝐔𝑓 is the free velocity of the structure when it is excited. The coupling strength 

can be quantified as in Eq. 5.3: 

 𝐒 = [𝐈 + 𝐘−1(𝐙C
2)−1]−1, 5.8 

Then  can be obtained from the matrix trace of S. The difference between Eq. 5.8 

and Eq. 5.3 is that the volume ratio becomes the ratio between the acoustic bulkling 

stiffness 𝐾𝑎 = 𝜌0𝑐02𝑆2 𝑉⁄  and the plate mass. The same conculsion was also shown in 

Ref. [165].  

Figure 5.4 shows  and D as functions of the depth of the cavity (in the z-direction, 

also the out-of-plane direction of the plate). Notice D is obtained from the plate 

velocity. The plate is simply supported and made of aluminum, with a dimension of 

2.5 x 2 x 0.018 (m). It can be observed that the coupling strength undergoes fast 

decrease as the cavity depth increases, which is consistent with many previous pieces 

of research [1, 70, 77]. Nevertheless, the coupling strength is much weaker than that 

of an acoustic-acoustic system (typically one order of magnitude lower) even if the 

cavity is very shallow (except for the first few sub-system resonances).  

 
Figure 5.4 Influence of the cavity depth on the coupling strength of a plate-cavity 

system. 
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5.2 Numerical Validations of the Piecewise Scheme in Strong Coupling 

System 

 

All numerical analyses are implemented based on the configuration shown in Fig. 

5.1 unless otherwise specified. Before going into error analyses, some validations are 

presented by comparing the piecewise computational results and the analytical 

solutions obtained by setting ΔLy=0 and Lz2=Lz1. Notice that this configuration has 

the strongest coupling strength (=0.5) for the considered cases. Then, the 

computational error of the piecewise scheme will be examined under different 

coupling strength levels. 

 

5.2.3 Validations on the Interface Velocity 

 

By setting ΔLy=0, the main sub-cavity and attached sub-cavity form a rigid 

rectangular cavity so that the analytical solution can be obtained as the reference result. 

The CTF-based piecewise computational scheme treats the cavity as two sub-systems.  

Firstly, the result of the interface velocity prediction is examined. The coupled 

velocity at 1000Hz is mapped in Figure 5.5. The results obtained from the piecewise 

scheme and the analytical solution are shown in Figure 5.5a and b, respectively. 

Generally, the piecewise scheme can well predict the acoustic particle velocity pattern 

over the interface, particularly at where local maximums exist. However, it can be 

found that the prediction result of the piecewise scheme is not as accurate as that in 

the plate-cavity system shown in Chapter 4. This conclusion points at the need and the 

significance in validating the performance of the piecewise scheme in strongly 

coupled systems. 
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(a) 

 

(b) 

Figure 5.5 Velocity distribution over the coupling interface at 1000Hz, obtained from: 

(a) Analytical solution; (b) Piecewise calculation. 

 

5.2.2 Validations on the Acoustic Pressure 

 

After checking the prediction accuracy of the coupled velocity, we examine the 

response of the two sub-cavities. Comparisons in terms of the sound pressure level 
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(SPL) are made at two arbitrarily receiving points, located in the sub-cavities 1 and 2 

respectively. The results are shown in Figure 5.6, in which only results in mid-to-high 

frequency bands are presented. The dotted line, obtained from the piecewise scheme, 

includes 4 individual piecewise calculations, with a 200Hz bandwidth each time. Note 

a broader band will reduce the computational efficiency and dilute the advantage of 

the method. Nevertheless, a broader computational band could increase the accuracy 

of the method due to the inclusion of more CF terms. The results obtained from the 

full CTF calculation are also shown as a reference. It can be observed that the 

piecewise calculation can well capture the SPL, especially for those resonance peaks. 

Although errors exist at some anti-resonance frequencies, they are not the major 

concern of the mid-to-high frequency problem. Figure 5.7a shows the sound pressure 

distribution, obtained from the piecewise scheme, over the coupling interface at 

1100Hz. The result is consistent with that obtained from the analytical solution in 

Figure 5.7b. Similar accuracy was also checked to exist at other receiving points and 

cut surfaces (not shown here). Figure 5.8 shows the volume-averaged SPL within each 

200Hz bandwidth. It can be observed that the errors are capped at around 2dB. Notice 

these errors can be reduced by enlarging the computational bands. The errors are found 

to be less than 1dB when the same calculations are conducted within the one-third 

octave bands centered at 1250Hz and 1600Hz.  
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(a) 

 

(b) 

Figure 5.6 SPL at: (a) (1.7, 1.3, 1.2) m in the main cavity; (b) (2.1, 0.6, 0.9) m in the 

attached cavity. 
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(a)  

 

(b) 

Figure 5.7 SPL distribution over the coupling interface: (a) Piecewise scheme; (b) 

Analytical solution. 



109 
 

 

Figure 5.8 Volume-averaged SPL within frequency bands of 200Hz wide: analytical 

solution and piecewise scheme. 

The above results numerically validate the piecewise scheme in a strongly coupled 

system. The method well balances the efficiency and accuracy within mid-to-high 

frequency ranges. Particularly, it can provide a detailed prediction of the acoustic field 

in both sub-systems, which is the most appealing advantage over the SEA. 

 

5.3 The Influence of Coupling Strength on the Piecewise Scheme 

 

In this section, the influence of the coupling strength on the performance of the 

piecewise computational scheme will be investigated. As discussed above, the 

coupling strength is mainly determined by the volume ratio and the modal matching 

matrix in the mid-to-high frequency range. Therefore, firstly these two factors are 

separately investigated and then a general conclusion is drawn at the end of this section 

to conclude the relationship between the coupling strength and the performance of the 
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piecewise scheme. For analyses purposes, the error of the piecewise computational 

scheme is defined within a given frequency band ∆𝑓 as: 

 𝐸𝑐 =
1

𝑆∆𝑓
∫ ∫|𝑃𝑝𝑤 − 𝑃𝑐|

𝑆

𝑑𝑆𝑑𝑓
∆𝑓

,  5.9 

where 𝑃𝑝𝑤  is the piecewise solution and 𝑃𝑐  the full CTF calculation or analytical 

solution whenever available. 

 

5.3.1 Volume Ratio 

 

This subsection discusses the effect of the volume ratio on the performance of the 

piecewise computational scheme, by using the same configurations as those used in 

Figure 5.1. As a reference, the coupling strength factors of the analyzed configurations 

are shown in Figure 5.9a. As stated, only 𝑉2 < 𝑉1 is considered here. Figure 5.9b 

shows the errors of the piecewise scheme for two frequency bands of 200Hz wide, 

centered at 1100Hz and 1500Hz, respectively. It can be observed in Figure 5.9b that 

𝐸𝑐 becomes larger as the volume ratio 𝑉2/𝑉1 increases. Comparison between Figure 

5.9a and b shows that 𝐸𝑐  increases as the coupling strength gets stronger. The 

maximum value of 𝐸𝑐 is between 1.6 to 1.8dB when 𝑉2 = 𝑉1, which is still within the 

general tolerance level for the mid-to-high frequency modeling. One may desire for 

the detailed performance when 𝐸𝑐  is the largest at 𝑉2 = 𝑉1 . These results can be 

referred to what were summarized in Section 5.2.  

It is worth noticing that the relatively large 𝐸𝑐 only arises when the volume ratio 

𝑉2/𝑉1 is close to one, when the two cavities are identical. In this case, neither cavity 

is more deterministic nor statistical than the other. This shows the capability of the 

piecewise computational scheme in solving strongly coupled systems where 
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deterministic-statistical methods are no longer applicable to provide detailed system 

responses of the whole system.  

 

 

(a) 

 

(b) 

Figure 5.9 Surface velocity error of the piecewise scheme with respect to different 

volume ratios in frequency bands of 200Hz wide centered at: (a) 1100Hz; (b) 1500Hz. 
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5.3.2 Interface Modal Matching 

 

The effect of the interface modal matching on the performance of the piecewise 

scheme is investigated in this subsection. Different from the volume ratio, appearing 

as an amplification coefficient in Eq. 5.3, the modal matching matrix is directly 

determined by the piecewise scheme. The variation of the interface modal matching 

is achieved by increasing ΔLy from 0 to 0.5m, as shown in Figure 5.1. When 

ΔLy=0.5m, the interface area becomes half of its largest value. To keep the volume 

ratio constant at one, the depth of the attached cavity Lz2 is automatically adjusted. 

All analyzed quantities are frequency averaged within the two frequency bands which 

are the same as in Figure 5.9.  

Firstly, the coupling strength factors are plotted for different ΔLy in Figure 5.10a. 

It can be observed that the coupling strength generally decreases as ΔLy gets larger, 

corresponding to a smaller interface area, in line with one’s intuition. However, this is 

not simply due to the smaller interface area because 𝐶𝑘𝑙,𝑚𝐶𝑟𝑠,𝑚∗  is not only determined 

by the area but also depends on the wave matching level over the interface, which is 

very complex in the mid-to-high frequency range. For the present case, the variation 

trend of  indicates that the modal matching level becomes smaller as ΔLy decreases 

since the influences of the volume ratio and frequency are excluded in the simulations. 

The computational errors for different ΔLy are shown in Figure 5.10. Again, one 

observes the similar variation trends as the coupling strengths have. As ΔLy increases, 

the computational errors quickly drop at the beginning and converge to a small value 

around 0.2dB. The same conclusion as in Section 5.3.1 can be drawn in that the 

computational error is larger when the two cavities are similar. This verifies the 
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capability of the piecewise scheme in strong coupled cases where the modal matching 

levels are different.  

 

(a) 

 

(b) 

Figure 5.10 Surface velocity error of the piecewise scheme with respect to different 

modal matching in frequency bands of 200Hz wide centered at: (a) 1100Hz; (b) 

1500Hz. 
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5.3.3 Coupling Strength 

 

To summarize the above analyses results, the computational data used in Figure 5.2, 

Figure 5.9, and Figure 5.10 are rearranged and regrouped to plot the computational 

error 𝐸𝑐  as a function of the coupling strength , obtained from different volume 

ratios and modal matching matrix and averaged in [1000, 1200]Hz and [1400, 

1600]Hz, respectively. This results in a total of four sets of results in Figure 5.11 with 

a different type of markers. It can be observed that, irrespective of the way the coupling 

strength is obtained, the errors at any given  are rather consistent in trend and close 

in values. For relatively weak coupling strength, when  is smaller than 0.2, the error 

of the piecewise scheme is rather stable and dwells around 0.2dB. When  becomes 

larger than 0.2, the error undergoes fast increases before gradually stabilizes when  

is larger than 0.4. It should be noted that, between 0.2 and 0.4, that the increasing 

speed of the error is not exactly the same because the piecewise scheme has different 

sensitivities to volume ratio, modal matching level, and frequency bands. It is also 

relevant to note that the higher frequency band exhibits a larger error. One of the 

plausible reasons is the wave motion over the interface is more complex in a higher 

frequency band so that a wider calculation bandwidth ∆𝑓  compared to its center 

frequency would be needed to warrant a more accurate prediction. However, this can 

be avoided by considering the one-third octave or octave bands as people usually do 

in mid-to-high frequency modeling problems. 
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Figure 5.11 Computational error E as a function of the coupling strength varied with 

volume ratio or modal matching matrix, averaged within [1000, 1200]Hz and [1400, 

1600]Hz. 

 

5.4 Experimental Validations 

 

Experimental validations were carryout out using a configuration shown in Figure 

5.12. The cavity walls are made of acrylic of 30mm thickness which can be considered 

as acoustically rigid. A loudspeaker was used to generate an acoustic excitation 

through a hole drilled at (0.075, 0.05, 0) m over the sidewall. Microphones 1 and 2 

were installed at (0.075, 0.05, 0.01) mm and (0.25, 0.15, 0.83) m, respectively, to 

measure the transfer function between them and eliminate the sound source error at 

the same time [166]. Limited by the experimental conditions, the cavity dimensions 

are smaller than those used in the previous simulations. However, a higher frequency 

band up to 3200Hz was selected instead. For reference, the volume ratio 𝑉2 𝑉1⁄  is 0.94. 
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The experiment was conducted within a wide frequency band of [40, 3200]Hz, with 

results shown in Figs. 5.13a and b, respectively. It was shown in the previous work 

that the piecewise scheme starts to be applicable when the modal overlap factor is 

larger than one. In the present test structure, the unit modal overlap factor is at 

approximately obtained at 1200Hz. Therefore, the full CTF calculation is used within 

[40, 1200]Hz and the piecewise scheme is used within [1200, 3200]. To obtain more 

accurate peak values at resonance frequencies, the damping ratio of the first four peaks 

are obtained from the experimental result while the others are all set to 0.001. It can 

be observed in Figure 5.13a that the full CTF calculation result agrees well with the 

experimental one, in terms of both resonance and anti-resonance frequencies as well 

as the overall trend. The piecewise calculation (Figure 5.13b) was conducted within 

ten frequency bands of a 200Hz bandwidth and added up to [1200, 3200]Hz. It can be 

seen that the piecewise scheme can accurately capture the variation trend and most of 

the resonance peaks. The few missing peaks in the experimental curve can be 

attributed to the machining tolerance of the cavity and some unavoidable uncertainties. 

All in all, the validity of the piecewise computational scheme is considered to be 

verified in such a highly dynamic and strongly coupled system. 

 

(a) 
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(b) 

Figure 5.12 The cavity where the experiments conducted: (a) Cavity configuration; (b) 

Photo of the cavity. 

 

 

(a) 
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(b) 

Figure 5.13 Predicted transfer function between two points, compared to the 

experimental result: (a) Full CTF calculation; (b) Piecewise scheme. 

 

5.5 Summary 

 

This Chapter extends the application range of a previously proposed piecewise 

computational scheme to strong coupling cases. The coupling strength is defined by 

examining the acoustic response differences over the coupling interface before and 

after the attached sub-system is added. A coupling strength factor  is defined to 

quantify the coupling strength in the context of a multi-degree freedom system and 

mid-to-high frequency range. With the assistance of , the computational errors of the 

piecewise scheme are investigated through tactically varying the coupling strength 
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level, including the strongly coupled system. Generally, the proposed piecewise 

computational scheme is shown to be applicable in strongly coupled cases, by showing 

a good agreement with the analytical solutions and the experiment results. Main 

conclusions are summarized as follows. 

1. The proposed coupling strength factor  can well reflect the variation trend of 

the coupling strength between two coupled sub-systems, as reflected by the acoustic 

response differences over the coupling interface. Three factors are found to affect the 

coupling strength between two acoustic sub-cavities: volume ratio, interface modal 

matching level and the frequency. By comparing the value of , the coupling strength 

in an acoustically coupled system is shown to be generally much stronger than that of 

the structure-cavity system. 

2. The piecewise computational scheme is shown to be effective and accurate 

enough in the modeling of a strongly coupled acoustic cavity. Without losing the 

efficiency and compromising its accuracy, the proposed scheme allows a detailed 

sound field description of each sub-system. 

3. The computational error increases when the coupling strength becomes 

stronger, which, nevertheless, is still within the normal tolerance level in terms of the 

mid-to-high frequency modeling. For a given system and a prescribed frequency band, 

the computational error of the piecewise computational scheme can be approximately 

evaluated from . 
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6          CHAPTER 6 Applications in Building Acoustics  

 

In previous Chapters, the CTF method, as well as the piecewise computational 

scheme, has been thoroughly and systematically validated. In this Chapter, the 

proposed method will be applied to a simplified Double Skin Façade (DSF) system. 

The capability of the method will be shown and examined in this particular context. 

The sound insulation properties of some selected DSF configurations will be 

parametrically studied. Meanwhile, Micro-Perforated Panels (MPP) will be used as a 

noise control device, to be integrated into the model. The established CTF framework 

allows the MPP to be modeled not only as a locally reacting sound absorption device 

but also as an individual sub-system that is coupled with its surrounding acoustic 

environment. By revealing the working mechanisms of the MPP, parametric studies 

are conducted for MPP as well to maximize its performance. As a more realistic 

configuration, an internal sound transmission model between two floors is studied. It 

is demonstrated that significant calculation efficiency improvements can be achieved 

by the proposed piecewise computational scheme, outperforming existing simulation 

tools widely used in building acoustics. 
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6.1 Theoretical Model 

 

This section presents the theoretical models of the system to be used later for 

investigation in this Chapter. The models are built under the general CTF framework 

detailed in previous Chapters. Either the piecewise or the full calculation schemes can 

be used according to practical needs, frequency ranges and efficiency requirements. 

As mentioned above, MPPs will be taken into account in the models. Therefore, their 

acoustic impedance will first be shown, so that it can be converted to condensed 

impedance and embedded into the CTF formula. 

 

6.1.1 Modeling on the Micro-Perforated Panel 

 

One of the most popular models to predict the performance of an MPP is given by 

Maa [167]. The acoustic impedance of the MPP, 𝑧𝑀𝑃𝑃, can be described by the hole 

diameter d, perforation ratio σ and panel thickness t, as: 

 𝑧𝑀𝑃𝑃 = 𝑟 + 𝑗𝜔𝑚,  6.1 

where 

 𝑟 =
32𝜂𝑡

𝜎𝜌0𝑐𝑑
2
𝑘𝑟, 𝑘𝑟 = [1 +

𝑘2

32
]

1/2

+
√2

32
𝑘
𝑑

𝑡
  6.2 

 𝜔𝑚 =
𝜔𝑡

𝜎𝑐
𝑘𝑚 , 𝑘𝑚 = 1 + [1 +

𝑘2

2
]

−1/2

+ 0.85
𝑑

𝑡
  6.3 

and 

 𝑘 = 𝑑√
𝜔𝜌0
4𝜂

,  6.4 

in which η is the air viscosity coefficient.  
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Traditionally, the MPP governed by Eq. 6.1 works together with a backing cavity, 

forming a so-called MPP absorber (MPPA). A separation structure within the backing 

cavity, like a honeycomb, could avoid the interactions among different holes so that 

the entire MPPA can be treated like a piece of locally reacting material. Basically, the 

backing cavity contributes no additional acoustic resistance to the MPPA and 

considering its relative acoustic reactance −cot⁡(𝜔𝐷/𝑐) where D is the depth of the 

backing cavity, the acoustic impedance of the MPPA is given by 

 𝑧𝑀𝑃𝑃𝐴 = 𝑟 + 𝑗[𝜔𝑚 − cot (
𝜔𝐷

𝑐
)],  6.5 

Equation 6.5 can be directly embedded into the CTF formulation to obtain the 

condensed velocity if the MPP is considered to be locally reacting.  

However, recent researches [159, 168, 169] show that, without a partitioned 

backing cavity, an MPP can no longer be treated as a locally reacting material but a 

structural/acoustic element coupled with the acoustic environment surrounding it. In 

that case, the velocity over the MPP surface is determined by the acoustic pressure 

distribution on the two sides, as 

 𝑢𝑀𝑃𝑃 =
𝑝1 − 𝑝2
𝜌0𝑐𝑧𝑀𝑃𝑃

.  6.6 

Then, 𝑢𝑀𝑃𝑃 can be decomposed to the CF coordinates so as to be substituted into the 

CTF formula. 

 

6.1.2 Modeling of DSF systems 

 

A typical configuration consisting of the single-layer DSF system is considered. 

Although 3D configuration is considered in the following analyses, a 2D projection is 

shown in Figure 6.1. MPPs are used either as a screen or a sound absorption wall. In 
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the latter case, when MPP is absent, corresponding surfaces become rigid walls. The 

DSF cavity and the room are connected through a ventilation opening. Several 

notations are annotated in Figure 6.1. The room is denoted as Cavity 3 (C3) and an 

MPP screen divides the DSF cavity into two sub-cavities: C1 and C2. When the MPP 

is absence, the DSF cavity is denoted as C1 only. The outer glass, inner glass, and 

ventilation opening are represented as interfaces 1, 2, and 3, respectively. The MPP 

screen and the locally reacting MPP wall are denoted as interfaces 4 and 5, 

respectively. 

 

Figure 6.1 Configuration of a single layer DSF system. 

For the CTF modeling, the condensed impedance or mobility can be separately 

obtained for the DSF cavity, room, and glasses, respectively. In what follows, 𝐘1 and 

𝐘2 are the condensed mobility of the outer glass and the inner glass, respectively. For 

the condensed impedance, taking 𝐙23𝐶3 as an example, the superscript C3 represents the 

DSF the room and the subscript 23 represents the prescribed velocity at interface 2 

and the pressure response at interface 3. Detailed expressions are given in the 
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Appendix. When the two MPP interfaces are absent, three force equilibrium equations 

can be written for the outer glass, the inner glass, and the ventilation opening, as 

 

(−𝐘1
−1 + 𝐙11

C1)𝐔1 + 𝐙21
C1𝐔2 + 𝐙31

C1𝐔3 = 𝐏e, 

𝐙12
C1𝐔1 − (𝐙22

C1 + 𝐙22
C2 − 𝐘2

−1)𝐔2 − (𝐙32
C1 + 𝐙32

C2)𝐔3 = 𝟎, 

𝐙13
C1𝐔1 − (𝐙23

C1 + 𝐙23
C2)𝐔2 − (𝐙33

C1 + 𝐙33
C2)𝐔3 = 𝟎 

 6.7 

where 𝐏𝑒  is the external pressure excitation, 𝐔1 , 𝐔2 , and 𝐔3  are the condensed 

velocity vectors of the outer glass, inner glass, and ventilation opening, respectively. 

Writing Eq. 6.7 into matrix form and inversing the impedance matrix, the condensed 

velocity vector can be solved as,  

[
 
 
 
 
𝐔1

𝐔2

𝐔3]
 
 
 
 

=

[
 
 
 
 
−𝐘1

−1 + 𝐙11
𝐶1 𝐙21

𝐶1 𝐙31
𝐶1

𝐙12
𝐶1 −𝐙22

𝐶1 − 𝐙22
𝐶2 − 𝐘2

−1 −𝐙32
𝐶1 − 𝐙32

𝐶2

𝐙13
𝐶1 −𝐙23

𝐶1 − 𝐙23
𝐶2 −𝐙33

𝐶1 − 𝐙33
𝐶2]
 
 
 
 
−1

[
 
 
 
 
𝐏𝑒

𝟎

𝟎 ]
 
 
 
 

.  6.8 

With two MPPAs taken into account, the governing equations of the whole system are 

given by, 

(−𝐘1
−1 + 𝐙11

𝐶1)𝐔1 + 𝐙41
𝐶1𝐔4 = 𝐏𝑒, 

−(𝐙22
𝐶2 + 𝐙22

𝐶3 − 𝐘2
−1)𝐔2 − (𝐙32

𝐶2 + 𝐙32
𝐶3)𝐔3 + 𝐙42

𝐶2𝐔4 + 𝐙52
𝐶3𝐔5 = 𝟎 

−(𝐙23
𝐶2 + 𝐙23

𝐶3)𝐔2 − (𝐙33
𝐶2 + 𝐙33

𝐶3)𝐔3 + 𝐙43
𝐶2𝐔4 + 𝐙53

𝐶3𝐔5 = 𝟎, 

𝐙14
𝐶1𝐔1 + 𝐙24

𝐶2𝐔2 + 𝐙34
𝐶2𝐔3 + (𝐙44

𝐶1 + 𝐙44
𝐶2 + 𝐙𝑀𝑃𝑃)𝐔4 = 𝟎 

𝐙25
𝐶3𝐔2 + 𝐙35

𝐶3𝐔3 − (𝐙55
𝐶3 + 𝐙𝑀𝑃𝑃𝐴)𝐔5 = 𝟎 

 6.9 

in which 𝐙𝑀𝑃𝑃 and 𝐙𝑀𝑃𝑃𝐴 are the condensed impedance matrix of the fully coupled 

MPP and the locally reacting MPP, respectively. The condensed velocity of the system 

with MPP can be solved as 
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[
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where 𝐼𝑀𝑃𝑃−1  is written as 
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. 

 

6.2 Numerical Analyses 

 

In this section, numerical results are presented and analyzed in terms of system 

response, sound insulation, energy transmission, and MPP effects. Then, similar 

analyses will be conducted for a DSF system with two floors. The acoustic properties 

of the system without MPP is studied first. 

Dimensions of the system are shown in Figure 6.1. The length in the x-direction is 

2.5m. The two glasses are assumed to be simply supported. The thickness of the outer 

glass and the inner glass are 18mm and 12mm, respectively. All boundaries are 

assumed to be acoustically rigid. The outer glass is subject to a diffused incident 

acoustic wave excitation as 

 𝑝𝑑 =
1

2𝜋
∫ ∫ 𝑝𝑒𝑑𝜃1

𝜋
2

0

𝑑𝜃2

2𝜋

0

 6.11  
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6.2.1 System Response Predictions 

 

The acoustic response in the system is first studied. Three sets of the result are 

presented in Figure 6.2. The SPL prediction results from the CTF model at a randomly 

selected point (0.6, 1.7, 2.4)m are shown in Figure 6.2a. The location is referred to as 

the local coordinate of the room. Recall that the mid-frequency is considered 

beginning at the modal overlap factor M=1, which is approximately 218Hz for the 

present room sub-system. Thus, the low-frequency result is obtained from the full CTF 

calculation. After entering the mid-frequency range, the piecewise scheme is used. 

The piecewise computational scheme is implemented within six one-third octave 

bands centered at 250Hz, 315Hz, 400Hz, 500Hz, 630Hz, and 800Hz, respectively. 

Similar treatment will be followed throughout this Chapter. Due to the inherent 

limitation of the FEM in terms of frequency outreach, only the low-frequency results 

can be validated against the FEM results, as shown in Figure 6.2a. It can be seen that 

all the resonance peaks are well predicted despite some inconsistencies at the anti-

resonance frequencies and the level of some resonance peaks. The sound pressure 

level is integrated within one-third octave bands for reference, as shown in Figure 6.2b. 

Figure 6.2c plots the SPL distribution over the surface x = 0.6m at 400Hz. It can be 

seen that the acoustic field, as well as the contour lines, can be obtained, which allows 

further analyses and sound field optimizations. It is worth noticing that the information 

in Figure 6.2a and c can hardly be obtained when the room is modeled with the SEA.  
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(a) 

 

(b) 
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(c) 

Figure 6.2 Acoustic response within the room structure: (a) SPL at a randomly selected 

receiving point (0.6, 1.7, 2.4) m, compared with the FEM results within the low-

frequency range. (b) Equivalent sound pressure level inside the room within one-third 

octave bands. (c) SPL field map at a randomly cut surface x = 0.6 m, 400Hz. 

The vibration responses of the two glasses are shown in Figure 6.3. Figure 6.3a 

shows the averaged square velocity 𝑈̂𝑠 of the glasses. Thanks to the orthogonality of 

the complex exponential functions used, this can be obtained as: 

 𝑈̂𝑠 =
1

𝑆
∑|𝐔𝛼|

2

𝑛

 6.12 

where S is the area of the glass and 𝛼 corresponds to the interface index of the glass 

shown in Figure 6.1. 

It can be seen that the velocity difference between the two glasses is relatively small 

in the very low-frequency range since in this range the acoustic wavelength is much 

larger than the depth of the DSF cavity. In the mid-to-high frequency range, the 

velocity amplitude of the outer glass becomes larger than that of the inner glass. The 
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total energy of the two glasses, obtained from the summation of the potential energy 

and the kinetic energy, are integrated within one-third octave bands and shown in 

Figure 6.3b. It can be found the vibration energy of the outer glass is generally of a 

few orders of magnitude higher than that of the inner glass. 

 

 

(a) 

 

(b) 
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Figure 6.3 CTF predictions on the vibration response of two glass panels: (a) Squared 

velocity integrated over the glass surface with respect to frequency; (b) Total energy 

level (J) of the glass integrated within one-third octave frequency bands. 

 

6.2.2 Sound Insulation 

 

The SRI for the present configuration can be defined as:  

 𝑆𝑅𝐼 = 10log10

1
𝑆 ∫

𝑃𝑒2𝑑𝑆

1
𝑉 ∫𝑝

2𝑑𝑉
.  6.13 

where S is the area of the outer glass and V is the volume of the room. Then, the SRI 

is calculated for two sets of glass damping ratio, 1%, and 10%, and shown in Figure 

6.4a. It can be observed that generally an approximate 30dB sound reduction can be 

achieved by the present DSF structure except for the first few resonance frequencies 

of the outer glass, at which frequencies the SRIs are negative. A significant reduction 

in the SRI can be observed in Figure 6.4a at approximate 650Hz, which is the critical 

frequency of the outer glass. The critical frequency of the inner glass is beyond the 

current calculation frequency range. Within the mid-to-high frequency range, the 

panel with a 10% damping ratio introduces approximately 10dB general increase in 

the SRI compared with the 1% damping ratio case.  
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Figure 6.4 SRI prediction results for the simplified DSF system. 

To further analyze the sound power transmitted into the room, the sound power 

transmitted through two different paths, i.e. ventilation opening and the inner glass, 

are compared. The transmitted sound power level 𝐿𝑤 is obtained by integrating the 

sound intensity over the ventilation opening and the inner glass, respectively, 

 𝐿𝑤 = 10 log10
∫|𝐼𝑧|𝑑𝑆

10−12
.  6.14 

where 𝐼𝑧 is the z-direction component of the sound intensity and S is the area of either 

the inner glass or the ventilation opening. Because the sound power level 𝐿𝑤  is 

generally positive, we use 𝐿𝑤 to represent the power going into the room (positive 𝐼𝑧) 

and −𝐿𝑤 to represent the power out of the room (negative 𝐼𝑧). Figure 6.5a shows the 

power transmitted via the inner glass. Notice that the frequency in the x-axis is in log 

scale. The upper half of the figure (y>0) shows the frequencies at which the power 

flows into the room while the lower half (y<0) presents that out of the room. It can be 

seen that at some frequencies the power flows out of the room into the inner glass, 
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which can be attributed to the resonant effect of the glass. However, the power 

generally flows into the room via the ventilation opening except for a few low-

frequency bands, as shown in Figure 6.5b. The total power transmitted into the room 

can be obtained by setting S in Eq. 6.14 as the summation of the glass and the 

ventilation opening, which is shown in Figure 6.5c. 

 

 

(a) 

 

(b) 
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(c) 

Figure 6.5 Transmitted power into the room from: (a) Inner glass; (b) Ventilation 

opening; (c) Inner glass plus ventilation opening. 

From the above analyses, it can be confirmed that the power transmitted via the 

ventilation opening is more than that via the inner glass. Therefore, the transmissibility 

of the ventilation opening is further analyzed here, with respect to its size in the y-

direction. Notice that the total height of the inner glass and the opening remains the 

same. Figure 6.6a and b present the SRI with respect to different opening sizes at 500 

and 600Hz, respectively. It can be observed that when the ventilation opening size 𝐿𝑜 

is larger than the half wavelength of acoustic waves, the corresponding SRI fluctuates 

depending on the complex modal interaction between the DSF cavity and the room in 

the mid-to-high frequency range. When 𝐿𝑜  becomes smaller than the half acoustic 

wavelength, the SRI exhibits obvious increase owing to the vanishing higher-order 

waves along the y-direction. Therefore, noise transmission through the opening starts 

to be dominant, as compared with its counterpart through the inner glass, when 

frequency increases up to a certain level.  
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(a) 

 

(b) 

Figure 6.6 The influence of the opening size on the SRI at: (a) 500Hz; (b) 630Hz. 

 

6.2.3 Analyses on the Micro-Perforated Panel 

 

This section discusses the control performance and the location optimization of the 

MPP. According to the above analyses, efforts should be made at the frequencies 
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where the half acoustic wavelength is smaller than 𝐿0, which is 212Hz for the present 

configuration. The parameters of the selected MPP are listed in Table 6.1.  

 

Table 6.1 Parameters of the micro-perforated panel 

Parameters Hole 
diameter 

Panel 
thickness 

Perforation 
ratio Depth of backing cavity 

Value (Unit) 0.1 (mm) 0.1 (mm) 1% 0.1 (m) 

 

For the locally reacting MPP, the absorption coefficient can be obtained by simply 

substituting the parameter in Table 6.1 into Eq. 6.5. For the MPP screen mounted 

within the DSF cavity, the absorption equation is not suitable anymore due to the 

existence of the ventilation opening. However, although it may not be reliable, the 

absorption coefficient of the fully coupled MPP can still be obtained for reference, by 

approximating the backing DSF cavity C2 as the cavity depth D in Eq. 6.5. The two 

absorption curves are shown in Figure 6.7. It can be seen the effective bandwidth of 

the two MPPs almost covers all the concerned frequencies. 

 

 

Figure 6.7 Absorption coefficient of the two MPP arrangements. 
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6.2.3.1 Performance Discussions 

 

Figure 6.8a and b show the SPL response at a randomly selected point (0.6, 1.7, 

2.4)m and the sound pressure integrated within the whole room, respectively. The 

results in Figure 6.8 include four different MPP arrangements, which are without MPP, 

with locally reacting MPP, with a fully coupled MPP screen, and with both. It can be 

observed that the SPL within the room is significantly reduced within the effective 

working bandwidth of the MPP. Obviously, using simultaneously the locally reacting 

MPP and the fully coupled MPP screen lead to the best noise reduction performance 

among the four cases. However, if only one MPP type is considered, it can be found 

that at low frequencies the performances of the two MPP arrangements are similar 

while at relatively high frequencies that of the locally reacting MPP is better, which is 

consistent with the evaluations from the absorption curve in Figure 6.7.  

 

(a) 
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(b) 

Figure 6.8 Performance of different MPP arrangements within the DSF system: (a) At 

a single point (0.6, 1.7, 2.4) m; (b) Total acoustic pressure within the room. 

The influence of the locally reacting MPP on the sound pressure distribution within 

the room is analyzed. Figure 6.9a and b give the SPL distribution over a cut surface 

located at x = 0.6m, without and with the locally reacting MPP, respectively. To better 

compare the SPL difference, the two figures use the same color scale. It can be 

observed that the deployment of the MPP not only suppresses the SPL within the room 

but also change the whole sound pressure distribution, which can be confirmed by 

comparing the contour lines. Figure 6.9c shows the sound intensity distribution over 

the cut surface. It can be seen that the sound power indeed flows into the MPP surface, 

which illustrates the sound absorption capability of MPP. One also notices the 

absorption power of MPP is obviously much larger when it is close to the opening, 

consistent with one’s intuition. This point is quantitatively studied in the next section. 
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(a) 

 

(b) 
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(c) 

Figure 6.9 Mapping at the cut surface x = 0.6m, 530Hz: (a) SPL without MPPA; (b) 

SPL with locally reactance MPP over the ceiling; (c) Sound intensity within the room 

when locally reactance MPP is mounted. 

 

Then, a similar comparison is made by considering both the locally reacting MPP 

and the fully coupled MPP screen. Different from the locally reacting MPP, the fully 

coupled MPP interacts with its surrounded acoustic environment and works when a 

pressure difference exists across the MPP. Figure 6.10 shows the performance of the 

fully coupled MPP screen at 400Hz. It can be observed that considerable SPL 

reduction can be further obtained on the basis of the existence of the locally reacting 

MPP. According to the equivalent absorption coefficient in Figure 6.7, the 

performance of the fully coupled MPP screen should have been poor at 400Hz. 

However, due to the interaction with the surrounding environment, the performance 

of the MPP screen cannot be simply evaluated from the absorption coefficient itself. 
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An evident pressure difference can be seen on the two sides of the MPP from y = 1m 

to y = 2m, which indicates the working mechanism of the fully coupled MPP screen.  

 

(a) 

 

(b) 

Figure 6.10 Mapping at the cut surface x = 0.6m, 329Hz: (a) SPL with locally 

reactance MPP; (b) SPL with locally reactance MPP and fully coupled MPP. 
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As a final remark, the SPL integrated within one-third octave bands of the four 

cases are shown in Figure 6.11. It is worth noticing that, for example within the 125Hz 

band, no SPL reduction is observed when only the fully coupled MPP screen is used. 

However, after the sound field is rebuilt by the locally reacting MPP, the fully coupled 

MPP could bring an extra suppression to the SPL. This implies the great design and 

optimization space offered by the MPP screen. Nevertheless, this needs to be 

conducted case by case and no generalized conclusions can be drawn here. 

 

Figure 6.11 SPL within the room, integrated within one-third octave bands. 

 

6.2.3.2 Arrangement Optimizations 

 

To optimize the MPP arrangements, sound power absorption efficiency has to be 

evaluated first. For the locally reacting MPP, the absorption power is given by 
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integrating 𝐼𝑦 over the MPP surface. For the fully coupled MPP, the absorption power 

can be calculated as 

 𝐿𝑤𝑀𝑃𝑃 = ∫(𝑝1 − 𝑝2)𝑢𝑀𝑃𝑃𝑑𝑆.  6.15 

Furthermore, for the MPP screen, an equivalent absorption coefficient can be defined 

as 

 𝛼𝑒𝑞 = ∫
𝐼𝑧1 − 𝐼𝑧2
𝐼𝑧1

𝑑𝑆,  6.16 

where 𝐼𝑧1 and 𝐼𝑧2 are the z-component of the sound intensity on the input side and the 

output side of the fully coupled MPP, respectively. The calculated 𝛼𝑒𝑞 , with and 

without the locally reacting MPP, are shown in Figure 6.12. It can be found that the 

absorption coefficient is higher in the low-frequency range, which is beyond the 

predicted working bandwidth of the MPP shown in Figure 6.7. This shows that the 

complex acoustic field, to which the MPP screen is exposed, creates a favorable 

working environment for MPP, thus promoting its in-situ sound absorption, which 

cannot be predicted by conventional sound absorption formula. This again confirms 

the effectiveness and design necessity of the MPP arrangement, with the aid of 

effective simulation tools like the one we developed. 
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Figure 6.12 Equivalent absorption ratio of the fully coupled MPP screen. 

For the current single layer insulation problems, attention should also be paid to the 

optimization of the locally reacting MPP. Because in practice, the available area over 

the ceiling is usually very limited. According to the sound intensity mapping in Figure 

6.9c, mounting the MPP close to the ventilation opening seems to be a better choice. 

Therefore, the absorption efficiency along the z-direction is assessed by integrating 

the sound intensity 𝐼𝑦 as 

 𝐿𝑤𝑥 = ∫ 𝐼𝑦𝑑𝑥
𝐿𝑥

0

⁡(W m⁄ ).  6.17 

To better reflect the general performance, 𝐿𝑤𝑧 is further integrated within four one-

third octave frequency bands where the MPP absorption coefficient α is larger than 

0.8. The results are shown in Figure 6.13. It can be seen that the absorption efficiency 

reaches a maximum at the opening and drops fast along with the distance in the depth 

direction of the room. The curves bounce back a little at the end of the room due to 

the intensification effect of the sound pressure [170]. Therefore, the MPP should better 

be mounted close to either the ventilation opening or the side walls.    
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Figure 6.13 Absorption power efficiency of the locally reacting MPP along the depth 

direction (z-direction). 

When MPPs of different working bandwidths are needed, the same analyses as in 

Figure 6.13 are conducted for MPPs of different parameters, of which the absorption 

coefficients are shown in Figure 6.14. The parameters of the other two MPPs are set 

to cover lower frequency ranges. 𝐿𝑤𝑧 for the selected MPPs are shown in Figure 6.15. 

Similar curve tendencies can be observed for the two different MPPs in Figure 6.15a 

and b, although the amplitude of the absorption power differs significantly. 
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Figure 6.14 Parameters and the absorption coefficient of the selected MPP. 

 

 

(a) 
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(b) 

Figure 6.15 Absorption power efficiency of the locally reactance MPP along the depth 

direction (z-direction): (a) MPP 1; (b) MPP 2. 

 

However, it is unrealistic to mount all MPPs close to the ventilation opening. To 

assess the influence of the location on the performance of different MPPs, the 

absorption power is integrated within all working bandwidth (α>0.8) and normalized 

with respect to the maximum value of each. The results are shown in Figure 6.16. It 

can be found that the absorption power, also can be noted as control efficiency, of the 

MPP with a higher working efficiency drops faster as the mounting distance becomes 

larger to the opening. This conclusion indicates that the MPPs of higher working 

frequencies should be mounted closer to the opening when the total available area is 

limited. 
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Figure 6.16 Normalized absorption power efficiency of the locally reacting MPP along 

the depth direction (z-direction). 

 

6.2.4 Sound Transmissions between different floors 

 

In this section, numerical analyses are conducted for a double floor configuration 

as shown in Figure 6.17, of which the height is twice that of the single floor DSF 

system in Figure 6.1. Other dimensions in x-axis and z-axis remain the same. The only 

sound transmission path between the two floors is the DSF cavity in this case. A sound 

source of 0.1𝑚3/𝑠 volume velocity is located at (0.6, 1.6, 2)m of the lower floor and 

a receiver is at (0.3, 1,7, 2)m of the upper floor. Because the following results only 

serve for the exhibition of computational capability in a more complex system, 

attentions are only focused on the sound field predictions. The notations in Figure 6.17 

is for writing the CTF equations of the double floor configuration, which are presented 

in the Appendix. 
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Figure 6.17 Sound transmission through the DSF cavity: double floor configuration. 

The calculated SPL at the receiving point and volume integrated SPL are shown in 

Figure 6.18a and b, respectively. It can be observed that an approximately 20dB SPL 

reduction can be achieved in the effective working frequencies of the MPP. 

Comparing with the single floor case, one finds that the MPP has a better performance 

in reducing the airborne noise than dealing with the structure-borne noise. 
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(a) 

 

(b) 

Figure 6.18 SPL predictions in double floor configuration: (a) At point (0.3, 1,7, 2)m 

of the upper room; (b) Volume integrated within the upper room. 
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Figure 6.19 compares the difference in SPL distribution with and without MPP 

arrangements. It can be observed that the MPP can significantly reduce the received 

SPL on the upper floor. In Figure 6.19b, the effectiveness of the fully coupled MPP 

screen can be confirmed by comparing the pressure difference on its two sides. 

 

 

(a) 
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(b) 

Figure 6.19 SPL field and contours at 400Hz: (a) Room only; (b) With locally reacting 

and fully coupled MPP. 

 

6.2.5 Efficiency Comparisons 

 

 As a final remark, the calculation efficiency improvement by the piecewise scheme 

compared with the full calculation is summarized in Table 6.2. 2D modeling is also 

listed for reference because it is a common simplification in building acoustics.  It can 

be seen the piecewise scheme can significantly reduce the element number of the 

assembled condensed impedance matrix. The higher the frequency band concerned is, 

the more evident the improvement is.  
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Table 6.2 Calculation efficiency comparisons between the piecewise scheme and the 

full calculation 

Matrix Size 
Reduction (%) 

Center Frequency (Hz) 

315 400 500 630 800 1000 

2D Simplified - 39.5 49.0 56.4 61.6 68.5 

Single Floor 21.8 31.3 40.7 44 48.2 50 

Single Floor 
MPP 27.8 34.5 39.1 43.6 45.8 49.1 

Double Floor 22.5 33.2 42.2 45.1 49.6 50.4 

Double Floor 
MPP 26.6 34.8 41.1 44.7 46.9 49.2 

 

 

6.3 Summary 

 

In this chapter, a simplified DSF system is thoroughly studied using the proposed 

simulation method in terms of frequency responses, sound insulation performance, 

energy transmission path, and the noise mitigation performance as well as the 

underlying physical mechanism using MPPs. It is shown that the proposed modeling 

methodology allows a fine and detailed description of this type of complex vibro-

acoustic system with relatively complex dynamics and a large dimension in the entire 

frequency range including the mid-to-high one. 

The parametric study shows that the sound insulation capability of the DSF system 

is highly dependent on the size of the ventilation opening. For the single-layer DSF 

sound insulation problem, the ventilation opening dominates the sound power 

transmission process in a relatively high-frequency range. The SRI significantly 
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increases in the low-frequency range when the size of the ventilation opening becomes 

smaller than the half acoustic wavelength.  

It is found that the MPP could effectively reduce the SPL within the room. By 

analyzing the energy absorption efficiency of the MPP with different parameters, 

arrangement suggestions are given to achieve better noise control performance for a 

given problem. The MPPs of higher working bandwidth should be mounted closer to 

the opening when the total available area is limited. 

It is concluded that the piecewise scheme is less computation-intensive and 

demanding in terms of computation capability and calculation time than the full CTF 

calculation. The later can be regarded as among the traditional sub-structure or 

interface model reduction methods.  
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7             CHAPTER 7 Conclusions and Future Works 

 

This thesis proposed a CTF approach for the vibro-acoustic system modeling, based 

on which a piecewise computational scheme was developed to increase the mid-to-

high frequency modeling efficiency. This chapter highlights the major work that has 

been accomplished and the main contributions and conclusions obtained from the 

analyses. Finally, recommendations on the possible improvement of the method and 

future works are presented. 

 

7.1 Summary  

 

In Chapter 2, two benchmark solutions for a plate-cavity system, modal method, 

and wave method are revisited. The controversy and skepticisms surrounding the 

velocity continuity problem of the modal method were clarified. It is shown that the 

modal-based decomposition method allows correct prediction of both the acoustic 

pressure and the acoustic velocity inside an acoustic cavity covered by a flexural 

structure upon using appropriate series truncation criterion. The acoustic pressure 

prediction using modal method can be sufficiently accurate, throughout the cavity 

including vibrating interface as long as a sufficient number of cavity modes 

(prescribed by the pressure convergence criterion) are used, in agreement with the 

common understanding reported in the literature. The conventionally used pressure 

criterion, however, cannot guaranty the velocity prediction accuracy, especially when 

the calculation point is close to the vibrating structure, due to the inherent properties 

of the modal shape functions. Nevertheless, numerical studies reveal an oscillating 
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convergence pattern of the acoustic particle velocity with the increase of the 

decomposition terms in the cavity depth direction. More specifically, for a given 

calculation point, the calculated particle velocity using modal approach first 

monotonously approaches to the exact value with a relatively small but increasing 

number of terms, overshoots and then converges to the exact solution in an oscillating 

manner, starting roughly from the generalized mode number G = 1. For a given 

distance from the vibrating plate, the modal series in the cavity depth direction should 

be truncated up to G = 1.5, 2.5, 3.5… etc. Explained using the series decomposition 

theories and verified in both 1D and 3D configurations, the proposed velocity 

truncation criterion requires the use of all these lower-order modes in the cavity depth 

direction, whose 3/4 wavelengths are larger than the distance between the calculation 

point and the vibrating plate, to ensure a good prediction accuracy for the particle 

velocity. Therefore, when both the pressure criterion and the proposed velocity 

convergence rule are satisfied, a fast convergence of the particle velocity can be 

achieved. 

 

Chapter 3 presents the basic theory behind the CTF method. A benchmark model 

consisting of a plate-cavity system is used to illustrate the approach. The rightness of 

the model is validated through comparisons with the modal solutions. Three types of 

function are tested as the condensation functions (CFs), which are gate functions, 

complex exponential functions, and Chebyshev polynomials, respectively. The 

convergence conditions of the three types of function are revealed. It is concluded that 

the method can effectively predict the system response, either in a point by point 

manner or in terms of the total energy level of the whole system. 
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Based on the theoretical CTF framework, Chapter 4 reveals a piecewise 

convergence behavior of the complex exponential functions, enabling a model 

reduction for the mid-to-high frequency simulations. This unique property of the 

complex exponential functions is attributed to their wavy feature and spatial matching 

with the dynamics of the physical system. Based on that, a series selection criterion 

for the complex exponential CFs is proposed to further increase the calculation 

efficiency. Given a targeted frequency band [𝑓𝑙, 𝑓ℎ], all complex exponential CFs 𝜑𝑝𝑞 

with their wavelengths 𝜆𝑐,𝑝𝑞  delimited by 𝛼𝜆ℎ < 𝜆𝑐,𝑝𝑞 < ⁡𝛽𝜆𝑙  are kept to form a 

subset, to be used in the calculation. It has been shown that using 𝛼=1 and 𝛽=1.5 can 

guarantee an acceptable prediction accuracy in most of the analyzed cases. Calculation 

errors might be larger in some frequency bands but still within the tolerance level 

typically required for mid-to-high frequency modeling. The most significant 

advantage of the proposed criterion is that it allows accurate modeling of the system 

in a piecewise manner in terms of frequency bands with a much-reduced model and at 

a reduced calculation cost. 

 

Chapter 5 extends the application range of the piecewise computational scheme to 

strong coupling cases. The coupling strength is defined by examining the acoustic 

response differences over the coupling interface before and after the attached sub-

system is added. A coupling strength factor  is proposed to quantify the coupling 

strength in the context of a multi-degree freedom system and mid-to-high frequency 

range. It is found that the proposed coupling strength factor  can well reflect the 

variation trends of the coupling strength between two coupled sub-systems, as 

reflected by the acoustic response differences over the coupling interface. Factors 

which affect the coupling strength between two acoustic sub-cavities are volume ratio, 
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interface modal matching level, and the frequency. Similar quantification can also be 

achieved for structural-acoustic coupled systems. By comparing the value of , the 

coupling strength of the cavity-cavity system is shown to be generally much stronger 

than that of the plate-cavity system. On the other hand, the piecewise computational 

scheme is shown to be effective and accurate enough in the modeling of a strongly 

coupled acoustic cavity. Without losing the efficiency and compromising its accuracy, 

the proposed scheme allows a detailed sound field description. The computational 

error is found to be increased when the coupling strength becomes stronger, which, 

nevertheless, is still within the normal tolerance level in terms of the mid-to-high 

frequency modeling. For a given system and a prescribed frequency band, the 

computational error of the piecewise computational scheme can be approximately 

evaluated from . If the error is over what is expected, one can consider a larger  

when truncating the CF series. Experimental validations are conducted in a strongly 

coupled acoustic cavity for both full CTF calculation and the piecewise computational 

scheme. 

 

The established piecewise computational scheme is then applied to a simplified 

DSF system, as a practical application. The system is thoroughly studied using the 

proposed simulation method in terms of frequency responses, sound insulation 

performance, energy transmission path, and the noise mitigation performance as well 

as the physical mechanism using MPPs. It is shown that the proposed modeling 

method allows a fine and detailed description of this complex vibro-acoustic system 

with relatively complex dynamics and a large dimension in the entire frequency range 

including the mid-to-high one. For the single-layer DSF sound insulation problem, it 

is found that the transmitted power through the ventilation opening is more than that 
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through the inner glass. For a given configuration, the SRI is relatively high at low-

frequency range when the half acoustic wavelength is larger than the size of the 

ventilation opening, which can be attributed to the absence of the higher-order waves. 

For higher frequencies, the half acoustic wavelength is smaller than the size of the 

ventilation opening. The SRI is relatively small and fluctuates due to the complex 

interactions between the room and the DSF cavity. It is found that the MPP could 

considerably reduce the SPL within the room. By analyzing the energy absorption 

efficiency of the MPP with different parameters, arrangement suggestions are given 

to achieve better noise control performance for a given problem. Finally, the 

computational efficiency of the piecewise computational scheme is shown. It is 

concluded that the piecewise scheme is less computation-intensive and demanding in 

terms of computation capability and calculation time than the full CTF calculation. 

The later can be regarded as among the traditional sub-structure or interface model 

reduction methods.  

 

7.2 Main Conclusions 

 

Main conclusions are summarized as follows. 

• For the benchmark Plate-cavity problem, the acoustic pressure prediction 

using modal method can be sufficiently accurate, throughout the cavity 

including vibrating interface as long as a sufficient number of cavity modes 

are used. Using all these lower-order modes in the cavity depth direction, 

whose 3/4 wavelengths are larger than the distance between the calculation 

point and the vibrating plate, can ensure a good prediction accuracy for the 

acoustic particle velocity. 
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• The proposed CTF modeling approach allows the use of condensation 

functions, which can be either discrete functions of continuous functions. The 

proposed CTF method can effectively predict the system response, either in a 

point by point manner or in terms of the total energy level of the whole system. 

Impedance, mobility and the interface velocity can be properly described with 

only a few dominated terms if the selected function shape could match the 

interface deformation of the two coupled sub-systems. 

 

• As a further improvement of the CTF approach for the mid-to-high frequency 

modeling, a piecewise computational scheme is proposed based on complex 

exponential functions, which allows a good balance between the 

computational efficiency and accuracy. To deal with systems with a various 

degree of coupling strength, a coupling strength factor is defined to quantify 

the coupling strength between two multi-degree-of-freedom sub-systems in the 

mid-to-high frequency context. The piecewise computational scheme is then 

shown to be effective and applicable to systems with increasing coupling 

strength. The computational error is found to increase when the coupling 

strength becomes stronger, which, nevertheless, is still within the normal 

tolerance level in terms of the mid-to-high frequency modeling. 

 

• The piecewise scheme is shown to be effective in dealing with complex 

coupled systems, exemplified by a simplified DSF structure. For a typical DSF 

configuration, the partial ventilation opening is found be to the main path for 

sound transmission. The transmissibility through it significantly increases 
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when its size becomes larger than the half acoustic wavelength. As a typical 

noise mitigation measure, locally reacting MPP and fully coupled MPPA are 

shown to be effective for room noise control. In particular, MPP should be 

mounted as closely as possible to the opening, for the targeted higher 

frequency range. 

 

7.3 Recommendations and Future Works 

 

This thesis proposed a mid-to-high frequency method. The completed works 

mainly focus on how to select and truncate the interface condensation functions in a 

given system and frequency band, in order to increase the computational efficiency 

while preserving the wealth of the information that can be provided. However, there 

are two major challenges faced at present in terms of the condensation functions. 

Firstly, most numerical analyses and the experimental validations are conducted based 

on rectangular sub-systems and idealized boundaries. Practical structures usually have 

irregular shapes and complex boundary conditions. Although theoretically the 

proposed piecewise computational scheme can be extended to spherical or cylindrical 

coordinate following the same procedure, there are still some cases where the 

coordinate separation might be extremely difficult. The selected condensation 

functions should be improved to adapt to the system accordingly. 

The other challenge arises in dealing with the systems where the interface 

deformation wavelengths are not uniform. Typical examples include a stiffened plate 

or a tapered plate. In these cases, the complex exponential functions may not be able 

to match the interface wavy feature anymore. Although there are a large number of 



161 
 

works focusing on the modeling of such plates, how to adopt these models to the 

present method is still pending to be studied.   

The uncertainty in the system within the mid-to-high frequency range could be 

another concern which warrants future studies. As reviewed in Chapter 1, short-

wavelength sub-systems are more sensitive to the small imperfections and 

manufacturing error when frequency increases. All these inevitable elements, which 

are also difficult, if not impossible, to quantify, are among the so-called uncertainty 

parameters. 

Two other types of uncertainties that are commonly accepted are classified as 

parametric and non-parametric uncertainties, respectively. For the parametric 

uncertainties, they can be described by the probability distribution functions. In light 

of the uncertainty propagation theory, it is reasonable to surmise that the influence 

caused by the uncertainty can be captured by the complex exponential functions based 

on the analyses conducted in this thesis. As for the non-parametric uncertainties, it is 

more challenging to include them in the piecewise computational framework. Gate 

functions are one possible choice to tackle the problem. As stated in Chapter 3, the 

condensed impedance of the gate functions can be obtained from either a theoretical 

model or an experimental test. Considering a coupled system in which one sub-system 

is deterministic and the other is uncertain. FEM or modal methods can be used to 

obtain the condensed impedance matrix over the interface of the deterministic sub-

system. For the uncertain sub-system, experimental measurements can be conducted 

gate by gate. The measurement points should follow the half-wavelength principle. 

The uncertainties which cannot be captured by such measurement can be considered 

as negligible. 

  



162 
 

8                                            Appendix 

A.1 Integral Results 

 

The integration between the complex exponential functions and the system modes 

are given here. Because the integral in x and y directions are symmetrical, only the 

integral in the y direction is shown.  

 

A.1.1 Integral of a Plate 

 

For a simply supported rectangular plate, the integral is written as 

 ∫ sin⁡(
𝑚𝑦𝜋𝑦

𝐿𝑦
)exp⁡(𝑗

𝑠𝜋𝑦

𝐿𝑦
)𝑑𝑦

𝐿𝑦

0

. A.1  

The output depends on the value of 𝑚𝑦 and r. The possible results are listed below: 

• When 𝑠 = 0, ∫ sin⁡(
𝑚𝑦𝜋𝑦

𝐿𝑦
)exp⁡(𝑗

𝑠𝜋𝑦

𝐿𝑦
)𝑑𝑦

𝐿𝑦
0

=
𝐿𝑦

𝑚𝑦𝜋
[1 − (−1)𝑚𝑦]. 

• When 𝑠 = 𝑚𝑦, ∫ sin⁡(
𝑚𝑦𝜋𝑦

𝐿𝑦
)exp⁡(𝑗

𝑠𝜋𝑦

𝐿𝑦
)𝑑𝑦

𝐿𝑦
0

=
𝑗𝐿𝑦

2
. 

• When 𝑠 = −𝑚𝑦, ∫ sin⁡(
𝑚𝑦𝜋𝑦

𝐿𝑦
)exp⁡(𝑗

𝑠𝜋𝑦

𝐿𝑦
)𝑑𝑦

𝐿𝑦
0

= −
𝑗𝐿𝑦

2
 

• Otherwise, the integral is given by 

∫ sin⁡(
𝑚𝑦𝜋𝑦

𝐿𝑦
)cos(

𝑠𝜋𝑦

𝐿𝑦
)𝑑𝑦

𝐿𝑦
0

=
1

2𝜋
[

−𝐿𝑦

(𝑚𝑦+𝑠)
∗ [(−1)𝑚𝑦+𝑠 − 1] +

𝐿𝑦

(𝑚𝑦−𝑠)
[(−1)𝑚𝑦−𝑠 −

1]. 
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A.1.1 Integral of a Cavity 

 

For an acoustic cavity, the results are a bit more complex. Taking the y-direction of 

the ventilation opening in Chapter 6 as an example, the configuration along the y-axis 

is shown in Figure A.1. Notice the opening can be any sub-section on the y-axis.  

 

 

Figure A.1 Illustration on the acoustic mode and the complex exponential function. 

 

Then, the integral is written as: 

 ∫ cos⁡(
𝑛𝑦𝜋𝑦

𝐿𝑦
)exp⁡[𝑗

𝑠𝜋(𝑦 − 𝐿𝑠)

𝐿𝑜
]𝑑𝑦

𝐿𝑠+𝐿𝑜

𝐿𝑠

. A.2  

The output depends on the value of 𝑛𝑦, s, 𝐿𝑦, and 𝐿𝑜. The possible results are listed 

below: 

• When 𝑛𝑦 = 𝑟 = 0, ∫ cos⁡(
𝑛𝑦𝜋𝑦

𝐿𝑦
)exp⁡[𝑗

𝑠𝜋(𝑦−𝐿𝑠)

𝐿𝑜
]𝑑𝑦

𝐿𝑠+𝐿𝑜
𝐿𝑠

= 𝐿𝑜. 

• When 𝑠𝐿𝑦 = 𝑛𝑦𝐿𝑜, the real part is given by 

∫ cos⁡(
𝑛𝑦𝜋𝑦

𝐿𝑦
)cos[

𝑠𝜋(𝑦−𝐿𝑠)

𝐿𝑜
]𝑑𝑦

𝐿𝑠+𝐿𝑜
𝐿𝑠

=
1

2
𝑦 cos (

𝑛𝑦𝜋𝐿𝑠

𝐿𝑦
) −

𝐿𝑦

4𝑛𝑦𝜋
[sin (

𝑛𝑦𝜋

𝐿𝑦
(𝐿𝑠 −

2𝑦))]|
𝐿𝑠

𝐿𝑠+𝐿𝑜

=
1

2
𝐿𝑜 cos (

𝑛𝑦𝜋𝐿𝑠

𝐿𝑦
) +

𝐿𝑦

4𝑛𝑦𝜋
[sin (

𝑛𝑦𝜋

𝐿𝑦
(𝐿𝑠 + 2𝐿𝑜)) − sin (

𝑛𝑦𝜋𝐿𝑠

𝐿𝑦
)], 

and the imaginary part is given by 
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∫ cos⁡(
𝑛𝑦𝜋𝑦

𝐿𝑦
)sin⁡[𝑗

𝑠𝜋(𝑦−𝐿𝑠)

𝐿𝑜
]𝑑𝑦

𝐿𝑠+𝐿𝑜
𝐿𝑠

=
1

2
𝑦 sin (

𝑛𝑦𝜋𝐿𝑠

𝐿𝑦
) −

𝐿𝑦

4𝑛𝑦𝜋
cos⁡[

𝑛𝑦𝜋

𝐿𝑦
(𝐿𝑠 −

2𝑦)]|
𝐿𝑠

𝐿𝑠+𝐿𝑜

=
1

2
𝐿𝑜 sin (

𝑛𝑦𝜋𝐿𝑠

𝐿𝑦
) −

𝐿𝑦

4𝑛𝑦𝜋
[cos (

𝑛𝑦𝜋

𝐿𝑦
(𝐿𝑠 + 2𝐿𝑜)) + cos (

𝑛𝑦𝜋𝐿𝑠

𝐿𝑦
)]. 

• Otherwise, the real part is given by 

∫ cos⁡(
𝑛𝑦𝜋𝑦

𝐿𝑦
)cos[

𝑠𝜋(𝑦−𝐿𝑠)

𝐿𝑜
]

𝐿𝑠+𝐿𝑜
𝐿𝑠

𝑑𝑦 =
𝐿𝑦𝐿𝑜

2𝜋
[

1

𝑠𝐿𝑦+𝑛𝑦𝐿𝑜
sin⁡[

𝑠𝜋𝐿𝑦(𝑦−𝐿𝑠)+𝑛𝑦𝜋𝐿𝑜𝑦

𝐿𝑦𝐿𝑜
] +

1

𝑠𝐿𝑦−𝑛𝑦𝐿𝑜
sin⁡[

𝑠𝜋𝐿𝑦(𝑦−𝐿𝑠)−𝑛𝑦𝜋𝐿𝑜𝑦

𝐿𝑦𝐿𝑜
]]|

𝐿𝑠

𝐿𝑠+𝐿𝑜

=
𝑛𝑦𝐿0

2𝐿𝑦

𝜋(𝑛𝑦
2𝐿0
2−𝑠2𝐿𝑦

2 )
[(−1)𝑠 sin (

𝑛𝑦𝜋(𝐿𝑠+𝐿𝑜)

𝐿𝑦
) −

sin (
𝑛𝑦𝜋𝐿𝑠

𝐿𝑦
)], 

and the imaginary part is given by 

∫ 𝑗cos⁡(
𝑛𝑦𝜋𝑦

𝐿𝑦
)sin[

𝑠𝜋(𝑦−𝐿𝑠)

𝐿𝑜
]𝑑𝑦

𝐿𝑠+𝐿𝑜
𝐿𝑠

=
𝑗𝐿𝑦𝐿𝑜

2𝜋
[

1

𝑠𝐿𝑦+𝑛𝑦𝐿𝑜
cos⁡[

𝑠𝜋𝐿𝑦(𝑦−𝐿𝑠)+𝑛𝑦𝜋𝐿𝑜𝑦

𝐿𝑦𝐿𝑜
] +

1

𝑠𝐿𝑦−𝑛𝑦𝐿𝑜
cos⁡[

𝑠𝜋𝐿𝑦(𝑦−𝐿𝑠)−𝑛𝑦𝜋𝐿𝑜𝑦

𝐿𝑦𝐿𝑜
]]|

𝐿𝑠

𝐿𝑠+𝐿𝑜

=
𝑗𝑠𝐿𝑦

2 𝐿0

𝜋(𝑛𝑦
2𝐿0
2−𝑠2𝐿𝑦

2 )
[(−1)𝑠 cos (

𝑛𝑦𝜋(𝐿𝑠+𝐿𝑜)

𝐿𝑦
) −

cos (
𝑛𝑦𝜋𝐿𝑠

𝐿𝑦
)]. 

 

A.2 CTF Model of the Double Layer DSF System 

 

The configuration of the system can be referred to as Fig. 6.18. When the MPP is 

absent, the force equilibrium equations of the five interfaces are: 

−(𝐘1
−1 + 𝐙11

𝐶1)𝐔1 + 𝐙21
𝐶1𝐔2 + 𝐙31

𝐶1𝐔3 + 𝐙41
𝐶1𝐔4 + 𝐙51

𝐶1𝐔5 = 𝟎, 

𝐙12
𝐶1𝐔1 − (𝐙22

𝐶1 + 𝐙22
𝐶2)𝐔2 − (𝐙32

𝐶1 + 𝐙32
𝐶2)𝐔3 − 𝐙42

𝐶1𝐔4 − 𝐙52
𝐶1𝐔5 = 𝟎, 

𝐙13
𝐶1𝐔1 − (𝐙23

𝐶1 + 𝐙23
𝐶2)𝐔2 − (𝐙33

𝐶1 + 𝐙33
𝐶2 + 𝐘3

−1)𝐔3 − 𝐙43
𝐶1𝐔4 − 𝐙53

𝐶1𝐔5 = 𝟎, 

𝐙12
𝐶1𝐔1 − 𝐙24

𝐶1𝐔2 − 𝐙33
𝐶1𝐔3 − (𝐙44

𝐶1 + 𝐙44
𝐶3)𝐔4 − (𝐙54

𝐶1 + 𝐙54
𝐶3)𝐔5 = 𝐏4, 

𝐙15
𝐶1𝐔1 − 𝐙25

𝐶1𝐔2 − 𝐙35
𝐶1𝐔3 − (𝐙45

𝐶1 + 𝐙45
𝐶3)𝐔4 − (𝐙55

𝐶1 + 𝐙55
𝐶3 + 𝐘5

−1)𝐔5 = 𝐏5, 
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in which 𝐏4 and 𝐏5 are the blocked pressure vector in the condensation functions 

coordinate. For the present case, they are decomposed in terms of the complex 

exponential functions. 

With the locally reacting MPP walls and the fully coupled MPP screen taken into 

account, the force equilibrium equations of the seven interface are: 

−(𝐘1
−1 + 𝐙11

𝐶1)𝐔1 + 𝐙81
𝐶1𝐔8 = 𝟎, 

(𝐙22
𝐶4 + 𝐙22

𝐶2)𝐔2 + (𝐙32
𝐶4 + 𝐙32

𝐶2)𝐔3 + 𝐙42
𝐶4𝐔4 + 𝐙52

𝐶4𝐔5 + 𝐙62
𝐶2𝐔6 − 𝐙82

𝐶4𝐔8 = 𝟎, 

(𝐙23
𝐶4 + 𝐙23

𝐶2)𝐔2 + (𝐙33
𝐶4 + 𝐙33

𝐶2 + 𝐘3
−1)𝐔3 + 𝐙43

𝐶4𝐔4 + 𝐙53
𝐶4𝐔5 + 𝐙62

𝐶2𝐔6 − 𝐙82
𝐶4𝐔8 = 𝟎, 

𝐙24
𝐶4𝐔2 + 𝐙34

𝐶4𝐔3 + (𝐙44
𝐶4 + 𝐙44

𝐶3)𝐔4 + (𝐙54
𝐶4 + 𝐙54

𝐶3)𝐔5 + 𝐙74
𝐶3𝐔7 − 𝐙84

𝐶4𝐔8 = 𝐏4, 

𝐙25
𝐶4𝐔2 + 𝐙35

𝐶4𝐔3 + (𝐙45
𝐶4 + 𝐙45

𝐶3)𝐔4 + (𝐙55
𝐶4 + 𝐙55

𝐶3 + 𝐘5
−1)𝐔5 + 𝐙75

𝐶3𝐔7 − 𝐙85
𝐶4𝐔8 = 𝐏5 ,  

𝐙26
𝐶2𝐔2 + 𝐙36

𝐶2𝐔3 = (𝐙66
𝐶2 + 𝐙𝑀𝑃𝑃𝐴)𝐔6, 

𝐙47
𝐶3𝐔4 + 𝐙57

𝐶3𝐔5 + 𝐏7 = (𝐙77
𝐶3 + 𝐙𝑀𝑃𝑃𝐴)𝐔7, 

𝐙18
𝐶1𝐔1 − 𝐙28

𝐶4𝐔2 − 𝐙38
𝐶4𝐔3 − 𝐙48

𝐶4𝐔4 − 𝐙58
𝐶4𝐔5 = (𝐙88

𝐶1 + 𝐙88
𝐶4 + 𝐙𝑀𝑃𝑃)𝐔8. 
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