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ABSTRACT 

ABSTRACT 

Corrosion is an electrochemical process that results in the degradation of metallic materials in 

a corrosive environment. Localized corrosion is a destructive form of corrosion that can lead 

to catastrophic failure of structures. In developed countries, corrosion costs more than 3% of 

gross national product every year, much more than the costs arisen from all-natural disasters 

combined. It is very important to understand this process to prevent sudden accidents and also 

develop high strength corrosion resistant metallic materials. This work focuses on developing 

a numerical model using phase-field formulation based on the electro-chemical reactions that 

govern the localized corrosion kinetics.  

Firstly, a thermodynamically consistent phase field model for the quantitative prediction of 

the pitting corrosion kinetics in metallic materials is developed with an assumption that no 

insoluble corrosion products will form on the corroding surface. The Gibbs free energy of the 

metal–electrolyte system consists of chemical, gradient and, electromigration free energy. A 

calibration study is performed to couple the kinetic interface parameter with the corrosion 

current density to obtain a direct relationship between overpotential and the kinetic interface 

parameter. The phase field model is validated against the experimental results, and several 

examples are presented for applications of this phase-field model to understand the corrosion 

behavior of closely located pits, stressed material, ceramic particles-reinforced steel, and their 

crystallographic orientation dependence.  
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Secondly, a multi-phase-field model is presented to model the evolution of more than two 

phases. This model is used to investigate the effect of ICP formation on pitting corrosion 

kinetics. The Gibbs free energy of the metal–electrolyte–insoluble corrosion product system 

consists of chemical, gradient and, electromigration free energy. The model is validated with 

experimental results and several representative cases are presented, including the effect of the 

porosity of ICP, under-deposit corrosion, corrosion of sensitized alloys and 

microstructure-dependent pitting corrosion. It is observed that corrosion rate and pit 

morphology significantly depend on ICP and its porosity.  

Lastly, the multi-phase-field model is extended to study intergranular corrosion (IGC) kinetics 

in sensitized metallic materials. The MPF model incorporates the difference in the 

electrochemical properties of the grains and sensitized grain boundaries. Several simulations 

are performed and validated with the experimental results. The MPF model results show that 

IGC process usually becomes transport controlled due to the slow transport of ions in the 

electrolyte through narrow corroded regions. The model also predicts difference in IGC rate 

in different plane directions, when heat-treated rolled sheets are exposed to a corrosive 

electrolyte at a fixed applied potential.   
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CHAPTER 1  

INTRODUCTION 

Corrosion is a material degradation process that is difficult to avoid because most metallic 

materials have practical applications in corrosive environments. It has remained an important 

research topic in the last few decades. The industrial revolution increased the demand of 

metallic materials with steel and aluminum alloys being at the top of this list. The use of these 

alloys on such a massive scale needed extensive research to develop better corrosion resistant 

metals. Over the years, better corrosion resistant alloys were developed but still corrosion 

remained one of leading cause of metallic structure failures. In developed countries such as 

the USA and China, corrosion still accounts for a staggering 3.4% [1] and 3.34% [2], of their 

gross domestic product, respectively, which is much more than the cost of all natural disasters 

combined.  

Most alloys, such as steel and aluminum have a passive/protective film on their surface that 

protects them from corrosion. When this passive film is damaged, the metal is exposed to 

corrosive the environment, which results in localized corrosion. Localized corrosion is one of 

the most dangerous forms of corrosion because of its difficulty of prediction and detection. In 

most industries such as: oil and gas, nuclear plants and chemical plants, it is very difficult to 

prevent metallic materials from interacting with corrosive environment. If these reactions are 

not controlled or reduced, they can result in accelerated failures such as Aloha accident, 

Bhopal accident, Carlsbad pipeline explosion, EL AL Boeing 747 crash, sinking of the Erika 
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and the Flixborough explosion. To reduce this high cost and risk, it is important to study 

corrosion behavior so that high strength materials can be designed to withstand extreme 

corrosive environments. Due to its significant impact on the economy, corrosion has remained 

a hot topic for research in the past few decades.  

Well-designed experiments can evaluate key parameters that affect and control the corrosion 

process for a material of specific composition and electrolyte environment, while theoretical 

work can improve the understanding of the phenomena, which is important for the 

development of design tools for corrosion prediction and prevention. There are two key areas 

of theoretical research; thermodynamics of corrosion answers the question of whether or not a 

corrosion process is feasible and provides possible stable phases and equilibrium properties of 

aqueous electrochemical systems while kinetics of the corrosion answers the question of how 

fast a corrosion process can proceed under a given environmental condition.  

Theoretical modeling of corrosion kinetics can be classified into three levels in terms of the 

length scale. Macroscale theories predict average behavior of the systems over millimeter to 

meter lengths. Mesoscale models predict the effect of local microstructures and environments 

on charged particle transport, interface stability, phase transition, topological evolution, and 

corrosion kinetics at the corrosion front in a length scale from micrometer to millimeter (some 

can even resolve nanometer-scale phenomena). Atomistic models track interactions and 

motion of individual atoms or study the mechanisms of bonding and/or charge transfer at the 

interfaces. Atomistic approach makes it possible to understand corrosion mechanisms at 



CHAPTER 1 

3 

 

atomic level and to accurately estimate some thermodynamic and kinetic properties of the 

system (such as formation energy, binding energy and energy barrier for diffusion and 

reaction). However, these methods cannot reach the length and time scales at which corrosion 

takes place. On the other hand, macroscale approach at centimeter and meter scales makes it 

difficult to capture key features such as the effect of microstructures and defects on the 

initiation of corrosion and the kinetics of morphology and property evolution during localized 

corrosion, the most dangerous type of corrosion that can result in sudden failure of 

structures.   

 

1.1  SCOPE OF THE RESEARCH 

Most of the metallic materials have applications in highly corrosive environments. For 

example, steel alloys are widely used for metallic structures that stay immersed in sea water 

throughout the service time. Corrosion is inevitable but efforts of last few decades have 

helped in developing alloys that exhibit good corrosion resistance. Stainless steel has a strong 

passive/ protective film on the metallic surface that helps it from corrosion in corrosive 

environment. But this passive film usually gets damaged locally and results in localized 

corrosion. Localized corrosion is the leading cause of accelerated failures of metallic 

structures.    
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In developed countries, corrosion costs more than 3% of gross domestic product every year 

which is much more than the cost of all natural disasters combined. This work focuses on the 

localized corrosion processes that involve aqueous environments. In particular, this research 

puts emphasis on corrosion kinetics for pitting and intergranular corrosion in corrosive 

electrolytes. This work aims on developing a computational framework using phase field 

method (PFM) that can predict pitting corrosion for complex two-dimensional (2-D) and 

three-dimensional (3-D) geometries. This work includes a detailed study on the effects of 

insoluble corrosion products on pitting corrosion kinetics, usually ignored in most of the 

numerical models. The developed model is capable of handling complex but important key 

parameters that control/ affect the corrosion rate and corroding surface morphology such as: 

interaction of closely located pits, tensile/ compressive stresses, crystallographic 

plane-orientation, ceramic particles and under-deposit effect on corrosion. This work not only 

gives a computational framework to study corrosion problems in different aqueous 

environments while incorporating most of the important parameters but also can be used to 

study other multi-phase change electrochemical processes.  

 

1.2  RESEARCH OBJECTIVES 

The overall objective of this work was to develop a theoretical and computational phase-field 

modeling framework that consider mass (ion) transport in electrolyte, chemical reaction(s) at 
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the interfaces, mass (or ion) diffusion and phase evolution of metal, insoluble corrosion 

products and electrolyte in two- and three-dimensional geometries. This work also put 

emphasis on how to incorporate different microstructural and/ or geometric effects in the 

model by providing several case studies. The specific objectives established for this research 

were as follows:  

1. To develop a phase-field modeling framework that can predict pitting corrosion in 2- and 

3- dimensional geometries for metallic materials. Therefore, a phase field model was 

developed to predict corrosion rate and morphologies in reaction, migration and 

diffusioncontrolled regimes. This model was also able to handle complex microstructural 

effects along with the electrolyte. The proposed model shows agreement with 

experimental results in 1- and 2-D geometries. 

2. Insoluble corrosion products formation on the corroding surface significantly affects the 

corrosion rate and pit morphology. To explicitly incorporate the evolution of insoluble 

corrosion products and their effect on pitting corrosion kinetics in metallic materials, a 

multi-phase-field model was proposed. The model details the effects of insoluble 

corrosion products on pitting corrosion kinetics. This phase field formulation has the 

ability to explicitly model the evolution of more than two phases. 

3. Sensitized alloys show preferential corrosion along the sensitized grain boundaries, the 

phenomenon is known as intergranular corrosion. The multi-phase-field formulation was 
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extended to study the intergranular corrosion kinetics. The model results were compared 

with established experimental findings.  

 

1.3  THESIS OUTLINE 

The remainder of the thesis is organized as follows: 

1. Chapter 2 contains a comprehensive literature review on corrosion kinetics, numerical 

modelling techniques and phase field modelling.  

2. Chapter 3 focuses on developing a PF model for a two phase (metal-electrolyte) 

system in the presence of an external applied potential. 

3. Chapter 4 focuses on developing a MPF model that can explicitly include more than 

two phases. This chapter contains a detailed study on the role of insoluble corrosion 

products formation and their role in pitting corrosion kinetics.  

4. Chapter 5 focuses on extending MPF model to study intergranular corrosion kinetics 

in corrosive environments.  

5. Chapter 6 contains the concluding remarks and future recommendations followed by 

appendices, nomenclature and references. 
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CHAPTER 2  

LITERATURE REVIEW 

2.1  CORROSION KINETICS 

Corrosion is a complex phenomenon which requires multidisciplinary knowledge especially 

from the fields of thermodynamics, electrochemistry, materials science and solid mechanics. 

Corrosion of a metal occurs due to the electrochemical reactions happening at the 

metal-electrolyte surface. During corrosion, corroding metal (M) acts as anode and oxidizes to 

form metal cations, 

   (2.1) 

where subscripts s and aq represent solid and aqueous phase, respectively. n is the number of 

electrons removed from the metal atom during the oxidation process. The metal ions dissolve 

in the electrolyte and can take part in further reactions to form soluble or insoluble corrosion 

products. These reactions are detailed later in chapter 4. The metal oxidation rate is related to 

anodic current density which is usually approximated by Butler-Volmer relation of the form, 

   (2.2) 

where ia is the anodic current density, R is the gas constant, T is the temperature, F is the 

Faraday’s constant, is the overpotential, io is the exchange current density constant (related 

to zero overpotential), a andc are the anodic and cathodic charge transfer coefficients, 
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respectively. The overpotential is a function of applied potential, corrosion potential of metal, 

electrostatic potential and concentration potential. The overpotential is described in detail 

later in chapter 3 and 4. Most of the metals show microstructure dependence (crystal 

orientations, twins, grain and grain boundaries) and can have different penetration rates and 

pit morphologies for different microstructures. This effect is also discussed in detail in chapter 

3, 4 and 5.  

The conservation of mass (ions) in the electrolyte is governed by Nernst Planck expression as, 

 i
i i

C
J R

t


  


  (2.3) 

where Ci is the molar concentration of ionic specie i, j is the ionic flux and R is the source or 

sink term. The ionic flux is expressed as, 

   (2.4) 

where the first term on the right-hand side in (2.4) describes mass transport by diffusion, Di 

represents diffusion coefficient and Ci is the concentration of the ionic specie. The term 

second term on the right-hand side is the mass transport by electro-migration and φ is 

electrostatic potential. The term last term in (2.4) describes the mass transport by convection 

where μ is convection coefficient.  

i i
i i i i i

n D F
J D C C C

RT
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The electrostatic potential of the electrolyte is usually approximated by either charge 

neutrality or Poison equation. Most of the corrosion models in literature use charge neutrality 

condition to find electrostatic potential.  

   (2.5) 

In this thesis, chapter 3 considers charge neutrality condition while chapter 4 and 5 solve 

Poisson equation coupled with other governing equation to find electrostatic potential. The 

details of the reactions considered in the each study in this thesis are given in their respective 

chapters. 

   

2.2  CORROSION MODELING METHODS 

There is an extensive body of numerical modeling of localized corrosion such as crevice and 

pitting corrosion at mesoscale in the literature. Most of these past models try to solve a series 

of transport equations (modified Fick’s law, also called Nernst-Plank equation) in the 

electrolyte under the concentration and electrostatic potential gradients, with the consideration 

of chemical reaction rates in the system. Although, as realized by Sharland and Tasker [3] a 

few decades ago that a full description of the problem should also incorporate the effect of the 

changing shape and dimensions of the crevice/pit during corrosion and the blocking effect of 

solid corrosion products, most models, both steady state [3-9] and transient [10-19], do not 

allow for the change of the shape and dimensions of the pits/crevices as corrosion proceeds, 

0i i

i

n C 
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not to mention the changes of interfaces between the metal, solid corrosion products and 

electrolyte.  

By varying the crevice profile, Watson and Postlethwaite [13] demonstrated that the shape 

and dimensions of the crevice/pit do play a critical role in corrosion kinetics of the crevice/pit.  

Several computational techniques have emerged with the revolution in the computational 

speed. These new techniques have shown good potential to model corrosion problems but 

face different challenges. Most of computational modeling methods that explicitly track the 

electrochemical interfaces often break down when the interface topology changes [20]. 

Kinetic Monte Carlo method can incorporate interface topology changes [21, 22], but it 

requires the knowledge of phenomenological parameters in the probability density function, 

which is usually not available. The level set method treats the interface as sharp interface [23, 

24] and it requires that the interface dynamics be understood a priori, making it difficult to 

extend to complex systems with multiple components. The above-mentioned modeling 

studies along with other methods have been reviewed below in detail along with their 

shortcomings.  

The interface movement, insoluble corrosion products formation and electrical double layer at 

the moving interface are the biggest challenges faced by researchers in corrosion modeling. 

These numerical modeling efforts can be divided into two broader categories: (1) models that 

do not incorporate the interface movement [3-19] and (2) models that do incorporate the 

interface movement. Firstly, some of the early notable modeling efforts are briefly discussed 
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which ignore the interface movement. Sharland and Taskeer [3], in an early effort, proposed a 

1-D steady state model. They solved a set of Nernst-Planck equations coupled with a 

neutrality condition in the electrolyte to get molar concentration and electrostatic potential 

profiles. Their model consider metalelectrolyte surface as a boundary and assume a Newman 

boundary condition that follows Tafel kinetics. This model can predict the metal dissolution 

rate and also has the ability to get the relevant concentration and electric potential profiles. 

Their work is limited to 1-D problems under steady state conditions. Several similar steady 

and transient state models have been developed over the years. The work of Galvele [7], 

Turnbul and Thomas [25], Walton [9], Krawiec et al. [8] proposed models, similar to 

Sharland and Taskeer work [3] that solve a set of mass (or ion) transport equations with a 

steady state assumption by also ignoring the interface movement. Some other notable models 

that ignore the interface movement but solve the set of ion transport equations for a transient 

case are Oldfield and Sutton [11], Herbert and Alkire [12], Watson and Postlethwaite [13], 

Sharland [14], Friedly and Rubin [15], White et al. [16], Webb and Alkire [17], Gavrilovet et 

al. [18] and Venkatraman et al [19]. 

Recent advances in computational methods, such as the finite element method (FEM), finite 

volume method (FVM), the arbitrary Lagrangian_eulerian (ALE) method, the mesh free 

method (MFM) and the level set method (LSM) have significantly improved the corrosion 

prediction and understanding abilities. Several numerical models for corrosion are developed 

based on these techniques. The corrosion process can be reaction, migration or 
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diffusioncontrolled depending on the applied potential and porosity of insoluble corrosion 

products (ICP) formation. The literature that incorporate the interface movement can be 

further divided based on the mass transport components considered in the model. Mass 

transport can take place due to diffusion, migration and convection. Most of the corrosion 

models ignore convection because the contribution of this component is negligible if the 

electrolyte under study does not have a high flow rate.  

Xiao and Chaudhuri developed a model based on FEM that solves a set of mass transport 

equations coupled with the Poisson equation or neutrality condition [26]. This model 

considers the corroding surface as sharp interface and hence requires matching mesh at each 

time step. This scheme shows good promise but the sharp interface assumption makes it 

difficult to implement in complex 2-D or 3-D corrosion problems. Several other numerical 

sharp interface models that solve the coupled equations using FEM are, Oltra et al. model for 

Aluminum corrosion[27], Sarkar et al. model of corrosion dissolution [28], Kota et al. and 

Brewick et al. models on microstructure sensitive corrosion[29, 30].  

Several attempts have been made to model corrosion of steel and aluminum alloys using FVM. 

Scheiner and Hellmich models include a phase change strategy in the model by evolving the 

matching mesh based on the concentration evolution of the ionic species [31] [32]. Onishi et 

al. also proposed a similar model based on FVM [33]. Although these models solve the 

matching mesh problem to some extent but still treat the metalelectrolyte as a sharp interface. 

This problem still limits these models to solve complex 3-D problems. 
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Cellular Automata (CA) is another method that has been used to model multi-phase problems. 

In these models, each cell describes a physical state (metal, electrolyte and passive film) in the 

entire domain. The transition of a metal to electrolyte depends on the defined probability. The 

probability factor is related to chemistry of the corrosion problems. These models does not 

solve any partial differential equations (PDEs) and therefore have low computation cost. This 

modeling limits the CA corrosion models to capture effects at large scale. These models have 

been used to study 2-D and 3-D geometries. In the work of Stafiej et al., each cell represent 

solid (metal, passive film and reactive metal) and electrolyte (acidic, basic and neutral) [34]. 

Several other CA models for corrosion presented in literature are, Di Caprio et al. [35] [36], 

Pérez-Brokate et al. [37], Van der Weeen et al. [38] models. The CA modeling is also used 

for intergranular corrosion. Lishchuk et al. [39] and Di Caprio et al. [36] models focus on the 

corrosion in sensitized alloys.     

ALE is another moving boundary method that has been used to model corrosion problems. 

This methodology also considers the metalelectrolyte as a sharp interface. Models proposed 

by Sun et al.
 17

, Yin et al. [40] and Wang et al. [41] can even include the formation of 

corrosion products. The models of Yin et al. [40] and Wang et al. [41] predict that the 

porosity of the corrosion products also play a key role in corrosion kinetics. They reported 

that corrosion rate significantly decreases in the presence of corrosion products for the same 

conditions. ALE uses a moving mesh technique, which not only increases the computation 

cost and implementation complexity for non-uniform evolving geometries but also introduces 
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additional errors due to the need of adjusting the conforming mesh at each time step. As 

described by the authors [42], even for a 2-D geometry the mesh quality decreases with time 

and each simulation needs to be paused multiple times (based on mesh quality criteria) 

followed by an approximate re-drawing of the domain (and re-meshing) based on the 

geometry obtained in the previous time step. 

Peridynamic modeling (PD) is also another modeling method that have been used recently to 

model corrosion problems. PD models discretize the domain with a simple structured grid and 

interface location is implicitly tracked based on concentration profiles. PD models employ the 

concept of effective diffusivity that controls the dissolution rate of solid phase. Chen and 

Bobaru [43] and Jafarzadeh et al. [44] proposed PD models for localized corrosion processes.  

 

2.3  PHASE FIELD MODELING 

PF models introduce a diffuse interface rather than using a sharp one, which makes the 

mathematical functions continuous at the interface. The diffuse interface is represented by 

dimensionless monotonously varying time-dependent variables which evolve due to the free 

energy minimization of the system [45]. Therefore, there is no need to track the interface 

explicitly at each time step. This makes PF models numerically more stable and hence can 

easily be used to simulate complex 3-D evolving geometries. The PF approach has been 

extensively applied to many materials processes, such as solidification, dendrite growth, 

solute diffusion and segregation, phase transformation, electrochemical deposition, 
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dislocation dynamics, crack propagation, void formation and migration, gas bubble evolution, 

and electrochemical processes [45, 46]. 

Thermodynamically, phase transformations, chemical reactions and microstructure evolution 

are driven by free energy minimization of the system. A pioneer work done by Asaro and 

Tiller [47] in early 1970s considered the contribution of strain energy and surface distortion to 

the free energy on stress corrosion cracking via surface diffusion. The focus of their work was 

on fracture initiation criteria rather than morphology evolution. PFMs make full use of 

thermodynamic and kinetic principles, derive governing equations that are coupled with 

relevant transport equations of the system in order to predict the microstructure evolution of 

the system. It describes microstructures of a system using a set of conserved and 

non-conserved field variables that are continuous across the interfacial regions. The temporal 

and spatial evolution of the field variables is governed by the Cahn-Hilliard [48] non-linear 

diffusion equation and the Allen-Cahn [49] relaxation equation. With the fundamental 

thermodynamic and kinetic information as the input, the phase-field method is also capable of 

predicting the evolution of arbitrary morphologies and complex microstructures without 

explicitly tracking the positions of interfaces [45]. As a mesoscale modeling method, PFM 

has experienced rapid advances over the last two decades [45, 46, 50, 51] and it has been used 

to predict many material processes, as mentioned-above.  

There is a rich body of literature on mesoscale modeling of electrodeposition process [52], in 

which the mass transport process and phase transformation inside metals (electrodes) are not 
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considered. These models provide some very useful tools for developing mesoscale models 

for corrosion kinetics. In electrodeposition, electrostatic potential is applied across the 

electrolyte and metal surface (the cathode). The surface shape and topology of the deposit 

depend on, among other things, boundary conditions, charge transfer rate at the interface and 

transport behavior of electrolyte species in the local environment. Complicated morphology 

such as solid dendrites or liquid streamers may form, which present significant challenges for 

traditional sharp interface methods. PFM overcomes this difficulty by not attempting to 

explicitly track the position of the interfaces. Rather, PFM introduces a series of continuously 

varying field variables that obey fundamental thermodynamic principles and a set of kinetic 

equations known as Ginzburg-Landau phase-field equations and Cahn-Hilliard diffusion 

equations.   

When the charge transfer rate at the electrochemical interface is much faster than the mass 

transfer in the electrolyte to the interface (mass transport-limited case), Shibuta et al. [53] , 

Powell et al. [54], Pongsaksawad [55], Dussault and Powell [56], Dussault [57] developed 

phase field models with negligible interface effects on current flow. These models use 

Laplace’s equation or continuity of current density in addition to the phase field kinetic 

equations to calculate the electrostatic potential. The electric field (gradient of the potential) 

then drives the metal ions in the electrolyte phase and the electronic current in the metal phase. 

Shibuta et al. used this method to simulate bridge formation in a nanometer scale switch and 

electrodeposition of metals from electrolyte solution [53]. The models of Powell et al. [54] 
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used a very similar methodology but introduced a stability analysis of the interface based on 

Barkey’s theory [58]. They analyzed migration and breakdown of an FeO layer on iron under 

an electric field, liquid aluminum electrolysis in the Half cell, and a ternary system in which 

the reaction between TiCl2 and Mg produces Ti and MgCl2.   

The electro-deposition process is controlled by charge transfer at the double layer in the 

electrochemical interface, Guyer et al. [59, 60] noted the many similarities between 

electrodeposition and solidification, where phase field method has made huge contribution, 

and developed a phase field treatment of the interface. The model considered the theory of 

Gouy [61] and Chapman [62] on double layer and allowed for the plating or dissolution of the 

electrode. Four components were considered: cations, anions, solvent and electrons.  It was 

assumed that all species obey ideal solution thermodynamics. The model solved the phase 

field and diffusion equations in conjunction with Poisson’s equation in one dimension. At 

open circuit potential (in equilibrium), the model captured the charge separation associated 

with the equilibrium double layer at the electrochemical interface. In modeling deposition 

kinetics, this model assumed a linear relationship between phase evolution rate and driving 

force, but gave rise to a non-linear relationship between current and overpotential, consistent 

with the empirical Butler-Volmer relation. This shows the power of PFM: simple physical 

relationships, applied rigorously, give rise to complex phenomena, but without having to 

hypothesize the complex origins.       
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PFM was not being used specifically for modeling corrosion until few years ago. Some earlier 

PF modeling contributions related to metal oxidation in non-aqueous environments are Yang 

et al.  [63, 64], Ma et al. [65] and Wen et al. [66] phase field models. More recently, several 

phase field models for pitting corrosion kinetics have been proposed. Mai et al. proposed a 

phase field model that showed agreement with the experimental results in 1-D and 2-D. This 

model relates the interface parameter to Tafel relation but use it as constant in their work. 

Therefore, this model does not study the effect of the variation in applied potential. This 

model ignored the effect of electro-migration in their model and hence also ignored the effect 

of other ionic specie present in the electrolyte. Experimental studies show that the variation in 

molarity of ions (for example, NaCl) plays a significant role in corrosion kinetics. The 

following PF models were proposed during the time of this research project. Therefore, this 

work is detailed in the individual chapters and just a brief review is given below. 

Xiao et al. [67] proposed a PF model that incorporate the electro-migration effect and shows 

good agreement with a so-called sharp-interface model. The major drawback of this model is 

its limitation to 1-D geometry problems, while PF models, in principle, should naturally 

extend to 2- and 3-D geometries without any changes in the formulation. Ansari et al. [68, 69] 

(Chapter 3) overcame this problem and proposed a PF model that showed good agreement 

with the experimental results in both 1- and 2-D cases. They also presented a set of examples 

to show the ability of their model to capture the effects of complex microstructures. Mai et al. 

[70] and Chadwick et al. [71] proposed similar PF models showing good agreement with 
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experimental findings and have the ability to model complex microstructures. Tsuyuki et al. 

[72] proposed a PF model that incorporates the pH effect on corrosion rate by considering 

pH-dependent interface mobility, where pH is approximated for each case by Corrosion 

Analyzer software. Their model qualitatively describes the overall phenomenon quite well but 

lacks any validation with experimental results, as identified by the authors. More recently, 

Ansari et al. [73, 74] (also Chapter 4) proposed a multi-phase-field model for pitting corrosion. 

This model incorporates the insoluble corrosion product (ICP) formation in their formulation. 

They study the influence of the ICPs formation on corrosion rate and morphology. Their 

results showed that corrosion can become diffusion controlled at low applied potentials in the 

presence of ICPs. They also varied the porosity of the ICP and found that the corrosion 

process can be reaction or diffusion controlled for the same applied potential for different 

porosities. Intergranular corrosion (IGC) is also an important type of localized corrosion that 

leads to accelerated failure of sensitized metallic materials. To the best of the author’s 

knowledge, there is no phase field formulation-based model for IGC. This thesis also includes 

a comprehensive study on IGC corrosion in Chapter 5.  

 

 



CHAPTER 3 

20 

 

CHAPTER 3  

PHASE-FIELD MODEL OF PITTING CORROSION 

KINETICS IN METALLIC MATERIALS 

3.1 INTRODUCTION 

This chapter is organized as follows. Firstly, a brief literature review related to this chapter is 

reported. Secondly, the system and the electrochemical reactions considered in this work are 

described followed by the construction of PF model. The total free energy of this PF model 

consists of three parts: bulk free energy, gradient free energy and electrostatic free energy. 

KKS model [75] is used to construct the bulk free energy and the interfacial energy. Thirdly, 

the governing equations are developed which comprise of mass diffusion, electromigration, 

and chemical reaction terms, whereas the interface conditions are incorporated by introducing 

an order parameter that defines the system’s physical state at each material point. Fourthly, a 

study is included to couple the kinetic interface parameter and the system’s total overpotential. 

Lastly, the PF model is validated against the experimental results and previous numerical 

models followed by several case studies to demonstrate the strength of this proposed PF 

model. 

In the past few decades, great efforts have been made to develop numerical models for pitting 

corrosion. The moving interface and the electrical double layer at the metal/electrolyte 

interface are the two challenging problems faced by most of these numerical models. These 

numerical models can be divided according to the method in which a moving interface is 
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incorporated in their models. Several steady state [3-9] and transient state [10-19] models 

have been developed over the years that did not allow for changes in the shape and 

dimensions of the pits/crevices as corrosion proceeds. 

Recent advances in numerical techniques, such as the finite element method, the finite volume 

method, the arbitrary Lagrangian-Eulerian method, the mesh-free method, and the level set 

method have encouraged researchers to model the evolving morphology of the pits with a 

moving interface. Most of these modeling efforts have used a sharp interface to represent the 

corroding surface, which requires the matching mesh at each time step [28, 32], thus 

increasing the errors associated with the violation of mass conservation laws and increasing 

the computation cost. The finite volume method models overcome this problem by creating a 

matching mesh as a function of the concentration of ions, but they are still unable to model 

complex microstructures [31-33]. A mesh-free method, the peridynamic model, has been 

implemented to model pitting corrosion, but it only considered electrochemical reactions 

without considering the ionic transport in the electrolyte[43]. 

Over the past three decades, the phase field (PF) method has emerged as a powerful 

simulation tool for the modeling of microstructure evolution. PF models study the phase 

transformation by defining the system’s free energy, and the system’s microstructure 

evolution is predicted by free energy minimization. The PF approach has been extensively 

applied to many materials processes, such as solidification, dendrite growth, solute diffusion 

and segregation, phase transformation, electrochemical deposition, dislocation dynamics, 
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crack propagation, void formation and migration, gas bubble evolution, and electrochemical 

processes[46]. 

PF models assume a diffuse interface at the phase boundaries rather than a sharp one, which 

makes the mathematical functions continuous at the interface. A few recent attempts have 

been made to use the PF method to model pitting corrosion and stress corrosion cracking 

without the consideration of cathodic reactions, ionic transport and in particular the 

dependence of overpotential on metal ion concentration in the electrolyte [76, 77]. In reality, 

the transport of ionic species in the electrolyte often plays a very important role in diffusion 

controlled corrosion processes, and the effects of these ionic species must be incorporated to 

model the process adequately. In this chapter, a PF method is used to model pitting corrosion 

by considering both anodic and cathodic reactions, transport of ionic species and the 

dependence of overpotential on metal ion concentration in the electrolyte.  
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3.2 MODEL 

3.2.1 Electrochemical reactions  

The system studied in this chapter consists of stainless steel 304 (SS304) in dilute saltwater 

(Figure 3-1). It is assumed that new passive film will not form in this system. We will 

consider the effects of passive film formation in a future study. In this model, the following 

electrochemical reactions and kinetics are considered. 

For the oxidation of main metal alloy elements in SS304, 

 

 

 

Figure 3-1: Schematic of the chemical reactions that occur during the pitting corrosion 

process. 
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In the following, Me is used to represent the effective metal in SS304 with an average charge 

number of z1. The material properties of SS304 such as molar concentration in solid phase 

(csolid=143 mol/L) [31], saturation concentration in the electrolyte (csat=5.1 mol/L) [31], 

effective diffusion coefficient (D1=8.5 × 10
-10

m
2
/s) [31], and the average charge number 

(z1=2.19) based on Fe, Ni, Cr, and their mole fractions within the alloy (taken from reference 

[31]). The above reactions can then be simplified to, 

  (3.1) 

The anodic dissolution of the metal is assumed to follow Butler-Volmer equation,  

  (3.2) 

where F is the Faraday constant, Rg is the gas constant, T is the temperature, s,o is the 

polarization overpotential, io is the exchange current density, a is the anodic charge transfer 

coefficient, c is the cathodic charge coefficient c= 1-a. The values of the above-mentioned 

parameters are reported in Table 3-1. 

For the hydrogen discharge reaction (3.3), the corresponding rate is (3.4) 

  (3.3) 

  (3.4) 

For reduction of water (3.5), the corresponding rate is (3.6) 

  (3.5) 
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  (3.6) 

Experimental values of i0, J50, J60, αa, 5, and 6 are given in Table 3-1. 

In this work, the following two reactions in the electrolyte are considered 

  (3.7) 

  (3.8) 

The equilibrium constants of reactions (3.7) and (3.8) are defined as K1 and K2, respectively. 

𝐾1 =
𝑘1𝑓

𝑘1𝑏
,     𝐾2 =

𝑘2𝑓

𝑘2𝑏
 

where 𝑘1𝑓, 𝑘1𝑏, 𝑘2𝐹, and 𝑘2𝐵 are the forward and backward reaction rates. Therefore, a 

total of six ion species are considered in this model,  

𝑀𝑒
𝑧1 = 𝑐1;  𝑀𝑒𝑂𝐻𝑧2 = 𝑐2;   𝐶𝑙𝑧3 = 𝑐3;  𝑁𝑎𝑧4 = 𝑐4;  𝐻𝑧5 = 𝑐5;  𝑂𝐻𝑧6 = 𝑐6 

where zi (i=1, 2, ……6) are the charge numbers of the respective species (their values are 

given in Table 3-2), and ci (i=1, 2, ……6) are the normalized concentrations of the respective 

species. The normalized concentration ci is determined by 𝑐i = 𝐶i/𝐶solid for i=1,2,….,6, 

where Ci represents the molar concentration of ionic species. The constants K1 and K2 can 

also be expressed as a function of Ci as, 𝐾1 =
𝐶2𝐶5

𝐶1
⁄  and 𝐾2 = 𝐶5𝐶6, respectively. 

 

3.2.2 Phase-field formulation 

The surface of the metal is normally covered with the passive film; however, a partial 

breakdown in the film can occur, which may initiate pits like the one illustrated in Figure 3-1. 
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The model consists of two phases: the solid phase Me (i.e., the metal part) and the liquid phase 

(i.e., the electrolyte part). The driving force for metal corrosion and microstructure evolution 

is from the minimization of the system’s total free energy, which usually consists of bulk free 

energy Eb, interface energy Ei, and long-range interaction energies such as elastic strain 

energy Es and electrostatic energy Ee [45, 78]. The system’s total energy can be expressed as 

 b i s eE E E E E     (3.9) 

The inclusion of elastic and/or plastic deformation in the model is completely feasible 

because it has been done in other systems [79-81]. It can be even necessary to include the 

strain energy term if a volumetric non-compatible passive film develops during corrosion. 

Because the formation of a passive film will not be considered in the first stage of this work, 

for simplicity, the elastic strain energy is not considered here. In a later section, the effect of 

applied or residual stress on pitting will be studied using the concept of overpotential rather 

than strain energy. Eq. (3.9) takes the form,  

  (3.10) 

  (3.11) 

where fb(c1,η), derived in the next section, is the local bulk free energy density, which is a 

function of the normalized concentration of the ionic specie c1 and order parameter η; the 

second term in (3.11) represents the gradient energy density that contributes to the interfacial 

energy, in which αu is the gradient energy coefficient is related to physical parameters in a 
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later section; and the third term in (3.11) represents the electrostatic energy density where C1 

is the molar concentration of metal ion and 𝜑 is the electrostatic potential. 

To determine the bulk free energy density fb(c1,η), we use the model proposed by S. G. Kim et 

al. for binary alloys [75]. We chose KKS model because the model has less limitations on the 

interface thickness as compared to some other models such as model presented by A. A. 

Wheeler et al. model [82]. The detailed derivations of all functions in the KKS model were 

skipped here and readers are referred to the original paper [75]. In KKS model, the model 

parameters can be analytically determined by material properties and experimental conditions 

for the concerned system. In KKS model, at each point, the material is regarded as a mixture 

of two coexisting phases, and a local equilibrium between the two phases is always assumed:

  

  (3.12) 

  (3.13) 

where cs and cl represent the normalized concentrations of the solid and liquid phases, 

respectively. h(η) is a monotonously varying function from h(0)=0 to h(1)=1. In this study, it 

is assumed that ℎ(𝜂) = 𝜂2(−2𝜂 + 3). In (3.13), the free energy density of the solid and liquid 

phases are expressed as 𝑓𝑠(𝑐𝑠)  and  𝑓𝑙(𝑐𝑙) , respectively. Because the concentration is 

considered to be a mixture of solid and liquid phases at each point, by following the same 

argument, the bulk free energy density of the solid and liquid phases are expressed in a 

similar manner,  

   1 1s lc h c h c     

   / /s s s l l lf c c f c c    
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  (3.14) 

This is a double well potential in the energy space. The height of the double well potential is 

w, and 𝑔(𝜂) = 𝜂2(1 − 𝜂)2. This expression has two minima at η=0 and η=1, which represent 

the electrolyte phase and the solid phase, respectively. 

For this system, 𝑓𝑠(𝑐𝑠) and 𝑓𝑙(𝑐𝑙) can reasonably be considered as parabolic functions [83]. 

  (3.15) 

  (3.16) 

where 𝑐𝑒𝑞,𝑠 = 1 and 𝑐𝑒𝑞,𝑙 = 𝐶𝑠𝑎𝑡/𝐶𝑠𝑜𝑙𝑖𝑑 are the normalized equilibrium concentrations of 

the solid and liquid phases, respectively. The temperature-dependent free energy density 

proportionality constant A is considered to be equal for both the liquid and solid phases. Its 

value is calculated in such a manner that the driving force for the metal corrosion in the 

approximated resulting system is quite close to that of the original thermodynamic system 

[83]. 

The evolution of phase order parameter η and metal ion concentration c1 in time and space are 

assumed to obey the Ginzburg-Landau (also known as Allen-Cahn) [49] and Cahn-Hilliard 

[48] equations, respectively.  

  (3.17) 
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  (3.18) 

where L is the kinetic parameter that represents the solid-liquid interface mobility, and M is 

the mobility of metal ions and expressed as 𝑀 = 𝐷1(𝜂)/ (𝜕2𝑓 𝜕𝑐1
2)⁄ . In (3.18), R1 is the 

source and/or sink term for metal ions due to reaction (3.7), and it takes the form 

of (−𝑘1𝑓𝑐1 + 𝑘1𝑏𝑐2𝑐5)𝑦1(𝑢). The function y1(η) defined below is to ensure that reaction (3.7) 

occurs only in the electrolyte phase. 

 y1(𝜂) = { 

1;                           𝜂 ≤  0    
                    0 < 𝜂 < 0.1
0;                           𝜂 ≥ 0.1

(linearly change from 1 to 0) (3.19) 

In this model, Dassault’s work is followed rather than following Guyer’s model [60, 84] 

which simplifies the model by removing the need to discretize the double layer at the 

metalelectrolyte interface. It allows this PF model to simulate the corrosion process from 

meso- to macro-length scales, as compared to Guyer’s model, which is limited to nanoscale. It 

is also possible to incorporate the effect of the laminar/turbulent flow of the electrolyte on the 

metal-electrolyte interface in case of moving electrolyte [85]. Here, the conservation of 

charge can be expressed as: 

    (3.20) 

where 𝜌𝑒 is the charge density and 𝜎𝑒 is the electrical conductivity of the metal in the solid 

phase. The function [1 − 𝑦1(𝜂)] interpolates the electrical conductivity, 𝜎𝑒  in the solid 
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phase to zero in the electrolyte phase, where 𝑦1(𝜂) is defined in (3.19). The time needed for 

charge accumulation across the interface due to the diffusion of ionic species is much longer 

than that required to achieve steady-state charge accumulation across the interface, so the 

conservation of charge in the above system can be considered at a steady state. The relation 

(3.20) is reduced to, 

   (3.21) 

3.2.3 Ions concentration evolution 

The height of the double well potential w and the gradient energy coefficient αu can be related 

to the interface energy ϱ and the interface thickness l [76], 

 𝜚 = 4√𝑤𝛼𝑢 (3.22) 

  𝑙 = √2𝛼′√
𝛼𝑢

𝑤
 (3.23) 

where 𝛼′ is a constant value determined by the order parameter u. If the interface region is 

defined as 0.05 < η < 0.95; the value of 𝛼′ is 2.94 [75]. 

The governing equations of the other five ionic species are the Nernst-Planck equations with 

chemical reaction terms. They are expressed as: 

  (3.24) 

where R2 is the source/sink term originated from the electrochemical reaction (7) which takes 

the form as  The rates of forward and backward reaction are expressed 

by 𝑘1𝑓 and 𝑘1𝑏 respectively. It is assumed that no electrochemical reactions occur inside 
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the metal part. This is ensured by y1(η) defined in (19). R3 and R4 are equal to zero because 

they do not take part in any reaction in the electrolyte as assumed in this study. R5 and R6 are 

the source/sink terms originated from electrochemical reactions (7) and (8) and take the form, 

and   

   6
2 2 5 6 1 2

6

f b

solid

J
k k c c y y

z FC
 

 
    

 
, respectively. The rates of forward and backward 

reactions for the hydrolysis of water are represented by k2f and k2b, respectively. It should be 

noted that R5 and R6 have an additional term near the metal-electrolyte interface due to the 

cathodic reactions considered in (3.3) and (3.5) where J5 and J6 are defined in (3.4) and (3.6) 

respectively. These reaction terms are multiplied by a piecewise function y2(η) to ensure that 

these reactions only happen in a small region near the metal surface. 

 y2(𝜂) = {

1;    0.01 ≤ 𝜂 < 0.05
0;                 𝜂 ≥ 0.05
 0;                  𝜂 < 0.01

 (3.25) 

It should also be noted that, in Eq. (3.25) and (3.26) there are no source/sink terms because it 

was assumed that 𝑐3 (𝐶𝑙−) and 𝑐4 (𝑁𝑎+) does not take part in any reactions. This is not true 

if a salt film can be formed. The effect of salt film formation will be studied in a later stage. 

The electrostatic potential, , is governed by (3.21) coupled with the governing equations 

(3.18) and (3.24). The diffusivity Di is a function of the order parameter η. As it is known, the 

diffusivity of ionic species differs in the metal and electrolyte phase. The diffusivities of all 

the ions were defined using a piecewise function of the order parameter η. For metal ion c1, a 

piecewise function as expressed in Eq. (3.26) is used in which the diffusivity value in metal is 
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assumed to be 𝛾 times less than that in electrolyte. A piecewise function as expressed in Eq. 

(3.27) is used for all other ionic species (𝑐2, 𝑐3, 𝑐4, 𝑐5, and 𝑐6). 

 D1(𝜂) = {

𝐷1;                𝜂 < 0.90
         0.90 ≤ 𝜂 ≤ 0.95
 𝐷1/𝛾;          𝜂 > 0.95 

  (linearly change from D1 to D1/γ) (3.26) 

 Di( 𝜂) = {

Di;                 𝜂 < 0.90
         0.90 ≤ 𝜂 ≤ 0.95
  0;                   𝜂 > 0.95 

 (linearly change from Di to 0) (3.27) 

for i=2,3,….,6. 

The overpotential is expressed as, 

 𝜑𝑠,𝑜 = 𝜑𝑚 − 𝜑𝑚,𝑠𝑒 − 𝜑𝑐 − 𝜑𝑙 (3.28) 

where 𝜑𝑚 is the potential in the metal phase also known as applied potential; 𝜑𝑚,𝑠𝑒 is the 

standard electrode potential in the metal; and 𝜑𝑐 is the concentration overpotential expressed 

in (3.29). 

 1

1 ,

ln b
c

eq l

cRT

Fz c
   (3.29) 

The concentration of 𝑀𝑒
𝑧1 near the interface, 

 𝑐1𝑏 = {

𝑐1;     (𝜂 = 0.05)

0;      (𝜂 < 0.05)

0;      (𝜂 > 0.05)
 (3.30) 

The electrostatic potential near the interface, 

 𝜑𝑙 = {

𝜑;       (𝜂 = 0.05)

0;        (𝜂 < 0.05)

0;        (𝜂 > 0.05)
 (3.31) 
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In this model, the metal corrosion is described by the order parameter η. The corrosion rate is 

controlled by the kinetic interface parameter L. The shift in the corrosion mode from 

activation controlled to diffusion controlled can be modeled by continuous variation of the 

kinetic interface parameter L. The relationship between the kinetic interface parameter L and 

the corrosion rate is linear in the activation-controlled mode [76]. From the Butler-Volmer 

equation, as expressed in (3.2), the kinetic interface parameter has an effect on overpotential 

similar to that of the current density, as expressed below in (3.32). A similar technique is also 

implemented in a peridynamic model, in which the interface diffusivity is directly related to 

the current density for Tafel relation [43]. 

 𝐿 = 𝐿0 [exp (
𝑎𝛼𝑧1𝐹𝜑𝑠,𝑜

𝑅𝑔𝑇
) − exp (−

𝑎𝑐𝑧1𝐹𝜑𝑠,𝑜

𝑅𝑔𝑇
)] (3.32) 

Following the method developed in references [43] and [76] and using the experimental 

values for SS304 (reported in Table 3-1), i0= 1 × 10
-6

 A/cm
2
 and a= 0.26 and L0=1.94 × 10

-13
 

m
3
/(Js). 
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3.3  NUMERICAL IMPLEMENTATION 

For 1-D model, as shown in Figure 3-2, the solid and electrolyte parts are shown in blue and 

gray, respectively. The initial values and boundary conditions used in one-dimensional (1-D) 

model simulations are given in Table 3-2. 

 

Figure 3-2: Schematic of the 1-D model to elaborate the initial values and boundary 

conditions. The solid and electrolyte phases are shown in blue and gray, respectively. 

For a two-dimensional (2-D) model, the initial values are the same as stated in Table 3-2 for 

the 1-D model. The boundary conditions implemented in the 2-D model are shown in Figure 

3-3. The initial values and boundary conditions are used from Figure 3-3 unless stated 

otherwise. 
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Figure 3-3: Schematic of the boundary conditions used in 2-D model simulations. The solid 

and electrolyte phases are shown in blue and gray, respectively. 

Finite element method, Galerkin method [86], is used for space discretization while 

Backwards differentiation formula (BDF) method [87] is used for the time integration of the 

governing partial differential equations (3.17, 3.18, 3.21, 3.24). Triangular Lagrangian mesh 

elements were chosen to discretize the space. It was ensured that we have at least 12 mesh 

elements inside the diffuse interface to accurately approximate η (order parameter) and the 

piecewise functions based on η. 

3.4  RESULTS AND DISCUSSION 

3.4.1 One-dimensional PF model results 

In this case, PF model is implemented to simulate the corrosion evolution in 1-D. The 

simulations are performed at T=293.15K (20°C) with metal potential of 844 mV SHE 
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(standard hydrogen electrode) (i.e., 600 mV SCE [saturated calomel electrode]) in a 1M NaCl 

solution. The temperature dependence of the diffusion coefficient is governed by the Einstein 

relation [31]. The PF simulation results for the corrosion length are then compared with the 

1D pencil electrode of experimental findings [88]. The simulations are performed for 400 s, 

and the results of the corroded length are plotted against the square root of time (√𝑡). The 

simulation results agree well with the experimental results, as illustrated in Figure 3-4. The 

1-D PF model and the 1-D pencil electrode experimental results show similar slopes.  

A qualitative study on the concentration distribution of ionic species inside the electrolyte is 

performed as done in many classical numerical models for crevice and pitting corrosion [3, 4, 

89]. It is difficult to quantitatively measure the molar concentration distribution of ionic 

species in the electrolyte experimentally. Because such experimental data is lacking, we have 

discussed these concentration variations theoretically. Figure 3-5 shows the concentration in 

mol/L on a logarithmic scale. The higher value of metal ions near the interface results in a 

slight increase in the [H
+
] ion concentration (i.e., a decrease in the pH value) due to strong 

coupling between C1, C2, and C5. The value of [H
+
] increases as the overpotential increases 

because it results in a higher production rate of metal ions and hydrolysis of metal ions. 

Although, this study was performed on a lower overpotential, but a small increase in C5 can 

still be seen in Figure 3-5. This increase in positive charge is neutralized by the migration of 

chloride ions towards the interface, as shown in Figure 3-5. 
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To investigate the effects of applied potential, several simulations were performed to show the 

behavior of corrosion under different metal potentials. Figure 3-6 shows that the corrosion 

rate obtained for these metal potentials are of the same order of the magnitude as the 

experimental results [90]. The experimental results plotted in Figure 3-6 give the maximum 

corrosion rates that can be achieved at the corresponding metal potential. A calibration study 

was also performed to achieve a corrosion rate for 1-D PF model simulation close to 

experimental ones by varying exchange current density (i0). It was found that if the value of i0 

is chosen equal to twice the reported value (i0= 1× 10
-6

 A/cm
2
) in Table 3-1, then the 

corrosion rate agree well with the experimental values [90]. For the sake of consistency, all 

the presented modeling results are simulated by using the same of value of i0 as reported in 

Table 3-1. The overpotential for the corresponding corrosion rates are shown in Figure 3-7. 
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Figure 3-4: Comparison of corrosion kinetics of 1-D PF model with 1D pencil electrode (1D 

growth in an artificial pit) in 1 M NaCl at 20
0
C and 600 mV (SCE) [88]. 

 

Figure 3-5: Concentration distribution of ionic species (mol/L) inside the electrolyte at φm= 

-300 mV SHE and t=2 × 10
5 

s. 



CHAPTER 3 

39 

 

 

Figure 3-6: Corrosion rate (mm/year) at various metal potentials at t=2 × 10
5 

s compared 

with experimental results [90]. 
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Figure 3-7: Overpotential φs,o (mV) at various metal potentials at t=2 × 10
5 
s. 
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3.4.2 Two-dimensional PF model results 

The 2-D simulations are performed with a metal potential of 600 mV SCE (844 mV SHE). 

The boundary conditions and initial values are the same as described in Figure 3-3.To 

compare the 2-D PF model results with the experimental ones, a 300 μm by 240 μm 

rectangular geometry is considered in which the metal and electrolyte parts are equally 

divided, as shown in Figure 3-8. A 60 μm wide and 20 μm deep semi-elliptical pit is assumed. 

The remaining surface, as shown in Figure 3-8, is considered to have a passive oxide film. 

Figure 3-8 shows the concentration distribution inside the electrolyte at various time intervals. 

In Figure 3-9, the 2-D PF model results are compared with the 2-D foil experiment results 

reported in the literature [88]. The evolution of pitting depth over the time shows a trend 

similar to that found in the experimental results [88] but with deeper pitting depths than the 

experimantal results. As mentioned earlier, the regrowth of passive film may be an important 

factor. We will include the formation of passive film in a later study.  
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Figure 3-8: Snapshots of the pit shapes and concentration distribution of C1 in electrolyte at 

φm = 600 mV SCE at time (a) 0, (b) 50, (c) 100, and (d) 150 s. 

 

Figure 3-9: 2-D PF model pit and 2D foil experiments pit depth against square root of time at 

600 mV SCE at 20°C [88]. 
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3.4.3 Case study 1: Interaction of closely located pits 

In reality, multiple pits can nucleate due to changes in chemistry on the metal surface, 

whereas most numerical models consider only the nucleation or growth of a single pit. A few 

efforts have been made to understand the interaction of multiple pits, both experimentally and 

numerically [91, 92]. Because we have not considered pit initiation in our PF model, we apply 

our PF model to two narrow initial openings of 5 μm each at distances of (a) 12 μm and (b) 5 

μm at an applied metal potential of 200 mV SHE. The boundary conditions and initial values 

are the same as those given in Figure 3-3. Figure 3-10 shows the changes in the morphology 

of pits with and without interaction in (b) and (a), respectively. It can be seen that without 

their interaction, these pits corrode at a rate similar to that at which they grow individually. 

After the pits interact, the chemical compositions of the ionic species change in the vicinities 

of the pits in the electrolyte. The interaction between the two pits can have either a positive or 

negative effect on pit growth [93]. In this study the interaction of the two closely located pits 

have a positive effect which can be seen in Figure 3-10(b) at t = 6s. The corroded material in 

both cases is estimated which suggests that the corrosion rate is increased in case (b). Two 

pits finally coalesce to form a wider pit, similar to the pits formed in real-life metallic 

structures (i.e., multiple pits nucleate on the corroding surface and interact with each other), 

which are wider.  



CHAPTER 3 

43 

 

 

Figure 3-10: Multiple-pit morphology changes over time and changes in corrosion rate after 

the interaction of two pits. 

3.4.4 Case study 2: Pitting corrosion in a stressed material 

Like other alloys, stainless steel can have stressed zones (tensile and compressive). It is 

believed that overpotential is not uniform in the case of stressed zones, which results in 

different corrosion rates in different material locations and directions. The experimental 

findings [94] show that most pits grow in locations near the scratched lines on the surface that 

result from mechanical polishing. These scratched lines could result in strain hardening, as 

revealed by electrochemical analysis [94]. The experimental findings also illustrate that 

overpotential is not uniform in the presence of residual stresses. Gutman explained the same 

phenomenon with his theoretical model in which the compressive stress zone has less 

overpotential than the unstressed zone and the tensile stress zone [95]. The overpotential is 
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directly related to the corrosion current density. The relationship between the overpotential of 

the compressive stress zone (𝜑comp,s), the unstressed zone (𝜑𝑠,𝑜), and the tensile stress zone 

(φtens,s) is φcomp,s < 𝜑𝑠,𝑜 < φ𝑡𝑒𝑛𝑠,s. It should be noted that corrosion rate in plastically 

deformed zones is greater than that of elastically deformed zones, due to the presence of high 

density dislocations in plastically deformed zones. In this study, we applied the overpotential 

dependence on applied/residual stress proposed by Gutman [95]. According to Gutman’s 

model [95], residual stress of 600MPa corresponds to a change in overpotential of about 

20mV in this case. Here, a material with both tensile and compressive stress zones is modeled, 

which have an overpotential difference of φcomp,s = 𝜑𝑠,𝑜 − 20𝑚𝑉  and φtens,s = 𝜑𝑠,𝑜 +

20𝑚𝑉, whereas 𝜑𝑠,𝑜 is calculated from (3.28). A small opening of 6 m is considered at the 

material’s surface. The boundary conditions and initial values are the same as those given in 

Figure 3-3. Figure 3-11 shows that areas under tensile stress corrode at a faster rate than areas 

in the compressive stress zone. The pit morphology is closer to that of pits formed during a 

natural corrosion process because, in most natural scenarios, the corrosion process begins 

when the passive film is damaged by strain hardening of the surface. In fact, in most of these 

cases, multiple pits coalesce and grow faster along width than depth. This process is already 

illustrated in the previous case in which two closely located pits interact. 
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Figure 3-11: Pit growth at φm = -400 mV (SHE) for a material with tensile and compressive 

residual stresses. 

3.4.5 Case Study 3: Crystallographic plane-dependent pitting corrosion 

Several studies suggested that crystallographic orientations greatly affect the propagation 

rates and morphology of the corroding pits [96, 97]. This dependence is usually attributed to 

factors such as close packing of crystal planes, reaction rate variation along different plane 

orientations and density of crystalline defects on micro scale. Here, we demonstrate that this 

PF model can be a good tool to study this phenomenon in detail. The crystal orientations 

affect the rate of corrosion because planes with lower atomic densities usually corrode at 

faster rates than planes with higher atomic densities [97]. It has been reported that the 

corrosion rate tends to increase in the order of {111} < {110} ≤ {100}. The corrosion rate in 
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the crystallographic plane {111} is one third of {100} [97]. The scenario in which planes 

{110} and {100} corrode at the same rate is considered because no exact value is available 

for their ratio. We implemented our PF model to study the effects of the crystallographic 

plane orientation on pit growth. The domain geometry considered is 30 μm × 27 μm, as 

shown in Figure 3-12. The PF simulations are performed at a lower metal potential of −400 

mV SHE because it is believed that the crystallographic orientation dependence is limited to 

lower overpotentials when the corrosion process is activation controlled [76, 98]. A small 

opening of 6 μm is considered at the surface of the material. The initial values and boundary 

conditions are the same as described in Figure 3-3. Crystallographic planes {111}, {110}, and 

{100} are represented by blue, brown, and magenta, respectively, in Figure 3-12, which 

shows that the pit shape is no longer uniform because {111} corrodes at one third rate of the 

other two planes. This pit morphology illustrates the strength of our PF model under complex 

microstructures, with which most sharp interface models fail to cope with. 
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Figure 3-12: Pit morphology evolution over time in a crystallographic plane-dependent 

material. 

3.4.6 Case Study 4: Pitting corrosion in ceramic particle–reinforced steel 

Ceramic particles such as TiB2 and/or TiC are often embedded into steel to improve its 

stiffness, strength [99], and wear resistance [100]. Although the addition of these ceramic 

particles improves some of the material’s mechanical properties, it has very little effect on 

corrosion resistance [101]. In fact, these reinforcements may enhance stress corrosion 

cracking (SCC) because they can change the stress distribution near the pits. In case of SCC, a 

higher stress concentration can result at the tip of a growing pit when the pit reaches a ceramic 

particle. Metal corrodes faster at the high tensile stress region in the vicinity of a ceramic 
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particle. As we are not studying SCC in this study, the effect of stress concentration will not 

be considered here. Because the ceramic particles are far less reactive than steel, we assume 

that they are non-corrodible in salt solution. To ensure that the ceramic particles do not 

corrode in the salt solution, we considered L to be equal to zero for the ceramic particles. A 

small opening of 6 μm is assumed at the surface of the material. The boundary conditions 

and initial values are the same as those described in Figure 3-3. Figure 3-13 shows that the pit 

morphology changes with the presence of ceramic materials. This example elaborates the 

ability of this PF model to handle complex structures. 

In this study, we have developed a PF model for metal corrosion with ion transport in the 

electrolyte and this model is used to study pitting corrosion of SS304 in saltwater. It is shown 

that once the kinetic interface parameter is calibrated with the material’s exchange current 

density, the model has the potential to predict corrosion behavior over the whole range of 

reaction and diffusion-controlled processes. The simulation results showed that the PF model 

predictions agree well with the experimental results and that the model has the ability to 

handle complex microstructures, such as the interaction of closely located pits, the effects of 

stress on pitting, the effects of ceramic particles, and crystallographic plane orientation on 

corrosion. 
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Figure 3-13: Pit growth in ceramic particle–reinforced steel at φm =200 mV SHE. 
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Table 3-1: Parameters used in Chapter 3 simulations. 

Name Description Value Source 

𝑇 absolute temperature 298.15 K  

𝑅 gas constant 8.3145 J/(mol·K)  

𝐹 Faraday constant 96485 C/mol  

𝐾1 Equilibrium constant of the Me
n+ 

hydrolysis 

3.1622 ×

10−7 mol/m³ 

[84] 

𝐾2 Ionization constant of H2O 1 × 10−8 mol²/m6 [102] 

𝑧1 Charge number on the ionic specie c1 +2.19 [31] 

z2=z1-1 Charge number on the ionic specie c2 +1.19  

𝑧3 Charge number on ionic specie c3 −1  

𝑧4 Charge number on ionic specie c4 +1  

𝑧5 Charge number on ionic specie c5 +1  

𝑧6 Charge number on ionic specie c6 −1  
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𝛼5 charge transfer coefficient −0.5 [3] 

𝛼6 charge transfer coefficient −0.5 [3] 

i0 exchange current density of Me
n+ 1.0 × 10−6 A/cm2 [103] 

𝜚 Interface Energy 10 J/m² [76] 

l Interface thickness 5 × 10−6 m  

A Free energy density curvature 5.35 × 107 J/m3 [76] 

𝐶𝑠𝑜𝑙𝑖𝑑 concentration of Me
n+ in solid phase 143.1 mol/L [31] 

𝐶𝑠𝑎𝑡 saturation concentration of Men+ in the 

solution 

5.1 mol/L [31] 

𝑐𝑠𝑒 Equilibrium concentration of Men+ in 

solid (normalized) 

1  

𝑐𝑒𝑞,𝑙 Equilibrium concentration of Men+ in 

liquid (normalized) 

0.035664  

𝑏𝑎 Tafel constant 45.1 × 10−3 V [43] 
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𝐿0 Kinetic interface parameter 1.93 × 10−13  

m·s/kg 

 

𝑤 Height of double well potential 2.0786 × 106 J/m³  

𝛼𝑢 Gradient Energy Coefficient of PF 

parameter 

3.0069 × 10−6 J/m  

𝐽50 pre-exponential factor of J5 −2 × 10−3  

A·m/mol 

[3] 

𝐽60 pre-exponential factor of J6 8 × 10−10 A/m² [3] 

𝐷1 Diffusion constant of c1 8.5 × 10−10m²/s [31] 

𝐷2 Diffusion constant of specie c2 8.5 × 10−10m²/s  

𝐷3 Diffusion constant of specie c3 8.5 × 10−10 m²/s  

𝐷4 Diffusion constant of specie c4 8.5 × 10−10 m²/s  

𝐷5 Diffusion constant of specie c5 9.3 × 10−9 m²/s [3] 

𝐷6 Diffusion constant of specie c6 5.3 × 10−9 m²/s [3] 
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𝜑𝑚,𝑠𝑒 standard electrode potential of Me
n+ −0.477 V (SHE)  

𝜎𝑒 Electronic conductivity of SS304 6.1 × 106 S/m  

𝛾 Dimensionless number 100  
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Table 3-2: Initial values and boundary conditions for 1-D simulation in Chapter 3. 

Differential 

equations, variable 

(number) 

Initial 

value (for 

the solid) 

Initial value 

(for the 

electrolyte) 

Boundary 

conditions 

at A 

Boundary conditions 

at B 

𝑢 (7) 1 0 𝑢 = 1 𝑢 = 0 

𝑐1 (8) 1 0 𝑐1 = 1 𝑐1 = 1 × 10−8 

𝑐2 (14) 0 1 × 10−7 𝑐2 = 0 𝑐2 = 0 

𝑐3 (15) 0 1/143.1 𝑐3 = 0 𝑐3 = 1/143.1 

𝑐4 (16) 0 1/143.1 𝑐4 = 0 𝑐4 = 1/143.1 

𝑐5 (17) 0 1

× 10−7/143.1 

𝑐5 = 0 𝑐5=1 × 10−7/143.1 

𝑐6 (18) 0 1

× 10−7/143.1 

𝑐6 = 0 𝑐6 = 1 × 10−7/143.1 

𝜑 (9) 0 0 
𝜕𝜑

𝜕𝑥
= 0 𝜑 = 0 
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CHAPTER 4  

MULTI-PHASE-FIELD MODEL TO STUDY THE 

EFFECT OF INSOLUBLE CORROSION PRODUCTS ON 

PITTING CORROSION KINETICS OF METALS 

4.1  INTRODUCTION 

This chapter is organized as follows. A brief literature review related to this chapter is 

reported. In the Model section, the MPF model derivation is detailed for the metal–

electrolyte–ICP system by defining the Gibbs free energy of the system, which consists of 

chemical, migration and gradient free energy. The evolution of the order parameters is derived 

from rate theory. The evolution of ionic concentration is governed by the Nernst-Planck 

equation, which consists of diffusion, migration and reaction terms, while the electrostatic 

potential distribution is governed by the Poisson equation. In the Results and discussion 

section, the electrochemical reactions and schematics of the process are described. The 

proposed MPF model is solved numerically for 1-D, 2-D and 3-D cases. The results are 

compared with experimental findings and discussed in detail. Several examples are also 

presented to demonstrate the corrosion kinetics for different complex corrosion processes.  

Several steady-state [3, 5-7, 9] and transient-state [11, 13, 15, 31] numerical models have 

been developed over the years. In a notable early effort, Sharland and Taskeer [3] presented a 

one-dimensional (1-D) steady-state numerical model based on the Nernst-Planck equations, in 
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which they neglected the interfacial movement at the corrosion front. Later, with the 

development of numerical tools, several sharp-interface 2- and 3-D transient-state numerical 

models have been developed, which incorporate the interfacial movement. Some recent 

notable efforts that ignore the electro-migration effect are Scheiner and Hellmich’s [31, 32] 

finite volume method (FVM) models, Duddu’s [104] extended finite element method (XFEM), 

the Mai et al. phase field model [76] and Chen and Bobaru’s [43] peridynamic modeling 

method. Here, it is worth mentioning that metal corrosion can be reaction-, migration- or 

diffusion-controlled depending on the applied potential and the chemistry of the electrolyte. 

Because these models ignore the effect of electro-migration, they cannot capture a smooth 

transition from reaction- to diffusion-controlled regimes. Some notable numerical models that 

do incorporate the effects of electro-migration are Laycock and White’s [105] FEM model, 

the Sun et al. [42] Arbitrary Lagrangian-Eulerian (ALE) model and Duddu’s [106] XFEM 

model. More recently, diffuse interface models, namely phase field (PF) models, for localized 

corrosion have been proposed, which incorporate the electro-migration effect and thus have 

the ability to capture reaction-, migration- and diffusion-controlled regimes. Xiao et al. [67] 

proposed a PF model that shows good agreement with a so-called sharp-interface model. The 

major drawback of this model is its limitation to 1-D geometry problems, while PF models, in 

principle, should naturally extend to 2- and 3-D geometries without any changes in the 

formulation. Ansari et al. [68] overcame this problem and proposed a PF model that showed 

good agreement with the experimental results in both 1- and 2-D cases. They also presented a 
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set of examples to show the ability of their model to capture the effects of complex 

microstructures. More recently, Mai et al. [70] and Chadwick et al. [71] proposed a similar PF 

models showing good agreement with experimental findings and have the ability to complex 

microstructures. Tsuyuki et al. [72] proposed a PF model that incorporates the pH effect on 

corrosion rate by considering pH-dependent interface mobility, where pH is approximated for 

each case by Corrosion Analyzer software. Their model qualitatively describes the overall 

phenomenon quite well but lacks any validation with experimental results, as identified by the 

authors.  

Most of the numerical models ignore ICP formation completely or consider its effect 

implicitly [31, 68, 104, 105, 107]. Experimental findings indicate the importance of ICPs and 

their effect on corrosion rate and the morphology of the pits [108]. Some sharp-interface 

numerical models based on the ALE method have been presented, which do consider ICP 

formation [40-42] . Yin et al. [40] studied the formation of corrosion products and their 

effects on corrosion rate and corroding surface morphology using ALE method. In a later 

study, wang et al. [41] extended their previous ALE based formulation and studied the steric 

hindrance effect of corrosion product on corrosion kinetics. They found that corrosion rate 

significantly decreases with the formation of corrosion product on corroding surface by 

limiting the flow of ions through this new phase. ALE uses a moving mesh technique, which 

not only increases the computation cost and implementation complexity for non-uniform 

evolving geometries but also introduces additional errors due to the need of adjusting the 
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conforming mesh at each time step. As described by the authors [42], even for a 2-D 

geometry the mesh quality decreases with time and each simulation needs to be paused 

multiple times (based on mesh quality criteria) followed by an approximate re-drawing of the 

domain (and re-meshing) based on the geometry obtained in the previous time step. PF 

models introduce a diffuse interface rather than using a sharp one, which makes the 

mathematical functions continuous at the interface. The diffuse interface is represented by 

dimensionless monotonously varying time-dependent variables which evolve due to the free 

energy minimization of the system. Therefore, there is no need to track the interface explicitly 

at each time step. This makes PF models numerically more stable and hence can easily be 

used to simulate complex 3-D evolving geometries. To the best of our knowledge, no PF 

model in the literature explicitly considers the formation of ICP as a new phase or studies its 

effects on corrosion. Here we present an MPF model that considers ICP formation explicitly. 

4.2  MODEL 

4.2.1 Electrochemical Reactions  

The system studied consists of iron in dilute saltwater (Figure 4-1). In this work, the 

following electrochemical reactions and kinetics are considered. During metal corrosion, the 

metal acts as anode and is oxidized, thus losing electrons. 

 
2 2Fe Fe e     (4.1) 
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Another mechanism, proposed by Bockris et al. [109], is widely adopted in the literature to 

describe metal oxidation in aqueous environments. This metal oxidation mechanism 

incorporates the effect of OH
-
 and H

+
 ions (pH variation) on the corrosion rate and pit 

morphology. The mechanism is as follows: 

 𝐹𝑒(𝑠) + 𝑂𝐻(𝑎𝑞)
− ⇌ (𝐹𝑒𝑂𝐻)𝑎𝑑𝑠 + 𝑒− (4.2) 

 (𝐹𝑒𝑂𝐻)𝑎𝑑𝑠 → 𝐹𝑒𝑂𝐻(𝑎𝑞)
+ + 𝑒− (4.3) 

 𝐹𝑒𝑂𝐻(𝑎𝑞)
+ + 𝐻(𝑎𝑞)

+ ⇌ 𝐹𝑒(𝑎𝑞)
+2 + 𝐻2𝑂(𝑎𝑞) (4.4) 

where subscripts (s), (aq) and (ads) represent solid, aqueous and adsorbed phases, 

respectively. In this mechanism, iron atoms react with hydroxide ions and form adsorbed iron 

hydroxide, which then oxidizes to form iron ions (Fe
+2

) through a one-electron transfer step. 

In this work, reactions (4.2 to 4.4) are considered for metal oxidation. During pitting 

corrosion, several corrosion products may form such as FeCl2, Fe(OH)2 and Fe(OH)3.  
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Figure 4-1: Schematic of the pitting corrosion kinetics. 

 

 𝐹𝑒(𝑎𝑞)
+2 + 2𝐶𝑙(𝑎𝑞)

− ⇌ 𝐹𝑒𝐶𝑙2(𝑝𝑝𝑡) (4.5) 

 𝐹𝑒(𝑎𝑞)
+2 + 2𝑂𝐻(𝑎𝑞)

− ⇌ 𝐹𝑒(𝑂𝐻)2(𝑝𝑝𝑡) (4.6) 

 𝐹𝑒(𝑎𝑞)
+2 +  3𝐻2𝑂(𝑙) → 𝐹𝑒(𝑂𝐻)3(𝑝𝑝𝑡) +  3𝐻(𝑎𝑞)

+ +  𝑒− (4.7) 

where subscript (ppt) in the above reactions represents precipitate. According to the Pourbaix 

diagram of iron, among these corrosion products only Fe(OH)3 is a stable compound for an 

electrolyte having a pH value in the range (2 to 14). Its stability also depends on the applied 

potential and is usually more stable at higher potentials. In this chapter, Fe(OH)3 is considered 
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as a stable ICP that limits the flow of ions diffusing from the metal surface into the electrolyte 

and in turn slows down the metal corrosion. It is also possible to add cathodic reactions when 

cathode becomes rate-limiting electrode. This addition is straightforward and has been 

detailed in the Appendix C of a previous work [110]. 

4.2.2 Multi-phase-field formulation 

A MPF model for corrosion is formulated in this section. Most PF models introduce two 

dimensionless parameters, also known as order parameters, which vary from non-zero values 

to zero within a finite interface, to describe two different physical states (e.g. metal–

electrolyte). Because ICP formation is also considered explicitly in this work, three order 

parameters, η1, η2 and η3 are introduced which represent metal, electrolyte and ICP, 

respectively. The binary interphases involved in the process are outlined in Figure 4-2. The 

temporal evolution of the order parameters describes the evolution of metal–electrolyte, 

metal–ICP and ICP–electrolyte binary interfaces during the process. The molar concentration 

of species i is expressed by Ci (I = Fe, Fe(OH)3, Fe
+2

, Cl
-
, Na

+
, OH

-
, H

+
 and FeOH

+
). Note 

that the normalized molar concentrations of Fe atoms and the Fe(OH)3 product are 

represented in the Results sections by the order parameters = CFe/CFe,o and = CFe(OH)3/C 

Fe(OH)3,o, where CFe,o and CFe(OH)3,o are the molar concentrations of Fe and Fe(OH)3, 

respectively, in their bulk phases. The ionic molar concentrations are also normalized as ci = 

Ci/CFe,o, where ci is the normalized molar concentration for ionic species i.  
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Figure 4-2: Schematic of the binary interfaces involved in the metal–electrolyte–ICP system. 

The phase field of each phase varies smoothly along the diffuse interface from 1 in the 

corresponding phase to 0 in the other phase. η1 = 1, η2 = 1 and η3 = 1 represent metal, 

electrolyte and ICP, respectively. 

 

The driving force for metal corrosion and ICP formation is the minimization of the Gibbs free 

energy of the system. The Gibbs free energy is a summation of chemical, gradient (interfacial) 

and electrostatic free energy and is expressed as: 

      , ,chem k i grad k elec i
V

G f C f f C dV         (4.8) 

The first term in Eq. (4.8) is the chemical free energy density and Ci is the concentration of 

the ionic species i in the electrolyte. This chemical free energy density is given by 

 
0 lnchem i i i ii i

f f RT C C C       (4.9) 
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where f0 is a fourth order Landau polynomial of the order parameters (k) and is given by 

[111], 

 
4 2

2 2

0 ,

1

1
( )

4 2 4

N N N
k k

k j k j

k k j k

f m
 

  
 

 
    

 
    (4.10) 

where N is the number of order parameters. The PF parameters m and k,j are related to the 

surface energy σk and width of the diffuse interface l. The second term in Eq. (4.9) is the free 

energy of the electrolyte, where R and T are the gas constant and absolute temperature, 

respectively. The last term in Eq. (4.9) is the free energy of the system at the reference state, 

where 𝜇𝑖
𝛩is the chemical potential. The second term in Eq. (4.8) corresponds to the gradient 

energy density 

  
 

 
2

2
grad k kk

f


  


  (4.11) 

where is the gradient energy coefficient related to the interface surface energy. The last 

term in Eq. (4.8)  

  elec ,i ef C      (4.12) 

corresponds to the electrostatic free energy density, where φ is the electrostatic potential and 

e is the electric charge density, 

 e i iF z C     (4.13) 

where F is Faraday’s constant and zi is the valence of the ionic species.  
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The net rate (Rnet) of any chemical reaction is the difference of the forward and backward 

reactions. Rnet, which describes the reaction kinetics while satisfying the detailed balance of 

the system, can be expressed as [112] 

      0 1 0 2net exp expex ex

TS TSR r RT r RT            (4.14) 

where the first and second term on the right side of Eq. (4.14) are the forward and backward 

reactions, respectively. 𝜇𝑇𝑆
𝑒𝑥   is the excess chemical potential at the transition state while  

and  are the chemical potential at the initial and final state, respectively. The equilibrium 

constants for the forward (𝑟0
→) and backward (𝑟0

←) reaction are equal (𝑟0 = 𝑟0
→ = 𝑟0

←) for 

appropriately defined  [112]. We consider the order parameters to evolve according to the 

electrochemical reaction rate (Rnet) following the work of Chen et al. (2015) [113]. The 

readers are referred to the original article for more details [113]. The above relation Eq. (4.14) 

can be described in terms of thermodynamic driving force (= ) as, 

     0 exp exp 1k
k kr RT RT

t


   


       

  (4.15) 

where α is the charge transfer coefficient (or symmetry factor) and  k is the thermodynamic 

force, given by 

 k

k

G
nF

C


 


     (4.16) 
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where 𝜓𝑘 is the total overpotential, which is given by , ,k a k c k    . Here, 𝜓𝑎,𝑘 and 

𝜓𝑐,𝑘 represent the activation and concentration overpotential, respectively. The activation 

potential can be defined as, 

 , ka k E E      (4.17) 

where E is the applied potential on the electrode, 𝐸𝛩 is the standard electrode potential. The 

reaction affinity ai of a species is given by [112], 

 
1

exp mix
i

i

f
a

RT C

 
  

 
  (4.18) 

where 

 
mix chem grad ii

f f f C      (4.19) 

is the mixing free energy density relative to the reference state [112]. The derivation of the 

evolution of order parameters is detailed in Appendix: A. Here, we provide the derived 

temporal evolution equations for the order parameters η1 (metal atom evolution) and η3 (ICP 

formation), 

  
  2

1

,1 ,1201
1 1

1

1
exp exp

a aFe
c OH

H

anF nFf
L L S a

t RT a RT
 

   
  









        
          

        

    

  (4.20) 
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,3 ,32 33 0
3 3
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1
exp exp

a a

Fe H

nF nFf
L L a a

t RT RT
 

   
  


 

         
          

        



(4.21) 

 2 1 3
1       (4.22) 

where Lσ, Lψ1 and Lψ3 are the kinetic interface constants. ai, 𝑖 = {𝐹𝑒+2, 𝐻+, 𝑂𝐻−}, is the 

activity of the ionic species i and can be expressed as 𝑎𝑖 = 𝜒𝑖𝑐𝑖, where i is the activity 

coefficient. Because the electrochemical reactions are localized on the binary interfaces, the 

second terms in Eqs. (4.20) and (4.21) are multiplied by 1 and 3, respectively. In classical 

PF formulations, a polynomial function of the form  6,is used, which is non-zero only 

at the interface. This polynomial function is limited to two-phase PF models and hence cannot 

be used in our formulation. Here, 1 and 3 are given by, 

  1 1 2 1 3
4 H H H H     (4.23) 

  3 2 3
4 H H    (4.24) 

where Hk (k = 1,2,3) represents the phase fraction, which is a function of the order parameters 

ηk. The phase fractions are given by [111], 

 
2

2

1

i
i N

jj

H








  (4.25) 

where N is the number of phases. Metal dissolution increases the metal ion concentration at 

the corroding surface. When the metal ion concentration reaches the saturation value at the 
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corroding surface, corrosion cannot continue unless the saturated metal ions at the interface 

diffuse into the bulk electrolyte. In order to limit the reaction rate at saturation concentration, 

a simple criterion is devised. 2

2,

1 Fe
c

sat Fe

c
S

c





 


 
 

, the saturation factor, is multiplied by the 

second term in Eq. (4.20), where csat,Fe+2 is the normalized saturation concentration of Fe
+2

 in 

salt water. Similar non-linear kinetic formulations have been adopted in a number of 

non-linear PF models (but not multi-phase models) for electrodeposition processes [113-115]. 

The numerical examples presented in the Results section show that this MPF model produces 

good quantitative agreement with the experimental findings. 

 

4.2.3 Ions Concentration Evolution 

The time-dependent evolution of the molar concentration distribution of ionic species in the 

electrolyte is governed by the classical Nernst-Planck equation. It comprises the diffusion of 

ions due to the concentration gradient, migration of ions due to the electrostatic force and 

source/sink terms. 

 
eff

effi i i i
i i i

c z D Fc
D c R

t RT



    


  (4.26) 

where i=[Fe
+2

, Cl
-
, Na

+
, OH

-
, H

+
 and FeOH

+
], Di

eff
 is the effective diffusion coefficient of 

species i, which is given by, 

 1 2 3

eff m IC

i i

Pe

i i
D D H D H D H     (4.27) 
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where superscript m, e and ICP on Di represent metal, electrolyte and ICP phases, 

respectively. The diffusivity of all of the ionic species in the metal phase is assumed to be 

zero. The ICP phase is considered as porous. Therefore, the diffusion coefficient of ionic 

species in the ICP phase is assumed to follow the Bruggeman relation [116, 117]. 

 
1.5icp e

i p iD D   (4.28) 

where p is the porosity of the corrosion product. Note that the Bruggeman relation has 

limited validity when structural effects of the porous material are important. However, 

because this work does not take into account the structural effects of the ICP, the Bruggeman 

relation can be safely used [117]. Ri in Eq. (4.26) is the rate of consumption/production of 

species i in the electrolyte. The production of Fe
+2

 as a result of metal corrosion in Eq. 

(4.2-4.4) and its consumption as a result of ICP formation in Eq. (7) is given by: 

 2 prod consFe
R R R     (4.29) 

where Rprod and Rcons are given by 1

t





 and 
 

3
Fe OH , 3

,

o

Fe o

C

C t

  
 
   

, respectively. Bulk molarity 

of ICP cFe(OH)3,o is a function of porosity and this relation is detailed in Appendix: B. Similarly, 

H
+
 ion production as a result of (4.7) is given by: 

 
 

3
Fe OH , 3

,

3
o

H
Fe o

C
R

C t




  
  

   

  (4.30) 
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The molar concentration distribution of the remaining ionic species in the electrolyte is 

considered to vary according to the electrostatic potential to keep the solution neutral. The 

electrostatic potential distribution in the electrolyte and ICP is governed by the Poisson 

relation,  

 eff

RI     
  (4.31) 

where σ
eff

 is the effective electronic conductivity, which depends on the phase fractions and is 

expressed as: 𝜎𝑒𝑓𝑓 = 𝜎𝑒𝐻2 + 𝜎𝐼𝐶𝑃𝐻3 . σe and σICP are the conductivities in electrolyte and 

ICP phase, respectively. IR is the current density, related to the reaction rate by 

 
 

3

31
1 , 2 Fe OH ,R Fe o o

I n FC n FC
t t

 
 

 
  (4.32) 

where n1 =2 and n2 =1 are the number of electrons transferred as a result of metal corrosion 

and ICP formation reactions. Note that these source current density terms are non-zero only at 

the binary interfaces, thus, it is an implied flux boundary condition incorporated in the 

governing equation at the diffuse interfaces. 

 

4.3  NUMERICAL IMPLEMENTATION 

The phase field parameters m and  are related to physical parameters, surface energy or 

surface tension k and interface thickness l. Although it is possible to formulate  as 

function of interfaces (surface energy of each interface can be different), as proposed by 
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Kazaryan et al. [118], for the sake of simplicity, it is considered as constant.  and m for all 

the binary interfaces are given by, 𝑚 = 6𝜎/𝑙 and 𝜅 = (3/4)𝜎𝑙 for all i,j=1.5 [111]. i 

(activity coefficient) depends on concentration of the species. Although, it is possible to use 

concentration dependent activity coefficients by using either Debye-Huckel or Davies 

equation, for the sake of simplicity, all activity coefficients are considered equal to 1. The 

boundary conditions applied to solve 1- and 2-D problems are detailed in Figure 4-3. Figure 

4-3(a, b) describes the boundary conditions used in 1-D geometry. A larger electrolyte 

domain of 175 m for Figure 4-6 is considered while all other 1-D cases have the same 

geometry size as given in Figure 4-3. Figure 4-3(c) describes the boundary conditions in 2-D 

geometry. It should be noted that A (green) and B (red) in 2-D have the same boundary 

conditions as A and B in 1-D geometry, respectively. The boundary conditions in case of 3-D 

case are the same as given for 2-D case. The only difference is that each boundary (A, B and 

C) given in 2-D case represent a surface in 3-D. The initial values in metal phase (for all a, b 

and c) are ci = 0 and . Similarly, the initial values in the electrolyte phase 

are ci = ci,o (given in Table 4-1) and The initial values inside the ICP 

phase are ci = 0 and The parameters are taken from Table 4-1 for all 

the cases presented in the simulations performed in this chapter, unless stated otherwise.  

The governing Eqs. (4.20-4.22), (4.26) and (4.31) are solved by finite element method. The 

standard Galerkin [86] formulation is used to discretize the space, and the backward 

differentiation formula (BDF) method [87], due to its inherent stability, is used for the time 
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integration of the governing equations. Uniform grid points are used in the 1-D models, while 

in the 2-D and 3-D cases, triangular and tetrahedral Lagrangian mesh elements, respectively, 

are used to discretize the space. 

 

 

Figure 4-3: Schematics of the geometry considered for simulations along with boundary 

conditions in 1-D geometry (a) without ICP (b) with ICP and (c) two-dimensional geometry 

with ICP. 
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4.4  RESULTS AND DISCUSSION 

4.4.1 One-dimensional MPF model results 

First, the proposed MPF model is compared with experimental results [119]. ICP formation is 

not considered for this case. The experimental data [119] were obtained from trials conducted 

at Swansea Public Wharf (SPW) for mild steel. The parameters given in the experimental 

report [119], specifically temperature, pH, salinity and electrolyte conductivity, are 18.7 °C, 

8.2, 32 g/kg (0.55 mol/L NaCl) and 4.7 S/m, respectively. An applied potential of -200 mV vs 

saturated calomel electrode (SCE) is used in this case. Figure 4-4(a) shows that overall the 

simulation results agree well with the experimental results. It seems that the initial corrosion 

rate predicted by the 1-D MPF model is slightly lower than the experimental values, but later 

the two slopes meet (after 12 days of corrosion) and then the MPF model tends to 

overestimate the corrosion rate. Because the molar concentration of metal ions close to the 

interface is well below the saturation limit, as shown in Figure 4-4(b), the process is far away 

from diffusion- or migration-controlled kinetics. The linear relation in Figure 4-4 (a) shows 

that, the process is reaction-controlled. The gradual decrease in the slope in the experiments 

might have been due to the formation of ICPs, which usually limit the flow of ions and make 

the process diffusion-controlled. This phenomenon can be better described by incorporating 

ICP formation in the model. Because the thickness of the corrosion product on the corroding 

surface and the metal ion concentration are not available in the experimental data, it is 
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difficult to quantitatively compare the experimental results with our 1-D MPF model 

incorporating ICP formation. It should also be noted that non-uniform corrosion rate in the 

experiment may also have been due to several other factors, namely, electrolyte flow and the 

small amounts of sulfate, nitrate, ammonia, phosphorus and calcium in the sea water of SPW, 

which are assumed in the model to have no effect on the corrosion rate, an assumption that 

might not be true in general. The effect of variation in the applied potential in 1-D model with 

ICP is studied in the following section. The applied potential variation effect on corrosion 

without ICP formation is not studied in this work. Readers are referred to our previous PF 

work where the effect of the variation of applied potential is studied in detail including a 

comparison with the experimental results [68]. In this work, we focus on the evolution of ICP 

and its role in corrosion kinetics.  

Now, the 1-D MPF model is used to simulate an ICP phase between the electrolyte and the 

metal. Figure 4-5(a) shows that the corroded length increases linearly with time at low applied 

potentials (-100 mV and -50 mV vs SCE) over the range examined in this study. The linear 

relation suggests that the process is reaction-controlled at these two low potentials, even in the 

presence of a small ICP phase between metal and electrolyte. This linear relation can be 

understood through inspection of Figure 4-5(c), which shows that the metal ion concentration 

at the metal–ICP interface is still significantly smaller than the saturation value. From this 

information, one can safely deduce that the electrochemical reaction at these two low applied 

potentials is slower than the diffusion process and hence the process is reaction-controlled. As 
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the applied potential is increased further, the relation between corroded length and time 

becomes non-linear at 0 mV and 50 mV vs SCE. Because both migration- and 

diffusion-controlled kinetics are non-linear, we must inspect the metal ion concentration at the 

metal–ICP interface to interpret whether the process is migration- or diffusion-controlled. For 

the case of 0 mV vs SCE, Figure 4-5(c) shows that the metal ion concentration at the interface 

is very high, but still less than the saturation concentration. Therefore, the process is 

migration-controlled throughout the given simulation time, although it might become 

diffusion-controlled later. For 50 mV vs SCE, the metal ion concentration reaches the 

saturation value at the metal–ICP interface very quickly and the process hence becomes 

diffusion-controlled.  

If the applied potential is increased further, assuming all other conditions and parameters are 

kept the same, the plot of corroded length versus time will remain similar to that at 50 mV vs 

SCE because the process has already become diffusion-controlled. Note that the results in Fig 

3(a, b and c) are obtained for a porosity (p) of 0.05, as given in Table 1. This value 

corresponds to a diffusion coefficient of 1.12 × 10
-11

 m
2
/s inside the ICP, obtained by solving 

Eq. (28). Together with the applied potential, the porosity is one of the key parameters that 

control the corrosion process. To better understand the role of these two parameters, the 

porosity is varied for a fixed applied potential of 50 mV vs SCE. This applied potential is 

chosen because for a porosity value of 0.05, the process is already diffusion-controlled. Four 

cases are investigated, for porosity values of 0.05, 0.1, 0.2 and 0.3, respectively. Note that the 
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increase in porosity results in an increase in diffusion coefficient in the ICP, as can be seen in 

Figure 4-6(d). The corroded length shows a non-linear relation versus time for a porosity 

value of 0.05, indicating a diffusion-controlled corrosion process. However, as the porosity is 

increased this relation approaches linearity and eventually becomes linear at a porosity of 0.3, 

as shown in Figure 4-6(a). This suggests that the process becomes reaction-controlled for an 

applied potential of 50 mV vs SCE if the ICP phase is sufficiently porous (p = 0.3). The 

corroded length at 50 mV vs SCE differs significantly between the porosity values of 0.05 and 

0.3, signifying the importance of the porosity of ICPs in corrosion rate estimation. Figure 

4-6(c) shows that with the increase in porosity of ICP, the metal ion concentration at the 

metal–ICP interface decreases from the saturation value at a porosity of 0.05, which also 

suggests the transition from diffusion- to reaction-controlled corrosion. The process can be 

either reaction- or diffusion- controlled for the same value of applied potential depending on 

the porosity of the ICP medium. Note that the ICP thickness increases significantly with the 

increase in porosity value. This suggests that the effective volume of the more porous ICP (p 

= 0.3) is significantly higher than the other cases. It is also possible to develop correlations 

based on the corrosion kinetics for each case. If the metal corrosion does not slowdown with 

time, then the corrosion process is controlled by reaction and is known as linear kinetics [120]. 

The corroded length in that case can be approximated by a linear relation, 

𝑐𝑜𝑟𝑟𝑜𝑑𝑒𝑑 𝑙𝑒𝑛𝑔𝑡ℎ = 𝐾𝐿 × 𝑡𝑖𝑚𝑒, where KL is the linearity factor. The simulation results of 

Fig 4 (a) show that the corrosion length has a linear relationship with time for p=0.3, and the 
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linearity factor KL= 0.11. When metal corrosion slows down with time, then the process is 

considered as transport controlled. In transport controlled processes, if the controlling 

mechanism is by diffusion, the corrosion length and time can be approximated by a parabolic 

relation of the form, (𝐶𝑜𝑟𝑟𝑜𝑑𝑒𝑑 𝑙𝑒𝑛𝑔𝑡ℎ)2 = 𝐾𝑝 × 𝑡𝑖𝑚𝑒 [120] where Kp is the parabolic rate 

constant. It seems that the corrosion process is diffusion controlled for p=0.05. This case 

follows parabolic kinetics with Kp=0.30. This effect will be studied in more detail later in 

section for 2-D geometry.  

 

Figure 4-4: (a) Corrosion loss (μm) of mild steel in SPW experiments [119] (blue diamonds) 

and results of 1-D MPF model (black) against time (days). (b) Metal ion concentration (mol/L) 

at the metal–electrolyte interface plotted with phase fractions. 
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Figure 4-5: (a) Corroded length (μm), (b) Increase in ICP thickness (μm) and (c) Metal ion 

concentration at the metal–ICP interface versus time plotted for various applied potentials. 

 

 

Figure 4-6: The effect of porosity at an applied potential of +50 mV vs SCE on (a) corroded 

length (μm), (b) increase in ICP thickness (μm) and (c) metal ion concentration (mol/L) at 
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metal-ICP interface, at an applied potential of 50 mV vs SCE. (d) table of diffusion 

coefficient values in ICP phase for each porosity. 

 

4.4.2 Two-dimensional MPF model results 

In this section, 2-D geometry is simulated for two different cases: metal corrosion with and 

without ICP formation. First, the MPF model is used to study metal corrosion without ICP 

formation. Figure 4-7(a) shows the geometry of the 2-D case under study, where the metal 

surface is largely covered by a passive film (black) with a narrow opening of 4 m at the 

metal surface. The simulations are carried out at an applied potential of 0 mV vs SCE. 

Because the corrosion process is symmetric about the center of the pit along the vertical axis, 

only half of the geometry is simulated to save computation time. Figure 4-7(b) shows that the 

initial flat metal surface exposed to the electrolyte eventually evolves into a pit. This pit 

morphology reflects the fact that the ions can only diffuse through the narrow opening, which 

results in the corrosion rate being highest along the opening. The diffusion pathway is 

constrained by the protective effect of the passive film, which results in a significantly higher 

metal ion concentration (mol/L) inside the pit than outside the pit, as shown in Figure 4-7(c). 

The value of the corresponding electrostatic potential (mV) in the electrolyte is shown in 

Figure 4-7 (d). Note that if the surface of the metal had no passive film, it would keep its flat 

shape during corrosion.  
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To understand the role of ICPs in corrosion kinetics, we next study the case of corrosion with 

ICP formation. Figure 4-8(b and c) show the evolution of the dimensionless order parameter 

 over time. It can be seen that the pit is significantly shallower in the presence of ICP as 

compared with that obtained in Figure 4-7(b). This decrease in pit depth, which indicates a 

lower corrosion rate, as shown in Figure 4-9, occurs because the metal ions have to diffuse 

through the ICP, which has a far smaller diffusivity than the electrolyte. Figure 4-8(d, e and f) 

show the evolution of the ICP over time, while Figure 4-8(j, k and l) shows the pH of the 

solution at different times. The pH is low inside the ICP and gradually increases away from 

the ICP to achieve the pH value of 6 in the bulk electrolyte. This low pH (or high H
+
 ion 

concentration) is due to the formation of H
+ 

ions as a result of Eq. (7). Such low pH values are 

usually an indicator of active pits, buried under the ICPs, and have also been reported in 

experimental studies [108]. Figure 4-8(m, n and o) show the evolution of the electrostatic 

potential in the electrolyte. It can be seen that the electrostatic potential is relatively high 

inside the ICP and gradually decreases in the bulk solution. The high electrostatic potential is 

due to slow ionic diffusion through the ICP, which results in the accumulation of metal ions 

close to the surface of the pit. Note that this study does not consider the microstructural 

effects of the ICP phase, which may result in non-uniform morphology of the corroded metal. 

It should also be noted that a tiny initial ICP seed is simply placed at the interface between 

metal and electrolyte in this work. It is possible to include the nucleation of ICP in the model 

but it requires special treatment. Nucleation of new phases in PF models has been dealt with 
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using different methods. For example, one method is based on thermal fluctuation of the 

system, in which a Langivin random noise term is added in the dynamic equations for long 

range order parameters (for example, the dynamic equation for in this work). This noise 

term satisfies the Gaussian distribution and meets the requirement of the 

fluctuation-dissipation theorem [121]. We have used this technique in modeling hydride 

nucleation in zirconium alloys [122]. In this work, our main effort is to develop 

multi-phase-field modal for ICP evolution. In addition, the location for new phase nucleation 

is very limited within a small interface area where passive film is damaged. 

The effects of porosity of ICP on pitting corrosion and ICP morphology are studied using 2-D 

geometry. The geometry of the problem under study is shown in Figure 4-10(a). The initial 

thickness of ICP medium is 3 m. Two cases of porosity values 0.05 and 0.3 are studied to 

observe the difference in ICP morphology. The applied potential is kept at 50 mV vs SCE for 

both cases. Figure 4-10(b and c) show that the morphology of the ICP phase after a simulation 

time of 50 s is significantly different for the two cases. The size of ICP phase for a porosity of 

0.3 is much higher than the case of 0.05 due to two reasons. First, more metal is corroded 

which results in higher ICP formation. The second reason is the increase in effective molar 

volume of ICP phase with the increase in porosity. The relation of porosity with effective 

volume variation is described in Appendix: B. A movie (M1) comparing these two cases for a 

total simulation time of 50s is also available in supplementary material, showing the evolution 
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of all three phases (metal, electrolyte and ICP) for two different porosity values as labeled in 

the video. 

 

Figure 4-7: 2-D simulations of pitting corrosion at an applied potential of 0 mV vs SCE (a) 

the initial geometry of the simulation, (b) the evolution of the dimensionless order parameter 

(η1). (c) shows the corresponding molar concentration (mol/L) distribution of metal ions 

(Fe+2). (d) shows the electrostatic potential (mV) distribution, where gray color shows the 

metal part. 
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Figure 4-8: 2-D MPF model results of pitting with insoluble corrosion product (ICP) 

formation at an applied potential of 0 mV vs SCE. (a) Initial geometry of the problem under 

study. (b) and (c) show the evolution of metal atom distribution. (d), (e) and (f) show the 

evolution of ICP. (g), (h) and (i) show the metal ion concentration (mol/L). (j), (k) and (l) 

show the pH variation in the electrolyte and ICP. (m), (n) and (o) show the corresponding 

electrostatic potential (mV). 
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Figure 4-9: Pit depth (μm) comparison of two cases, with and without ICP formation versus 

time. 

 

 

Figure 4-10: (a) Geometry of the 2-D model. The morphology of ICP phase for an applied 

potential of 50 mV vs SCE at 50 s for porosity value of (b) 0.05 and (c) 0.3, respectively. 
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4.4.3 Corrosion in Sensitized Alloys 

The sensitization of alloys is the increase in sensitivity of the grain boundaries after heat 

treatment for a specific period of time. Sensitized alloys such as stainless steel [123] and 

aluminum alloys [124] are more vulnerable than un-sensitized samples to corrosion along the 

grain boundaries at relatively low potentials. This phenomenon is known as intergranular 

corrosion (IGC) and has been studied for several decades [123-125]. The degree of 

sensitization (DOS) for a steel alloy depends on the carbon content and the time and 

temperature of heat treatment. The DOS can be approximated from the time–temperature–

transformation (TTT) curve for each alloy. In sensitized stainless steel (SS316), IGC is 

believed to result from the depletion of chromium element content along the grain boundaries, 

which can be reduced from 18% in the grains to just 11% along the grain boundaries, when 

heat-treated for 300 hours at 700 °C [123]. Experimental findings show that the corrosion 

potential in sensitized alloys along the grain boundaries can be 200 to 250 mV lower than 

inside the grains [124]. In sensitized alloys the grain boundaries act as anodes; therefore, the 

alloy corrodes along the grain boundaries when exposed to a corrosive environment.  

To study this process in detail, the MPF model is used to simulate IGC in 3-D. As shown in 

Fig 8(a), the grains, sensitized grain boundaries and electrolyte in the 3-D geometry are 

represented in red, gray and blue, respectively. Figure 4-11(c) is an optical micrograph of the 

etched surface of sensitized SS304. The sample was sensitized along the grain boundaries by 

a 10-hour heat treatment at 850 °C. This heat-treated SS304 was then etched in strong acidic 
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electrolyte. A small rectangular area marked in Figure 4-11(c) is sketched and extruded in 3-D, 

as shown in Figure 4-11(b). The grains and sensitized grain boundaries are represented by two 

different order parameters, g and gb, respectively. These order parameters follow the 

reaction kinetics described in Eq. (4.20), with different a. a is a function of 𝐸𝛩, and is 

considered to be 200 mV lower along sensitized grain boundaries, on the basis of 

experimental findings [124]. For the sake of simplicity, it is assumed that no ICP will form 

during this process. Figure 4-11(d, e and f) show the evolution of g (red), 2 (blue) and gb 

(gray) in each case at different times. Similarly, Figure 4-11(g, h and i) show the evolution of 

the grains and sensitized grain boundaries with time. The electrolyte is omitted from Figure 

4-11(g, h and i) to better illustrate the evolution of the corroding surface, which is not visible 

in Figure 4-11(d, e and f). It can be seen that the grain boundary phase corrodes much faster 

than the grain phase. In fact, the grain shows almost no corrosion during this short time, 

consistent with the etching experiment. Movies of these two cases, M2 and M3, are also 

available as supplementary material to better visualize the evolution of the grains and 

sensitized grain boundaries in a corrosive electrolyte. It should be noted that the grains in 

these simulations are not considered as cathodic or inert (non-corrodible), but instead are 

anodic, and corrode at a relatively slower rate. In reality, grains do corrode when the applied 

potential is above the corrosion potential, but at a significantly lower rate than the sensitized 

grain boundaries. In open circuit situation, the sensitized grain boundary and grain interior 

can form galvanic corrosion cells, with sensitized grain boundary region as the anode and 
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grain interior as the cathode. In this case, both anodic reactions and cathodic reactions can be 

included in the current model using the method given in Appendix C of a published work 

[110]. 

 

 

Figure 4-11: 3-D MPF model simulations of IGC in a sensitized alloy at an applied potential 

of -150 mV vs SCE. (a) shows the geometry of the model with three distinct phases, grain 

matrix (red), sensitized zone (gray) and electrolyte (blue). (b) shows the corroding surface 

morphology (without electrolyte). (c) Optical micrograph of sensitized SS304 with an etched 

surface. (d), (e) and (f) show the evolution of all phases (grain, grain boundaries and 

electrolyte) in transparent mode at 3 s, 6 s and 9 s, respectively. (g), (h) and (i) show the 

evolution of grains (red) and grain boundaries (gray) at 3 s, 6 s and 9 s, respectively. 
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4.4.4 Under-deposit Corrosion 

Sometimes, active pits are buried under the deposits and stay undetected for longer periods, 

leading to catastrophic failures. These deposits may consist of corrosion products (metal 

oxide/hydroxide) or can be a combination of corrosion products, carbonates, bi-carbonates 

and/or sea sand [126]. Such deposits are usually found in pipe lines in the oil industry, where 

insufficient flow of electrolyte leads to deposition of these materials over the active pits. What 

is particularly problematic is that the pits can stay active below these deposits, usually with 

lower corrosion rates, which makes them difficult to identify with normal inspection 

procedures. Several studies, both experimental and numerical, have been reported over the 

years, unmasking some key factors of this phenomenon [116, 126, 127]. To the best of our 

knowledge, there is still no PF model that can explicitly study the role of deposits in corrosion. 

To address this, we use our MPF model to illustrate this phenomenon numerically. 

The geometry of the problem simulated in this case is shown in Figure 4-12(a). The metal is 

buried under a quarter-circular ICP with a radius of 6 m. In this case, we assume that the 

deposit layer consists only of Fe(OH)3 and will follow the reaction kinetics of Eq. (7). The 

results in Figure 4-12(b, c), show that the metal corrodes under the deposit at a significantly 

slower rate than shown in Figure 4-7(b). The metal corrosion is limited by the slow diffusion 

of metal ions through the deposit. This effect can also be seen in Figure 4-12(g, h, i) where 

the metal ion concentration is much higher at the metal–deposit interface than in the bulk 

electrolyte or even at the deposit–electrolyte interface. This also illustrates that the corrosion 
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becomes diffusion-controlled in the presence of a deposit layer. Figure 4-12(j, k and l) show 

the pH value at 0, 100 and 300 s, respectively. It can be seen that the pH of the solution is 

very high at the metal–deposit interface and gradually decreases away from the interface. 

Note that the pH within the deposit layer is below zero, indicating that the pit under the 

deposit layer is still active. Such low values of pH are often reported in experimental studies 

of active pits under a deposit layer [108]. Indeed, pH measurement is one criterion used in 

industry to determine if a pit is still active under a rust or deposit layer.  
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Figure 4-12: 2-D MPF model results for under-deposit corrosion kinetics at an applied 

potential of 0 mV vs SCE. (a) Schematics of the problem under study. (b) and (c) show the 

evolution of metal atom concentration at 100 and 200 s, respectively. (d), (e) and (f) show the 

evolution of the deposit. (g), (h) and (i) show the metal ion concentration (mol/L). (j), (k) and 

(l) show the pH of the system. 
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4.4.5 Micro-structure dependent pitting corrosion 

Experimental studies show that pit initiation and growth strongly depend on microstructural 

features such as grain shapes, secondary phase particles, inclusions, flaws, dislocations, 

mechanical damage and crystallographic orientations [128]. It is important to study these 

features in detail to understand the reasons for the formation of pits with irregular shapes. The 

MPF formulation provides the opportunity to study microstructural and electrolyte effects 

together. Note that all of the above microstructural effects can be included in the MPF model 

if the relevant reaction kinetics are known. In the following example, for the sake of 

simplicity we only consider the effect of crystallographic orientations on corrosion. Most 

alloys, such as stainless steel, aluminum alloys and even pure iron, show crystallographic 

orientation-dependent corrosion [96, 97]. Several studies suggest that the corrosion rate along 

the three principal orientations in stainless steel varies in the order of [111]<[110]<[100] [96]. 

In the most extreme cases, the corrosion potential can vary by 5% to 10% between the [111] 

and [100] planes [30]. In our example, the MPF model is used to study crystallographic 

orientation-dependent corrosion. Three principal planes, [111], [110] and [100], are 

represented by three different order parameters, a, b and c, respectively. The phase 

evolution of all three order parameters is governed by Eq. (4.20), where a is a function of 

crystallographic orientation. Relative to the [111] plane, the corrosion potential is assumed to 

be 5% lower for [110] and 10% lower for [100]. A lower corrosion potential corresponds to 

an increase in corrosion rate, given that the applied potential is unchanged. The labels in 
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Figure 4-13(a) schematically show the crystal plane in each grain that is assumed to face the 

electrolyte. The evolution of the pit over time is shown in Figure 4-13(b, c and d). It can be 

seen that the pit loses its semi-circular shape when the electrolyte approaches the [100] plane 

and corrodes faster on this plane. The difference in corrosion rate for different orientations 

results in a non-uniform pit shape. This example illustrates the ability of the MPF model to 

handle complex phenomena. The MPF model developed in this work provides a generalized 

formulation in which various effects, each with their own reaction kinetics, can be explicitly 

incorporated as a new phase or order parameter, enabling us to study the role of multiple 

effects together and to identify the dominant effect. 
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Figure 4-13: 2-D MPF model simulations at an applied potential of 0 mV vs SCE. (a) 

schematic of the geometry under study. (b), (c) and (d) pit morphology evolution at 20, 50 

and 80 s, respectively. 
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Table 4-1: Parameters used in Chapter 4 simulations. 

Symbol Description Value  Source 

𝑇 absolute temperature 298.15 K  

𝑅 gas constant  8.3145 J/(mol·K)  

𝐹 Faraday constant  96485C/mol  

 interface energy 1 J/m2  

l interface width 1 × 10-6 m  

L kinetic interface parameter 1 × 10-7 m3/J s  

L reaction constant for  2.5 × 10-5 1/s  

L reaction constant for  6.25 × 10-6 1/s  

𝐸1
𝛩 standard reduction potential for  -0.684 V vs. SCE [129] 

𝐸3
𝛩 standard reduction potential for  0.496V vs. SCE [130] 

CFe,o molarity of iron metal (solid) 141 mol/L  

CFe(OH)3,o molarity of Fe(OH)3 in metal phase 39.76 mol/L  

Csat saturation molarity of Fe+2 in electrolyte 5.1 mol/L [31] 

CFe+2,o initial molarity of Fe+2 ion in the electrolyte 0  
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CFeOH+,o initial molarity of FeOH+ in the electrolyte 0  

CCl-,o initial molarity of Cl- in the electrolyte 0.546 mol/L [119] 

CNa+,o initial molarity of Na+ in the electrolyte 0.546 mol/L [119] 

COH-,o initial molarity of OH- in the electrolyte 1 × 10-6 mol/L  

CH+,o initial molarity of H+ in the electrolyte 1 × 10-8 mol/L [119] 

Di
m diffusion coefficient of all ions in the metal 

phase 

0 m2/s  

Di
e diffusion coefficient of all ions in the 

electrolyte phase 

1 × 10-9 m2/s [4] 

p porosity constant of all ions in the ICP phase 0.05  

ICP conductivity in ICP phase 4.7 S/m [119] 

e conductivity in electrolyte phase 4.7 S/m [119] 

 charge transfer coefficient 0.5  
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CHAPTER 5  

MULTI-PHASE-FIELD MODEL TO INVESTIGATE 

INTERGRANULAR CORROSION KINETICS IN 

SENSITIZED ALLOYS 

5.1  INTRODUCTION 

This chapter is organized as follows. A brief literature review related to intergranular 

corrosion (IGC) is reported in this section. In the Model section, the MPF model derivation is 

detailed for the Grain–Grain Boundary-electrolyte system by defining the Gibbs free energy 

of the system, which consists of chemical, migration and gradient free energy. The evolution 

of the order parameters is derived from rate theory similar to the one detailed in Chapter 4. 

The evolution of ionic concentration is governed by the Nernst-Planck equation, which 

consists of diffusion, migration and reaction terms, while the electrostatic potential 

distribution is governed by the Poisson equation. In the Results and discussion section, the 

proposed MPF model of IGC is solved numerically 2-D and 3-D geometries. The results are 

quantitatively compared with several experimental results and relevant discussions are made 

in detail.  

IGC is a form of localized corrosion in which metal preferentially corrodes along the grain 

boundaries (GBs) that can lead to the accelerated failure of metallic structures. Heat-treated 

aluminum and steel alloys result in accelerated corrosion along sensitized GBs in corrosive 
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solutions. In IGC, sensitized GBs corrode at a faster rate as compared to the grain matrix due 

to the difference in the material properties of these two phases. The difference in material 

composition results in a local galvanic coupling between grain matrix and GB that results in 

preferential corrosion at the interface. Aluminum alloys have practical applications in many 

fields such as aerospace, biomedical and naval equipment. Similarly, steel alloys are a major 

component of all major industries including multi-billion-dollar oil and gas industry. 

Crystallographic plane orientations and stored grain energy also play an important role in IGC 

kinetics. Therefore, it is important to develop a thermodynamically consistent 

multi-phase-field model that has the ability to quantitatively predict IGC in real metallic 

materials by explicitly considering all important electrochemical reactions and microstructure 

effects to avoid disasters.  

In the last few decades, several studies are reported in literature to better understand IGC and 

develop materials that are less susceptible to IGC. Most of this literature consists of 

experimental studies on IGC in aluminum [124, 131-141], magnesium [142-144] and steel 

alloys [123, 145, 146]. In aluminum alloys, magnesium from grain matrix diffuses to GBs at 

elevated temperatures (60 C to 180 C) or sometimes even at room temperature and result in 

an anodic phase (Al3Mg2) formation [134]. Aluminum alloys having Mg composition 

more than 3% are more susceptible to IGC even at lower temperatures. The experimental 

studies suggest that IGC in Al alloys is a function of applied potential, degree of sensitization 

(DoS), exposure time and rolling direction [131, 134]. Apart from these parameters, it has 
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been found that crystal orientation [139], grain structure [140] and grain stored energy [135, 

136] also effect IGC kinetics.  

Several models have been presented on IGC prediction over the years. In an early effort, 

Zhang et. al. (2003) proposed a statistical model (a so-called brick-wall model) to predict the 

IGC damage on the basis of alloy microstructure [147]. A similar statistical model is proposed 

by Lim et. al. (2012) where IGC depths obtained from experiments serve as the input data for 

depth distribution to predict IGC growth [134]. This model is limited to AA5083 alloy when 

exposed to solution of 0.6M NaCl. Later, this model was extended to a 3-D geometry by 

using Monte-Carlo method. These statistical models show good agreement with the 

experimental findings. Mizuno et. al. (2013) proposed a FEM model [148] based on their 

experimental findings [149] to predict IGC penetration rate. It is a simple model and does not 

provide IGC evolution with time. All of these models do not predict the evolution of 

corroding surface and hence ignore the role of mass transport that greatly affects the evolving 

geometry. These models are also limited to the dissolution of only GBs while experimental 

studies show that grains dissolution is not negligible at higher applied potentials [131].  

Cellular automata (CA) method is also used to model IGC. In these models [36, 39], each cell 

describe a physical state (grain matrix, GB, electrolyte and passive film) in the entire domain. 

The transition of a grain or a GB cell to electrolyte depends on the defined probability. 

Therefore, a higher probably is assigned to grain boundary cells as compared to grain matrix 

cells to predict IGC. More recently, Jafarzadeh et. al. (2018) proposed a peridynamic (PD) 
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model to predict IGC [44]. This model considers the dissolution of both grain matrix and 

grain boundaries by introducing effective diffusivity parameters that govern the dissolution of 

grain and GBs. Their model assumes that IGC process immediately becomes transport 

controlled and hence considers a diffusivity value for GB dissolution that saturates the 

solution right away. This can be considered as good assumption for some cases, but 

experiments show that if the applied potential is close to or slightly higher than the open 

circuit potential (OCP) than the process can be reaction controlled 
4
. This model also does not 

incorporate the electro-migration effect and hence ignores the role of ionic species in the 

electrolyte. Although this model makes significant improvement in the existing IGC models 

but leaves room for improvement in order to better understand and predict the process more 

accurately. 

PF models have been used to study pitting [68, 71, 76] and stress-assisted [77, 110, 150] 

corrosion using this approach. More recently, a multi-phase-field (MPF) model is reported 

that includes the evolution of insoluble corrosion product (ICP) and its effect on pitting 

corrosion kinetics [73]. To the best of the author’s knowledge, a model for IGC based on 

phase field formulation is yet to be reported. In this chapter, a MPF model is proposed to 

investigate IGC kinetics for sensitized alloys.  
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5.2 MODEL 

5.2.1 Electrochemical Reactions 

In Al-Mg alloys, Mg diffuses towards the grain boundaries at elevated or even at ambient 

temperatures to form -phase (Al3Mg2). This results in a local galvanic couple in which the 

element composition near the grain boundaries is significantly different than the grain matrix. 

Therefore, material properties in the grain matrix are different than the sensitized GBs. It 

results in a different metal oxidation rate in these phases for the same environmental 

conditions. The aluminum oxidation reaction is given by, 

 3 3Al Al e    (5.1) 

A sensitized metal can undergo IGC both with and without applied potential depending on the 

degree of the sensitization and the nature of the electrolyte. The schematic of the process is 

shown in Figure 5-1.  
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Figure 5-1: Schematic of intergranular corrosion in a corrosive electrolyte. 

 

5.2.2 Multi-phase-field Formulation 

A multi-phase-field formulation for IGC is detailed in this section. This MPF formulation is 

based on the phase field formulation derived in Chapter 4. The formulation is briefly 

discussed first followed by the incorporation of IGC kinetics in the MPF model. The driving 

force of the metal oxidation is due to the minimization of Gibbs free energy of the system that 

is defined as, 

      , ,chem k i grad k elec i
V

G f C f f C dV        (5.2) 
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where fchem is the chemical free energy density of the system and is defined in terms of ion 

concentration (Ci) and dimensionless order parameters (ηk) as, 

 
0 lnchem i i i ii i

f f RT C C C      (5.3) 

where f0 is a Landau polynomial of fourth order expressed as, 

 
4 2

2 2

0 ,

1

1
( )

4 2 4

N N N
k k

k j k j

k k j k

f m
 

  
 

 
    

 
   (5.4) 

where m and k,j are model parameters related to physical parameters, surface energy (σk) and  

width of the interface (l). The second term in Eq. (5.3) is the free energy of the electrolyte, 

where R and T are the gas constant and absolute temperature, respectively. The last term in Eq. 

(5.3) is the free energy of the system at the reference state, where 𝜇𝑖
𝛩is the chemical potential. 

The second term in Eq. (5.2) corresponds to the gradient energy density  

  
 

 
2

2
grad k kk

f


  


 (5.5) 

where is the gradient energy coefficient related to the interface surface energy. The last 

term in Eq. (5.2)  

  elec ,i ef C     (5.6) 

corresponds to the electrostatic free energy density, where φ is the electrostatic potential and 

e is the electric charge density, 

 e i iF z C    (5.7) 
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where F is Faraday’s constant and zi is the valence of the ionic species.  

The net rate (Rnet) of any chemical reaction is the difference of the forward and backward 

reactions. Rnet, which describes the reaction kinetics while satisfying the detailed balance of 

the system, can be expressed as [112] 

      0 1 0 2net exp expex ex

TS TSR r RT r RT           (5.8) 

where the first and second term on the right side of Eq. (5.8) are the forward and backward 

reactions, respectively. 𝜇𝑇𝑆
𝑒𝑥   is the excess chemical potential at the transition state while 

and are the chemical potential at the initial and final state, respectively. The equilibrium 

constants for the forward (𝑟0
→) and backward (𝑟0

←) reaction are equal (𝑟0 = 𝑟0
→ = 𝑟0

←) for 

appropriately defined [112]. Following the work of Chen et al. (2015) and Ansari et al. 

(2019) [73, 113], it is considered that the evolution of phase field variables follow the 

electrochemical reaction rate (Rnet). The above relation Eq. (5.8) can be described in terms of 

thermodynamic driving force (= ) as, 

     0 exp exp 1k
k kr RT RT

t


   


       

 (5.9) 

where k describes the phases (grain, GB and crystal orientations) and α is the charge transfer 

coefficient (or symmetry factor) and  k is the thermodynamic force, given by 

 k

k

G
nF

C


 


    (5.10) 
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where 𝜓𝑘 is the total overpotential, which is given by , ,k a k c k    . Here, 𝜓𝑎,𝑘 and 

𝜓𝑐,𝑘 represent the activation and concentration overpotential, respectively. Following the 

same derivation process as detailed in Appendix A, Eq. (5.9) takes the form, 
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k app corE E      (5.13) 

The parameters Lint and Lr are model parameters. Lr is related to equilibrium reaction constant. 

The electrochemical reactions are localized at the interface. Therefore, k is used as a multiple 

to localize the contribution and is given as, 

 4k k elecH H    (5.14) 

where H is given by,  

 
2

2

1

i
i N

jj

H








  (5.15) 

where N represents all the phase field variables including elec. The metal ion concentration 

affects the corrosion rate when it reaches the saturation value. Therefore, a simple relation is 

used to incorporate this effect by using the variable S given by, 1 − 𝑐𝐴𝑙+3/𝑐𝑠𝑎𝑡(𝐴𝑙+3).  
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Corrosion potential 
k

corE is a material property and varies with material composition and 

crystal orientation. Therefore, each grain, crystal orientation and GBs have different corrosion 

potential values. It should be noted that the difference in corrosion potential of crystals 

orientation is usually very small as compared to the difference between grains and GBs. 

 

5.2.3 Ions Concentration Evolution 

The time-dependent evolution of metal ion (cation) and anions in the electrolyte is given by 

Nernst-Planck equation. This equation also incorporates the source sink terms and is 

expressed as, 

 
eff

effi i i i
i i i

c z D Fc
D c R

t RT



    


  (5.16) 

where i represents the ionic species of the electrolyte. The diffusion coefficient varies from 

one phase to another. Therefore, it is expressed as a function of phase fractions and is given 

by, 

 
1

j

eff

i

j

j

iD D H


   (5.17) 

where 𝐷𝑖
𝑗
 is the diffusion coefficient of ionic specie i in phase j. Ri is the term related to the 

consumption or production of ions in the electrolyte as a result of electrochemical reactions. 

The electrostatic potential in the electrolyte is given by, 

   re I      (5.18) 
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where e
 
is the electronic conductivity in the electrolyte. Ir is the current density and is related 

to the reaction rate of equation (5.11) and is given by,  

 ,

1

N

Al o

k

k
rI nFC

t









   (5.19) 

where n is the number electrons produced or absorbed as a result of reaction (5.1). CAl,o is the 

molar concentration of aluminum in the bulk phase.  

 

5.3 NUMERICAL IMPLEMENTATION 

The phase field parameters m and  are related to physical parameters, surface energy or 

surface tension k and interface thickness l. Although it is possible to formulate   as 

function of interfaces (surface energy of each interface can be different), as proposed by 

Kazaryan et al. [118], for the sake of simplicity, it is considered as constant.  and m for all 

the binary interfaces are given by, 𝑚 = 6𝜎𝑘/𝑙 and 𝜅 = (3/4)𝜎𝑘𝑙 for all i,j=1.5 [111]. i 

(activity coefficient) depends on concentration of the species. Although, it is possible to use 

concentration dependent activity coefficients by using either Debye-Huckel or Davies 

equation, for the sake of simplicity, all activity coefficients are considered equal to 1.  

Figure 5-2 shows the 2-D geometry of sensitized metal with grain and GBs. The GB has a 

finite width (wgb) and its value is chosen based on the interface thickness of phase field 

variables. In this chapter, the interface thickness is considered to be five times smaller than 
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GB width (wgb =5l). A smaller interface thickness requires smaller mesh elements to 

discretize the geometry. Therefore, the interface thickness can be reduced further at the 

expense of computational cost. In this chapter, slightly larger interface thickness is chosen for 

larger geometries while smaller values for smaller interface thickness. The interface thickness 

value is given for each simulation case in the Results and Discussion section.  

The proposed MPF for IGC is simulated for different 2-D geometries. The boundary 

conditions for 2-D geometry are given in Figure 5-3. The initial values in grain phase (grey) 

are ggbeci = 0 and . The initial values in GB phase (black) are gb 

geci = 0 and . Similarly, the initial values in the electrolyte phase (blue) are g 

gbeci = ci,o (given in Table 5-1) and The governing Eqs. (5.11), (5.12), 

(5.16) and (5.18) are solved by finite element method. The standard Galerkin [86] formulation 

is used to discretize the space, and the backward differentiation formula (BDF) method [87], 

due to its inherent stability, is used for the time integration of the governing equations. 

Triangular Lagrangian mesh elements are used to discretize the 2-D and 3-D geometries, 

respectively.
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Figure 5-2: The geometry of the model with grain and sensitized GBs. 
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Figure 5-3. Boundary values for the problems solved in this chapter for 2-D cases. 

 

 

5.4 RESULTS AND DISCUSSION 

In this section, MPF model for IGC is validated against different experimental findings 

available in literature on Aluminum alloys. IGC depends on electrochemical exposure time, 

degree of sensitization and plane-direction in rolled alloys. Several studies are performed to 

validate the simulation results with the experimental findings and discussions are made 

indicating the underlying factors in detail.  
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5.4.1 Effect of electrochemical exposure 

First case is focused on the IGC corrosion rate comparison with a thin 2-D foil of AA2024 

[137]. The scanning electron microscope (SEM) images of the experimental findings are 

shown in Fig 5.3(a). The microstructure assumed is drawn as geometry for simulations using 

MPF model, as shown in Fig 3 (b). Although, phase thickness can be considered equal to or 

less than 1 m, as reported in literature, but it comes at the expense of computation cost. The 

computation cost increases with the decrease in the interface width (li) for all phase field 

variables, assuming the size of the geometry remains unchanged. In this case, li for all the 

phases is considered equal to 2 m. Please note, phase thickness is usually not uniform in 

the entire sample but for the sake of simplicity, it is considered uniform. This 2-D model 

geometry is exposed to a 0.1M NaCl solution at an applied potential of -600 mVSCE, as 

reported in the reference experiment [137]. This applied potential is higher than the open 

circuit potential (OCP). The corrosion potential of phase in Al alloys is reported to be equal 

to -0.92 mVSCE [134]. The corrosion potential for the grain is considered equal to -0.75 mVSCE. 

This value is assumed to be higher than the corrosion potential of phase but lower than the 

applied potential.  

MPF model simulations show good agreement with the experimental results quantitatively, as 

shown in Fig 5.3 (c). The IGC depth for both simulated MPF and experimental results versus 

time have a non-linear relation with time, as shown in Fig 5.4. The results are also compared 

with the Peridynamic (PD) model results [44], as shown in Fig 5.5. It can be seen that PD 
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model tends to overestimate the IGC rate at the start as compared to the experimental and 

MPF model results. This is probably due to the approximation made in the PD model that the 

process becomes diffusion controlled right away [44]. Experimental and MPF model results 

show that the IGC depth has a non-linear relation making the process transport controlled. 

Further analysis showed that the metal ion concentration is still lower than the saturation 

value at the corroding surface, as shown in Fig 5.6 (a). It shows that the process is still not 

diffusion controlled. The electric potential distribution in the electrolyte does have a higher 

value close to the corroding surface, as shown in Fig 5.6 (b). This high value of electrostatic 

potential corresponds to the non-linear IGC rate making the process migration controlled. The 

IGC mechanism resembles with crevice corrosion. In this case, the apparent crevice (corroded 

grain boundaries) width is only a few microns while the depth is hundreds of microns. The 

slow movement of metal ions through thin electrolyte film (hindrance by high electrostatic 

potential and metal ion saturation in the nearby electrolyte) in the corroded sensitized GBs 

makes the process transport controlled.  
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Figure 5-4: IGC in Al alloy at an applied potential of -0.6 mVSCE in a 0.1 M NaCl electrolyte. 

(a) Scanning Electron Microscope (SEM) images of experimental findings, taken from 

literature [137]. (b) The geometry of the microstructure used in the simulations. (c) MPF 

model results for the evolution of ηelectrolyte with time (electrolyte phase= red color and 

un-corroded metal= blue). 

 

Figure 5-5: Comparison of IGC depth versus time between MPF model, PD model and 

experimental results. 
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Figure 5-6: IGC in Al alloy at an applied potential of -0.6 mVSCE in a 0.1 M NaCl electrolyte. 

The evolution of (a) Metal ion (Al
+3

) (mol/L) and (b) electric potential (mV) distribution. 

 

5.4.2 IGC in Heat-treated rolled Aluminum sheets 

Al alloys show different penetration rate in different directions of rolled sheets. Here an 

experimental study [134] is chosen for comparison. To simulate IGC by MPF model, all 

parameters are taken from experimental report [134]. A 2-D model geometry is created and 

simulated using MPF model and then compared with the experimental results [134]. The 

experimental study reports the experiments performed on a heat treated Al-Mg alloy 

(AA5XXX). Several samples were prepared for heat treatment with different conditions. 

Barker’s etch images revealed that samples with lower DOS values have less sensitized GBs 

[134]. Therefore, heat treated sample with the highest DOS value 49 mg/cm
2
 (30 days at 100 
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C) is considered for comparison with MPF model simulation for a 2-D geometry with an 

assumption that all the GBs are uniformly sensitized. The simulation conditions are taken 

from the experimental ones for this study that are, applied potential (-0.73 VSCE) and 0.6 M 

NaCl solution [134]. The corrosion potential for -phase is taken as -0.92 VSCE [134]. The 

interface width of the phase field variables is taken equal to 5 m. The average grain size 

along different plane directions reported in the experimental study are L=80 m, T=60 m 

and S= 20 m [134]. These grain size dimensions are scaled up by a factor of three to make 

sure that the grain size is significantly larger than the -phase in the simulations. In this first 

study, the sample is exposed from ST surface and damage morphology is observed in L 

direction. The SEM images of the experimental results are shown in Fig 5.7(a). Please note 

the difference in length scale of the experimental results at different time intervals. The MPF 

model results have wider corroded grain boundaries as compared to the experimental results. 

The difference in morphology of MPF model results and SEM images is due to the 

assumption that the GB is uniformly sensitized and also its width which is quite smaller in 

real metals. The IGC depth predicted by MPF model results quantitatively agrees well with 

the experimental results, as shown in Figure 5-8. 

This comparison also includes a plot proposed by linear relation approximation made by the 

statistical model based on these experimental results [134]. This model predicts that for DOS 

value of 49 mg/cm
2
, the IGC rate can be approximated by the linear relation 2.64  0.80 (nm/s) 

[134]. The linear relation prediction agrees with the MPF models except for a small deviation 
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at a later stage. The MPF model predicts that the process will go through a transition from 

being reaction to transport controlled after 50 hours of electrochemical exposure. The metal 

ion concentration at the corroding surface is significantly lower than the saturation value, as 

shown in Fig 9 (a). Therefore, the process is far from being diffusion controlled. However, the 

electrostatic potential is small but not negligible. The slightly non-linear trend after 50 hours 

is most probably due to the process being migration controlled. 

 

 

Figure 5-7: ST surface of the metal exposed to 0.6M NaCl solution at an applied potential of 

-0.73 VSCE. The damage is observed in L-direction where (a) shows the SEM images of the 

damaged SL surface taken from literature [134], similarly (b) shows the MPF model results 

where blue color is for the electrolyte phase and red color for metal phase (both grain matrix 

and β-phase).  
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Figure 5-8: IGC depth versus time for MPF model, experimental and linear statistical model 

results. 
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Figure 5-9: ST surface of the metal exposed to 0.6M NaCl solution at an applied potential of 

-0.73 VSCE .The evolution of (a) Metal ion (Al
+3

) (mol/L) and (b) electric potential 

distribution with time. Note: gray color shows the metal phase. 

 

5.4.3 Effect of plane-direction on IGC in Heat treated rolled Al sheets 

In order to investigate the effect of plane-direction on IGC rate, more simulations are 

performed. The MPF model simulations are performed based on the heat treated rolled Al-Mg 
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alloy (AA5XXX) [134]. The samples are rolled in Ldirection and hence have different grain 

size in three plane-directions. Please note, this experiment is the same as discussed and used 

for comparison in previous case. Therefore, experimental conditions and model parameters 

are the same as reported in previous case.  

In this case, LT surface of the metal is exposed to the electrolyte to observe IGC in 

S-direction. The grain size along Sdirection is three times smaller than Tdirection. MPF 

model results of IGC evolution for both L and Sdirection are shown in Fig 10 (a) and (b), 

respectively. The results show that the IGC is slower in Sdirection as compared to L 

direction. The experimental results also report IGC along Sdirection [134]. The difference in 

IGC along L and Sdirection is purely due to the difference in the microstructure (average 

grain size along the corroding direction) of these two directions.  
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Figure 5-10: MPF model results for metal corrosion exposed to a 0.6 M NaCl solution from 

left side at an applied potential of -0.73 VSCE. (a) shows the damage evolution in L-direction 

when exposed from ST surface while (b) shows the damage evolution in S-direction when 

exposed from LT surface. 
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Table 5-1: Parameters used in Chapter 5 simulations. 

Symbol Description Value  Source 

𝑇 absolute temperature 293K  

𝑅 gas constant  8.3145 J/(mol·K)  

𝐹 Faraday constant  96485C/mol  

 interface energy 0.5 J/m2  

l interface width 2 or 5 × 10-6 m  

Lint kinetic interface parameter 1 × 10-8 m3/J s  

L reaction constant for  2 × 10-8 1/s  

𝐸𝑐𝑜𝑟
𝑔𝑏  corrosion potential in sensitized GB -0.92 mVSCE [134] 

CAl,o molarity of aluminum metal (solid) 100 mol/L  

Csat saturation molarity of Al+3 in electrolyte 3.1 mol/L  

CAl+3,o initial molarity of Fe+2 ion in the electrolyte 0  

CCl-,o initial molarity of Cl- in the electrolyte 0.60 mol/L and 0.1 

mol/L 

[134], 

[137] 

Di
m diffusion coefficient of all ions in the metal 0 m2/s  
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phase 

Di
e diffusion coefficient of all ions in the 

electrolyte phase 

553 × 10-12 m2/s [44] 

e electrolyte conductivity 4.7 S/m [119] 

 charge transfer coefficient 0.5  
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CHAPTER 6  

CONCLUSIONS AND SUGGESTIONS FOR FUTURE 

RESEARCH 

6.1  CONCLUSIONS 

Corrosion loss is one of the leading sources of structural failure in most big industries. 

Corrosion of metallic materials seems inevitable but reduction in corrosion loss and prior 

knowledge can help avoid serious accidents and save money. This necessitates further study 

of the process to improve the understanding in order to predict it more accurately and take 

measures to avoid it. The previous efforts in developing corrosion resistant alloys and coating 

materials have reduced the general corrosion of metallic structures to much extent but 

localized corrosion still remains a huge problem. Accordingly, this research explored 

localized (pitting and intergranular) corrosion. This work focused on developing 

computational models based on phase field formulation to study the process in detail and 

figure out the important underlying factors. Firstly, a phase-field model was developed to 

study pitting corrosion in metallic materials. Secondly, a multi-phase-field model was 

developed that can explicitly model the evolution of more than two phases. Thirdly, 

intergranular corrosion in heat treated alloys was studied in detail using the multi-phase-field 

formulation.  

The important points and findings of individual studies are summarized below: 
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a) Phase-field model of pitting corrosion kinetics in metallic materials 

This study proposed a thermodynamically consistent phase field model for the quantitative 

prediction of the pitting corrosion kinetics in metallic materials. The phase field model was 

validated against the experimental results, and several examples were presented for the 

possible applications of the phase-field model to study various corrosion problems. The 

model was able to capture a smooth transition from reaction to transportcontrolled 

processes with the increase in applied potential. The study of closely located pits showed that 

the corrosion loss in case of two interacting pits differ from the ones growing separately. The 

study of corrosion in a stressed material revealed that the corrosion rate in tensile stressed 

zone is higher than the un-compressed zone. The presence of ceramic particles in steel 

resulted in the growth of a non-uniform pit. The study of crystallographic orientation in 

metals revealed that the grain with [111] and [100] orientations showed highest and lowest 

corrosion rates, respectively. 

 

b) A multi-phase-field model of pitting corrosion kinetics in metallic materials with 

insoluble corrosion product formation 

In this study, a multi-phase-field formulation was proposed to study the evolution of more 

than two phases in the system. This methodology allows the incorporation of insoluble 

corrosion products (ICP) formation on pitting corrosion kinetics. The effect of ICP formation 

on pitting corrosion kinetics was explored in detail. The model was validated with 
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experimental results and several cases were studied using the model. The effect of the ICP 

formation and the influence of porosity of the ICP on pitting corrosion kinetics were explored 

in detail. The results showed that corrosion usually becomes transport controlled when the 

metal surface is covered with an ICP phase. The porosity of the ICP play key role and a 

process can be reaction or diffusion controlled for the same applied potential for the ICP of 

different porosity. The study of under-deposit corrosion predicted that a pit covered with a 

porous deposit can stay active without being noticed. The study of corrosion of sensitized 

alloys showed that the metal corrodes faster along sensitized grain boundaries as compared to 

grains. 

 

c) Multi-phase-field model to investigate intergranular corrosion kinetics in 

sensitized alloys 

A multi-phase-field (MPF) model was proposed to quantitatively predict IGC kinetics in 

sensitized metallic materials. The simulation results showed that the metal corrodes faster 

along the sensitized grain boundaries. The results were compared with two different 

experimental studies along with various modeling results. MPF model results showed that 

IGC process can be reaction controlled at lower applied potentials, close to open circuit 

conditions. While in most cases, the IGC process became transport controlled due to the 

restricted flow of ions through narrow corroded grain boundaries. The model also predicted 

plane-direction-dependent IGC in rolled sheets, as observed in an experimental study. There 

was very little corrosion in grains for the given conditions and simulation time for all the 
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cases, although the grains were considered anodic. A three-dimensional study is also 

presented to show the practical applications of using this MPF model for other complex 

three-dimensional geometries. 

 

6.2  IMPLICATIONS FOR FUTURE RESEARCH 

This research developed a multi-phase-field model to study localized corrosion kinetics in 

metallic materials. Although, significant progress has been made in this work to understand 

and predict localized corrosion using phase-field modeling but there is still some room for 

improvement. It is also possible to extend this formulation to study other electrochemical 

phase change processes. Few possible studies that can be done based on this formulation are 

elaborated as follows: 

1) The multi-phase formulation can be used to study the role of passive film and/ or 

coating layer in corrosion kinetics of a metal. The passive film and/ or coating layer 

usually get damaged and in result expose the metal surface to the corrosive electrolyte. 

The passive film/ coating layer on the metal surface can be considered as a new phase 

between metal and electrolyte. The evolution of passive film/ coating layer damage and 

metal corrosion can be studied explicitly using this model.  
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2) This thesis work focused on studying the corrosion kinetics of traditional alloys (steel 

and aluminum) but it can be extended to study the localized corrosion process in high 

entropy alloys. High entropy alloys have shown significant improvement in mechanical 

properties. It is important to study these alloys under corrosive electrolytes to better 

understand their applications in aqueous environments. There is a handful of numerical 

modeling literature on localized corrosion studies in high entropy alloys, not to mention, 

no phase-field modeling study. 

 

3) Electrochemical dealloying of metals is a selective corrosion process that has received 

significant importance because of its practical applications in making porous metallic 

materials. The selective dissolution of component(s) from an alloy (for example, Au-Ag 

alloy) in liquid bath having different electrochemical properties result in porous 

material formation. These porous materials have many practical applications. 
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APPENDICES 

APPENDIX A: THE DERIVATION OF PHASE FIELD EQUATIONS 

Here, we detail the derivation procedure for the order parameter () evolution relation 

starting from Eq. (4.15) given by:  
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where is the total overpotential which is a summation of activation potential (a) and 

concentration potential c. 
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The concentration potential is given by, 
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The activity of water and electrons are considered as unity. Now, we re-write (A1), 
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Let  
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 ln Fey a  (A7) 

By using the relation of activity expressed in (17), in the main text, we get the iron atom 

activity as: 
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When the system is far from equilibrium state then: y<<x. By performing Taylor series 

expansion of (A5), we get, 
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 (A9) 

First term in (A9) shows that the reaction rate is exponentially proportional to x while second 

term shows, it is linearly proportional to y. For the sake of simplicity, we write the above 

reaction in two parts. 

       0 1 exp 1 expaR r y x x            (A10) 

and 

     0 exp 1 expbR r x x         (A11) 



APPENDICES 

128 

 

Let, 

       0 ,1 exp 1 exp Fe oL r x x C RT            (A12) 

is the interface mobility with a constant value and substitute this in (A10), and then using (A6) 

and (A7) we get. 

  20
1

1

a

f
R L k 



 
    

 
 (A13) 

Similarly, substituting (A6) in (A11), we get, 
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By substituting (A15) in (A14), we get: 
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Now, by substituting above expressions (A10 – A17) in (A9), we get, 
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The electrochemical reaction is localized at the metal-electrolyte and metal-ICP interface. 

Therefore, 1is multiplied with the second term on the right side of the equation to localize 

the reaction at the binary interfaces. Similarly, saturation factor (Sc) is also included which 

limits the reaction at saturation stage. These two variables are discussed in detail after (21) 

and (24), in main the text. 

Similarly, for ICP formation (3), the order parameter evolution can be derived by following 

the same procedure, which results in: 
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APPENDIX B: ICP POROSITY AND ITS EFFECT ON VOLUME 

CHANGE IN ICP 

The bulk molarity of ICP phase depends on its porosity. For a porosity value of 0.05, the bulk 

molarity of ICP is 39.76 mol/L. To incorporate the effect of porosity on change in volume of 

ICP phase, the effective bulk molarity of ICP medium can be related to its porosity as, 
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  (B1) 

This expression incorporates the effective change in volume originated from the change in 

porosity. The porosity of ICP is considered as constant (equal to 0.05) in the main text unless 

stated otherwise. 
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NOMENCLATURE 

The nomenclature for this thesis is provided in separate tables for each chapter. There are 

some symbols that represent different parameters in different chapters. 

 

NOMENCLATURE IN CHAPTER 2 

n number of electrons Ci molar concentration of ionic specie i 

i current density io exchange current density 

a anodic charge transfer coefficient  overpotential 

c cathodic charge transfer 

coefficient 

Di diffusion coefficient 

T absolute temperature φ electrostatic potential 

R gas constant Ji ionic flux 

F faraday constant R source or sink terms 

μ convection coefficient   
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NOMENCLATURE IN CHAPTER 3 

T absolute temperature w height of double well potential 

Rg gas constant u gradient energy coefficient 

F faraday constant Ji0 pre-exponential factors of specie i 

Ki equilibrium constant of the 

reaction i 

Di diffusion coefficient of specie i 

kif equilibrium constant of a forward 

reaction for the reaction i 

e electronic conductivity 

kib equilibrium constant of a 

backward reaction for the reaction 

i 

 dimensionless number 

zi charge number of the ionic specie 

i 

J exchange current density of a 

reduction rate  

 charge transfer coefficient J0 exchange current density of a 

reduction rate at open circuit 
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conditions 

ia exchange current density of 

anodic reaction 

E total free energy 

i0 exchange current density of the 

metal oxidation reaction at open 

circuit conditions 

Eb bulk free energy 

ϱ interface energy Ei gradient energy 

l interface thickness Ee electrostatic energy 

A free energy density curvature Es strain energy 

Ci Molar concentration of specie i f free energy density 

ci normalized molar concentration 

of specie i 

V volume 

L Kinetic interface parameter 

related to overpotential 

t time 
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L0 kinetic interface parameter at 

open circuit conditions 

’ model related contstant 

η order parameter  electric potential 

h monotonously varying 

interpolation function 

m applied potential 

g double well function m,se standard electrode potential 

y smooth piecewise functions 

related to η 

c Concentration overpotential 

c1b metal ion concentration at the 

corroding surface 

l Electrolyte potential at the 

corroding surface 

Ri source/ sink terms   
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NOMENCLATURE IN CHAPTER 4. 

T absolute temperature  charge transfer coefficient 

R gas constant l interface thickness 

F faraday constant L kinetic interface parameter  

zi charge number of the 

ionic specie i 

L model parameter related to reaction 

constant for η1 

Ci molar concentration of 

specie i 

L model parameter related to reaction 

constant for η3 

ci normalized molar 

concentration of specie i 

𝑬𝟏
𝜣 standard reduction potential for η1 

CFe,o molarity of metal in 

solid phase 

𝑬𝟑
𝜣 standard reduction potential for η3 

C(FeOH)3,o molarity of Fe(OH)3 in 

solid phase 

ηi order parameters 

Csat, Fe+2 saturation molar 

concentration of metal 

ion in the electrolyte 

p porosity of ions in the ICP phase 

Ci,o initial molar  electronic conductivity 
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concentration of specie i 

zi charge on the ionic 

specie i 

G Gibbs free energy  

Hi phase fraction fchem chemical free energy density 

ni number of electrons 

released or absorbed in a 

reaction 

fgrad gradient energy density 

t time felec electrostatic free energy 

Ri  rate of 

consumption/production 

of species i in the 

electrolyte 

e electric charge density 

p porosity of the ICP 

phase 

 electrostatic potential 

Rnet net reaction rate V volume 

r0
→

 forward reaction rate 

constant 

f0 fourth order Landau polynomial  

r0
← backward reaction rate 

constant 

m model parameter in Landau polynomial  
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TS
ex

 excess chemical 

potential 

 surface energy 

1
 chemical potential at 

initial state 

l interface thickness 

2 chemical potential at 

initial state 

Θ chemical potential 

k total overpotential c,k concentration overpotential 

a,k activation overpotential  applied potential 

L kinetic interface 

parameter  

Ek
Θ standard electrode potential 

L reaction constant for η1 ai reaction affinity 

L reaction constant for η3 fmix mixing free energy 

Di
eff

 effective diffusion 

coefficient 

 phase fractions to localize the reaction 

at the interfaces 

Di
e diffusion coefficient of 

specie i in the 

electrolyte phase 

Sc saturation factor 

Di
ICP diffusion coefficient of i activity coefficient 
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specie i in the ICP phase 

Di
m diffusion coefficient of 

specie i in the metal 

phase 

Rprod rate of production of metal ion 

IR  reaction current density Rcons rate of consumption of metal ion 

i,j phase field constant ICP
 conductivity in the ICP phase 

eff
 effective conductivity   phase field parameter related to surface 

energy 

e conductivity in the 

electrolyte phase 
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NOMENCLATURE IN CHAPTER 5. 

G Gibbs free energy  k surface energy 

fchem chemical free energy density l interface thickness 

fgrad gradient energy density Θ chemical potential 

felec electrostatic free energy c,k concentration overpotential 

ηk order parameters  applied potential 

Ci molar concentration of 

specie i 

Ecor
k
 standard electrode potential 

ci normalized molar 

concentration of specie i 

eff
 effective conductivity  

V volume k surface energy 

f0 fourth order Landau 

polynomial  

 phase field parameter related to 

surface energy 

i,j  phase field constant Rprod rate of production of metal ion 

m model parameter in Landau 

polynomial  

Rcons rate of consumption of metal ion 
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T absolute temperature Di
eff

 effective diffusion coefficient 

Rg gas constant Di
e
 diffusion coefficient of specie i in 

the electrolyte phase 

F faraday constant Di
m

 diffusion coefficient of specie i in 

the metal phase 

e electric charge density Lint kinetic interface parameter  

 

Rnet net reaction rate Lr reaction constant at equilibrium 

conditions 

 

r0
→

 forward reaction rate 

constant 

k phase fractions to localize the 

reaction at the interfaces 

 

r0
←

 backward reaction rate 

constant 

S saturation factor 

TS
ex

 excess chemical potential i activity coefficient 

1 chemical potential at initial 

state 

 electrostatic potential 

2 chemical potential at initial 

state 

e conductivity in the electrolyte phase 

 

k total overpotential IR  reaction current density 
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a,k activation overpotential wgb grain boundary width 

CAl,o molarity of metal in solid 

phase 

ni number of electrons released or 

absorbed in a reaction 

t time   
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