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Abstract

The emergence of online social media has fundamentally changed the way of informa-

tion diffusion in human society. These changes trigger a large amount of information

diffusion processes in our daily life. Thanks to various social media platforms, the

diffusion data become retrievable and traceable, providing unprecedented opportu-

nities as well as great challenges for information diffusion studies. Modeling and

predicting information diffusion in social media are meaningful for a variety of real-

life applications, such as recommendation services, social marketing campaigns and

stability maintenance. In this thesis, we investigate the information diffusion pre-

diction problem from a micro perspective, which aims to model how individuals in

social media affect each other in the information propagation process and predict

potential individuals who will participate in the future.

Specifically, we identify three key research problems to be solved in information

diffusion prediction task, i.e, 1. How to develop an effective prediction model when

only historical diffusion processes are observed? 2. How to utilize additional social

relationship network to improve the prediction performance and generalization ability

of the diffusion model? 3. How to capture interplay effect between information dif-

fusion and social network, and predict diffusion processes and network links jointly?

Inspired by great success of representation learning and neural network techniques

on various fields, we propose several models based on the two powerful frameworks

to solve the above problems. According to the category of the proposed models, this
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thesis is naturally divided into two parts.

In the first part (work 1 and 2), we present two representation learning based

models for problem 2 and problem 3, respectively. The poor generalization of dis-

crete graph-based models in previous work motivates us to project diffusion users

into a continuous latent space as user representations, which capture unique diffusion

characteristics of users. In the representation space, any possible diffusion influence

can be flexibly measured by the distance between user representations. In work 1, we

focus on problem 2, which asks for integrating social network structure information

into diffusion prediction model. In this work, a novel network-regularized role-based

representation learning model is proposed. The model learns the user representations

based on the objective of maximizing the likelihood of observed diffusion cascades

and employs another objective of reconstructing structural proximities as a regular-

ization. The network regularization provides additional constraints on representation

learning, correcting the biased information or supplementing the missed information

of diffusion relationships. In work 2, we move the attention forward on problem 3,

which aims to capture correlations between diffusion cascades and network struc-

ture and predict diffusion processes and network links jointly. To achieve this goal,

we propose a joint user representation learning model that embeds users as shared

representations in a common latent space to characterize their behaviors correspond

to both information diffusion and link creation. The proposed model defines two

consistent objectives with maximization likelihood estimation on two behaviors and

incorporates them in a unified learning framework. The shared representations la-

tently capture the interplay effects and improve the generalization ability on both

prediction tasks.

The second part (work 3 and 4) delves into neural network based solutions for

problem 2 and problem 1, respectively. Due to the sequential form of diffusion pro-

cesses, most recent studies formulated diffusion prediction as a sequence prediction
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task and employed recurrent neural network (RNN) for the problem. However, few

existing RNN-based models consider the observed network structure when modeling

diffusion cascades (sequences), which means that they cannot be applied to problem

2. Therefore, in work 3, we propose a novel sequential neural model with structure

attention to inject network structure information. The RNN framework is employed

to model the sequential information. A structure attention mechanism is designed

to capture the important structural information of diffusion users in the given so-

cial network. A gating mechanism is further developed to effectively integrate the

sequential and structural information. With the injection of structure information,

the prediction performance and the generalization ability are further improved. Al-

though retrievable diffusion processes are recorded in the sequential form, we find

that non-sequential properties exist, which do not strictly follow the assumptions of

previous RNN-based work. In work 4, we propose a hierarchical diffusion attention

network with a non-RNN framework for problem 1, which asks to predict diffusion

without knowing the underlying social network. The model adopts two-level atten-

tion mechanisms, i.e., a dependency attention at user level for capturing historical

user-to-user dependencies, and a time-aware influence attention at the cascade (se-

quence) level for inferring possible future user’s dependencies on historical users. The

evaluations demonstrate our non-sequential attention network is more effective than

previous RNN-based sequential models.

In summary, we present a systemic study of information diffusion prediction in

social media. The effectiveness of the proposed models is demonstrated on public

benchmark diffusion datasets or synthetic datasets. The proposed models will benefit

a wide range of potential applications in real life, such as advertisement recommenda-

tion, product influence optimization and personal opinion prediction. Moreover, the

possible extensions of current work will provide a deeper and more comprehensive

understandings on diffusion related behaviors in social media.
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Chapter 1

Introduction

1.1 Background

Information diffusion can be defined as the process that information propagates

among people in the society. There is a wide range of information diffusion ex-

amples, including the spread of rumors, beliefs, and behaviors. Historically, most

studies in this area have been done through field observations and/or phone surveys

over a sampled population, focusing on the traditional types of diffusions, which can

be summarized as the “word-of-mouth”[20]. However, these studies were limited by

the difficulties of data acquisition.

With a drastic boost of users, online social media is gradually taking the place

of traditional media, with bringing fundamental changes to the style of information

diffusion. Due to these changes, information in social media propagates quickly and

evolves dynamically, which produces a large amount of diffusion data with different

new-born patterns and characteristics. Understanding these patterns and character-

istics of information diffusion in social media has a great significance for individuals

to enjoy better social experience (e.g. friends and contents recommendation), for

companies to optimize business performance (e.g. social marketing campaigns), for

governments to maintain social stability (e.g. terror attack prevention). Therefore,

extracting valuable information, e.g., events, interests and knowledge, understanding

1



meaningful diffusion patterns and predicting temporal propagation in social media

are urgently expected by the whole society. Additionally, social media makes the

explicit diffusion data much more accessible and inexpensive than before. This of-

fers unprecedented opportunities for the study of information diffusion phenomenon.

Therefore, various research topics related to information diffusion, such as popular

information (content) detection and influence maximization, have been increasingly

explored in social media [58]. Among these topics, information diffusion predic-

tion is one of the most crucial and fundamental problems. It aims at studying how

users participate and affect the temporal propagation of information through inter-

actions with other users, such as sharing contents on Facebook or retweeting tweets

on Twitter. It should learn mechanisms underpinning information propagation from

observed diffusion processes within a diffusion network formed by social relationships

among users and predict future diffusion dynamics based on the learned knowledge.

Generally, researches on information diffusion prediction involve two main data

sources, i.e., diffusion cascades and diffusion networks. As shown in Fig.1.1, a dif-

fusion network describes the structure of user connections (e.g., following-ships in

Twitter and friendship in Facebook) underlying the information diffusion. Diffusion

networks provide possible channels for information diffusion flows, thus its structure

has a strong correlation with the dynamics of diffusion. Diffusion cascades record

how diffusion processes unfold on the network structure, which trigger large amount

of user interactions (e.g., retweeting, sharing or discussing). As an effect of these

interactions in the diffusion processes, users will change their connections to others

to satisfy their interests or social aims.

Although diffusion data merged in social media provide rich sources for researchers,

observations on both diffusion processes and diffusion networks are often limited.

This brings many challenging problems to the research in this area. As shown in

Fig.1.1, on the one hand, observations on diffusion cascades in social media are often
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Figure 1.1: Information Diffusion Components in Social Media

actions traces, which only record who participates the diffusion process at which

time. We can only obtain diffusion cascades in sequential form but cannot observe

how and why the information propagates among users. On the other hand, we can-

not obtain complete diffusion network due to large size of the social network as well

as dynamics of user relationships. Therefore, it requires for research approaches with

better generalization ability to handle these limitations.

1.2 Research Problems

The major theme of the thesis is to investigate information diffusion prediction ap-

proaches, which are able to explain the diffusion mechanisms from observations of

diffusion data. And these approaches are expected to tackle the above-mentioned

challenging problem, provide insights of diffusion phenomenon, and be applied in

real applications. The main research problems in the thesis are listed as follows:

• Problem 1: How do we develop an effective model that reveals the diffusion

mechanism and predicts future diffusion processes when only historical diffusion

processes are observed?
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• Problem 2: How do we improve the prediction performance and generalization

ability of the diffusion prediction model if additional social relationship network

is observed?

• Problem 3: How do we capture the interplay between information diffusion

and network structure and predict diffusion processes and unobserved network

structure simultaneously?

The relationships of the three research problems are illustrate in Fig.1.2.

• The first problem focuses only on diffusion processes and requires for the pro-

posal of a predictive diffusion model, which learns the mechanism to explain the

observed cascades and has the ability to predict the generation of unobserved

or future cascades. The main challenge of this problem is how to learn diffu-

sion mechanism and predict diffusion processes without knowing the explicit

user connecting relationships. The prediction model should have the ability to

capture user dependencies in sequential diffusion cascades.

• The second problem pays attention to introducing the other component, i.e.,

diffusion network, for diffusion prediction. The observed network structure

is treated as auxiliary information in the prediction model. Network struc-

ture provides diffusion relationships, which may not be observed or cannot be

inferred from diffusion cascades data. Therefore, incorporating network struc-

ture information is expected to improve the generalization ability of diffusion

prediction model. The main challenge of this problem is how to effectively

integrate network information as additional supervision or constraints in the

diffusion model learning.

• The last problem emphasizes on the interplay between diffusion cascades and

network structure and expects for a unified model to predict the diffusion and
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Figure 1.2: Research Questions of Information Diffusion Modeling

network structure jointly. Different from the second problem, which only con-

siders the impact of network structure on diffusion cascades, this problem aims

at exploring the mutual impacts between the two signals. The main challenge

of this problem is how to unify the two data sources with different structures

and how to capture the interplay effects for joint prediction tasks.

1.3 Research Overview and Contributions

In the literature, although graph-based diffusion models are classical solutions for

diffusion prediction, previous studies have demonstrated their drawbacks on real

social media diffusion data. Therefore, recent research trend on this topic tends

to develop more flexible non graph-based models instead of classical graph-based

models with heavy assumptions. With the great successes of representation learning

and neural networks on a variety of research fields, the research community began

to show interest on whether these two powerful data modeling frameworks can be
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applied to the diffusion prediction problem. Although a few studies were conducted

recently, the progress on this trend remains at initial stage and there is still large

space for potential researches.

Therefore, in this thesis, we focus on developing diffusion prediction models based

on the two powerful frameworks, i.e., representation learning and neural net-

works. Accordingly, studies in the thesis are divided into two parts. The first part

pays attention to the representation learning based diffusion prediction models, while

the second part concentrates on the neural networks based models. The summarized

information of research works in this thesis is presented in Table 1.1. As for rep-

resentation learning part, two models (work 1 and work 2) are developed to solve

the above-mentioned research problem 2 and 3, respectively. As for neural networks

part, two models (work 3 and work 4) are proposed, which aim to provide solutions

for the problem 2 and problem 1, respectively. The brief overview and contributions

of these works are summarized as follows.

Table 1.1: Overview of Research Works in This Thesis

Research Work
Method

Category

Research

Problem

Publication

Venue

Work 1: Network Regularized Role-based

User Representation Learning
RL Problem 2 TKDD [144]

Work 2: Joint Representation Learning from

Diffusion Cascade and Network Structure
RL Problem 3 TKDE

Work 3: Sequential Neural Diffusion Model

with Structure Attention
NN Problem 2 CIKM [143]

Work 4: Hierarchical Diffusion Attention

Neural Network
NN Problem 1 IJCAI [147]

RL: Representation Learning; NN: Neural Networks
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Work 1: Network Regularized Role-based User Representa-
tion Learning

To overcome the poor generalization ability of discrete graph representation in pre-

vious studies, we propose to project diffusion users into a continuous latent space

as the role-based (sender and receiver) representations, which capture unique dif-

fusion characteristics of users. A novel network-regularized representation learning

model is proposed. The model learns the user representations based on a cascade

modeling objective that aims at maximizing the likelihood of observed cascades and

employs a matrix factorization objective of reconstructing structural proximities as

a regularization on representations. The network regularization provides additional

constraints on user representation learning, avoiding over-fitting on diffusion cas-

cades. With the help of network regularization, the model performs more robustly

on diffusion prediction problem.

Contributions: We propose to represent diffusion users as role-based represen-

tations to capture latent user-specific characteristics. We develop a novel network

regularized representation learning model to learn role-based user representations.

With the constraints of network regularization, the model is more robust. The ex-

periments on three real-life datasets significantly demonstrate the effectiveness of the

proposed model on diffusion prediction. This work has been published as a journal

paper on ACM Transactions on Knowledge Discovery from Data (TKDD) [144].

Work 2: Joint User Representation Learning from Diffusion
Cascade and Network Structure

In the work 1, we only regard network structure as auxiliary information in rep-

resentation learning model. In fact, there exists interplay effects between diffusion

cascades and network structure [149, 6]. In this work, therefore, we aim at exploring

the correlated effect of diffusion cascade and network structure. To achieve this goal,
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we propose a joint user representation learning model that projects users as shared

representation in a common latent space to characterize their behaviors correspond-

ing to both information diffusion and link creation. The proposed model defines

two objectives on two behaviors and incorporates them in a unified framework. The

shared representations capture the interplay effects of the two behaviors and improve

the generalization ability on both diffusion prediction and link prediction.

Contributions: We explore the correlation between information sharing and re-

lationship building behaviors with behavior-shared user representations. We propose

a novel joint learning model to learn user representations simultaneously from both

diffusion sequence and social network. The proposed user representation learning

model is applicable to any correlated behavior modeling and able to tackle other sim-

ilar tasks. Moreover, it is easy to be extended to cope with multiple diffusion-related

behaviors in social media. The experiments on real datasets prove the superiority

of the proposed model on both diffusion prediction and link prediction tasks. This

work is under the review (minor revision) of IEEE Transactions on Transactions on

Knowledge and Data Engineering (TKDE).

Work 3: Sequential Neural Diffusion Model with Structure
Attention

Several recurrent neural network (RNN) based models were recently proposed and

proved effective on diffusion prediction. However, none of them consider the ob-

served network structure when modeling diffusion cascades (sequences). Therefore,

in this work, we propose a novel sequential neural information diffusion model with

structure attention (named SNIDSA) to jointly model sequential diffusion cascades

and structural social graph for diffusion prediction. The recurrent neural network

framework is employed to model the sequential information. A structure attention

mechanism is designed to capture the structural dependency among users, which is
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defined as the diffusion context of a user. A gating mechanism is further developed

to effectively integrate the sequential and structural information. With the injection

of structure information, the prediction is further improved.

Contributions: We are the first to propose an attention mechanism to incorpo-

rate structure information under the recurrent sequential neural framework. The pre-

diction ability and the robustness of SNIDSA are verified on four synthetic datasets

and a real diffusion dataset. This work has been published as a conference pa-

per on ACM International Conference on Information and Knowledge Management.

(CIKM’18) [143].

Work 4: Hierarchical Diffusion Attention Network

Although recent sequential RNN-based models were proposed for diffusion prediction,

it is found that non-sequential properties exist in real diffusion cascades, which do

not strictly follow the sequential assumptions of previous work. In this work, we

propose a hierarchical diffusion attention network (HiDAN), which adopts a non-

sequential framework and two-level attention mechanisms, for diffusion prediction.

At the user level, a dependency attention mechanism is proposed to dynamically

capture historical user-to-user dependencies and extract the dependency-aware user

information. At the cascade (i.e., sequence) level, a time-aware influence attention is

designed to infer possible future user’s dependencies on historical users by considering

both inherent user importance and time decay effects. The hierarchical attention

mechanisms are proved effective to capture non-sequential dependencies in diffusion

cascades.

Contributions: To the best of our knowledge, we are the first to propose a

non-sequential neural network framework for diffusion prediction problem, which is

well-adapted to properties of real diffusion cascades. We design two-level attention

mechanisms for cascade modeling, i.e., a user-level dynamic dependency attention for
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historical diffusion dependencies, and a cascade-level time-aware influence attention

for future dependencies. The experiments on three real datasets demonstrate the

significantly improved effectiveness and efficiency of the proposed model compared

with state-of-the-art approaches. The initial version and the full version of this work

have been published as a poster on the Web Conference 2018 (WWW’18) [142] and

a long paper on the 27th International Joint Conference on Artificial Intelligence.

(IJCAI’19) [147].

1.4 Structure of Thesis

The overall picture of the thesis is as follows. Chapter 1 briefly introduces the back-

ground of information diffusion studies, the main research problems, and the overview

of this thesis. Chapter 2 provides a comprehensive survey on the previous research

work related to this thesis, including mainstream graph-based and non-graph-based

diffusion models, network representation learning methods, link prediction studies

and other diffusion-related researches. Chapter 3 presents preliminaries of diffusion

data, research problems and related techniques. Afterwards, the thesis is divided

into two parts according to different methodologies. The first part (Chapter 4 and

5) mainly introduces the proposed representation learning-based models. Chapter 4

presents a novel representation learning model which introduces network structure

as a regularization on user representation learning from diffusion cascades. Chapter

5 investigates the possibility of jointly learning user representation from both diffu-

sion cascades and network structure to simultaneously solve diffusion prediction and

link prediction problems. The second part (Chapter 6 and 7) presents the proposed

neural networks-based models. Chapter 6 studies how to integrate network structure

with attention mechanism into classical recurrent neural network framework. Due

to the limitation of recurrent neural network, in Chapter 7, a novel non-sequential
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neural architecture is proposed for diffusion prediction when the underlying network

is unknown. At last, the final chapter, Chapter 8 summarizes the proposed methods,

findings, conclusions, and contributions of the work. The potential extensions of the

current work are also suggested.

11



Chapter 2

Literature Review

In this chapter, we survey the studies related to this thesis. We mainly focus on

summarizing mainstream information diffusion prediction methods, which are cate-

gorized into graph-based and non-graph-based. We also give a wide review of litera-

tures with closely related topics, i.e., network representation learning, link prediction

and other diffusion applications.

2.1 Graph-Based Diffusion Prediction Models

A large number of previous studies held an assumption that information diffusion

processes unfold on a graph formed by connections of diffusion nodes (users). The

graph can be a social network, a communication network or networks of any other

relationships. Edges of the graph are assumed as user-to-user diffusion channels and

information can only diffuse along with these edges. The general goal of graph-based

models is to infer the diffusion influence on edges of the diffusion graph and predict

future diffusion based on the graph with learned influence. In previous studies, diffu-

sion graph can be either explicit or implicit, thus the following review will introduce

graph-based models from these two branches.
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2.1.1 Explicit Graph Based Models

This branch of studies aims at modeling diffusion process when an explicit diffusion

graph is given. Most existing explicit graph-based models were based on two funda-

mental theoretical models, i.e., Independent Cascade (IC) model [50] and the Linear

Threshold (LT) model [55], which have different graphical assumptions on diffusion

process. In the case of IC assumptions, users can be activated independently by one

of their parents. In the case of LT assumptions, the infections of users depend on

the aggregated influence of activated parents.

Some concepts of the basic IC and LT models are introduced as follows. For both

models, a node once activated will stay activated. The diffusion processes unfold

at discrete time step and the processes continue until no more activations occur.

For the IC model, given a set of initially activated nodes, at each time step, each

activated node tries to influence one of its inactive child (neighbor). Regardless of its

success, the same node will never get another chance to activate the same inactive

child (neighbor). The success of node u in activating the child (neighboring) node

v depends on the independent probability of the edge pu, vq defined as pu,v. For the

LT model, each node v is associated with a threshold tv P p0, 1s, drawn from some

probability distribution. Every parent (neighboring) node u of v has a non-negative

weight wu,v. Given a set of initially activated nodes, at each time step, each inactive

node v will be activated if the overall influence of its activated parents exceeds its

threshold. The IC model and the LT model can be unified under a more general

framework like the General Threshold and Cascade Models [67].

Many variants were developed to relax or change the constraints and assumptions

on diffusion processes in the original IC and LT models. For instance, Saito et al.

[114, 115] firstly developed continuous-time versions of IC and LT models (CTIC

and CTLT) to relax the constraint that diffusion unfolds with discrete time steps.
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Du et al. [39] then proposed a more efficient algorithm to estimate parameters in

CTIC model. Afterwards, the asynchronous versions of IC and LT (AsIC and AsLT)

were proposed in the work [117], which relaxed the synchronicity constraint. The

AsIC and AsLT models proceeded iteratively along a continuous time axis and an

additional time-delay parameter on each edge of the graph in addition to parameters

in the original versions. Another model [116] proposed a different assumption that

a node can be activated multiple times instead of only once since it is reasonable

that an activated user diffuse a same piece of message several times. In the work

[53, 68], the diffusion influence of a node on another node was assumed to have

an exponential decay over time and a node can consider not only the influence of

activations happened one time step before but also that of the earlier ones. Another

work [75] assumed that nodes can deactivate from active states and adopted an

additional deactivation threshold in the LT to model non-monotonic behavior.

There were other IC-based and LT-based models focusing on integrating rich

features of either nodes (users) or diffused messages. In terms of using node features,

Saito et al. [119] proposed to introduce available user attributes into IC. Yang et al.

[156] studied how social roles of users affected the diffusion influence. They proposed

a role-aware information diffusion model that integrates social role recognition and

diffusion modeling into an IC-based generative model. In terms of using content

features, Galuba et al. [47] proposed a LT-based model with considering the virality

features of diffused information to predict retweeting behavior. The work [13] tried to

capture topics in the diffused content and proposed Topic-aware IC and LT models,

which considered that views and opinions under different topics diffuse differently.

Besides, some other work, such as [78], developed comprehensive models by using

both features of diffused contents and users.

A major limitation of above-mentioned models is that they cannot handle the

situation when the observed explicit network is incomplete [134] and dynamic [121].
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Therefore, some recently proposed explicit graph-based models attempted to predict

the diffusion process with partial structure information. For instance, Duong et al.

[42] studied the problem of modeling information diffusion when the network is only

partially observed. They inferred missing edges indirectly or directly and predicted

diffusion based on the more complete graph.

2.1.2 Implicit Graph Based Models

This branch of researches assumes that the diffusion network is implicit. The aim

is to infer the underlying diffusion network that explains the observed sequential

cascades without any prior graph information. These models make it possible to

retrace the path taken by a piece of information only from observation of sequential

diffusion process. They were not developed specifically for diffusion prediction task,

but they were flexibly used for predicting diffusion with the inferred graph.

Initial researches in this branch focused on inferring network connectivity only.

All these methods assumed that the pairwise transmission model was fixed with a

predefined transmission rate. Gomez et al. [51] proposed the NetInf algorithm, which

explored correlations in nodes infections times to infer the structure of the diffusion

network with IC assumption. The NetInf utilized an iterative algorithm based on sub-

modular function optimization for discovering diffusion graph. Another model called

MULTITREE [111] also formulated the network inference problem as a submodular

maximization problem and considered all directed trees of each cascade. Myers et

al. [102] proposed CONNIE model which presented a maximum likelihood approach

based on convex programming with a l1-like penalty term to encourage sparsity of

the inferred network.

Apart from inferring network connectivity, most previous models aimed at es-

timating pair-wise transmission rates between users. A general framework named

NetRate was firstly proposed based on survival analysis theory [81, 80] in the work
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[112], where the likelihood of a node infecting another at a given time was modeled

via a probability density function depending on infection times and the transmission

rate between the two nodes. NetRate formulated the diffusion network inference as a

convex optimization problem. Based on this framework, many models were developed

by considering different factors from different views. The work [52] extended NetRate

to dynamic version called InfoPath, which used stochastic gradients to provide online

estimates of the structure and temporal dynamics of a network. The model TOP-

ICCASCADE proposed in [41] aimed to infer not only the hidden diffusion networks

but also the topic dependent transmission rates from the observed time stamps and

contents of cascades. Wang et al. [137] investigated the effects of cascades patterns

with NetRate framework and provided an expectation maximization algorithm to

effectively infer hidden network. Du et al. [40] argued that the diffusion influence

between users is heterogeneous, which cannot be described by a simple parametric

model, and proposed a kernel based method which can capture a diverse range of

different types of influence. Another following model CENI [62] integrated clustering

strategies to NetRate to improve the efficiency of network inference. The work [1, 36]

then presented very detailed theoretic analysis of these pair-wise transmission rates

learning models, such as the recovery condition and the sampling complexity. Apart

from leveraging the above-mentioned survival analysis theory, some studies adopted

other techniques in stochastic process field. For example, Iwata et al. [64] proposed

to model the diffusion cascades with Poisson process and developed a Bayesian in-

ference algorithm. All above learning models relied on some parametric functions

to describe the relationship between pair-wise transmission rates and infection time.

Recently, Rong et al. [113] argued that complex diffusion process in the real world

is hard to be captured by a parametric model and proposed an algorithm named

NPDC to interpret the diffusion process in a non-parametric way. This algorithm

inferred the diffusion network according to the statistical difference of the infection
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time intervals between nodes connected with diffusion edges versus those with no

diffusion edges, which did not need definitions of any transmission models between

nodes.

Additionally, some recent work attempted to infer other forms of implicit diffu-

sion structures to explain the observed diffusion processes. For instance, Kurashima

et al. [76] proposed a probabilistic model for inferring the diffusion network in the

continuous space. The latent coordinates of users in the continuous space explained

the diffusion relationships extracted from observed cascades, providing insights into

analyzing diffusion behavior of different user groups, and led to high accuracy in

inferring the underlying network when analyzing the diffusion process of new or rare

information. Bao et al. [12] proposed to explain the diffusion process with “motif”,

which postulated that the latent temporal activation motifs (patterns) of different

social roles form the underlying information diffusion mechanisms generating the in-

formation cascades. They formulated the inference of the temporal activation motifs

as a probabilistic problem and developed an EM algorithm to infer the diffusion-

specific motifs with the diffusion probabilities.

2.2 Non-Graph Based Diffusion Prediction Mod-

els

Apart from above mentioned graph-based methods, numerous researches proposed

to model information diffusion with other dynamic mechanisms instead of explain-

ing how diffusion cascades unfold along with graph structure. Despite of not using

graph assumptions, network information is still utilized by non-graph-based models

in different manners. We summarize this kind of studies as non-graph-based dif-

fusion models, which are categorized into macroscopic models and microscopic

models.
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2.2.1 Macroscopic Non-Graph Based Models

The majority of non-graph-based studies attempted to explain diffusion processes

from a macro perspective. The general goal of these studies is to predict dynamics

of diffusion cascade size (popularity) instead of individual infections. We will intro-

duce four groups of macro non-graph-based diffusion models, i.e., epidemic models,

feature-based models, stochastic process models and neural models.

Epidemic Models : Before the emergence of social media, information diffusion on

real-life social networks has been already studied based on epidemiology theory in the

social, physical and computational sciences for a long period. Therefore, early macro

non-graph-based models were developed referring to the epidemiology theory. In the

epidemiology theory, information entities are regarded as infectious diseases and the

diffusion process is analogy to contagion process through social connections. There

are two seminal models in epidemiology, i.e., SIS [9] model and SIR [5] model, where

S stands for “susceptible”, I for “infectious” (i.e. adopted the information) and R for

recovered (i.e. refractory). The basic theory is that the infected population grows

exponentially until the rate of infection is balanced by the rate of recovery, or the

contagion finally dies off when the recovery rate prevails. Neither the SIS nor SIR

model considers the underlying network structure of how individuals are connected.

Based on SIS, Leskovec et al. [85] proposed a simple and intuitive model that requires

a single parameter β. It assumes that all nodes have the same probability β to adopt

the information and nodes that have adopted the information become susceptible at

the next time-step. This is a strong assumption since in real-world social networks,

influence is not evenly distributed between all nodes. Yang et al. [154] defined an

influence function that quantifies how many subsequent infections can be attributed

to the influence of that node over time rather than a simple diffusion parameter

for each node. They developed a Linear Influence Model to estimate the influence
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function.

Stochastic Process Models : Recently, another family of macro non-graph based

models was developed based on the theory of stochastic process. These methods

successfully captured the “rich-get-richer” social phenomena in diffusion processes

and are able to output an estimation of the final size or incremental size of a dif-

fusion cascade. In the seminal work, Crane et al. [34] firstly showed how to model

the diffusion bursts and decays based on a Hawkes point-process. Afterwards, more

complex models have been proposed to predict diffusion popularity in microblogs [48]

and videos [37]. To enhance previous models, Shen et al. [122] employed reinforced

Poisson processes, modeling three phenomena: fitness of an item, a temporal relax-

ation function and a reinforcement mechanism. Another crucial work SEISMIC was

proposed by Zhao et al. [160], who extended the previous point process-based models

by employing a double stochastic process, one for infectiousness and the other one

for the arrival time of events. In this way, they allowed the infectiousness of informa-

tion to change over time. Mishra et al. [101] proposed a simpler and more intuitive

generative point process model with the same information used in SEISMIC. Some

researchers [155, 45] also utilized the multivariate Hawkes Processes model to tackle

both diffusion popularity prediction and network dynamics prediction.

Feature-based Models : This group of methods heavily depends on feature engi-

neering. A set of potentially relevant features, such as content features, network

structural features, temporal features and user features, were firstly designed and

extracted from diffusion data. Then different learning algorithms, e.g., linear regres-

sion [29], regression trees [10] and passive-aggressive algorithms [108] were applied

based on the extracted features to predict the dynamic of diffusion cascade size.

Neural Models : The above feature-based methods need large amount of effort on

feature engineering since their performance is highly sensitive to the quality of the

features [11]. Recently, the feature learning abilities of neural networks have been
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demonstrated in various tasks. This provides a potential way to break the limitations

of traditional feature-based method. Li et al. [87] proposed a neural model named

DeepCas to predict incremental size of diffusion cascades. By using techniques of ran-

dom walk and recurrent neural network, DeepCas embedded structure information of

diffusion cascades as deep features. Based on the constructed features, a multilayer

perceptron regressor was used for prediction. Cao et al. [22] proposed another neural

model DeepHawke. Compared with DeepCas, DeepHawke additionally designed a

neural Hawkes point-process function to estimate the non-linear time-decay effects.

2.2.2 Microscopic Non-Graph Based Models

Recently, a series of non-graph-based models attempted to explain and predict infor-

mation diffusion from a micro view without adopting graph assumptions in previous

graph-based models. Instead of inferring interpersonal influence, these models aimed

to capture diffusion interactions in different forms. These state-of-the-art studies pro-

vide very innovative manners for solving diffusion prediction problem. The studies

in this thesis, therefore, mainly focus on this trending direction. The state-of-the-

art models in this direction can be categorized into two groups, i.e., representation

learning based models and neural network-based models.

Representation Learning Models : Representation learning has been recognized a

strong problem-solving technique in many tasks. With the success of representa-

tion learning methods in various fields, a group of recently proposed representation

learning models aimed to learn user features in a continuous latent space instead of

inferring interpersonal influence on the discrete graph. In the latent space, all pos-

sible pairwise diffusion influence could be measured by the representation distance,

providing a more global and unbiased manner of modeling diffusion relationships.

Since the learned user representations are low-dimensional vectors, i.e., smaller than

total number of distinct users, representation learning models have fewer parame-
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ters compared with previous implicit graph-based models, which remarkably reduces

computation complexity. The first representative diffusion representation learning

model was proposed in [17], which interpreted diffusion cascades as ranking lists

and learned representations by optimizing a simplified ranking problem. The results

of this work witnessed the good performance of latent representations for diffusion

modeling. However, the idea of ranking diffusion users with heat diffusion kernels

[77] assuming all users receive information from the single source, had conflicts with

real diffusion properties. Recently, Bourigault et al. [18] proposed another repre-

sentation learning model, which held graph-free IC-like assumptions to extract more

robust diffusion probabilities with user representations. The model showed better

generalization ability on various real-world datasets. This work provided insights for

integrating representation learning with the classical diffusion theory. A very similar

work [76] adopted a general framework NetRate [112], which was originally proposed

for diffusion network inference, to learn robust user representations. Another recent

work [138] attempted to capture context-dependent factors like cumulative effect in

the representation learning model. To the best of our knowledge, the development

of representation learning diffusion models is still at initial stage. All existing mod-

els learned representations singly from diffusion sequences and were not flexible to

integrate any available structure information of user graph. These drawbacks also

made them fail to explore the correlations between diffusion dynamics and struc-

ture dynamics. Therefore, in this thesis, we aim to develop more generalized and

robust representation learning models, which are able to encode diffusion and struc-

ture information in the representation space and predict dynamics in both types of

information jointly.

Neural Models : Since diffusion cascades are recorded in the form of sequence,

latest studies began to transform diffusion prediction problem as a sequence predic-

tion and attempted to solve it with sequential models. Inspired by the outstanding
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sequence modeling performance of recurrent neural network (RNN), several state-

of-the-art RNN-based models for information diffusion were developed. RNN based

models sequentially encode historical infection information as hidden states with re-

current neural layers and predict next infected user at each time step based on the

encoded states. RMTPP proposed in [38] was the first RNN-based model for pre-

dicting cascade dynamics. It not only adopted RNN framework to model diffusion

user sequence but also designed a neural point process function to capture temporal

effects of users in the diffusion processes. This model demonstrated the effective-

ness of RNN on diffusion prediction problem and built a foundation for following

proposed neural models. Another representative work is CYANRNN [139]. They

extended the RMTPP model to an encoder-decoder framework, which employed a

popular machine translation alignment mechanism. However, this model did not

show good performance in our experiments. The encoder-decoder framework, which

was originally designed for sequence-to-sequence problem, may be over-complicated

for this single-sequence modeling problem and the used alignment mechanism may

not clearly explain the interpersonal diffusion dependency. The Topo-LSTM pro-

posed in [136] employed the long short-term memory (LSTM) [61] recurrent frame-

work instead of vanilla RNN architecture in RMTPP. It also integrated the structure

information. The gating mechanism in LSTM improved the performance. However,

over-depending on the graph structure in sequence encoding limits its application

when the graph is unknown or partially observed. Therefore, in this thesis, we

firstly study how to integrate partial graph as auxiliary information instead of over-

depending on it in recurrent framework. More importantly, we identify an important

characteristic of diffusion cascade that users in cascades are not sequentially depen-

dent, which means that sequential assumptions in above mentioned models may not

stand any more. To this end, we focus on developing non-sequential neural mod-

els for diffusion prediction, which could be well-adapted to the unique properties of
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diffusion sequences.

2.3 Network Representation Learning

The diffusion network consisting of user connections plays a crucial role in informa-

tion diffusion modeling. Most previous information diffusion work heavily focused on

developing models under the graph-based framework or manually extracting features

from network structure. The recent research attentions on network representation

learning enable us to learn and leverage informative structural features of users more

effectively and flexibly. Therefore, integrating network representation learning into

information diffusion modeling is a very potential way to improve the current mod-

els, but there are very limited studies on this direction. The following contents will

present a survey of state-of-the-art researches on network representation learning.

The aim of modern network representation learning methods is to represent nodes

as vectors in a continuous space (a.k.a., node embeddings) so that nodes with sim-

ilar embedding vectors share structural proximities. The existing methods can be

categorized into two groups: matrix factorization and neural embeddings.

Matrix Factorization: In matrix factorization, a network is represented as a ma-

trix where the entries represent relationships (for instance, relationship strength,

edge weight, or frequency of communication). Then the matrix is projected to a low

dimensional space using linear techniques based on matrix factorization approach,

such as SVD or PCA on the covariance matrix [3, 128]. Alternatively, the matrix

can be embedded into the latent continuous space by using non-linear techniques

such as multi-dimensional scaling [33] or IsoMap [130]. These methods cannot avoid

the drawbacks, such as expensive computation for large real-world networks and ig-

norance of important network properties, e.g., sparsity and power law distributions.

A series of recent work [153, 23, 152] focused on translating the neural embedding
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as equivalent matrix factorization models. Yang et al. [152] presented a mathe-

matical proof of the equivalence between neural methods and their proposed matrix

factorization model. Afterwards, this factorization model is extended for the specific

tasks. For example, Yang et al. [153] integrated the text information to improve

the classification performance. Tu et al. [35] added a max-margin classifier in the

framework to enhance the discrimination ability of learned representations. Cao et

al. [23] developed a more detailed matrix factorization framework, which preserved

both local and global structural information of network. A very recent work [110]

proved that most existing network embedding models can be unified into the matrix

factorization framework, which provided a flexible matrix factorization-based tool.

Neural Embeddings : Inspired by the huge success of deep learning applied to

various domains such as text [100] and image [74], a series of neural models were

developed for network representation learning. Perozzi et al. [107] was the first to

propose a representative neural model DeepWalk, which made an analogy between

the nodes in networks and the words in natural language. They used fixed-length

random walk paths (node sequences) to simulate the sentences (word sequences)

in natural language so that node representations can be learned using the word

representations learning methods, e.g., SkipGram [100]. Based on the SkipGram,

Tang et al., [127] proposed another network representation learning model to embed

the first order and second order proximities of nodes separately. They utilized the

negative-sampling strategy for optimization, which was different from DeepWalk.

Grover et al. [56] investigated the sequence sampling strategies under DeepWalk

framework and presented a very detailed sampling model. Based on above models,

a series of extensions with considering different information has been proposed. For

example, Li et al. [90] leveraged label information of nodes to enhance classification

ability. Other work attempted to integrate the group information [26] or community

information [131, 157] to improve the community detection performance of learned
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representations.

Apart from the above shallow neural network models, some recent work paid at-

tention to develop the deep architecture for network representation learning. Wang

et al. [135] developed a semi-supervised deep model to jointly preserve the first-order

and second-order proximity of nodes. Chang et al. [25] focused on the representation

learning problem for heterogeneous networks and tackled this problem by designing

a new deep architecture. The work [24] employed a random surfing model to cap-

ture graph structural information as a data matrix directly instead of sampling and

designed a deep neural network to learn the representations from this data matrix.

Meanwhile, a series of studies focused on designing graph-specific neural architec-

ture or neural layer for an end-to-end learning, where the features learned in hidden

layers in these architectures were regarded as deep node representations. Niepert

et al. [105] designed a convolutional neural network-based framework for arbitrary

graphs. Analogous to image-based convolutional networks that operate on locally

connected regions of the input, they presented a general approach to extracting lo-

cally connected regions from graphs. Kipf et al. [71] proposed a representative graph

convolutional network (GCN). They designed a new graph convolutional operation,

i.e., a filter as approximate first-order Chebyshev polynomials of the diagonal matrix

of eigenvalues. Recently, inspired by attention mechanisms in other tasks, a graph

attention network [133] was proposed. The operation of graph attention layer was

aggregating the features of neighbors as hidden features of the center node. The

attention mechanism was employed to determine the weights of a node’s neighbors

when aggregating feature information.

Another line of related work is the representation learning of other structures

in graphs rather than individual node. For example, Zheng et al. [162] studied

community representation learning problem. They regarded community embedding

as providing a higher-order proximity to define the node closeness and proposed
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ComEmbed to jointly optimize the community embedding and node embedding.

Many other studies were based on graph kernels, measuring pairwise similarities

between graphs. For example, the Weisfeiler-Lehman subtree kernel (WL) [124]

computes the graph similarity based on the sub-trees in each graph. Meanwhile,

some deep neural network models have been proposed to improve the effectiveness of

graph kernels learning. Yanardag et al. [151] presented a unified deep framework to

learn latent representations of sub-structures for graphs, which leverages the depen-

dency information between sub-structures by learning their latent representations.

The subgraph2vec approach proposed in the work [103] was for rooted subgraphs

representation learning. This approach leverages local information obtained from

neighborhoods of nodes to learn the latent representations in an unsupervised way.

2.4 Link Prediction

Apart from dynamics of diffusion information, network structure dynamics also exist

and take important effects in social media. Predicting missing or promising links

on networks is of great importance. For example, inferring potential friendships

enhances user experience in online social media services [2]. Predicting edges on

item-user graph improves the recommendation accuracy in e-commerce network [73].

Reconstructing links help to complete information in knowledge graph [104]. Identi-

fying the latent connections on protein-protein network saves large amount of human

effort on blindly checking [4]. Link prediction has attracted increasing attention from

researchers in recent years [95, 98]. Existing link prediction approaches can be cat-

egorized into three families: heuristic methods, feature based methods and neural

network-based methods.

Heuristic Methods : Most heuristic methods calculate a similarity score of a node

pair based on different structural information. Some studies defined similarity scores
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based on the neighborhood structural information. Popular neighborhood-based

heuristics include first-order methods Common Neighbors, Jaccard Index [120] and

Preferential Attachment [91]; second-order methods, i.e., Adamic-Adar [2], Resource

Allocation [165]; and high-order heuristic SimRank [65]. Some other studies com-

puted similarity based on paths between a node pair. Representative path-based

heuristics include Katz Index [66], Local Random Walk [94] and Random Walk with

Restart [19]. Though simple, these methods can still achieve competitive perfor-

mance compared with other methods.

Feature Based Methods : The idea of feature based methods is designing or learn-

ing a set of features for node pairs and train a link classifier based on the feature set.

A traditional way was designing features based on above mentioned heuristics. In

recent studies, several latent feature learning models were proposed and used for link

prediction. The most classical one is the matrix factorization method proposed in the

work [99]. This method learned latent features (embeddings) of nodes by factorizing

adjacency matrix of the network, and link scores of node pairs were predicted with

inner product. Besides, the previously introduced network representation learning

models, such as DeepWalk [107], LINE [127] and Node2vec [56], are also applicable

for link prediction. Grover et al. proposed several composition operations in the

work [56] to construct features of node pairs based on the learned representations

and trained a classifier. The experiments showed that latent node features learned

by generic network representation learning models were good at predicting links. In

a very recent work [141], Wang et al. proposed the PNRL model, which was a link

prediction-specific network representation learning model. This model learned node

embeddings by simultaneously preserving proximities of observed structure and in-

ferring hidden links, thus the learned embeddings were more predictive compared

with previous generic network embedding models.

Neural Methods : Recently, some neural network-based link prediction models
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were developed, which explored non-linear deep structural features with neural lay-

ers. These models allowed to solve link prediction problem in an end-to-end manner.

Here we introduce some representative methods. Variational graph auto-encoder

proposed in the work [72] employed the graph convolutional network (GCN) [71] to

encode the graph adjacency matrix and reconstructed observed links or predicted un-

observed links with an inner product decoder. Another state-of-the-art neural model

WLNM [159] used a graph labeling algorithm to transform the enclosing subgraph,

which was structurally combined neighborhood of the node pairs, as a meaningful

matrix. A convolutional neural network (CNN) was then employed to encode the

labeled matrix, and link score was predicted via a classification layer. Instead of en-

coding whole graph or neighborhood, Zhao et al. [161] proposed a path-based neural

model. The model employed LSTM to encode possible paths between two nodes and

inferred the link score based on the encoded structural path information. Recently,

Wang et al. [146] proposed a novel attention neural network, i.e., NIAN. The pro-

posed neighborhood interaction attention mechanism is able to automatically learn

comprehensive neighborhood interaction features for link prediction.

2.5 Other Diffusion Related Researches

Diffusion Source Identification

There is a small branch of studies on the diffusion source identification problem. This

problem is very important in practice. A representative scenario is the detection of

rumor diffusion. Due to wide spreading of rumors, it is impossible to observe the

beginning speakers of rumors in a large-scale network. Therefore, identifying the ru-

mor sources from partially observed diffusion processes is of great significance in this

scenario. The diffusion source identification has not been studied until recent years.

Lappas et al. [79] considered the problem of selecting a set of k active nodes named
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“effectors” that best explain the observed activation state, under a given informa-

tion propagation model. They formally defined the k-effectors problem and used a

dynamic programming algorithm to solve it optimally. Prakash et al. [109] proposed

to employ the Minimum Description Length (MDL) principle to identify the set of

seed nodes and model the virus propagation ripple starting from those nodes that

best describes the given snapshot of a partially infected network. Recently, Fara-

jtabar et al. [44] proposed a two-stage scalable framework to tackle the problem

in a continuous-time condition. They first learned a continuous-time diffusion net-

work model based on historical diffusion traces and then identified the source of an

incomplete diffusion trace by maximizing its likelihood under the learned model.

Influence Maximization

The influence maximization (IM) studies investigated the effects of information dif-

fusion and focused on the problem: which seed users should be chosen in the initial

phase of the diffusion in order to maximize the range of the diffusion? Most of the

existing IM methods employed a simple greedy algorithm framework. The algorithm

is initialized with an empty seed set S, and it iteratively selects a node u into S

if u provides the maximum marginal gain to the influence function with respect to

seed set. The algorithm terminates when there are k distinct nodes in S. Evaluating

influence of a seed set was proved a #P-hard problem even under simple IC or LT

diffusion model, which remarkably limits the efficiency of this algorithm framework.

According to the way of estimating the influence function of seed set, existing stud-

ies can be classified into three categories: simulation-based approaches, proxy-based

approaches and sketch-based approaches.

The key idea of simulation-based approaches is to perform Monte-Carlo (MC)

simulation for evaluating the influence of seed set. Given the seed set, the approaches

conduct diffusion simulation under IC or LT models until no more users are activated.
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The seminal work [67] used a naive MC simulation, which was prohibitively expensive

against large graphs. The follow-up studies focused on reducing the complexity of

multi-round MC. Some methods aimed to reduce the rounds of MC. For example, the

methods CELF [84], CELF++ [54] and UBLF [164] were proposed to estimate the

upper bound of the influence functions in order to prune the ones with insignificant

influences. Some other algorithms attempted to reduce the complexity of individual

round in MC simulation, such as the CGA algorithm [140].

The idea of proxy-based approaches is to design proxies instead of running heavy

MC simulations to approximate influence function. Although some structural rank-

ing proxies, e.g, PageRank [106] and Distance Centrality [46], could be applied to

select the seeds, they failed to consider the diffusion mechanism of influence. There-

fore, some proxy-based approaches attempted to design diffusion model-based prox-

ies. For example, Kimura et al. [69] proposed SPM and SP1M models to reduce

the stochastic IC model to a deterministic model where the influence spread of any

seed set can be computed exactly. A series of studies [27, 27] restricted the influence

range of each user in IC or LT to a small local subgraph. The main problem of

proxy-based methods was the lack of approximation guarantee.

The main focus of sketch-based approaches is to improve efficiency of the simulation-

based methods while preserving the approximation guarantee. To avoid rerunning

the MC simulations, the sketch-based approach precomputed a number of sketches

based on the specific diffusion model, and then exploited the sketches for evalu-

ating influence spread. Representative algorithms include forward influence sketch

methods [28, 30] and reverse reachable sketch methods [16, 129].
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Chapter 3

Preliminaries

In this chapter, we will introduce preliminaries about the diffusion data, research

problems and related techniques.

3.1 Diffusion Data

3.1.1 Diffusion Cascade

Formally, an observed diffusion process of a specific piece of information is denoted

as a diffusion cascade c � tpu1, t1q, ..., pui, tiq, ...pun, tnqu with a sequential form. The

element pui, tiq indicates that ui is the ith user who propagated this piece of in-

formation at time ti. The participation of ui in cascade c is often called as ui is

“infected” by cascade c at time ti. The elements are ordered by their infection time,

thus ti   tj if i   j. Other users, who are not infected by this cascade, are often

called as “survival” users of cascade c.

3.1.2 User Network (Graph)

Users in social media are often connected with some relationships, such as following

connections in Twitter or citation links between blogs. Due to these connections,

diffusion users naturally form a user network. A network with N users is defined

as G � pU,Eq, where each vertex u P U represents a user, and edge ui Ñ uj P E
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represents a directed relationship from ui to uj. The user graph is also generally

represented as an adjacency matrix A P RN�N , where N is the number of users. If

there is a directed connection from ui to uj, the matrix element Aij � 1. If there is

a weight on each directed edge, indicating the relationship strength, then the matrix

element Aij should be the weight wij of the edge ui Ñ uj.

3.2 Problem Definition

We firstly present general definitions of information diffusion prediction and link

prediction problems, and then state the definitions of the target research problems

in this thesis.

3.2.1 Information Diffusion Prediction

Diffusion prediction problems are categorized as macro diffusion prediction which

estimates future size (popularity) of the diffusion cascade, and micro diffusion pre-

diction which predicts future individuals (participants) of the diffusion cascade. In

this thesis, we focus on micro information diffusion prediction. Given the previ-

ously infected users in a cascade, the goal of it is to predict the next infected user.

Formally, given the infection history tpu1, t1q, ..., pui, tiqu of a cascade, the task is to

predict user ui�1, who will be infected next.

3.2.2 Link Prediction

Link prediction problems are categorized as temporal link prediction which predicts

potential new links on an evolving network, and structural link prediction which infers

missing links on a static network. In this thesis, we focus on structural link prediction.

Given the partially observed structure of a network, the goal of it is to predict the

unobserved links. Formally, given a partially observed network G � pU,Eq, we
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represent the set of node-pairs with unknown link status as E?, then the goal of

structural link prediction is to infer link status of node-pairs in E?.

3.2.3 Formal Definitions of Research Problems

Research Problem 1

Given only a set of observed (training) diffusion cascades C � tc1, c2, ..., cmu, the

goal is to learn a predictive model that can predict the probability of each infected

user ppui�1|tpu1, t1q, ..., pui, tiquq in future (testing) diffusion cascades.

Research Problem 2

Given a set of observed (training) diffusion cascades C � tc1, c2, ..., cmu and a prior

user network G, it asks for a predictive model to predict the conditional probability

ppui�1|tpu1, t1q, ..., pui, tiquq in testing cascades.

Research Problem 3

Given a set of observed (training) diffusion cascades C � tc1, c2, ..., cmu and a prior

user network G, the goal is to learn a predictive model, which is able to predict not

only the conditional probability ppui�1|tpu1, t1q, ..., pui, tiquq for each infected users in

testing cascades, but also the linking score (or probability) ppua, ubq for each pair of

users in E?.

3.3 Technical Concepts

3.3.1 Social User Representation Learning

Inspired by recent success of representation learning on various research areas, many

scholars recently proposed a series of user representation learning methods to un-

derstand different user behaviors from different signals in social media. The general

goal of these methods is to project users as dense and low-dimensional vectors. The
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learned user representations are able to overcome the sparsity problem of traditional

one-hot representation or other forms of hand-craft features, and they are expected

to capture latent features of behavior data in social media.

Most researchers focused on modeling social linking behavior with user repre-

sentation learning on social network structure. A series of network representation

learning were proposed [107, 127, 56, 23], and summarized by a detailed survey [21].

These methods have been successfully applied to user classification task [35] and link

prediction tasks [141]. Some other scholars focused on the user-generated text signal

and develop representations learning model to capture the characteristics of content

posting behaviors [14]. Besides, some recent studies attempted to learn user repre-

sentation from multiple signals, which can be widely used in different social network

analysis tasks. For example, Li et al. [89] proposed a model that learns user em-

bedding simultaneously from text, social connections and user attributes, and Huo

et al. [63] developed a model that jointly learns embedding from user activities and

social graph.

Despite the success of user representation learning in social media analysis, a lit-

tle attention has been paid to user behavior in information diffusion. Bourigault et

al. [17] firstly proposed a diffusion model to learn representations of social network

users (nodes) in a continuous space, which provides a new perspective for the diffusion

prediction problem. Afterwards, Bourigault et al. [18] proposed another representa-

tion learning model based on the independent cascade schema. These previous work

witnessed the potentiality of representation learning for diffusion modeling.

3.3.2 Recurrent Neural Networks

Recurrent neural network (RNN) [43] was a classical technique for sequence mod-

eling problem. Different from traditional neural network assuming that all inputs

(and outputs) are independent, RNNs assume that the output at current step is de-
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pendent on the previous computations in the sequence modeling. Therefore, RNNs

are able to memorize what has been calculated so far. In theory, RNNs can model

sequences with arbitrary length, but in practice, they are limited by the vanishing

or exploding gradient problem when the length of sequence increases. To alleviate

the problem, some variants of RNNs were proposed, among which long-short term

memory (LSTM) [61] and gated recurrent unit (GRU) [31] are the most represen-

tative ones. LSTM introduces a memory block, which contains a memory cell and

three gates, to compute the hidden state. The three gates, i.e., input, output and

forget gates, provide write, read and reset operations for the memory cell, which

could access and forget the historical information. Due to high computation cost of

gates in LSTM, GRU [31] was proposed to simplify the architecture of the memory

block. It removes the memory cell and only two gates are maintained to conduct

read and reset operations on hidden states. In some conditions, GRU can achieve

competitive or even better performance with lower computation cost.

RNNs have been widely applied in various sequence-based applications, including

machine translation [31, 8], session-based recommendation [59, 88, 145], and sequen-

tial opinion mining [126, 93]. Recently, a series of RNN-based models [38, 139, 136]

were proposed for the diffusion prediction problem. These models have demonstrated

the effectiveness of RNNs on modeling diffusion sequences.

3.3.3 Neural Attention Mechanism

To some extent, the proposal of neural attention mechanism is inspired by human

vision or reading behavior, in which we pay attention to different regions of an image

or words in one sentence. Attention in the deep learning is generally defined as a

vector or a matrix of importance weights, indicating how strongly one element, such

as one pixel in image or one word in sentence, is correlated with other elements.

The neural attention mechanism aims to predict or infer the attention vector and
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takes the sum of elements’ values weighted by the attention vector as the target

representation.

The attention mechanism was initially proposed for inferring correlations be-

tween words in source sentences and those in target sentences in machine translation

[8]. It was soon developed with various forms [96] and widely applied into different

sequence-based tasks, e.g., image captioning [150], sequential recommendation [88]

and sentence embedding [92]. In a series of recent works, full attention-based neural

networks have proven even more effective than RNN on sequence modeling. The

RNN-free attention neural network Transformer [132] was firstly proposed for ma-

chine translation task. Based on this work, other attention neural networks [123, 92]

were recently proposed for different sequence-based problems.
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Chapter 4

Network Regularized Role-based

User Representation Learning for

Diffusion Prediction

4.1 Chapter Overview

In the literature, most existing diffusion prediction methods focus on modeling in-

terpersonal influence from observed diffusion cascades [118, 57, 112]. Since these

models assume that interpersonal diffusion influence of each pair of users is indepen-

dent, they often suffer from poor generalization ability on capturing hidden diffusion

influence. For example, if two users never participate in the same diffusion processes,

these models generally estimate the interpersonal influence as 0, indicating that in-

formation will never diffuse between them in the future. However, if the two users

often interact with their common friends, they will possibly propagate information to

each other [149]. This motivates us to model the diffusion by capturing the charac-

teristics of users instead of estimating the diffusion probability attached to the user

relationship.

Capturing specific characteristics of users with human designed feature set has

been widely studied for many social network analysis tasks, including diffusion pre-

diction [57, 158, 148]. With the recent success of representation learning models,
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the research focus has moved to the issue of learning user feature representations

automatically instead of handcraft feature engineering. The goal of user representa-

tion learning is projecting users in a low-dimensional continuous space to understand

different user behaviors from different signals in social media. For example, some

researchers proposed to learn user representations from network data to model social

relationships creation and community formation [127, 35]; some scholars focused on

user representation learning from user-generated text data to understand the con-

tent posting behavior and infer user preferences on different topics [14]. However, to

the best of our knowledge, there is little work on developing a comprehensive user

representation learning model for explaining user behaviors in information diffusion.

Therefore, in order to bridge this gap, we aim at developing a user representation

learning model specific for information diffusion and applying this model to solve

the diffusion prediction problem. To achieve this goal, we identify and address the

following key issues:

• The first issue is how to simultaneously learn user representations from two

separate diffusion-related data sources. Generally, diffusion processes unfold

as cascades on the social network. However, observations of diffusion cascades

on social media are often actions traces, which only record who participate

in diffusion processes at which time. Therefore, we can only obtain sequen-

tial form of cascades (Figure 4.1(a)) but cannot observe how and why the

information propagates among users. Apart from observed cascades, the net-

work structure, where social connections represent visible diffusion channels,

provides another evidence for revealing the diffusion processes [57, 118, 148].

Taking the diffusion cascade in Figure 4.1(a) as an example, it is difficult to

judge which user (A, B or D) is the diffusion source of C only from the dif-

fusion observation, but the visible diffusion channel (solid arrow DÑC) in the
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network structure (Figure 4.1(b)) can help infer that D may be the source.

However, the observed social network is often incomplete [134], where some

diffusion channels are hidden (blue dashed arrows in Figure 4.1(b)). This will

lead to inaccurate inference if the network structure is over-relied. Back to

the above-mentioned example, if we over-depend on the given structure (i.e.,

assigning zero influence on unobserved user pairs), the influence on the hidden

link (dashed arrow BÑC) would be ignored.

• The second issue is how to capture unique characteristics of information diffu-

sion. One important characteristic is that each user could play as two roles, i.e.,

Sender and Receiver, in the diffusion process. The two roles can be reflected

in both diffusion cascades and network structure. For example, in the cascade

of Figure 4.1(a), user D is uninfected before time t2, so s/he plays as a receiver

role and is ready for being infected by previous senders; while after time t2,

D is infected thus s/he becomes a sender and will influence other uninfected

users. In the example network (Figure 4.1(b)), D plays as the two roles ac-

cording to the structural information. For user A, user D acts as a receiver on

the directed edge AÑD; while for C and E, D is their sender. Therefore, we

should carefully consider properties of the two roles for representation learning.

Another characteristic of diffusion is that diffusion influence between two users

is always asymmetric. For instance, an ordinary user un in Twitter always

retweets messages from a star user us followed by un, but this star user us

rarely retweets messages from un. This indicates that diffusion influence from

us to un is much greater than that from un to us.

To this end, we propose a novel role-based network-regularized user representa-

tion learning model for diffusion prediction. The main idea is to project each user

with two role-based representations (Receiver and Sender representations), which
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Figure 4.1: Available Diffusion Data Sources and Role-Based Properties

are expected to capture the latent features of role-based properties. To leverage

the information from diffusion cascades and user network, we develop a joint learn-

ing model that learns the representations by simultaneously optimizing a cascade

modeling objective and network regularization objective. The cascade modeling ob-

jective aims at maximizing the likelihood of cascades. We formulate the likelihood of

cascades by considering the time-weighted aggregated diffusion influence in represen-

tation space. We further transfer the objective as an equivalent ranking objective for

more efficient optimization. To avoid over-fitting learning on cascades, we propose

to apply a network regularization on representation learning. The network regular-

ization is designed to leverage the social network structure information to constrain

the learning of user representations. The objective of network regularization is to

make the representations reconstruct the structural proximities between users. Since

high-order information is considered in the structural proximities, the regularization

can effectively avoid the problems of over-dependence on network and potentially

capture more hidden diffusion channels in the latent space. An effective and effi-

cient learning algorithm with well-designed sampling strategies is then proposed for

this model. The model can be directly applied to diffusion prediction task based on

the learned representations. To be concluded, the contributions of this paper are

described as follows:
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Figure 4.2: Network Regularized Diffusion User Representation Learning Model

• We propose to represent diffusion users as role-based representations to capture

latent user-specific characteristics.

• We develop a novel representation learning model to learn role-based user rep-

resentations from both sequential cascades and network structure. We also

implement an effective and efficient learning algorithm for model optimization.

The model can be directly used for diffusion prediction problem.

• We evaluate the proposed model on three real-life datasets, including Weibo,

Twitter and Memetracker for diffusion simulation and ranking tasks. Com-

pared with the existing state-of-the-art methods, our model achieves better

performance significantly and consistently.
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4.2 Method

In this work, we propose the Network Regularized Diffusion Representation Learn-

ing (NRDR) model. As illustrated in Figure 4.2, the proposed model simultaneously

learns role-based representations (i.e., sender and receiver representations) of each

user from two diffusion-related signals, i.e., cascades and network. Specifically, the

model defines a cascade modeling objective on observed diffusion cascades. It aims at

maximizing the likelihood of observed cascades based on role-based representations.

This objective is further transferred to an equivalent ranking objective, which is more

efficient for learning. The model defines a network regularization objective on net-

work information. It aims at encoding structural information in the representations

to avoid over-fitting learning on cascades. A matrix factorization idea is applied to

make user representations be able to reconstruct the structural proximities between

users. We unified the two objectives in the model and propose an effective and effi-

cient algorithm for model learning. Based on the learned representations, the model

can direct predict diffusion process with the proposed cascade modeling framework.

4.2.1 Role-Based User Representation

We propose to project each user u into a latent continuous space Rd with two role-

based representations, i.e., the Sender role representation s P Rd and the Receiver

role representation r P Rd. The representations aim at capturing two fundamental

role-based properties of each user, i.e., Virality and Susceptibility, whose existence

and importance have been proven in previous diffusion research [7, 60]. Virality is

the ability of a user to spread information to other users, which takes effects when

the user plays as the sender role; while susceptibility is the ability of a user to be

infected by possible senders, which is considered when the user is in the receiver

role. The s captures the latent features describing user’s virality when s/he is in the
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sender role, while the r captures the features indicating his/her susceptibility when

s/he is in the receiver role.

Following previous representation learning models [127, 107], we employ inner

product on user representations to measure the pair-wise influence in the latent

space. Formally, the diffusion influence from ui to uj is defined as si � rj, where �

represents the inner product. It is worth noting that the asymmetry of the diffusion

influence is naturally captured by the role-based representations. As for ui and uj,

we not only consider the diffusion influence from ui to uj as si � rj, but also the

influence from uj to ui as sj � ri. The computations are different in the latent space,

thus the two influence weights are asymmetric.

4.2.2 Representation Learning with Aggregated Influence-
Based Cascade Modeling

We propose to learn role-based user representations by modeling observed cascades.

Following general cascade modeling framework [118, 112], we set the goal of cas-

cade modeling as maximizing the likelihood of diffusion cascades. Role-based user

representations are parameters to be learned. In this work, we follow the general

assumptions of information diffusion in previous work [118, 112]: (1) the diffusion

state of a user is binary, i.e., either uninfected or infected; (2) the diffusion state

can only become infected from uninfected, which indicates no repeated infections

occurred in diffusion cascades.

Formally, a cascade describes the following process: At time step ti, given the

previous infection history Hi�1 � tpu1, t1q, ..., pui�1, ti�1qu, each uninfected user uj

would be infected with the conditional probability ppuj|Hi�1q; if uj is successfully

infected, then uj is removed from uninfected set and join the cascade; the same

process iteratively occurs until no users are infected in one step.

It is generally assumed that all infections on a cascade are independent to each
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other, then the likelihood of an observed cascade can be represented as the multipli-

cation of the conditional likelihood of each infection p̂pcq �
±|c|

i�1 p̂pui|Hi�1q. Given

a set of observed cascades C, where cascades are independent to each other, then

the objective of representation-based cascade modeling is to maximize the following

likelihood:

max
S,R

¹
cPC

|c|¹
i�1

p̂pui|Hi�1q (4.1)

where S,R P Rd�N are the parameters to be learned. Each column of matrices S,R is

the role-based representations of each user. |c| is number of infected users in cascade

c. p̂pui|Hi�1q is representation-based conditional infection probability estimated by

the model.

The conditional probability ppui|Hi�1q is the crucial point in the above learn-

ing objective. In this work, we assume that each infection is triggered under the

aggregated influence of possible senders, which is similar with the assumption

of general linear threshold model. At time step ti, all previously infected users in

Hi�1 acts as information senders while the ui plays as a receiver. Based on the role

representations, we formulate the conditional probability as follow:

p̂pui|Hi�1q �
1

1� exp
�
�
°i�1
k�1wkpsk � riq

	 (4.2)

where
°i�1
w�1wkpsk � riq indicates the weighted-aggregated diffusion influence from

previous users on the user ui. We here employ the sigmoid function to translate the

diffusion influence as the infection probability. To guarantee a reasonable probability

distribution, we apply normalization to the estimated conditional probability such

that the sum of probabilities of all possible next infected users is 1. The normalized
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conditional probability is defined as follow:

p̂1pui|Hi�1q �
σ
�°i�1

k�1wkpsk � riq
	

°
ulPU ī

c
σ
�°i�1

k�1wkpsk � rlq
	 (4.3)

where σpxq � 1{p1 � e�xq represents the sigmoid function, U ī
c � U � tu1, ..., ui�1u

represents the set of all possible next infected users at time ti.

The weight wk in the above formula measures the contribution of user uk in Hi�1

to the aggregated influence. The influence weight is determined by the time-decay

effect, which has proven an important factor in information diffusion [112]. General

assumption is that the fresher the infected user is, the more influential s/he is. The

computation of wk is defined as:

wk �
∆ pti � tkq

i�1°
p�1

∆ pti � tpq

(4.4)

where tk is the infection time of uk, ti is the current time step and ∆p�q represents

a decay effect function of time interval between ti and tk, and wk is normalized by

the time intervals of all previous users up. We adopt two widely used functions, i.e.,

Exponential and Rayleigh [112], as ∆p�q. The Exponential function holds monotonic

assumption that user importance drops continuously as time passes. The Rayleigh

function, however, is non-monotonic, where the importance firstly increases to a peak

and then decreases rapidly. The two functions are defined as follow:

∆EXP pti � tjq � e�pti�tjq ∆RAY pti � tjq � pti � tjqe
�
pti�tjq

2

2 (4.5)

where ti ¡ tj, if ti ¤ tj, then ∆pti � tjq � 0.

Based on the normalized conditional probability p̂1pui|Hi�1q (Equation 4.3), we

aim at minimizing the following loss function by applying negative logarithm trans-
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formation to Equation 4.1:

LpCq � �
¸
cPC

|c|̧

i�1

log p̂1pui|Hi�1q � �
¸
cPC

|c|̧

i�1

�
�log σp

i�1̧

k�1

wkpsk � riqq � log
¸
ulPU ī

c

σp
i�1̧

k�1

wkpsk � rlqq

�



(4.6)

However, optimizing directly on this loss function suffers a severe computation effi-

ciency problem, since the complexity of term log
°
ujPU ī

c
σp�q approximately reaches

as high as OpN � ¯|c|
2
� |C|q in the learning process, where N is the number of all

users, ¯|c| is the average length of training cascade and |C| is the number of training

cascade. It is more reasonable to employ the sampling strategy instead of a complete

computation [127].

Inspired by previous ranking-based embedding algorithms [15, 17], which is effi-

cient with negative sampling, we transfer the original objective as a ranking objective.

For each infection, maximizing the normalized likelihood p̂1pui|Hi�1q is equivalent to

making p̂1pui|Hi�1q ¡ p̂1puj|Hi�1q and the difference p̂1pui|Hi�1q�p̂
1puj|Hi�1q as much

as possible for any uninfected user uj in cascade (uj � ui). The ranking inequality

can be further induced as:

p̂1pui|Hi�1q ¡ p̂1puj|Hi�1q ô
σ
�°i�1

k�1wkpsk � riq
	

°
ulPU ī

c
σ
�°i�1

k�1wkpsk, rlq
	 ¡

σ
�°i�1

k�1wkpsk � rjq
	

°
ulPU ī

c
σ
�°i�1

k�1wkpsk � rlq
	

ô σp
i�1̧

k�1

wkpsk � riqq ¡ σp
i�1̧

k�1

wkpsk � rjqq ô p̂pui|Hi�1q ¡ p̂puj|Hi�1q

Based on above ranking criteria, we employ the widely used margin-based ranking

loss [15] and transfer the original problem as the following minimization problem:

min
S,R
LpCq �

¸
cPC

|c|̧

i�1

¸
ujPU ī

c,uj�ui

maxt1�

�
σp

i�1̧

k�1

wkpsk � riqq � σp
i�1̧

k�1

wkpsk � rjqq

�
, 0u

(4.7)
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where uj is a sampled user (negative user) based on the truly infected user ui (positive

user) in cascade c. We adopt a pair-wise learning manner. The intuitive goal of

this function is to make the likelihood of positive user p̂pui|Hi�1q larger than that of

sampled negative user p̂puj|Hi�1q, and the likelihood difference should not be smaller

than a margin γ. Here we naturally set γ � 1 for the ground truth of each infection,

i.e., ppui|Hi�1q � ppuj|Hi�1q � 1, where the real probability of truly infected user

ppui|Hi�1q � 1 and the real probability of uninfected user ppuj|Hi�1q � 0. When

p̂pui|Hi�1q � p̂puj|Hi�1q   1, the function gives a penalty on learning.

4.2.3 Network Regularization on Role-based Representation

As mentioned above, observations from sequential diffusion cascades are limited to

capture the diffusion influence adequately or accurately. In addition to the cascades,

the network structure is another important factor reflecting users’ diffusion influence

[60]. The structural information can be employed to complete and correct the learned

knowledge from cascades. For instance, given the following situation: (1) there is a

pair of linked users ui and uj; (2) no diffusion interactions in the training data but

some interactions in the test data are recorded, then the diffusion influence learned

from cascades may be very low, but the link information indicates that they are still

possible to propagate information in the future. Meanwhile, the structural informa-

tion in network possess consistent role-based characteristics, i.e., (1)intuitively, in a

directed relationship ui Ñ uj, ui plays the information sender and uj is the receiver;

(2) similar to diffusion influence, the pair-wise structural proximity, which measures

user similarity based on their structural information on graph, is often asymmetric

in directed network [163].

Based on above understandings, we employ the network information as a regular-

ization on the role-based representations to improve the generalization ability of the

proposed model. It is expected to preserve the structural proximities in the represen-
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tations to avoid over-fitting learning on cascades, which has a similar objective with

previous network embedding approaches [107, 127]. A very recent work [110] has

proven that most existing network embedding models can be unified into the matrix

factorization framework. Considering the flexibility and extensibility, we apply this

matrix factorization idea to the network regularization term. Specifically, the net-

work regularization on role-based representations aims at minimizing the following

function:

RpGq � 1

2
||G� STR||2 (4.8)

where G P RN�N is the structural proximity matrix extracted from graph G and S,

R are the matrices of role-based representations. The objective of network regular-

ization is intuitive, i.e., for any pair of users pui, ujq, the product of their role-based

representations si �rj is expected to reconstruct their structural proximity value. The

higher proximity value, the structurally closer the two users are.

How to extract the structural proximity matrix G P RN�N is a crucial point of

network regularization. Generally, the network structure is represented as an ad-

jacency matrix A � tAiju, where Aij � 1 if there is a directed edge from ui to

uj. The adjacency matrix can be regarded as the first-order (explicit) information

of structural proximity. However, due to the large scale and high dynamics of user

network, information of some edges (i.e., first-order information) is often missing in

the collected data, the adjacency matrix is very limited to measure the structural

proximity. Therefore, many previous studies focused on estimating the structural

proximity by combining higher-order (implicit) information. Following the previous

work [23], we conduct transformation on A to extract high-order structural informa-

tion and employ Positive Point-wise Mutual Information (PPMI) metric to measure

the structural proximities between users.

PPMI is originally used in word embedding model [86], and then successfully ap-
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plied to network embedding methods [23]. It measures word similarity as PPMIpw1, w2q �

maxtlog ppw1,w2q
ppw1qppw2q

, 0u, where ppw1, w2q is co-occurrence probability of words w1 and

w2 within a t-step context window size in corpus text, and ppw1q (ppw2q) represents

the occurrence probability of w1 (w2) in corpus. By casting network users as words

and a sufficiently long random walk on network as corpus, the PPMI-based structural

proximity is defined as follow:

Gij � maxtlog
Mij°

kMik �
°
lMlj

, 0u (4.9)

where the matrix M represents the aggregated structural information of different

orders. It is defined as M � Â�Â2�...�Ât

t
, where Âij �

Aij°
k Aik

represents the exact

1-step probability of reaching to uj from ui in random walk (i.e., first-order informa-

tion) and Âtij is the exact t-step probability (i.e., tth-order information). Therefore,

M̂ij is equivalent to the averaged co-occurrence probability of ui and uj within t-

step window in random walk.
°
iMik and

°
lMlj correspondingly represents the

occurrence probability of ui and uj. Empirically, we set t � 2, since previous work

has shown that the second-order information is sufficient to measure the implicit

structural proximity [127].

4.2.4 Model Learning

Combining the loss function of cascades modeling LpCq with the network structure

regularization term RpGq, the global objective of the proposed model is as follow:

min
S,R
L �

¸
cPC

|c|̧

i�1

¸
ujPU ī

c,uj�ui

maxt1�

�
σp

i�1̧

k�1

wkpsk � riqq � σp
i�1̧

k�1

wkpsk � rjqq

�
, 0u�

λ

2
||G�STR||2

(4.10)

where λ denotes the weight parameter of network regularization term. Given the ob-

served cascades set C and the given network G, the objective is to learn representa-

50



tions S,R by minimizing L. The classical stochastic gradient descent (SGD) method

is a general solver for both parts of the loss function LpCq and RpGq. Therefore, a

SGD method with designed sampling strategy is applied to solve this optimization

problem.

Algorithm 1: Network Regularized Diffusion User Representation Learning

Input : Observed Diffusion Cascades Set C and Network G
Output: User Representation Matrix S and R

1 Initialize: s Ð uniform(-1,1) for each column vector s in S;
2 r Ð uniform(-1,1) for each column vector r in R;
3 I Ð 0 ;
4 while I   Max Iteration do
5 for c P C do
6 for ui P c do
7 Extract previous infection information

Hi�1 � tpu1, t1q, ..., pui�1, ti�1u ;

8 Randomly sample a negative user uj from the set U ī
c � tuiu;

9 Calculate p̂pui|Hi�1q � σp
°i�1
k�1wkpsk � riqq and

p̂puj|Hi�1q � σp
°i�1
k�1wkpsk � rjqq ;

10 if p̂pui|Hi�1q � p̂puj|Hi�1q   1 then

11 Calculate
Bl

Bsk
,
Bl

Bri
,
Bl

Brj
with Equation 4.12, Equation 4.13 and

Equation 4.14;

12 else

13 Calculate
Bl

Bsk
,
Bl

Bri
,
Bl

Brj
with Equation 4.15, Equation 4.16 and

Equation 4.17;

14 end

15 sk Ð sk � α
Bl

Bsk
;

16 ri Ð ri � α
Bl

Bri
;

17 rj Ð rj � α
Bl

Brj
;

18 end

19 end
20 N Ð N � 1 ;

21 end

The detailed learning algorithm is shown in Algorithm 1. Initially, all users are
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projected to the latent space with a uniformly random representation by following the

initialization procedure proposed in [49]. Then the learning process will be conducted

repeatedly by reversing each infected user in the training cascades. Specifically, for

each infected user ui P c in a training cascade, we firstly extract the previous infection

history Hi�1. Then given this positive user ui and previously infected users in Hi�1,

we randomly sample a negative user uj from the user set U ī
c � tuiu. We regard the

triplet pHi�1, ui, ujq as a training sample, where previously infected users in history

Hi�1 play as senders while positive user ui or negative user uj plays as receiver.

Based on global objective Equation 4.10, we specifically minimize the following loss

for each training sample:

l � maxt1�

�
σp

i�1̧

k�1

wksk � riq � σp
i�1̧

k�1

wksk � rjq

�
, 0u�

λ

2

i�1̧

k�1

�
||Gki � sk � ri||

2 � ||Gkj � sk � rj||
2
�

(4.11)

Since ||G�STR||2 is equivalent to
°N
a�1

°N
b�1 ||Gab�sarb||

2, when using SGD the loss

of each step is
°
m

°
n ||Gmn�smrn||

2 for sampled pairs pum, unq. In our algorithm, for

a training triplet pHi�1, ui, ujq, we have i�1 positive pairs puk, uiq and i�1 negative

pairs puk, ujq, where uk P Hi�1. All these sampled pairs should be constrained by

network regularization. Therefore, the original form in Equation 4.10 is transformed

as above.

The role-based representations of sampled users are updated by taking a gradient

step on above loss l with the constant learning rate α. The gradients are calculated

by the following equations:

• if p̂pui|Hi�1q � p̂puj|Hi�1q   1 :

Bl

Bsk
�σp

i�1̧

k�1

wksk � riqpσp
i�1̧

k�1

wksk � riq � 1qwkri � σp
i�1̧

k�1

wksk � rjqp1� σp
i�1̧

k�1

wksk � rjqqwkrj

� λpGki � sk � riqri � λpGkj � sk � rjqrj
(4.12)
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Bl

Bri
� σp

i�1̧

k�1

wksk � riqpσp
i�1̧

k�1

wksk � riq � 1qwksk � λpGki � sk � riqsk (4.13)

Bl

Brj
� σp

i�1̧

k�1

wksk � rjqp1� σp
i�1̧

k�1

wksk � rjqqwksk � λpGkj � sk � rjqsk (4.14)

• if p̂pui|Hi�1q � p̂puj|Hi�1q ¥ 1 :

Bl

Bsk
� �λpGki � sk � riqri � λpGkj � sk � rjqrj (4.15)

Bl

Bri
� �λpGki � sk � riqsk (4.16)

Bl

Brj
� �λpGkj � sk � rjqsk (4.17)

The learning process will stop until the max number of learning iterations is reached

or the learning achieves convergence condition.

4.3 Experiments

4.3.1 Data

In order to test the performance of our method sufficiently, we use 3 datasets from

the different online information diffusion channels, including two social networking

services, i.e., Weibo and Twitter, and one on-line mainstream news websites network.

These three datasets are all representative for the information diffusion study. The

detailed statistics of the experimental dataset are shown in Table 4.1.

• MemeTracker: This dataset is extracted from the MemeTracker corpus [82].

The original corpus contains articles from mainstream news websites or blogs

collected during a specific period. In this dataset, each cascade records the

diffusion process of a specific key phrase (or event) and is represented by a se-

quence of webpage links with a timestamp. To explore the information diffusion
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Table 4.1: The Statistics of Experimental Data

Data
Number of

Users

Number of

Edges

Number of

Cascades

Avg. Cascade

Length

MemeTracker 1,087 32,932 30,747 8.7

Weibo 8,190 148,752 43,365 21.6

Twitter 13,309 108,657 72,103 9.2

on more diverse channels, we select the articles published on the mainstream

news websites in this dataset. We regard each news website as a “user” and cre-

ate a directed social graph for these websites by using the approach described

in [17]. If website A has at least one article, which cites (using a hyperlink as

reference) an article published by website B, the approach assumes that there

is a directed edge from A to B. We filter out the websites publishing less than

50 articles and extract the corresponding cascades related to these websites.

• Weibo: This social media dataset [158] consists of the reposting logs crawled

from Sina Weibo, a Chinese Twitter-like microblogging site. In the Weibo

network, users are connected by directed following relationships and the infor-

mation can propagate through users’ reposting behavior from their followees.

Therefore, the reposting log essentially represents an information diffusion pro-

cess with temporal orders. We extracted a subset of the original network by

filtering out the users who appear less than 30 times in all the reposting logs

or are isolated from others. We select the corresponding reposting logs related

to these users only.

• Twitter: In this dataset [148], users are also linked by the directed following

relationships. However, different from the Weibo dataset, this dataset records

the diffusion processes of the hashtags in a given social network rather than

those of the specific messages (posts or tweets). When a user writes the hashtag
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in their tweets, he/she is actually infected by this hashtag. Therefore, we regard

the sequences of adopters and timestamps for observed hashtags in the original

data as the diffusion processes and extract the experimental dataset in a similar

way as the Weibo dataset. As shown in Table 4.1, this dataset has a sparser

network structure than the Weibo dataset.

4.3.2 Experiments on Diffusion Simulation

Most diffusion models, especially graph-based models, often apply simulation tech-

nique to predict the future diffusion process. In order to testify the simulation per-

formance of the proposed representation learning model, we first propose a diffusion

simulation method in representation space and compare the performance with other

popular graph-based methods and a state-of-the-art embedding model.

Diffusion Simulation in Representation Space

Based on the learned representations, we propose the corresponding diffusion simu-

lation method for NRDR, which takes the randomness of the diffusion into account.

Given a set of source users Us in a diffusion cascade c, we predict the diffusion as

follow:

1. Initialize the infected users set as U c
in � Us and the uninfected users set as

U c
un � U � Us;

2. At each time step ti, for each user ui in the uninfected set:

(a) Calculate the estimated diffusion probability p̂ based on Equation 4.2 as

follow:

p̂ �
1

1� exp
�
�
°
ukPU

c
in
wkpsk � riq
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(b) Randomly generate a probability p, if p̂ ¡ p update U c
in � U c

in Y tuiu,

U c
un � U c

un � tuiu.

3. Repeat step 2 for the next time step, and stop until U c
in is no longer updated

or the max observation time is reached.

To be consistent with the learning process, the time-decay influence is also con-

sidered in the predicting process. The method predicts infected users iteratively.

The prediction will stop until no more users in the given network G are infected or

the time step has reached the max time.

Baseline Methods

The following methods are introduced as the baselines for diffusion simulation ex-

periments:

• CTIC [114]: CTIC refers to Continuous-Time Independent Cascade model,

which is a classical explicit graph-based model. The model constraints diffusion

channels as links of the prior network structure. It learns diffusion rates and

time-decay parameters of these links from observed diffusion cascades. We use

the algorithm developed in [114] to learn diffusion parameters for the CTIC

model.

• NetRate [112]: NetRate is a representative implicit graph-based work that

only makes use of sequential data. It infers edges of a implicit diffusion network

and estimates transmission rates of each edge that best explain the observed

data. It also makes use of the time information in cascades and proposes a

series of parametric model with different time-decay distributions over diffusion

cascades. Because the NetRate model is generative, once the model is trained

it can be used to predict diffusion process based on the inferred graph.
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• EIC [18]: Embedded Independent Cascade model is a state-of-the-art embedding-

based diffusion prediction model. Based on the classical independent cascade

schema, EIC embeds users in a latent space to extract more robust diffusion

probabilities than those defined by classical graph-based learning approaches.

With the similar schema, the trained EIC can be used for diffusion prediction

like IC model.

Evaluation Metrics and Settings

The input of the simulation experiment is a seed set of initially infected users Sc

(for a testing cascade c). Given this seed set, the model runs iteratively to simulate

successive infections based on the learned parameters. The process will stop until no

users are newly infected. The output of this process is the predicted set of infected

users Û c.

Since we pay attention to which users will be infected, we evaluate the perfor-

mance of diffusion simulation on the test set Ct based on the following evaluation

metrics. Let the predicted set of infected users be Û c � tû1, ..., ûnu and the ground-

truth infected set of cascade c be U c � tu1, ..., umu.

• Precision measures how many users are correctly predicted in the predicted

set:

P �
1

|Ct|

¸
cPCt

|Û c X U c|

|Û c|

• Recall measures how many ground-truth infected users appear in the predicted

set:

R �
1

|Ct|

¸
cPCt

|Û c X U c|

|U c|
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• F-1 considers precision and recall together:

F1 �
2PR

P �R

The detailed settings of simulation experiments are mainly referred to the previ-

ous work [18]. The size of the seed set in all experiments is 1 to ensure the fairness,

i.e., Sc � tu1u. In real scenario, we cannot know the time information of future in-

fections. Therefore, it is often a standard setting [18] that simulation process unfolds

at unit time per step. The unit time interval of each step is one hour for its better

performance on all methods. For each cascade, the process repeats 10000 times and

performance is averaged. Furthermore, we conduct 5-fold cross validation and paired

t-test to verify the significance of experimental performance. 80% cascades are used

for model training and the rest 20% cascades are for testing. The reported results

are averaged values of cross validation.

The parameters settings of all compared methods are as follow. As for CTIC,

we use the recommended settings in the work [114]. The initial values of time-

delay parameter and diffusion parameter are randomly drawn from [0,1] with uniform

distribution, and the convergence threshold is 10�12. The settings of NetRate are

based on original paper [112], where time window is set as the longest time interval

and the time decay pattern is Exponential for its better performance. The training of

EIC mainly follows the suggested settings [18]. The dimension size is 30, the learning

rate is 10�4 and the sampling bias is used. As for the proposed NRDR, the dimension

size is same as EIC for fairness, the learning rate is 0.001 and the regularization term

weights are 0.001, 0.1 and 0.1 for MemeTracker, Weibo and Twitter, respectively.

Overall Performance

The detailed results of the comparative experiments are reported in Table 4.2.
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Table 4.2: Diffusion Simulation Results (Average Performance of 5-Fold Cross
Validation)

Data Methods Precision Recall F-1

MemeTracker

CTIC 0.157 0.415 0.227

NetRate 0.160 0.396 0.227

EIC 0.162 0.417 0.233

NRDR 0.167� 0.423� 0.239�

Weibo

CTIC 0.126 0.231 0.163

NetRate 0.107 0.227 0.145

EIC 0.122 0.236 0.160

NRDR 0.125 0.244� 0.165�

Twitter

CTIC 0.203 0.408 0.271

NetRate 0.137 0.389 0.202

EIC 0.206 0.411 0.273

NRDR 0.213� 0.410 0.280�

* indicates better than best competitor at 1% significant level in paired t-test

On the MemeTracker dataset, the proposed NRDR method outperforms other

methods when evaluated by all metrics. Meanwhile, NetRate and EIC, which do not

use the prior graph information, have relatively better performance than CTIC. The

worse results of CTIC can be explained by the artificial links of the created social

graph, which may introduce inaccurate structure information. We have confirmed

this argument in the following experiments and will give a further explanation. On

the other hand, the network regularization in NRDR provides a flexible way of us-

ing network information instead of over-depending on it. Therefore, the model is

adjustable to the network information with different qualities.

On the Weibo dataset, NRDR performs the best in terms of Recall and F-1.

Meanwhile, thanks to the relatively complete network structure of this dataset (the

59



graph is much denser than the Twitter dataset), the graph-based CTIC obtained a

close F-1 performance and even a better precision. On the other hand, the perfor-

mance of NetRate and EIC drops lower than CTIC. This is because the two methods

ignore the network structure, which provides rich information of the diffusion chan-

nels in this dataset.

On the Twitter dataset, our method NRDR achieves the best results in terms

of precision and F-1. However, CTIC performs not as good as itself on the Weibo

dataset and is exceeded by EIC. This performance change may be attributed to the

less complete graph information of the Twitter dataset. Since CTIC heavily relies on

the prior network structure, its performance is certainly influenced by the incomplete

diffusion channels.

Overall, the proposed NRDR outperforms the baselines in terms of most evalua-

tion metrics on the three datasets. Furthermore, our method has a better general-

ization ability such that it can well handle incompleteness of the diffusion cascades

or the prior graph data. Even given the artificial data, it can avoid much errors and

achieve satisfactory results.

4.3.3 Experiments on Diffusion Ranking

In this experiment, we focus more on predicting the infection order of users instead

of predicting who will be infected. A recent work [17] formulated the diffusion pre-

diction as a ranking problem: given the seed set of infected users, it is expected to

rank the uninfected users according to diffusion probabilities. Based on the learned

representations, the proposed model can effectively rank the potential users in the

latent space. We aim at comparing the ranking performance of NRDR with other

state-of-the-art diffusion user representation learning models.
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Diffusion Ranking in Representation Space

Given the seed sequence of infected users associated with infection time, we aim

at ranking the rest uninfected users based on their representations. Let Hin �

tpu1, t1q, ...u be the seed infection information, we calculate the infection probability

of each potential user ui as:

p̂pui|Hinq � σp
¸

puk,tKqPHin

∆ptp � tkq°
pul,tlqPHin

∆ ptp � tlq
sk � riq

where we set tp as 1 hour later than the time of last infection in Hin. Then we

derive the ranking of uninfected users according to the above formula. The higher

the probability is, the higher the ranking is.

Baseline Methods

In this experiment, we consider the following state-of-the-art user representation

learning models as baselines. Two of them are network embedding models and the

other two are user embedding diffusion models.

• DeepWalk [107]: DeepWalk is a popular social network user representation

learning model. It learns user representation from network structure. The

model employs random walk to sample structure information of network, which

is equivalent to diffusion process simulation on the given network structure.

Users who frequently co-occur at near positions of same random walks will be

closed in latent space. Therefore, distances between user representations of

DeepWalk can reflect the diffusion relationship based on the given graph.

• Node2Vec [56]: Node2Vec is a more state-of-the-art network embedding model.

The framework is similar to DeepWalk, but Node2Vec designs a biased random

walk procedure, which is able to capture the diversity of connectivity patterns.
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Therefore, the learned representations of Node2Vec are more expressive than

those of DeepWalk.

• CDK [17]: Content Diffusion Kernel is a state-of-the-art user representation

learning model specific for diffusion ranking, which is the most relevant work to

ours. This model regards sequential cascades as ranking lists and learns repre-

sentations with the ranking loss function extracted from the observed cascades.

In this model, only the first infected user is treated as diffusion source of cas-

cades and other infected users in the cascades are projected near the source

and the distance in the latent space reflects their order of infection. Given

the source user, all the other users can be ranked by calculating the distance

between their latent representations and the source user’s representation.

• EIC [18]: EIC is also considered in this experiment.

Evaluation Metrics and Settings

The input of the ranking experiment is also the seed set of initially infected users,

and we have known their infection rankings. Given this seed set, we aim at ranking

all uninfected users. The output of ranking evaluation is a whole ranking list of all

users for a cascade.

We evaluate the performance of diffusion ranking with the classical metric, Mean

Average Precision. Let Îc � tû1, ...ûNu be the output ranking sequence of all users

for a cascade c (including users in the given seed set). The original sequence c is

the natural ground-truth. We calculate the MAP metric for all testing cascades as

follow:

MAP �
1

|Ct|

¸
cPCt

|c|°
k�1

P c
k

|c|
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where P c
k is the precision at top-k of Îc for cascade c. The calculation is P c

k �
|tûpu|
k

,

where 1 ¤ p ¤ k and ûp P c. ûp represents users who are ranked at top-k in Îc and

also truly infected in ground-truth cascade c.

To ensure the fairness of the comparison, we set the number of dimensions of

all methods as 50 in the ranking experiments. Other parameters settings of EIC

and NRDR are similar to previous simulation experiments. As for DeepWalk and

Node2Vec, window size is 10, walk length is 40 and walks per node is 10. Other

parameters of CDK are set for the best performance.

Diffusion Ranking Performance

Since diffusion ranking ignores the interaction process, we conduct experiments with

different sizes of seed set to evaluate the ranking performance at different stages of

diffusion process. To achieve the ranking results from baselines, we apply the above

described ranking method to DeepWalk, Node2Vec and EIC, and employ the original

ranking strategy in CDK, i.e., ranking uninfected users by considering their distances

to the first user in seed set. Merging the given sequence and the predicted rankings

of uninfected users, we can derive the whole ranking list for each diffusion process.

As illustrated in Figure 4.3, the performance is evaluated on the seed size ranging

from 1 to 50% of the earlier infected users in cascades, representing different stages

of diffusion process. Overall, our model outperforms the other methods on the three

datasets in terms of different diffusion stages. On the Weibo dataset, NRDR begins

to gain obvious improvements over the other methods when the seed size is larger

than 5%. Meanwhile, Node2Vec has better performance than two diffusion embed-

ding models, i.e., CDK and EIC, at most stages. This can be attributed to the

relatively complete and accurate network structure of the Weibo dataset, which can

provide rich information of diffusion relationships than cascades. When the network

is sparse or relatively inaccurate, the performance of network embedding models,
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i.e., DeepWalk and Node2Vec, drops down remarkably. Therefore, it is not surpris-

ing that DeepWalk achieves the worst performance on the Twitter and MemeTracker

datasets. Although NRDR embeds the network structure information as well, it is

not very sensitive to the network sparsity or accurateness for its design of network

regularization and achieves the best performance on these datasets. Another impor-

tant finding is that the best competitor CDK can only achieve smallest difference

of ranking performance over NRDR at the beginning stage of diffusion process (i.e.,

seed size is 1). This is because CDK assumes that a newly infected user receives

the diffused information only from the first infected user in each cascade. However,

this assumption ignores the dynamic of diffusion source since newly infected users

often get more diffusion influence from the previous users who are closer to them

in cascade or have social connection on the network. The proposed NRDR consid-

ers and captures this characteristic well in the representation space, therefore the

improvement of NRDR over CDK becomes higher with the increase of the seed size.

4.3.4 Discussions and Analysis

We will further discuss and analyze the parameter sensitivity and the contributions

of different components in the proposed model. We introduce the following variants

in the ablation studies:

• NRDR-SR: It refers to the Single-Role version of our method. In this version,

we learn only one representation for each user with ignoring the role difference.

• NRDR-NN: It is the No-Net-Structure version of the method. This version

ignores the network structure in the learning model. Thus the representations

are trained by using the loss function defined as Equation 4.7.

Since the proposed model aims at maximizing the likelihood of cascades, we

employ the Negative Cascade Log-Likelihood metric to compare the performance of
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Figure 4.3: Diffusion Ranking with Different Infected Set Size

different parameter settings. The Negative Cascade Log Likelihood is computed as

follow:

NCLL � �
1

|Ct|

¸
cPCt

|c|̧

i�1

log p̂1pui|Hi�1q

where we consider the averaged log likelihood of cascades based on the normalized

conditional infection probability p̂1pui|Hi�1q. The lower NCLL (indicating higher

likelihood) the model achieves on testing set, the better prediction ability the model

is.
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Figure 4.4: The Effect of Dimensionality

The Effect of Dimensionality

The most important setting of the proposed model is the dimensionality of the role-

based representations. We compare the performance of the model with different

dimension sizes to verify the sensitivity. As shown in Figure 4.4, the model gains more

and more improvements with the increase of dimension size. This is not surprising

since the representations are more expressive with higher dimension sizes. However,

when the dimensionality reaches to a certain level, the improvements will become

significantly less. On the other hand, the learning time will also increase when the

dimensionality goes up. Therefore, in practice, we should consider the trade-off

between performance and efficiency. From the results, dimension sizes of 30 to 50

are relatively better choices for the three datasets.

The Effect of Role-Based Representations

To demonstrate the effectiveness of role-based representations, we compare the pro-

posed NRDR method with its single-role version. As shown in Figure 4.5, NRDR

significantly outperforms NRDR-SR on all the datasets. This indicates that the

role differentiation is important in modeling diffusion and the role-based represen-

tations capture this characteristic more effectively than the single representation for

each user. With more expressive latent features of diffusion users, the role-based
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representations achieve significantly better performance than single representation.

The Effect of Network Regularization

In order to verify the importance of network information in the learning model, we

compare NRDR with its variant without network regularization, i.e., NRDR-NN, in

simulation experiments. As shown in Figure 4.6, NRDR significantly outperforms

NRDR-NN on all datasets in the simulation experiments, which demonstrates the

importance of introducing the network information into the latent space. With the

guidance of structural information, the learned representations are more expressive

for diffusion prediction.

To testify the performance improvements are whether from the regularization ef-

fect, we further compare the training and testing NCLL of NRDR and NRDR-NN.

As shown in Figure 4.7, NRDR-NN suffers the over-fitting problem on Weibo and

Twitter datasets, which leads to good convergence on training data but very poor

performance on testing data. The network regularization in NRDR effectively allevi-

ates the over-fitting problem and achieves significantly better performance on testing

set. The better generalization ability clearly demonstrates the effect of network reg-
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ularization component.

Furthermore, we investigate the performance of the model under different settings

of network regularization weight λ. As shown in Figure 4.8, we test the performance

with a λ from 10�4 to 1, indicating the different degrees that the regularization of the

model depends on network information. The proposed NRDR consistently achieves

better performance when partially depending on collected network (λ   1) than that

of complete dependency (λ � 1). This is mainly because the collected network is

often incomplete, where many edges are missing, then partially dependence can avoid

over-fitting on incomplete structure. Additionally, the best choices of λ are different

on the three datasets. The model prefers a larger λ on Weibo and Twitter datasets,

while prefers a relatively smaller λ on MemeTracker dataset. This can be attributed

to that the constructed network of MemeTracker is not the actual one since these

news sites have no real social relationships like users in social media. In fact, they are

all visible to each other and the information flows freely among them. If we utilize an

artificial network to regularize the representations, inaccurate structural information

could be introduced to harm the result. Therefore, the proposed model favors a

relatively lower λ to avoid introducing too much inaccurate structural information.

68



166
168
170
172
174
176
178

Tr
ai

n 
NC

LL

NRDR-NN
NRDR

0 10 20 30 40 50
Training Epoch

205

210

215

Te
st

 N
CL

L

NRDR-NN
NRDR

(a) Weibo Dataset

103
104
105
106
107
108
109

Tr
ai

n 
NC

LL

NRDR-NN
NRDR

0 5 10 15 20 25 30
Training Epoch

53

54

55

Te
st

 N
CL

L

NRDR-NN
NRDR

(b) Twitter Dataset

Figure 4.7: The Effect of Network Regularization

10 4 10 3 10 2 10 1 1
The value of 

40

42

44

46

48

50

52

54

NC
LL

(a) MemeTracker Dataset

10 4 10 3 10 2 10 1 1
The value of 

198

199

200

201

202

203

204

205

NC
LL

(b) Weibo Dataset

10 4 10 3 10 2 10 1 1
The value of 

50
51
52
53
54
55
56
57
58

NC
LL

(c) Twitter Dataset

Figure 4.8: Performance w.r.t Different Value of λ

Overall, due to the flexibility and adjust-ability of the network regularization, the

proposed model has stronger generalization ability on different datasets.

The Effect of Different Time-Decay Functions

As shown in Figure 4.9, we also compare the performance of different time-decay

functions. The Exponential function gains significant improvement over the Rayleigh

function on the MemeTracker dataset, while the two functions achieve very close

performance on Weibo and Twitter datasets. In Weibo and Twitter datasets, there
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are many cases that infection timestamps of two users are close, but they are far

away on the network. In fact, these are random situations where the two users

participate the diffusion almost at the same time. The Rayleigh function can handle

these situations better. However, in MemeTracker, this kind of cases are relatively

rare, thus the Exponential function performs better.

4.4 Chapter Summary

In this chapter, we propose a network-regularized role-based user representation

learning model to tackle the information diffusion prediction problem. Instead of

representing users on the social graph, we project users into a continuous latent

space with role-based representations. We formulate user representation learning by

optimizing a cascade modeling objective with a network regularization. We define

the representation learning objective on cascades is to maximize the likelihood of

cascades. Additionally, we regularize the role-based representations with structural

information, which aims at reconstructing pair-wise structural proximities. We de-

velop the prediction method based on the learned representations and compare our

method with state-of-the-art methods on three real-world datasets. The experimen-
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tal results verify the effectiveness of our model.
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Chapter 5

Joint User Representation

Learning of Information Diffusion

and Network Structure

5.1 Chapter Overview

In previous chapter, we only regard network structure as auxiliary information in our

representation learning model. In fact, strong interplay effects exist between infor-

mation sharing behavior in diffusion cascades and relationship building behavior in

network structure, which are intuitive and have already been validated by previous

empirical studies [149, 6]. On the one hand, users who show interests to the same

messages are more likely to create relationships with each other. Weng et al. [149]

conducted an empirical study to investigate how information diffusion flows affected

the evolution of the network structure. They verified that the traffic generated by

the dynamics of information flow on the network could become an indispensable

component for users to connect new friends. Antoniades et al. [6] studied a similar

issue on Twitter. They focused on the so-called Tweet-Retweet-Follow behaviors

and explained the motivation behind addition of new links under the effect of infor-

mation sharing. The data analysis showed that a user was more likely to get a new

follower if her tweets were retweeted than not retweeted. On the other hand, the
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created relationships provide more information channels to further widespread mes-

sages, which are also demonstrated by some recent studies [29, 57]. However, current

researches on this topic only take analysis to reveal either how diffusion affects net-

work or how network affects diffusion. It is expected to have a comprehensive model

that can explore and apply the interplay effects between the two behaviors in real

tasks. Few existing user representation learning models pay serious attention to this

point. Therefore, there is a strong need to develop a unified representation learning

framework that can jointly model the two correlated behaviors with consideration of

their mutual effects.

To this end, we explore the interplay effects between information sharing and

relationship building behaviors within a unified framework and develop a joint user

representation learning model to capture user characteristics based on observed dif-

fusion cascades and social network. The uniqueness of our model is as follows.

1. The user representations are shared by both information diffusion and relation-

ship building behaviors. The shared representations can model not only how

users influence each other in information diffusion but also how users build re-

lationship with each other on social network. The correlation of two behaviors

is captured in the shared representation space.

2. Similar to our previous work, the representations for each individual user are

role-based, according to his/her receiver and sender roles in diffusion and net-

work. A user is characterized by a receiver representation when s/he receives

the message from others (or is followed by others) and by a sender representa-

tion when s/he spreads out the message (or creating links to others).

To learn the shared representations, we define two learning objectives with respect

to two behaviors and combine them in a unified joint learning framework. In par-

ticular, the diffusion objective is to maximize the likelihood of generating observed
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diffusion cascades while the relationship objective aims to maximize the probability

of generating network links to social neighbors. Moreover, we design an efficient

sampling-based algorithm to optimize the proposed joint model. As for diffusion ob-

jective, instead of directly computing the likelihood of all users in a diffusion cascade,

the algorithm randomly samples users to maximize the likelihood of the sampled

users in the cascade. As for relationship objective, instead of directly computing the

neighbor probability conditional on all users, the algorithm randomly draws nega-

tive users to discriminate the real target neighbors from negative neighbors. The

user representations are updated by optimizing the two objectives alternatively with

the Stochastic Gradient Descent Method (SGD). Due to the generative property of

the proposed model, the learned representations can be directly applied to diffusion

prediction and link prediction.

We summarize the main contributions of this work as follows.

• We explore the correlation between information sharing and relationship build-

ing behaviors with behavior-shared user representations. To differentiate user’s

receiver and sender roles in both behaviors, we propose to learn two role-based

representations for each user in the shared space.

• We develop a joint learning model to learn user representations simultaneously

from both diffusion cascade and social network information. We also implement

an efficient algorithm for model optimization.

• The proposed user representation learning model is applicable to any corre-

lated behavior modeling and is able to tackle other similar tasks. Moreover,

it is easy to be extended to cope with multiple behaviors to provide a more

comprehensive view of diffusion users.

We evaluate the proposed model on two important social media tasks, i.e., diffu-
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sion prediction and link prediction. The experiments are conducted on two popular

datasets, which are collected from two real-life social media websites, i.e., Twitter

and Weibo. Compared with state-of-the-art methods, the proposed model shows

significant superiority on two prediction tasks. The experimental results verify that

modeling the correlation of two behaviors is beneficial to both tasks. By learning

from both behaviors, the proposed model also shows better robustness when the

training data of one behavior is artificially reduced.

5.2 Method

To simultaneously model the user characteristics from diffusion processes and net-

work structure, we propose the joint Diffusion-Network user Representation Learning

model (DNRL). The idea is illustrated as Figure 5.1. The shared representations

are learned to embed the two signals comprehensively in the continuous latent space.

Based on these user representations, we are able to predict the future diffusion pro-

cess and the hidden links.
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5.2.1 User Representations

User representation learning aims at projecting each user u P U into a low-dimensional

latent space Rn, where n is the dimension of user vectors. In order to differentiate the

characteristics of different user roles in the diffusion process and network structure,

we project each user u into two role-based representations. Specifically, when user u

is not infected in a specific diffusion process or s/he is the child in a directed edge,

u plays as a Receiver and should be projected as the Receiver representation ru in

the latent space; u transfers his/her role to a Sender when s/he is already infected

in a specific diffusion process or s/he is the parent in a directed edge, thus u should

be represented as the Sender representation su under this circumstance.

5.2.2 Representation Learning with Independent Influence-
Based Cascade Modeling

Similar to previous chapter, the representation-based cascade modeling objective is

to maximize the likelihood of observed diffusion cascades. In this work, we follow the

general assumptions of information diffusion in previous work [112]: (1) the diffusion

state of a user is binary, i.e., either uninfected or infected; (2) the diffusion state

can only become infected from uninfected, which indicates no repeated infections

occurred; (3) each already-diffused user activates uninfected users independently

Given a set of observed cascades C � tcu, we assume all cascades are inde-

pendently generated, thus the overall likelihood can be formulated as multiplica-

tion of each cascade likelihood `pCq �
±

cPC `pcq. For each observed cascade c �

tpu1, t1q, ..., pun, tnqu, we call tu1, ..., unu as “infected” users while U � tu1, ..., unu as

“survival” users in cascade c, where n users are infected and |U |�n users survive from

this cascade, where |U | is the set of all users. Different from previous work, we not

only consider likelihood of each infection but also that of each survival (non-infection)

in a diffusion cascade. Regarding all infections and survivals as independent events,
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then the overall representation learning objective on observed cascade set is defined

as follow:

max
S,R

`pCq �
¹
cPC

`pcq �
¹
cPC

`Ipcq � `Spcq, (5.1)

where `Ipcq represents the likelihood of all infection events in c and `Spcq indicates the

likelihood of all survival events. S and R denote the matrices of the role-based rep-

resentations to be learned. We further transfer the original problem to the following

minimization problem by employing negative log loss function:

min
S,R
LC � �

¸
cPC

log `pcq � �
¸
cPC

plog `Ipcq � log `Spcqq (5.2)

In previous chapter, we have explored the aggregated influence assumption in

cascade modeling. In this chapter, we will adopt an independent-cascade-like as-

sumption that each infection can be triggered by independent influence of pre-

viously infected users. This means that previously infected users have chances to

infect future users independently. Based on this assumption, we define likelihoods

`Ipcq and `Spcq as follows.

Likelihood of Survivals

Assume the max observation of cascade c is T c, then if user um survives from c (tm ¡

T c), it means that already-infected users tu1, ..., unu fail to infect um during r0, T cs.

We define the likelihood that user um survives from cascade c as the multiplication

of all pair-wise survivals:

`Spum, cq �
¹

tj|tj T cu

fSpuj, tj, um, T
cq (5.3)

where fSp�q is a function of calculating the likelihood that um is survived from uj

who is infected in c at time tj. Then the likelihood of all survival events in c is:

`Spcq �
¹

tm|tm¡T cu

¹
tj|tj T cu

fSpuj, tj, um, T
cq (5.4)
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Likelihood of Infections

If user um is infected in c at tm (tm   T c), then it should be only infected by one of

previous infected users before tm. For example, if um is infected by ui, then it should

survive from all the other previously infected users whose infection time is earlier

than tm. The the likelihood of this example can be represented as: fIpui, ti, um, tmq�±
tj|tj tm,j�iu

fSpuj, tj, um, tmq where fIp�q is a function of calculating the likelihood

that um is infected by ui at time tm. By summing over the likelihood of all such

possible infection situations for user um, we can derive the likelihood of the infection

of um in c as:

`Ipum, cq �
¸

ti|ti tmu

fIpui, ti, um, tmq �
¹

tj|tj tm,j�iu

fSpuj, tj, um, tmq

�
¹

tj|tj tmu

fSpuj, tj, um, tmq �
¸

ti|ti tmu

fIpui, ti, um, tmq

fSpui, ti, um, tmq

�
¹

ti|ti tmu

fSpui, ti, um, tmq �
¸

ti|ti tmu

fIpui, ti, um, tmq

fSpui, ti, um, tmq

(5.5)

Then the likelihood of all infection events over c can be defined as:

`Ipcq �
¹

tm|tm T cu

¹
ti|ti tmu

fSpui, ti, um, tmq
¸

ti|ti tmu

fIpui, ti, um, tmq

fSpui, ti, um, tmq
(5.6)

Representation-Based Infection and Survival Functions

The key point in above likelihoods is how to define infection and survival functions

parameterized by user representations. We ground the definitions on the classical

survival analysis theory [81, 80], which is widely used in previous work [112]. In

survival analysis, the two functions aim at capturing diffusion time-decay effects.

The infection function fIpui, ti, uj, tjq is a probability density function of the infec-

tion time interval tj � ti. The cumulative distribution function FIpui, ti, uj, tjq �
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³tj
ti
fIpui, ti, uj, tjq represents the probability that uj is infected by ui within pe-

riod pti, tjs. Therefore, the survival function, which represents the probability that

ui is not infected by uj not later than tj, can be defined as fSpui, ti, uj, tjq �

1� FIpui, ti, uj, tjq.

The Exponential time decay distribution has shown robust performance in diffu-

sion modeling [112], therefore we define the two functions with the Exponential form

as follow:

fIpui, ti, uj, tjq � αije
�αijptj�tiq (5.7)

fSpui, ti, uj, tjq � e�αijptj�tiq (5.8)

where αij represents the pairwise diffusion influence in the representations space.

In the latent space, the distance between user representations can be regarded as a

natural index of diffusion influence. The closer the representations are, the higher

diffusion influence is. Meanwhile, the value of diffusion influence should be not

smaller than 0 and be normalized in a certain interval to avoid great variance. Based

on these properties, we apply sigmoid function σp�q to define the representation-based

diffusion influence as follow:

αij � λσp�
β

2
||si � rj||

2q �
λ

1� exp pβ
2
||si � rj||

2q
(5.9)

where β is the parameter to control the scale of representation distance, λ is a

scale parameter of influence and σp�q represents sigmoid function. In this chapter,

we also utilize role-based user representations, we can capture directed diffusion

influence. αij represents the influence from ui to uj, thus it is computed with the

sender representation ui and receiver representation of uj.

5.2.3 Representation Learning with Network Structure

The network structure provides possible channels for information diffusion. In order

to explore the correlation between diffusion and network, the proposed model should
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embed the information of the observed channels in user representations. The infor-

mation of structural channels related to a specific user can be naturally translated

to the neighborhood information of the user. The learning objective from network

thus comes down to preserve neighborhood information of each user according to the

observed network structure. Additionally, the neighborhood information of each user

is role-based. Specifically, when user u plays as sender, s/he cares about the users

who can receive message from him/her, thus the neighbors of u are his/her children

under this circumstance; while when user u becomes receiver, s/he cares about users

who can send message to him/her. In this situation, the neighborhood of u consists

of his/her parents.

The idea of preserving neighborhood information is similar to that of the Skip-

Gram word embedding model [100], where word representations can predict frequent

surrounding words (context). In our scenario, role-based neighbors of a user can

be treated as frequent “context”. By using maximum likelihood (ML) principle,

the representation learning objective is to maximize the probability that each user

generates its role-based neighbors for observed edges. Specifically, when ui plays

as sender, the probability that ui generates its child uj, who plays as receivers, is

defined as follow:

p1puj|uiq �
exp psi

T � rjq°|U |
n�1 exppsiT � rnq

(5.10)

Similarly, when ui play as receiver, the probability that ui generates its parent uh,

who is sender the for ui, is defined as follow:

p2puh|uiq �
exp pri

T � shq°|U |
n�1 exppriT � snq

(5.11)

By introducing negative-log transformation, we can formulate the learning objec-
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tive as minimizing the following loss functions:

LN1 � �
¸

pi,jqPE

log p1puj|uiq � �
¸

pi,jqPE

log
exp psi

T � rjq°|U |
n�1 exppsiT � rnq

(5.12)

LN2 � �
¸

ph,iqPE

log p2puh|uiq � �
¸

ph,iqPE

log
exp pri

T � shq°|U |
n�1 exppriT � snq

(5.13)

The direct computation of above normalized probabilities is very expensive. With

the aim of user representation learning, we do not need a full probabilistic model. The

model is instead trained using a binary classification objective to discriminate the

real target neighbors from noise. For the sake of improving computation efficiency,

we apply an approximation method called Negative Sampling (NEG) [100], then the

above loss function can be formulated as follow:

LN1 � �
¸

pi,jqPE

tlog σpsi
T rjq �

Ķ

k

Euout
k �P out

neg puq
rlog σp�si

T rout
k qsu (5.14)

LN2 � �
¸

ph,iqPE

tlog σpri
T shq �

Ķ

k

Euin
k �P

in
negpuq

rlog σp�ri
T sin

k qsu (5.15)

where σp�q denotes the sigmoid function, K is the number of negative samples.

P out
neg puq and P in

negpuq are the noise distributions of users according to different roles.

Following Mikolov et. al. [100], we use the 3/4 power distribution form for P out
neg puq

and P in
negpuq. When ui is sender, for the edge pi, jq, K negative samples are ran-

domly drawn from P out
neg puq9pd

out
u q

3{4
, where dout

u is the out-degree of u in G. When

ui is receiver, for the edge ph, iq, K negative samples are randomly drawn from

P in
negpuq9pd

in
u q

3{4
, where din

u is the in-degree of u in G.

The above functions indicate two different views of representation learning from

network. LN1 considers out-neighbors from a sender-centric view, while LN2 focuses

on in-neighbors from a receiver-centric view. We incorporate these two views in one
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learning objective to capture structural properties comprehensively. By considering

the out-neighborhood of source user and the in-neighborhood of target users on each

directed link, we combine LN1 and LN2 as the following loss function:

LN ��
¸

pi,jqPE

tlog σpsi
T � rjq �

Ķ

k

Euout
k �P out

neg puq
rlog σp�si

T � rout
k qs

�
Ķ

k

Euin
k �P

in
negpuq

rlog σp�rj
T � sin

k qsu

(5.16)

5.2.4 Joint Model and Optimization

We propose to learn user representations simultaneously from diffusion cascades and

network structure to embed the characteristics of both behaviors in the same latent

space. To achieve this goal, we incorporate the above two learning objectives in a

unified model as follow:

min
S,R
L � min

S,R
pLC � LNq (5.17)

In order to solve the above problem efficiently, we propose a joint learning algo-

rithm (Algorithm 2). Inspired by the idea of multi-task representation learning in

deep neural networks, we apply a similar learning strategy to optimize the two ob-

jectives iteratively. This learning framework uses gradient descent based methods to

optimize the two subproblems. The rest parts of this section will discuss the details

of training processes on the two subproblems.

Optimization on Diffusion Cascades

Recall the Equation 5.2, LC is the sum of negative-log likelihood �log`pcq for different

cascades. The equation of �log`pcq can be expanded based on Equation 5.6 and
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Algorithm 2: Joint User Representation Learning

Input : Training diffusion cascades set C � tcu, training network
G � pU,Eq;

Output: User representations matrices S, R
1 Initialize: su, ru Ð uniformp�1, 1q for each user u ;
2 repeat
3 One Iteration Learning on LC :
4 Update parameters according to LC , with learning rate e1;
5 One Iteration Learning on LN :
6 Update parameters according to LN , with learning rate e2;

7 until Convergence;

Equation 5.4 as follow:

� log`pcq � �plog `Ipcq � log `Spcqq

�
¸

tm|tm T cu

�
�
¸

ti|ti tmu

log fSpui, ti, um, tmq � log
¸

ti|ti tmu

fIpui, ti, um, tmq

fSpui, ti, um, tmql jh n
LC1

pInfection Negative-Log Likelihoodq




�
¸

tm|tm¡T cu

�
�
¸

tj|tj T
cu

log fSpuj, tj, um, tmq

l jh n
LC2

pSurvival Negative-Log Likelihoodq


 (5.18)

where LC1 denotes the negative-log loss of individual infected situation and LC2 repre-

sents the loss of individual survival situation. By replacing the survival and infection

functions with Equation 5.7 and Equation 5.8, LC1 and LC1 can be transformed to

the representation based loss functions as follow:

LC1 �
¸

ti|ti tmu

λσp
β||si � rm||

2

�2
qptm � tiq � log

¸
ti|ti tmu

λσp
β||si � rm||

2

�2
q (5.19)

LC2 �
¸

tj|tj T cu

λσp�
β||sj � rm||

2

2
qpT c � tjq (5.20)
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Algorithm 3: One Iteration Learning on LC
1 for i in 0 � tsc do
2 Randomly sample a cascade c P C;
3 Randomly sample a user um P U ;
4 if um is infected in c then
5 for each ui P tui|ti   tmu do

6 si Ð si � e1
BLC1

Bsi
;

7 rm Ð rm � e1
BLC1

Brm
;

8 end

9 end
10 if um is not infected in c then
11 for each uj P tuj|tj   T cu do

12 sj Ð sj � e1
BLC2

Bsj
;

13 rm Ð rm � e1
BLC2

Brm
;

14 end

15 end

16 end

In this way, given a specific cascade c and a target user um, we can regard such

pair pc, umq as a training sample for LC . Whether um being infected in c or not

decides the different forms of loss functions. The amount of such training samples

is very large, thus we propose to employ Stochastic Gradient Descent (SGD) with

mini-batch method (Algorithm 3), which is very efficient for this subproblem. In one

training iteration, tsc pairs of pc, umq are randomly sampled. If um is infected in c,

the gradients are calculated based on LC1 . For each ui P tui|ti   tmu, we update

their sender representations with the following gradient:

BLC1

Bsi
�
λptm � tiqBσp�

β||si�rm||2

2
q

Bsi
�

Bσp�β||si�rm||2

2
q°

p σp�
β||sp�rm||2

2
qBsi

� �βαimp1�
αim
λ
q

�
ptm � tiq �

1°
p αpm

�
psi � rmq

(5.21)

where σp�q1 � σp�qp1 � σp�qq and α is calculated as Equation 5.9. Given each above
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Algorithm 4: One Iteration Learning on LN
1 for i in 0 � tsn do
2 Randomly sample pi, jq P E;
3 Randomly draw K negative users tuout

k u and K negative users tuin
k u from

P out
neg puiq and P in

negpujq respectively;

4 si Ð si � e2
BLN

Bsi
;

5 rj Ð rj � e2
BLN

Brj
;

6 for each uout
k and uin

k do
7 rout

k Ð rout
k � e2

BLN

Brout
k

;

8 sin
k Ð sin

k � e2
BLN

Bsin
k

;

9 end

10 end

possible sender ui, we update the receiver representation of um with the following

gradient:

BLC1

Brm
� βαimp1�

αim
λ
q

�
ptm � tiq �

1°
p αpm

�
psi � rmq (5.22)

If um is not infected in c, then we update representations with gradients calculated

on LC2 . For each uj P tuj|t
c
j   T cu, we update their sender representation with

following gradient:

BLC2

Bsj
� �βαjmp1�

αjm
λ
qpT c � tmqpsi � rmq (5.23)

Similarly, given above each uj we update rm for the sampled um with the gradient:

BLC2

Brm
� βαjmp1�

αjm
λ
qpT c � tmqpsi � rmq (5.24)

Optimization on Network Structure

As for learning on LN , we also use SGD with mini-batch to be consistent with the

learning on LC . We optimize the subproblem on network from per-edge view. With

designed negative sampling strategy, we propose the Algorithm 4 to update user
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representations from network data. tsn represents the batch size of one learning

iteration on LN . For each sampled edge pi, jq in batch, we correspondingly draw

negative samples from two noise distributions. For sender ui, negative receivers are

sampled from P out
neg puiq; and for receiver uj, negative senders are drawn from P in

negpuiq.

Then the related representations are updated with the gradients calculated on LN .

For the source user ui of sampled edge pi, jq, we update the sender representation of

ui with following gradient:

BLN
Bsi

�
B log σpsi

T � rjq

Bsi
�

Ķ

k

B log σp�si
T � rout

k q

Bsi

� p1� σpsi
T � rjqqrj �

Ķ

k

p1� σp�si
T � rout

k qqrout
k

(5.25)

For the target user uj of the sampled edge, the receiver representation rj is updated

similarly with the following gradient:

BLN
Brj

� p1� σpsi
T � rjqqsi �

Ķ

k

p1� σp�rj
T � sin

k qqs
in
k (5.26)

Additionally, we need to update the representations of negative users. For each neg-

ative out user, we update their receiver representations with the following gradient:

BLN
Brout

k

�
B log σp�si

T � rout
k q

Brout
k

� p1� σp�si
T � rout

k qqsi (5.27)

while for each negative user, the gradient for updating their sender representations

is as follow:

BLN
Bsin

k

�
B log σp�rj

T � sin
k q

sin
k

� p1� σp�rj
T � sin

k qqrj (5.28)
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Table 5.1: The Statistics of Experimental Data

Data #Users #Links #Cascades Avg. Cascade Length

Weibo 8,190 148,752 43,365 21.6

Twitter 13,309 108,657 72,103 9.2

5.3 Experiments

5.3.1 Datasets

In order to verify the performance of the proposed method, we use representative

datasets from two popular social networking services, i.e., Weibo and Twitter. Both

datasets contain a sampled network from the whole platform and record the diffusion

logs among users of the sampled network during a certain period.

Following previous work [112], we assume the max observation time is unified for

all diffusion cascades, i.e., T c � T . Existing work often sets the max observation

time as one day [76]. To verify whether this setting is suitable on our experimental

datasets, we made analysis on the diffusion delay time delay (from source user). The

Figure 5.2 illustrates the diffusion counts distribution over time delay (per-day). It

is found that the majority of diffusions can be observed within one day on both

datasets, thus T is 1 day.

We split the data into training and testing sets by selecting a posting time (the

time stamp of source user). The cascades posted before this timestamp are treated as

training (observed diffusion) data (80%), while the rest as testing (future diffusion)

set (20%). The final experimental datasets are summarized in Table 5.1. The network

of Weibo dataset is relatively denser than that of Twitter dataset. Correspondingly,

the cascades of Weibo are relatively longer than those of Twitter.
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(b) Twitter Dataset

Figure 5.2: Diffusion Counts Distribution Over Time

5.3.2 Diffusion Prediction

Compared Methods

We consider the following state-of-the-art diffusion models as experimental baselines.

• CTIC [114]: Continuous-Time Independent Cascade (CTIC) model is a clas-

sical graph-based model. The model assumes the information can only be

diffused through links of the network and considers the impact of time delay

with exponential distribution. We use the method proposed in [114] to train

the CTIC model. Delays and diffusion influence parameters of each edge are

learned conjointly by an EM algorithm.

• EIC [18]: Embedded Independent Cascade (EIC) is a state-of-the-art represen-

tation learning model for diffusion prediction. Instead of inferring edge weights

on graph, EIC projects each user into a latent continuous space only based on

diffusion cascades and represents pair-wise diffusion probabilities with latent

space distances. Therefore, EIC does not make use of network information.

• DRL: DRL is a variant of the proposed model, referring Diffusion Represen-

tation Learning. This variant learns user representations only based on the

88



learning objective of diffusion cascades (Equation 5.2). Therefore, this base-

line does not take network information into account.

• NE-EIC: Since all existing representation learning method on diffusion only

embeds user from diffusion cascades, we developed a combined baseline, Net-

work Embedding with EIC (NE-EIC), to leverage the network information in

representation learning. Concatenation has been widely used to combine em-

beddings learned from different signals as a comprehensive representation [127].

Following the popular idea, we concatenate the user representations learned by

EIC with trained network embeddings. Here, we employ DeepWalk [107] to

train the network embeddings, since DeepWalk shows better ability of structure

preservation in the following link prediction experiments.

Evaluation Metrics and Settings

In this experiment, we evaluate the performance of diffusion prediction from two

views, i.e., individual view and global view.

In the individual view, we focus on the probability of each individual user being

infected in the diffusion processes. Given the current infected users set of a cascade

and infection time, we aim at predicting the next infected user. Since there is no

ground truth of individual infection probabilities for all users, we only consider the

probabilities of truly infected users observed in testing set. The higher the predicted

probabilities of these infections are, the better performance the diffusion model has.

The log-likelihood is widely used as a standard in most previous work. Therefore,

we employ the following metric, Infection Log-Likelihood (ILL), to evaluate the in-

dividual predictability:

ILL �
1

|C| � |c|

¸
cPC

¸
ti|tci T u

log P̂ puci |E
c
i q
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where P̂ puci |E
c
i q is the predicted probability that uci is infected by current infected

set Ec
i at time tci , |c| represents the number of infections in c and C is the set of

testing cascades. The proposed model can calculate P̂ puci |E
c
i q based on Equation

5.5. To guarantee the fairness, the predicted probability of truly infected user is

normalized by the probabilities of all potential users, such that all models have a

consistent probability scale with the constraint
°
P̂ pup|E

c
i q � 1. The higher the ILL

is, the better the predictability is.

In the global view, we pay more attention to the generation probability of whole

diffusion cascades. The proposed models and baselines are all generative, thus the

likelihood that a testing cascade is generated can be directly obtained based on the

learned parameters. Following [18], we evaluate all testing cascades with the metric

averaged Cascade Log-Likelihood (CLL) as follow:

CLL �

°
cPC log P̂ pcq

|C|

where P̂ pcq is the estimated probability that cascade c is generated. The higher CLL

is, the more accurate the learned model is.

The parameters settings in this experiment are reported as follows: the dimension

size is set as 50 for EIC, NE-EIC, DRL and DNRL. As for other settings of DRL

and DNRL, the λ is 2, the β is 1; the learning rates of cascades and network are

set as 0.015, 0.015 for the Weibo Dataset, and 0.025, 0.015 for the Twitter Dataset,

respectively. The CTIC is trained based on the default settings introduced in [114].

The training of EIC also follows the suggested settings in [18]. In the NE-EIC

method, we keep the same settings as EIC to learn embeddings from cascades and

the settings for network embeddings follows default settings in [107].
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Overall Performance

The overall results are shown in Table 5.2. The proposed model significantly out-

performs other methods in terms of both metrics. Even though there is no network

information, the degenerated variant of the proposed model DRL can still perform

much better than other methods. This indicates that the representation learning

schema of the proposed model better models the diffusion influence from the dif-

fusion cascades. With jointly embedding the incomplete network information, the

model also achieves a significant improvement. Besides, both CTIC and NE-EIC

have higher result than EIC. This demonstrates the importance of network struc-

ture for diffusion prediction. However, the two methods still have disadvantages.

CTIC holds a heavy dependency on the graph structure, which will lead to an in-

accurate inference of diffusion weights on edges. The embedding concatenation of

NE-EIC is too simple to capture the effect of structure, therefore it receives few

improvements over EIC. Our model succeeds to overcome the above disadvantages.

By projecting network and diffusion cascades information in a shared representa-

tion space, the proposed model does not need any graph assumptions. Meanwhile,

with joint representation learning framework, the information of the two behaviors is

captured sufficiently and effectively, leading to higher expressiveness of the learned

representations.

In the following sections, we will give a further discussion on the robustness of

the proposed model in different conditions.

Performance w.r.t. Observed Diffusion Cascades Number

In social media, diffusion interactions among users are highly frequent. The number

of observed diffusion cascades is very limited. In this experiment, we aim at investi-

gating the robustness of the proposed model when the number of training cascades
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Table 5.2: Diffusion Prediction Results

Weibo Twitter

Methods ILL CLL ILL CLL

CTIC -12.24 -252.15 -11.97 -105.07

EIC -12.99 -269.12 -13.01 -111.83

NE-EIC -12.87 -268.73 -12.98 -111.19

DRL -10.35 -201.59 -11.34 -94.72

DNRL -9.11 -189.11 -9.50 -82.10

reduces.

The results are shown in Figure 5.3. In total, the proposed model still outperforms

baselines with different training ratios. We find that methods with using network

information (i.e., DNRL, CTIC and NE-EIC) are more robust than EIC that only

utilizes cascades data. When the observed cascades are not sufficient to well learn

diffusion influence between users, the network information can become a strong ev-

idence to infer the diffusion influence. Among methods using network information,

DNRL shows much stronger robustness with keeping higher performance when the

number of training cascades reduces.

Performance w.r.t. Network Completeness

In order to further investigate the impact of network structure on diffusion prediction

performance, we conduct experiments with different completeness of given network.

The results are shown in Figure 5.4, where the training network ratio represents the

rate of edges of original network used for training and performance is measured by

CLL. Since EIC and DRL do not leverage network information, their performance

does not change in the experiments.

The different degrees of network completeness do affect the performance of the

proposed model and CTIC. On the other hand, NE-EIC obtains few benefits from in-
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(a) Results on Weibo Dataset

0.2 0.4 0.8 1.00.6
Training Sequences Ratio

140

130

120

110

100

90

80

Se
qu
en
ce

 L
og

-L
ik

el
ih

oo
d

CTIC
EIC
NE-EIC
DNRL

(b) Results on Twitter Dataset

Figure 5.3: Diffusion Prediction Performance with Different Training Diffusion Cas-
cades Ratio

tegrating network information. Even though more network information is embedded,

the improvement is still extremely slight. This further proves that embedding con-

catenation of NE-EIC is an ineffective way to integrate network information. Another

important finding is that the proposed DNRL is more robust than CTIC on incom-

plete network structure. The performance of CTIC decreases more dramatically than

the proposed model when the network completeness decreases. In particular, when

the completeness ratio is smaller than 20%, CTIC even performs worse than EIC,

which does not use the network information. This can be attributed to the different

ways of using network information in CTIC and DNRL. CTIC is highly dependent

on the discrete network structure with the assumption that infections happen along

observed edges; while DNRL releases the heavy dependence by embedding discrete

graph formation into a continuous space. Without the hard constraints, it can effec-

tively reduce the risk of depending on incomplete network information.
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(b) Results on Twitter Dataset

Figure 5.4: Diffusion Prediction Performance with Different Network Completenesses

5.3.3 Link Prediction

Compared Methods

In this experiment, we aim at evaluating the missing link prediction ability of learned

representations. Recent network embedding models are effective on preserving struc-

tural information and their abilities of inferring missing links have been demon-

strated. Therefore, we consider the following state-of-the-art network embeddings

models as baselines:

• DeepWalk [107]: DeepWalk is a popular user representation learning model.

It learns the user representation from the network structure. The model em-

ploys random walk to sample the structure information of network. Users who

frequently co-occur at near positions of same random walks will be close in

latent space.

• LINE [127]: LINE aims at preserving the first-order and second-order proxim-

ity between users separately. It applies node-pair sampling instead of random

walk to extract structural information, thus it is more efficient on large-scale

network than DeepWalk. LINE1 represents the method that preserves first-
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order proximity and LINE2 represents that for second-order proximity.

• NRL: NRL is another variant of the proposed model, referring Network-only

Representation Learning. This variant learns user representations singly based

on the learning objective defined with network structure (Equation 5.16). The

diffusion cascades are not leveraged for representation learning.

• NE-EIC: To introduce diffusion cascades information into network embedding

methods, NE-EIC is compared in the following experiment. Similar to previous

settings, we apply DeepWalk as the network embedding method.

Evaluation Metric and Settings

The link prediction quality is measured by a standard metric, the area under the

receiver operating characteristic curve (AUC). The calculation of AUC requires pre-

diction scores (probabilities) of each node-pair in test set. In the proposed model

and the variant NRL, we calculate the predicted probability of a node-pair pi, jq as

follow:

ppi, jq �
1

1� expp�sTi rjq
(5.29)

The probability calculation of other baselines is similar to above formula, the only

difference is the inner product. In DeepWalk and LINE1, only single embedding of

each user can be used to compute the pair-wise inner product; while in LINE2, we

calculate the inner product between the node embedding and the context embedding;

in NE-EIC, calculation is conducted between concatenated sender embedding and

receiver embedding.

In each experiment, we randomly remove edges from original network with a fixed

proportion ranging from 10% to 50%, while ensuring that the residual network after

edge removals is connected. Meanwhile, we select the same number of non-edged
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node pairs as the negative samples in each experiment. The testing set consists

of the removed edges and negative samples. The rest of the network is treated as

training network. In this way, we can regard the link prediction task as a binary

classification problem, i.e., classifying whether a node-pair is linked or not.

Since the proposed model is able to simultaneously predict diffusion and missing

links, the parameter settings are same as in the diffusion prediction experiments.

The variant of NRL has similar settings with the network structure learning part.

For LINE, the learning rate of the starting value is 0.025. The number of negative

samples is set as 5 and the total number of samples is 1 billion. For DeepWalk,

the window size is 10, the walk length is 40 and walks per vertex is set as 40. For

NE-EIC, we follow the settings of EIC in diffusion prediction experiment and the

same settings of DeepWalk.

Link Prediction Results

The results of link prediction on both datasets are shown in Table 5.3. The re-

sults of the proposed DNRL and its variant NRL are consistently superior to the

state-of-the-art network embedding methods on both datasets. Unlike the compared

network embeddings, we aim at preserving not only the structural information of

their out-neighbors (children) but also that of in-neighbors (parents). With this

more comprehensive learning schema, we can better capture the properties of dif-

ferent roles (sender and receiver) that users play in the graph. Additionally, the

better performance of DNRL than its variant NRL implies that the diffusion infor-

mation can indeed help the network embedding to better predict the missing links.

We will further investigate the effect of diffusion information in the following exper-

iment. Moreover, concatenating network embedding with diffusion representations

even drags down the performance of DeepWalk. This represents that embedding

concatenation is also an ineffective way to introduce diffusion information for link
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Table 5.3: Link Prediction Results

(a) AUC Scores on Weibo Data

Fraction of training edges

Methods 50% 60% 70% 80% 90%

DeepWalk 0.554 0.557 0.560 0.563 0.564

LINE1 0.516 0.517 0.521 0.521 0.525

LINE2 0.521 0.538 0.542 0.548 0.552

NE-EIC 0.527 0.529 0.530 0.531 0.532

NRL 0.623 0.625 0.626 0.627 0.629

DNRL 0.645 0.648 0.652 0.654 0.655

(b) AUC Scores on Twitter Data

Fraction of training edges

Methods 50% 60% 70% 80% 90%

DeepWalk 0.662 0.665 0.669 0.672 0.676

LINE1 0.660 0.664 0.667 0.668 0.666

LINE2 0.526 0.520 0.552 0.538 0.543

NE-EIC 0.632 0.634 0.636 0.636 0.639

NRL 0.665 0.667 0.670 0.673 0.674

DNRL 0.680 0.682 0.689 0.694 0.698

prediction. Different from simple concatenation, the proposed DNRL captures the

correlated effects between network and diffusion by jointly learning the shared rep-

resentations, thus shows a significant improvement.

On the other hand, the results of DeepWalk and LINE1 gain a large increase on

the Twitter dataset compared with their performance on Weibo dataset as shown

in Table 5.4(b). This is mainly because user relationships of Twitter dataset are

reciprocal. Since we need to guarantee the residual network is connected when cre-

ating testing set, removed edges in testing set have the corresponding edge with
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(a) Results on Weibo Dataset (50% network)
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(b) Results on Twitter Dataset (50% network)

Figure 5.5: Link Prediction Performance with Different Training Diffusion Cascades
Ratio

opposite direction in the training set. The network embedding methods that learn

single representation for each user can benefit a lot from this, because the predicted

probability of a testing edge is same with that of its opposite-directed training edge

if each user has only single embedding (Equation 5.29). But this cannot help to

improve the performance of LINE2, which learns two embeddings for each user as

the proposed model. In spite of this situation, the proposed DNRL can even obtain

a further improvement over best competitors, which should be the contribution of

embedded diffusion cascades information.

Effect of Diffusion on Link Prediction

We further investigate the effect of introducing diffusion information when preserv-

ing network structural information. We design the link prediction experiment with

providing different numbers of observed cascades to the proposed model. In this ex-

periment, we also evaluate the variant DRL to prove whether the diffusion cascades

information can help improve the ability of inferring missing links.

The results are illustrated in Figure 5.5. On both datasets, NE-EIC continuously

performs worse than DeepWalk and gains few improvements though the number of
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Table 5.4: Effect of Role-Based Representation

(a) Diffusion Prediction Results

Weibo Twitter

Methods ILL CLL ILL CLL

Single -12.01 -224.73 -11.84 -98.08

Role-Based -9.11 -189.11 -9.50 -82.10

(b) Link Prediction Results

Datasets Methods 50% 60% 70% 80% 90%

Weibo
Single 0.534 0.536 0.540 0.545 0.546

Role-Based 0.645 0.648 0.652 0.654 0.655

Twitter
Single 0.604 0.607 0.610 0.611 0.613

Role-Based 0.680 0.682 0.689 0.694 0.698

training cascades increases. This proves the ineffectiveness of embedding concatena-

tion. On the contrary, the AUC scores of the proposed DNRL keeps higher than its

variant NRL and rises obviously with the increase of training cascades ratio. This

indicates that the joint representation learning framework makes a good use of dif-

fusion information to facilitate the link prediction. Additionally, it is found that the

diffusion-only variant DRL performs gradually better and even outperforms NE-EIC

when more than 40% cascades of Weibo dataset are given. This demonstrates that

the diffusion cascades do carry important clues for missing link inference.

5.3.4 Other Discussions

Effect of Role-Based Representation

In order to testify the effect of role-based representation, we conduct a further com-

parative experiment. We compare the performance of role-based representations with

that of single representation for each user. The experimental results on diffusion pre-

diction and link prediction are shown in Table 5.4. The role-based representations
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(b) Link Prediction Results

Figure 5.6: Performance w.r.t Dimension Size

consistently achieve better performance than single representation on both tasks.

This is because that the role-based representations can clearly differentiate the effect

of user roles. Modeling user characteristics from role-based view can help to provide

more accurate features on different aspects of users.

Parameter Sensitivity

We take the Weibo dataset as an example to test the sensitivity of parameters in the

proposed model.

Dimensionality is the most important parameter in the representation learning

method, thus we firstly investigate the effect of dimension size in the proposed model.

We conduct experiments with different size of user representations, while keeping

other parameters fixed. As illustrated in Figure 5.6, the dimension size of user repre-

sentations does affect the performance on both tasks, but the impacts have different

trends. As for diffusion prediction, the performance boosts until the dimension size

reaches 50 and tends to be steady after that point; while for link prediction, the

dimensionality continuously brings positive influence on the performance and the

improvement gradually slows down when the size exceeds 30. In order to balance

the performance on both two tasks, we experimentally set the dimension size as 50
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Figure 5.7: Performance w.r.t β
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Figure 5.8: Performance w.r.t λ

in all above experiments.

Another hyper parameter is the β, which is used to control the scale of latent

distance. To testify the impact of β, we select different magnitudes for β and other

parameters are fixed (dimension size is 50) in this experiment. As shown in Figure

5.7, the link prediction benefits from the increase of β’s magnitude, but the diffusion

prediction will receive a negative impact if β is larger than 1. To avoid this large

decrease of diffusion prediction performance, it is suggested to set β as 1.
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The last parameter is the λ, which is used to control the scale of diffusion influ-

ence. From the results shown in Figure 5.8, we can conclude that the value of λ has

small influence on the two tasks. In the diffusion prediction evaluation, a normaliza-

tion is conducted on the predicted probability, which largely reduces the impact of

diffusion influence. In practice, we only set this parameter as 2 to rescale the learned

diffusion influence in [0,1].

5.4 Chapter Summary

In this chapter, we have explored the correlation between information diffusion and

relationship building behaviors on social media. To capture the correlation, we pro-

posed to embed user characteristics of both diffusion cascades and social network

into a shared representation space. A unified user representation learning model is

developed, which defines two learning objectives on two behaviors respectively. An

efficient algorithm is proposed to jointly optimize the two objectives. Thanks to

the generative modeling properties of both learning objectives, the proposed model

can be directly applied to diffusion prediction and link prediction tasks. We con-

duct experiments on two real social media datasets, i.e., Weibo and Twitter. The

proposed model outperforms state-of-the-art methods on both tasks. In further anal-

ysis, the proposed model shows better robustness when reducing training data of one

behavior. This proves that the proposed model effectively leverages the correlated

effect.
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Part II

Neural Network Based Models
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Chapter 6

A Sequential Neural Information

Diffusion Model with Structure
Attention

6.1 Chapter Overview

Most conventional diffusion prediction methods assumed that diffusion cascades fol-

lowed some prior diffusion mechanisms, such as independent cascade model or linear

threshold model. Although recently proposed representation learning methods un-

locked some limitations of graph-based models, most of them still required for an

underlying diffusion mechanism. The effectiveness of these methods heavily relied

on the hypothesis of the underlying diffusion mechanisms, which is hard to specify

or verify in practice [139].

Since most retrievable diffusion cascades are recorded as sequences, recent re-

searches began to formulate the problem as the sequence prediction task and de-

veloped sequential models for the problem, which aimed to circumvent the above

problem without an underlying diffusion mechanism. Sequential models focus on

modeling how historical diffusion information affects the future diffusion behavior.

For instance, Manavoglue et al. [97] proposed a user behavior generation method

based on maximum entropy and Markov mixture model. Most recently, with the
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great success of recurrent neural network (RNN) in sequence modeling, a series of

RNN-based sequential models were proposed for diffusion prediction and achieved

better performance than other non-neural-network based sequential approaches, as

claimed by Wang et al. [139]. In particular, Du et al. [38] were the first to propose a

RNN framework to model and predict cascade, where timing and mark information

are embedded to parameterize the generation process of cascades. Based on this

framework, Wang et al. [139] proposed a sequence-to-sequence model, which addi-

tionally employed a machine translation alignment mechanism. There are mainly

two benefits of RNN-based sequence modeling. It is able to avoid strong prior as-

sumption of underlying diffusion mechanism, and it is flexible to capture sequential

dependencies or memory effect in diffusion cascades.

However, most existing RNN-based models failed to take available structure in-

formation of user graph into account. In the literature, user connection graphs

have proved crucial for understanding the actual diffusion dynamics [114, 112, 29].

Apparently, connections among users are the fundamental communication channel.

Without the structural information restriction and regulation, the sequential models

alone are not able to identify and predict the direction of information flow accurately.

This may result in poor generalization ability if training cascades are insufficient or

biased. Therefore, it is non-trivial to explore how to effectively integrate both se-

quential and structural information for diffusion prediction.

In this work, we develop a novel Sequential Neural Information Diffusion model

with Structure Atention (SNIDSA). It explores both diffusion sequences and user

connection graph. Specifically, the proposed model employs a RNN-based framework

to model the historical sequential diffusion. Meanwhile, in order to incorporate

the structural diffusion context, we propose a Structure Attention Module (SAM),

which builds upon the structure attention mechanism to model the potential future

diffusion directions through user communication channels. To effectively integrate
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the sequential and structural information, a gating mechanism is designed for neural

hidden state updating. The prediction ability and the robustness of SNIDSA are

verified on four synthetic datasets with different network structures and diffusion

patterns and a real diffusion dataset. The effectiveness of the proposed structure

attention and gating mechanism are further demonstrated by ablation studies.

The main contributions of this work are summarized as follows.

• We propose a novel RNN-based sequential model SNIDSA for diffusion predic-

tion. This model is able to comprehensively capture both sequential properties

in diffusion cascades and structural information in user graph.

• We design a structure attention and a gating mechanism to effectively explore

possible structural context and integrate sequential and structural information

for diffusion prediction.

• We evaluate the proposed model on both synthetic datasets and real-life dataset.

It outperforms state-of-the-art RNN-based sequential models. The further ab-

lation studies also demonstrate the effectiveness of proposed structure attention

and gating mechanism.

6.2 Method

6.2.1 Basic RNN for Diffusion Prediction

We firstly introduce the basic RNN model for diffusion sequence modeling. RNN is a

feed-forward neural network, which can be used to predict a cascade sequentially. As

shown in Figure 6.1, at step i, the i-th infected user ui is embedded into a vector xi as

input. The input is fed into hidden units of RNN by nonlinear transformation fp�q,

jointly with the outputs from the last hidden units (hidden states hi�1), updating

the hidden state hi � RNNpxi; hi�1q. The hidden state hi is used to encode the
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Figure 6.1: Basic RNN Framework for Diffusion Prediction

information of historical infected users and the model is trained to predict next

infected user ui�1 given hi. Therefore, RNN aims to maximize the likelihood of

cascade c as follows:

ppcq �
l�1¹
i�1

ppui�1|pu1, ..., uiqq �
l�1¹
i�1

ppui�1|hiq (6.1)

The basic RNN updates the hidden state with following formula:

hi � σpWhxi �Uhhi�1 � biq (6.2)

where σpq represents the non-linear function. It has proven that the basic RNN is not

able to capture long-term dependencies in sequence. To make up this disadvantage,

some RNN variants with gating mechanisms were proposed. The gates are used to

control the information flow when updating hidden states, which makes it possible to

keep long-term historical information in hidden state. Here we introduce two widely

used RNN variants, i.e., LSTM (Long Short-Term Memory) [61] and GRU (Gated
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Recurrent Unit) [31]. The LSTM updates the hidden state as follows:

fi � σgpWfxi �Ufhi�1 � bf q

ri � σgpWrxi �Urhi�1 � brq

oi � σgpWoxi �Uohi�1 � boq

ci � fi d ci�1 � ri d σcpWcxi �Uchi�1 � bcq

hi � oi d σhpciq

(6.3)

A LSTM unit is composed of a cell ci, a forget gate fi, an input gate ri and an

output gate oi. The cell remembers values over arbitrary time intervals and the three

gates regulate the flow of information into and out of the cell. The computations of

LSTM may not be very efficient in practice. The GRU was proposed to simplify the

computations of gates and has fewer parameters than LSTM. The GRU updates the

hidden state as follows:

zi � σgpWzxi �Uzhi�1 � bzq

ri � σgpWrxi �Urhi�1 � brq

hi � p1� ziq d hi�1 � zi d σhpWhxi �Uhpri d hi�1q � bhq

(6.4)

A GRU does not maintain a cell and only contains two gates, i.e., forget gate zi and

reset gate ri, to control the information flow.

Based on sufficient training cascades, RNN models are able to find an optimal

solution for the conditional probability of next infected user ppui�1|pu1, ..., uiqq, avoid-

ing the bias on underlying diffusion mechanisms. Thus, RNN offers us a promising

and flexible method to capture the complex propagation patterns in diffusion cascade

modeling.
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6.2.2 The Proposed SNIDSA Model

Model Overview

The proposed SNIDSA model is illustrated in figure 6.2. The model employs an

RNN framework to model the information diffusion process sequentially, which main-

tains a hidden state to memorize the summarized diffusion history. At each time step

ti, the infected user ui is represented as a low dimensional vector through a mapping

matrix Φ P RN�dx . The user embedding vector is represented as xi � Φruis with

the dimension dx. In addition to the infected user, we also consider ui’s structural

diffusion context, si, which is captured through a Structure Attention Mechanism

(SAM) over ui’s neighbors (either direct or indirect) in the user graph A. Given

the infected user xi and its structural diffusion context si, the model updates the

hidden state sequentially. A gating mechanism is utilized to effectively integrate xi

and si. Like LSTM, we also introduce two types of hidden states, i.e., internal state

represented as c and output state denoted by h. At step i, the gate computes out-

put state jointly based on previous internal state, user embedding and its structure

context, i.e., hi � Gatepxi, si, ci�1q. Given the output state hi, the SNIDSA model

then predicts the probability of next infected user as follow:

p̂pui�1|hiq � softmaxpWhhi � bhq (6.5)

where Wh P RN�dh ,bh P RN . The learning objective is to maximize the likelihood

of all infected users in a diffusion sequence:

max
Θ

l�1¹
i�1

ppui�1|hiq (6.6)

where Θ represents the set of parameters in SNIDSA.
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Figure 6.2: Overview of SNIDSA Model

Structure Attention

The Structure Attention Module (SAM) of SNIDSA is developed to model the struc-

tural diffusion context for each infected user. It formulates the regulation of com-

munication channels on the potential diffusion directions from the current infected

user by exploiting the user graph A. Based on the learned attention, the structural

context vector si is constructed. The illustration of SAM is provided in Figure 6.3.

The user graph is taken as the external knowledge for attention computation.

Given user embeddings, we define a scoring function, which measures the diffusion

potential from user ui to user uj as follow:

aij � gpui, ujq �w
T rxi; xjs (6.7)

where uj, who is connected to ui directly or indirectly, is a structural context user of

ui. gp�q is a pairwise proximity function defined over the user graph, which measures

how closely two users are connected in the graph. wT rxi; xjs is a concatenation-

based attention mechanism [133], which measures the attention score of ui to each

uj, where w P R2dx and r; s means the vector concatenation.
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Figure 6.3: Structure Attention Module

To make the attention score comparable across different users, we apply the

softmax normalization function. For simplicity, let α denote the normalized attention

score, then it is computed as:

αij �
exppaijq°N

k�1,k�i exppaikq
(6.8)

Given the structure attention scores of all context users, and their user embed-

dings, the structural context vector si for each infected user ui is constructed by

weighted sum pooling.

si � fp
Ņ

j�1,j�i

αijxjq (6.9)

where fp�q is a non-linear activation function.

Gating Mechanism

Taking both the current infected user xi, and his/her structural context si as the

input, SNIDSA iteratively updates the hidden state at each time step. We design a
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Figure 6.4: Gating Mechanism in SNIDSA

gating mechanism to integrate the historical diffusion information compressed in the

hidden state, the current infected user and his/her diffusion context. The proposed

gate is illustrated as Figure 6.4. Specifically, the proposed gate decomposes the

hidden state into two different states. The internal state ci is used to memorize

the diffusion history while the output state hi is used to predict the next potential

infected user. Correspondingly, two gates, i.e., a forget gate and a reset gate, are

designed to modulate the two states respectively. The detailed updating formulas

are as follows:

fi � σpWfxi �Ufsi � bf q (6.10)

ri � σpWrxi �Ursi � brq (6.11)
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ci � fi d ci�1 � p1� fiq d pWcx�Ucsiq (6.12)

hi � ri d tanhpciq � p1� riq d pWhxi �Uhsiq (6.13)

where σ denotes the sigmoid function; Wf ,Wr,Wc,Wh,Uf ,Ur, Uc,Uh P Rdh�dx

and bf ,br P Rdh . The forget gate fi is used to update the internal state ci, which

aims to forget the irrelevant part of historical information and keep the important

part of the latest information; The reset gate ri is used to compute the new output

state hi based on internal state ci and the linear combination of xi and si .

Model Learning

We apply the negative log-likelihood function to define the loss function on the

training dataset C � tc1, ..., cMu as:

LpCq � �
M̧

m�1

lm�1̧

i�1

log ppui�1|hiq (6.14)

where ui�1 is the infected user in diffusion sequence cm at time step ti�1, lm is the

length of sequence cm. The learning objective is to minimize the above loss function.

The back-propagation through time (BPTT) algorithm is applied for training. The

parameters are updated by Adam optimizer with mini-batch.

6.3 Experiments

6.3.1 Compared Models and Experiment Setups

We compare the proposed SNIDSA model with a set of state-of-the-art diffusion

models, including a graph-based model, a representation learning model and RNN-

based models.

• CTIC [114]: Independent Cascade (IC) model is the mainstream graph-based

information diffusion model. It assumes that the information diffuses along
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the edges existing in the user graph and learns a diffusion probability for each

edge. CTIC is a continuous-time version of IC model, which considers both

interpersonal influence and diffusion delay pattern, and achieves state-of-the-

art performances as reported in previous work [18].

• EIC [18]: Embedded Independent Cascade Model also grounds on the IC

schema. Instead of learning probabilities on a discrete graph, EIC models the

diffusion space as a continuous latent space where relative positions of users are

used to define the diffusion probabilities. EIC is able to infer diffusion influence

for all pairs of users without knowing a given discrete graph.

• RNN: We consider the vanilla RNN as a baseline sequential model.

• LSTM [61]: Long Short Term Memory (LSTM) network employ a complex

gating mechanism based on basic RNN, which is able to capture long-term

dependencies. Compared with other gated recurrent models, LSTM is found

to perform consistently better, thus only LSTM is compared in experiments.

• RMTPP [38]: Recurrent marked temporal point process (RMTPP) is a state-

of-the-art sequential models for sequence prediction. Besides modeling marker

(diffusion user) sequence, it additionally models timing information with a

temporal point process.

• CYAN-RNN [139]: It is the latest sequence-based neural diffusion model and

achieves better performance than other popular sequential models as claimed

in [139]. Similar to our SNIDSA, it models information diffusion as a sequence.

Differently, it employs an encoder-decoder framework to map original diffusion

sequence to a sequence of next users at each timestep, and uses an alignment

mechanism to capture dependencies among users.
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All these models are evaluated on the next infected user prediction task. Due

to the large number of potential targets, the prediction task is often cast as the

retrieval (ranking) problem [18, 139]. Specifically, each model outputs the infection

probability distribution over all users and the ground-truth infected user is expected

to get a highest probability. Hence, two widely adopted ranking metrics are used for

evaluation. They are Mean Reciprocal Rank (MRR) and Accuracy on top k (A@k)

[139].

The parameter settings are as follows. The dimension sizes of user embedding and

hidden state for all embedding-based and neural models are 32 and 64, respectively.

Other parameters follow their recommended settings in published papers. As for

SNIDSA, the learning rate is 0.001 and the batch size is 32. We assume the first-

order proximity of graph in Equation 2, i.e., gp�q � 1 if the element of adjacency

matrix Aij � 1, and gp�q � 0 otherwise. The activation function fp�q used for

structural context composition in Equation 4 is Exponential Linear Unit (ELU) [32].

6.3.2 Experiments on Synthetic Dataset

The experiments on synthetic data aim to validate the effectiveness of the proposed

SNIDSA model in the diffusion prediction task concerning different types of network

structures and diffusion patterns.

Data Generation

Following previous work [139, 112], we generate synthetic data in two steps, i.e.,

network generation and diffusion simulation. We apply Kronecker Graph Model

[83] to generate two types of networks with different structures. One is Random

Network (RD) with the parameter matrix [0.5 0.5; 0.5 0.5]. The other is Hierarchical

Community Network (HC) with parameters [0.9 0.1; 0.1 0.9]. Both are widely used

in previous diffusion studies. As the result, we construct two graphs with 2n users,
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Table 6.1: Statistics of Synthetic Data Sets

RD-Exp RD-Ray HC-Exp HC-Ray

# Train Cascades 16,000 16,000 16,000 16,000

# Dev. Cascades 2,000 2,000 2,000 2,000

# Test Cascades 2,000 2,000 2,000 2,000

# Edges 1,021 1,023 714 716

Cascade Length 70.50 57.33 16.96 16.17

where we use default setting n � 9. We then use the generative approach [112],

which follows the IC schema, to simulate information diffusion on each generated

graph. We select two representative transmission patterns described in the previous

work [112], i.e., Exponential and Rayleigh, to generate diffusion sequences. We set

the maximum diffusion time as 100. Finally, we end up with 4 synthetic datasets.

The detailed statistics are presented in Table 6.1. We randomly sample 80% diffusion

sequences as training data, and take the rest as validation and testing data with an

even split.

Evaluation Results

The experimental results are shown in Table 6.2. Overall, the proposed SNIDSA

model outperforms all the other methods concerning different network structures

and diffusion patterns. It suggests the following conclusions.

• Structure information is important for diffusion prediction. The proposed

SNIDSA and the graph-based method CTIC, both of which utilize the given

user connection information, achieve relatively better performance than other

compared methods. Although EIC grounds similar schema with CTIC, it is too

difficult to accurately infer diffusion influence of all user pairs in latent space

without knowing the underlying user graph.
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• RNN framework is capable of modeling the sequential diffusion process. Over-

all, RNN-based sequential models achieve good performance in the exper-

iments. Surprisingly, the state-of-the-art neural sequential diffusion model

CYAN-RNN performs even worse than baseline sequential models. CYAN-

RNN formulates diffusion prediction as a sequence-to-sequence problem. We

doubt that transferring single diffusion sequence modeling to a sequence-to-

sequence learning violates the nature of diffusion process.

• The proposed SNIDSA effectively captures and integrates useful structure in-

formation in the sequential diffusion prediction framework. This can be demon-

strated by the improvement of SNIDSA over CTIC. Different from CTIC that

models diffusion process completely on the graph structure, the SNIDSA treats

the graph as the constraint in diffusion sequence modeling and the proposed

structure attention mechanism provides a more effective and flexible way to

utilize structure information.

6.3.3 Experiments on Real Data

To further demonstrate the effectiveness of the proposed model, we conduct compar-

ative experiments on a real diffusion dataset, i.e., MemeTracker [82]. This dataset

contains articles from mainstream news websites or blogs. Each piece of diffusion

data records a diffusion process of a specific key phrase and is represented by a se-

quence of websites with timestamps. An element in the sequence represents which

website writes an article mentioning the key phrase at what time. Following the

previous work [18], we construct the connection graph according to the citation re-

lation between websites. That is, if website A has at least one article citing an

article published by B, an edge is linked from B to A. Frequent websites (users) and

their corresponding citations (diffusion) are selected. The final dataset contains 1109
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Table 6.3: Diffusion Prediction Performance on Real Data(%)

Model MRR A@5 A@10

CTIC 7.80 9.96 12.54

EIC 7.60 8.23 10.77

RNN 23.26 31.17 40.23

LSTM 24.08 32.76 41.49

RMTPP 23.35 31.79 41.37

CYANRNN 10.63 15.24 21.97

SNIDSA 26.17 35.53 45.79

nodes, 31823 edges, 33992 training diffusion sequences, 4250 validation sequences and

4250 testing sequences.

The experimental results on real data are shown in Table 6.3. Similar to the

results on synthetic data, SNIDSA achieves the best performance consistently. It is

worth noting that the performance of the graph-based model CTIC drops drastically

compared with the results on synthetic data, while SNIDSA remains robust across

both datasets. Since CTIC holds strong assumption that message can only propagate

along the given graph structure, the performance heavily depends on the accurateness

and completeness of graph information. In this real dataset, even though there are

no mis-linked edges, it is still difficult to guarantee the information of constructed

graph is complete, e.g., the communication connections between websites are not

limited in citation relationships. In the contrast, the SNIDSA model employs the

attention mechanism, which is able to selectively inject useful structure information.

This improves the robustness of the proposed model.
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Figure 6.5: The Effect of Structure Attention (SNID v.s SNIDSA)

6.3.4 Analysis

The Effect of Structure Attention

In order to testify whether the proposed attention mechanism can effectively capture

useful structure information and bring improvement for the sequential modeling, we

compare SNIDSA with its structure-free version, denoted as SNID. In essence, SNID

is a recurrent sequential model where the user graph is ignored.

We conduct comparative experiments on the above generated synthetic datasets.

The results are reported in Figure 6.5. SNIDSA consistently outperforms its structure-

free variant SNID on the four synthetic datasets in terms of all evaluation metrics.
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This remarkably indicates the importance of structure attention in the proposed

model. The structure attention module effectively extracts important structural

context of historical users. It provides useful information of potentially infected

users based on graph structure in addition to historical information in the diffusion

sequence. This could reduce the prediction space of next infected user, therefore, the

prediction accuracy is improved.

The Effect of Proposed Gate

The gate in SNIDSA is proposed to integrate the extracted structural information

into the sequential hidden state. To demonstrate the effectiveness of the proposed

gating mechanism, we further conduct a comparative experiment on the synthetic

datasets. In this experiment, we compare the performance of SNIDSA with the

following two variants:

• SNIDSANG: This variant removes the proposed gate, and the hidden state is

updated like the basic RNN. The user embedding x and structural context s

are concatenated and fed to hidden state.

• SNIDSALSTMG: This variant replaces the proposed gate with the complex gate

of LSTM, in which user embedding x and structural context s are also con-

catenated as the input of recurrent cell of LSTM.

As shown in Figure 6.6, SNIDSA consistently achieves better performance than

the two variants on the four datasets. Without the fusion gate, the variant SNIDSANG

performs worse than other two gate-based methods. This indicates that it is more

reasonable to use gating mechanism to fuse the sequential and structural informa-

tion rather than integrating them with simple concatenation and linear combination.

Additionally, SNIDSA performs better than the variant SNIDSALSTMG. The gating

mechanism in LSTM achieves better than other baseline sequential models. This
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Figure 6.6: The Effect of Proposed Gating Mechanism

shows that the proposed gating mechanism is more effective for information fusion

than popular gates. The special design of the proposed gate is able to selectively

capture important parts and drop unimportant parts in sequential and structural

information.

6.4 Chapter Summary

In this chapter, we propose a sequential neural network that well incorporates struc-

ture attentions for information diffusion modeling. In particular, the RNN-based
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framework is employed to capture the sequential patterns of historical information

diffusion while the attention mechanism formulates a user’s structural potential dif-

fusion context with a social graph. An effective gating mechanism is then designed to

integrate both sequential and structural properties behind the diffusion process for

recurrent state updating. When evaluated on the diffusion predication task, the effec-

tiveness of the proposed model is demonstrated on both synthetic and real datasets.

The further ablation studies also show the proposed structure attention and gating

mechanism are effective to extract useful structural context and fuse structural and

sequential information for diffusion prediction, respectively.
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Chapter 7

Hierarchical Diffusion Attention
Network

7.1 Chapter Overview

As mentioned in previous chapter, due to the sequential form of retrievable in-

formation diffusion cascades, researchers recently formulated the problem as a se-

quence prediction task: given the historically infected users in an information cas-

cade, the next infected user is predicted. Inspired by the great success of recur-

rent neural network (RNN) in sequence modeling, a series of RNN-based sequential

models were proposed and their effectiveness was demonstrated on the real diffu-

sion data [38, 139, 136]. These models sequentially encode the historical infor-

mation as hidden states and predict next infected user based on the compressed

states. However, the real diffusion process behind sequential cascades does not

strictly follow the sequential assumption. This is because there exists an underly-

ing user connection graph, which may not be explicitly unobserved but can directly

determine the diffusion dependencies among users. For example, given a cascade

tpA, tAq, pB, tBq, pC, tCq, pD, tDqu and an underlying graph as shown in Figure 7.1,

the sequential models assume that the infections of C and D are influenced by the

hidden states h2 (compressed information of A and B) and h3 (compressed infor-
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Figure 7.1: An Example of Non-Sequential Diffusion Dependency

mation of A, B and C) respectively. But in fact, C and D are directly dependent

on A and B according to the graph structure. This kind of non-sequential depen-

dency has also been identified as an important characteristic of diffusion sequences

in the previous work [139]. Though the gating mechanisms in existing sequential

models [61] can selectively drop the information of B from hidden state h2 when

generating C, they also lead to the loss of dependency of D on B in hidden state h3.

The hidden states of the compressed information are not expressive enough for such

non-sequential diffusion dependency, thus the prediction power is limited.

To this end, we propose a Hierarchical Diffusion Attention neural Network

(HiDAN) for the problem of predicting diffusion when the underlying graph is

unknown. To capture unique properties of diffusion sequences, we devise a non-

sequential architecture with two-level attention mechanisms. Specifically, a user-

level dependency attention is suggested to dynamically capture diffusion dependen-

cies among historical users. A fusion gate is then designed to selectively integrate

user’s self-information and its dependency context. Based on the dependency-aware
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historical user information, a cascade-level influence attention, which considers both

inherent importance and time-decay effects, is developed to infer the influence of

historical users on potentially infected future users. The inferred influence can be

interpreted as the possible dependencies of the future user on all historical users.

We evaluate the proposed model against state-of-the-art sequential diffusion predic-

tion models on three real diffusion datasets. The significantly better performance

demonstrates the effectiveness of our model. The case studies on synthetic datasets

further indicate that the learned dependency attentions are mostly consistent with

the underlying graph. In addition, HiDAN also shows higher efficiency than sequen-

tial models in experiments. The main contributions of this work are summarized as

follows:

• To the best of our knowledge, we are the first to develop a non-sequential

neural network framework for diffusion prediction problem, which is well-

adapted to properties of real diffusion cascades.

• We propose two-level attention mechanisms for cascade modeling, i.e., a user-

level dynamic dependency attention, which effectively captures historical

diffusion dependencies, and a cascade-level time-aware influence atten-

tion, which infers future dependencies by modeling user inherent importance

and time-decay effects.

• The experiments on three real datasets demonstrate the significantly improved

effectiveness and efficiency of the proposed model compared with state-of-

the-art approaches.
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Figure 7.2: Overview of HiDAN Model

7.2 Method

7.2.1 The HiDAN Model

The framework of the proposed HiDAN is illustrated in Figure 7.2. Initially, each

user of an input cascade is embedded as a user embedding. Given the embedded user
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information, the user-level attention mechanism dynamically captures the diffusion

dependencies between each user and its context users. A gating mechanism is devel-

oped to integrate a user’s own information and his/her dependency context. Based

on the dependency-aware user information, the cascade-level attention computes the

influence of historical users on possible future users by capturing users’ inherent im-

portance and the time-decay effects. Given the cascade embedding constructed with

the influence attention, the model then predicts the next infected user.

User Embedding

At time ti, the sequence of already infected users tu1, ..., uiu, ordered by infection

time, is regarded as the input to the model. The raw representation of each input

user uj P tu1, ..., uiu is the one hot vector of user ID, i.e., xj P RN , where N is the

total number of distinct users. To extract expressive high-level features of users, we

transform the raw input x to the user embedding e via a fully-connected layer:

ej � fxpWxxj � bxq (7.1)

where Wx P Rd�N , bx P Rd are learnable parameters, d is the size of the embedding

and fx is the non-linear activation function.

User-Level Dynamic Dependency Attention

This attention mechanism aims at capturing diffusion dependencies among input cas-

cade users and extracting dependency-aware user features. The diffusion dependency

describes who possibly infect(s) whom in the diffusion process, which possesses the

following two characteristics. (1) Each cascade user can only be infected by its pre-

vious users, thus the dependency of uj only exists on tu1, ..., uj�1u. The previously

infected users tu1, ..., uj�1u are referred to as the diffusion context users of uj. (2)

Diffusion dependency is directional, i.e., the high dependency of uj on uk does not
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indicate same level of dependency of uk on uj. This is mainly because the depen-

dency relationship is often directed in the real user graph. For example, in Twitter,

a star user, who is followed by millions of users, frequently infects his/her followers

instead of being infected by followers. Therefore, it requires differentiating different

roles that users play in the directed dependencies.

Based on the above understanding, we propose a dynamic attention mechanism

to capture the diffusion dependency for each input user. The dependency attention

score between user uj P tu1, ..., uiu and its context user uk P tu1, ..., uj�1u is measured

as follows:

αkj �
exppxWc

eek,W
t
eejyq°j�1

l�1 exppxWc
eel,W

t
eejyq

(7.2)

where Wc
e,W

t
e P Rd�d are transformation matrices for the context user and the tar-

get user respectively; x�, �y represents the inner product. Wc
e,W

t
e are employed to

differentiate user roles in directed dependencies. When checking whether uj is de-

pendent on uk, uk is regarded as the context user and transformed by Wc
e, while uj is

treated as the target user and transformed by Wt
e. When checking dependency with

the opposite direction, the roles of uk and uj are reversed, thus dependency scores

are different. Similar to most attention mechanism, we apply a softmax function to

derive the probability distribution. Therefore, αkj denotes the probability that uj is

dependent on uk over all his/her context users.

The useful context information of uj, denoted as dj, is computed via the following

attention weighted sum:

dj �
j�1̧

k�1

αkjek (7.3)

The above dependency attention process for one specific user is illustrated in

Figure 7.3. Since dependency attentions and context embeddings are computed

independently for each input user in the proposed non-sequential framework, we are
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able to parallelize the dynamic processes as matrix computation. Given a input

cascade c, where the cascade length is l and the embedding matrix of l users is

E P Rd�l, we replace time-consuming enumeration by using a mask matrix M P Rl�l,

where each entry Mi,j � 0 if i   j; otherwise Mi,j � �8. Then we derive the matrix

of attentions as:

A � softmaxppWc
eEq

T pWt
eEq �Mq (7.4)

where A P Rl�l. Each row vector αj in A represents uj’s attentions on its context

users. The mask forces the softmax function to compute valid attentions only over

uj’s context users and assign 0 to other users (infected later than uj). The matrix

of context embeddings can be derived as: D � AET .

Dependency-Aware Fusion Gating

For each input cascade user uj, we now have user embedding ej and his/her diffusion

context embedding dj. To selectively integrate the important information of two

embeddings, a concise and effective fusion gating mechanism is employed. It produces

a dependency-aware user representation uj as follows:

gj � sigmoidpW1
gej �W2

gdj � bgq (7.5)

uj � gj d ej � p1� gjq d dj (7.6)
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where W1
g,W

2
g P Rd�d and bg P Rd. g is used to drop unimportant parts of user

embedding ej and add new information of its diffusion context embedding dj such

that the fused embedding uj is aware of the diffusion dependency.

Cascade-Level Time-Aware Influence Attention

At the cascade level, we also consider the non-sequential dependency, in which all

historical users could trigger the future infection with different probabilities. We

interpret such future dependencies as dynamic influence of historical users on the

whole cascade, and propose a time-aware influence attention mechanism. Based on

the inferred influence, we compose dependency-aware embeddings u to cascade-level

features for final prediction. This attention mechanism captures two factors: the

inherent importance of users to cascade and the dynamic time-decay effects.

The inherent importance of uj describes how important the information in the

dependency-aware embedding uj is to the cascade. If only considering the inherent

importance, we can define the influence with the self-attention mechanism [92] as:

xw, fupWuuj � buqy.

However, user influence is generally assumed to decrease as time passes. This is

known as the time-decay effect. Empirical studies [112] have shown that time-decay

patterns in different data are not identical, thus predefining the form of time-decay

function is often impractical [22]. We estimate the time-decay factor in HiDAN via a

neural function directly. For uj P tpu1, t1q, ..., pui, tiqu, the past time at current step

ti can be represented as ∆tj � ti � tj. We discretize the information of past time as

a one-hot vector vecp∆tjq � tj P RT , where tjn � 1 if tn�1   ti� tj   tn. The critical

time points of the discretization, such as tn�1 and tn, are defined by splitting the

time range p0, Tmaxs into T intervals tp0, t1s, ...ptn�1, tns, ..., ptT�1, Tmaxsu, where Tmax

is the max observation time. We aim at mapping the past time tj to a vector λj,

describing latent features of time-decay. To capture the non-linearity of the decay
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effect, we compute λj via the following fully connected layer:

λj � sigmoidpWtt
j � btq (7.7)

where Wt P Rd�T and bt P Rd.

Taking both inherent importance and time decay factors into consideration, we

define the following time-aware influence attention:

βj �
exppxw,λj d fupWuuj � buqyq°i
k�1 exppxw,λk d fupWuuk � buqyq

(7.8)

where Wu P Rd�d, bu P Rd and w P Rd. The decay factor vector λj serves as a soft

gate, which selectively drops the information of already infected users according to

their infection times.

Given the user influence βj, this layer finally composes all dependency-aware user

embeddings and constructs the cascade embedding at time ti as follows:

ci �
i̧

j�1

βjuj (7.9)

Prediction Layer

Given cascade embedding ci at ti, HiDAN predicts the probability of next infected

user over all possible users as:

p̂pui�1|ciq � softmaxpWcci � bcq (7.10)

where Wc P RN�d, bc P RN .

7.2.2 Model Learning

Given the training set C � tc1, ..., cMu, the learning objective is to minimize the

following negative log-likelihood loss:

LpCq � �
M̧

m�1

nm�1¸
i�1

log p̂pui�1|c
m
i q (7.11)
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where ui�1 is truly infected user in cascade cm at time ti�1. The backpropagation

algorithm is utilized in the training process. As for parameters updating, we employ

stochastic gradient descent (SGD) method with mini-batch and adopt the Adam

optimizer [70].

7.3 Experiments

7.3.1 Data

To verify the effectiveness of the proposed model, we conduct comparative experi-

ments on the following three real datasets, which are representative in information

diffusion studies.

• MemeTracker [82]: This dataset contains articles from mainstream news web-

sites or blogs. Each cascade records the diffusion process of a specific key phrase

and is represented by a sequence of webpage links associated with correspond-

ing timestamps.

• Weibo [158]: This dataset consists of content reposting logs crawled from Sina

Weibo, a Chinese microblogging site. Each reposting log represents a diffusion

process, in which users are ordered as a sequence according to the time they

repost.

• Twitter [148]: This dataset records the diffusion processes of hash-tags in

Twitter. The sequences of users and timestamps of using the same hash-tags

are traced as diffusion cascades.

Following the previous work [139], we select frequent users and corresponding

cascades as experimental data. The detailed statistics are presented in Table 7.1.

We randomly sample 80% of cascades for training and the rest for validating and

testing with an even split.
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Table 7.1: Statistics of Experimental Data

MemeTracker Weibo Twitter

# Users 1,109 8,190 13,755

# Cascades 42,492 43,365 72,103

Avg. Cascade Length 8.8 22.5 9.4

7.3.2 Baselines

We compare the proposed model, HiDAN, with the following popular and strong

sequential baselines.

• RNN: RNN represents the basic recurrent neural network sequential model.

• LSTM [61]: Long short-term memory (LSTM) network is a stronger RNN-

based sequential model, which employs an effective gating mechanism to control

the information flow in sequence.

• RMTPP [38]: Recurrent marked temporal point process (RMTPP) is the

state-of-the-art sequential models for sequence prediction. Besides modeling

marker (diffusion user) sequence, it additionally models timing information

with a temporal point process.

The following state-of-the-art attention based sequential models are compared.

All of them compute attentions on hidden states.

• Att-RNN: Att-RNN employs a representative attention mechanism [96] in

RNN. Attentions are computed between current hidden state and previous

states.

• Att-LSTM: Att-LSTM employs the same attention mechanism as Att-RNN

in the LSTM framework.
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• CYAN-RNN [139]: This is the latest attention-based sequential method for

cascade prediction. Instead of using a single-chain RNN, it employs a encoder-

decoder architecture where a coverage-based alignment mechanism is applied.

Attentions are computed between current decoder states and previous encoder

states.

7.3.3 Evaluation Metrics and Settings

The performance is evaluated by predicting the next infected user based on previous

infections. Due to the large number of potential targets, this prediction task is

often regarded as a ranking problem [139]. Given the output probabilities of all

users, the ground-truth user, who is truly infected at next step, is expected to get

higher probability. We adopt two widely used ranking metrics for evaluation: Mean

Reciprocal Rank (MRR) and Accuracy on top k (A@k) [139].

The size of hidden unit is set to 64 for all baselines. Other parameters of baselines

follow the recommended settings in original papers. For the proposed models, the

dimension size of d is also 64, the learning rate is 0.001, the max observation time

Tmax is 120 hours, the number of splitting time interval T is 40, and the non-linear

activation functions fx, fu are selected as Exponential Linear Unit (ELU) [32]. We

also apply the Dropout [125] with the keep probability 0.8 and the L2 regularization

on parameters to avoid over-fitting.

7.3.4 Evaluation Results

As shown in Table 7.2, the proposed HiDAN consistently and remarkably outper-

forms all compared methods in terms of MRR, A@10, A@50 and A@100 on three

datasets. The superiority of HiDAN on diffusion prediction is clearly demonstrated.

In addition, we observe the following important findings.

• The non-sequential framework is capable for cascade modeling. Hi-
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DAN significantly outperforms all baselines. Instead of maintaining hidden

states sequentially, HiDAN utilizes attention-based non-sequential layers to

memorize historical infection information. This indicates that the proposed

non-sequential architecture is capable of modeling cascade without sequential

assumptions.

• Attention mechanism is beneficial for diffusion prediction. Almost

all attention-based sequential models perform better than their non-attention

versions. The proposed hierarchical attentions are specific for capturing histor-

ical non-sequential dependencies and inferring future dependencies. Attentions

in sequential models also aim at computing long-term dependencies to allevi-

ate sequential assumptions. This finding is consistent with our argument that

modeling non-sequential dependencies is important for diffusion prediction.

• HiDAN is more effective in capturing diffusion dependencies. Com-

pared with state-of-the-art attention-based sequential models, HiDAN gains a

very significant improvement. The attention-based sequential models define at-

tentions on hidden states, which represent the accumulated information but not

independent information of each historical user. They cannot clearly capture

user-to-user dependencies. Differently, HiDAN does not sequentially compress

user information but directly computes user-level attentions with unique user

embeddings. HiDAN captures dependencies more explicitly and effectively.

7.3.5 Analysis and Discussion

Ablation Studies

To evaluate the contributions of different components, we further conduct ablation

studies, which consider following variants of HiDAN:
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• HiDANNUA: This is a user-level attention-free variant, which replaces depen-

dency attention and fusion gate with an average operation over embeddings of

context users.

• HiDANNCA: This is a cascade-level attention-free variant. Influence attention

is substituted by the average operation.

• HiDANNT: This is a variant without considering time-decay in cascade-level

attention.

As shown in Figure 7.4, we first compare the performance of HiDAN against

the variant HiDANNUA. It is found that when the user-level attention is removed,

the diffusion prediction performance drops down drastically and consistently on all

datasets. This remarkably demonstrates the contribution of the proposed user-level

attention mechanism to HiDAN model. Previous experiments have shown that learn-

ing diffusion dependencies are significantly important for diffusion prediction. With

the meticulous design based on special characteristics of cascades, this user-level at-

tention mechanism is able to explicitly capture user-to-user diffusion dependencies

among historically infected users. Based on accurate dependencies, the model can

encode more useful historical context information while dropping out unimportant

parts. Therefore, the prediction ability of the model is improved. In next subsec-

tion, we will present some case studies to further illustrate the performance of the

proposed dependency attention.

Furthermore, we compare HiDAN with the variant HiDANNCA. The results

are illustrated in Figure 7.5. Similar to above experiment, HiDAN outperforms

HiDANNCA significantly and consistently on all datasets. This obviously indicates

that the cascade-level attention also plays a crucial role in our HiDAN model. The

aim of this cascade-level attention mechanism is inferring the influence of historically

infected users on possible future infections. The higher influence of one historical user
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Figure 7.4: The Effect of User-Level Dependency Attention
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Figure 7.5: The Effect of Cascade-Level Influence Attention

represents s/he has higher possibility to be the trigger of next infected user. Thus,

the influence is concerned with possible dependencies in the future. With compre-

hensively modeling user inherent importance and time-decay effect, this mechanism

is effective to infer user influence on future infections.

Another ablation study is to testify the effect of neural time-decay function in

the proposed cascade-level attention. In this ablation study, HiDAN is compared

with the variant HiDANNT. The results are reported in Table 7.3. We can find that

ignoring time-decay effect in influence attention brings consistently negative impact

on the proposed model. This suggests that time decay matters to influence modeling.

Taking time information into account helps infer user influence (dependencies) on
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Table 7.3: The Effect of Neural Time-Decay Function

Data Model MRR A@10 A@50 A@100

MemeTracker
HiDANNT 27.12 47.92 73.47 83.26

HiDAN 27.91 48.89 74.63 84.44

Weibo
HiDANNT 2.39 4.06 11.02 16.83

HiDAN 2.48 4.30 11.31 17.30

Twitter
HiDANNT 5.46 11.05 23.08 29.12

HiDAN 5.74 11.18 23.61 30.41

future infections more accurately.

Case Studies on Diffusion Dependency

The experimental results have shown that user-level dependency attention plays an

important role in HiDAN. Here, we further investigate whether the proposed mech-

anism is better at capturing user-to-user diffusion dependencies. Since it is very

difficult to access the complete graph of real data, we utilize two synthetic data

(CP-Exp and RD-Exp) provided in the previous work [139] for case studies. The

graphs are created by Kronecker Generator [83]. Given the created graph, cascades

are generated by simulation processes [112].

We visualize attention matrices of the sampled cases learned by HiDAN and its

best competitor Att-LSTM. Meanwhile, the adjacency matrices of the users who are

involved in the cases are visualized as ground-truth. As illustrated in Figure 7.6, each

element pui, ujq in the learned attention matrices indicates how much uj is infected

by ui. The deeper the color is, the greater the attention is. Each element puk, ulq in

the ground-truth matrices denotes whether or not there is a directed edge from uk

to ul (i.e., black indicates ‘yes’ and gray indicates ‘no’).

Compared with Att-LSTM, attentions learned by HiDAN are more consistent

with ground-truth dependencies. Despite of employing attention mechanism, Att-
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(a) Dependencies Learned by Att-LSTM

(b) Dependencies Learned by HiDAN

(c) Ground-Truth Dependencies

Figure 7.6: Case Studies on Learned Dependencies
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Table 7.4: Average Training Time (seconds) per Epoch

# Param. MemeTracker Weibo Twitter

RNN 6.2k 22 s 145 s 261 s

LSTM 24.8k 34 s 190 s 346 s

RMTPP 8.8k 24 s 148 s 265 s

Att-RNN 14.5k 29 s 152 s 273 s

Att-LSTM 33.1k 38 s 203 s 422 s

CYAN-RNN 27.1k ¥22 s ¥145 s ¥261 s

HiDAN 25.6k 12 s 36 s 85 s

LSTM mainly focuses on the most recent hidden state. On the contrary, HiDAN is

more aware of cross dependencies, especially long-term and multi- dependencies. In

the sampled case of the CP-Exp data (left 3 images), the dependencies of all users

except u12 are correctly allocated by HiDAN. In the sampled case of the RD-Exp

(right 3 images), HiDAN accurately captures dependencies for u30, u1 and u24. It

is interesting that both u11 and u15 have multiple paths connected to previously

infected users, as shown in the ground-truth matrix. HiDAN is able to recognize

such kind of multiple diffusion paths.

Efficiency Analysis

Apart from effectiveness, higher efficiency is another crucial advantage of HiDAN. To

demonstrate this, we conduct a training time comparison. All models except CYAN-

RNN1 are implemented with Tensorflow and trained on the same GTX1080Ti graphic

card with the same batch size.

As shown in Table 7.4, HiDAN has relatively fewer parameters than Att-LSTM

and CYAN-RNN. More importantly, HiDAN is super faster than all compared se-

1Released code is in JAVA. GPU training time is unknown. But as an RNN-based model, it is at
least not faster than RNN.
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quential models. This can be attributed to its non-sequential architecture. The

recurrent layer in sequential models has an approximate Opld2q complexity. How-

ever, HiDAN replaces the recurrent layer with the dependency attention, which can

be parallelized with matrix computation as shown in Equation 7.4, and time com-

plexity is only about Opl2dq. Compared with hidden size d (64 in experiments),

average cascade length l (9, 23 and 10 in experiments) is often smaller in real data.

Therefore, HiDAN has a lower complexity at the historical user encoding layer. Ad-

ditionally, without sequential assumptions, HiDAN can compute outputs of all steps

in parallel with a Op1q complexity at the prediction layer, whereas sequential models

need to output step by step with a Oplq complexity. These dramatically speed up

the training of HiDAN especially when the cascade length is getting larger.

7.4 Chapter Summary

In this chapter, we propose a novel hierarchical attention neural network for diffusion

prediction, which is well adapted to the non-sequential characteristics of diffusion cas-

cades. The proposed two-level attentions are able to capture historical user-to-user

dependencies and infer future dependencies. The experiments on three real diffusion

datasets demonstrate the effectiveness and efficiency of our model when compared

with state-of-the-art sequential models. The further analysis and case studies illus-

trate the important contributions of the hierarchical attention mechanism.
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Chapter 8

Conclusions and Suggestions for

Future Research

In the past decade, social media has brought revolutionary changes on the way that

information propagates among individuals. Massive information diffusion processes

are triggered and recorded in social media. These observed diffusion processes provide

rich sources for a variety of potentially valuable applications. For example, companies

are able to optimize their marketing strategies through forecasting the diffusion of

advertisements and governments can maintain stability by tracking the diffusion of

public opinions. All these related applications require for a good understanding of

diffusion mechanisms and accurate predictions of diffusion dynamics. This presents

unprecedented challenges and opportunities for researches on information diffusion,

driving many researchers, in recent years, to study the diffusion phenomena in social

media and particularly focus on the diffusion prediction problem, which studies

how users participate and affect other users in information diffusion and predicts the

future diffusion process with the learned knowledge.

In this thesis, we comprehensively study the problem of information diffusion

prediction by proposing and solving three important sub-problems, i.e., how to build

diffusion prediction model only based on historical diffusion processes, how to utilize

observed network information to improve the generalization ability of the diffusion
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prediction model, and how to capture the interplay between diffusion process and net-

work structure to predict dynamics of diffusion and network simultaneously. Based

on the two powerful machine learning frameworks, i.e., representation learning and

neural network, we proposed a series of models for these three problems. Compared

with state-of-the-art studies, our proposed models consistently obtain significant im-

provements on single diffusion prediction task or joint diffusion and link prediction

tasks.

8.1 Summary of Contributions

The following sections summarize main contributions of this thesis.

8.1.1 Network Regularized User Representation Learning

• Different from most previous graph-based studies, we propose to project diffu-

sion users as role-based representations to capture latent user-specific charac-

teristics.

• We are the first to integrate network structure information in diffusion user

representation learning and develop a novel network regularized representation

learning model to learn role-based user representations.

• The experiments on three real-life datasets significantly demonstrate the effec-

tiveness of the proposed model on diffusion prediction.

• The further ablation studies show that the generalization ability of the model

is remarkably improved thanks to the effect of the network regularization.
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8.1.2 Joint User Representation Learning from Diffusion and
Network

• We first propose to learn behavior-shared user representations to capture strong

correlations between information sharing and relationship building behaviors.

• We develop a novel joint representation learning model, which estimates latent

representations of social users simultaneously from two signals, i.e., diffusion

cascades and social network.

• The learned comprehensive representations are applicable for both diffusion

prediction and link prediction tasks. Meanwhile, it is easy to be extended to

cope with multiple behaviors.

• Compared with existing popular diffusion prediction and link prediction meth-

ods, the proposed model shows better performance on both tasks significantly.

• By capturing the interplay between diffusion and network in a latent way,

the proposed model is more robust when observed cascades are insufficient or

network is incomplete, which is demonstrated by the further ablation studies.

8.1.3 Sequential Neural Diffusion Model with Structure At-
tention

• Most previous neural diffusion models are not able to integrate network struc-

ture information. We propose a novel structure-aware sequential neural model

for diffusion prediction.

• Under the recurrent neural network framework, we propose an attention mech-

anism to encode the structure information of diffusion users and design a gating

mechanism to integrate the sequential and structural information.
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• The experiments demonstrate that the proposed model remarkably improves

the accuracy of diffusion predictions compared with state-of-the-art sequential

neural models.

• It is also found that the structure attention contributes greatly in the pro-

posed model. And the carefully designed gating mechanism is shown better

effectiveness on information fusion than other popular gate designs.

8.1.4 Hierarchical Diffusion Attention Network

• We are the first to propose a non-RNN based neural diffusion model, i.e., hier-

archical diffusion attention network (HiDAN) for diffusion prediction problem.

Different from previous RNN-based models, the proposed model focuses on

capturing non-sequential dependencies between users in diffusion cascades.

• The proposed model adopts two-level attention mechanisms, i.e., a dependency

attention mechanism at user level to capture historical user-to-user dependen-

cies and a influence attention at cascade level to infer possible future depen-

dencies.

• The experiments on three real datasets demonstrate better diffusion predic-

tion performance of the proposed model than state-of-the-art RNN-based ap-

proaches.

• The further case studies illustrate that the proposed attention mechanism is

able to capture user-to-user dependencies more accurately than state-of-the-art

attention-based sequential neural models.

• Thanks to the non-sequential architecture, most computations in the proposed

model are parallelized as matrix computations, which are accelerated on Graph-
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ics Processing Unit. Therefore, the proposed model also shows much higher

efficiency than previous sequential models.

8.2 Future Work

At last, we present the following potential directions of our existing work.

• In Chapter 5, we have investigated the interplay effect between diffusion cas-

cade and network structure under the representation learning framework. And

the work has demonstrated that capturing the interplay effect is beneficial for

both diffusion prediction and link prediction tasks. Meanwhile, in Chapter 7,

we witnessed the state-of-the-art performance of neural networks and attention

mechanisms on information diffusion prediction. Therefore, it is very interest-

ing to ask whether we can explore the correlation between diffusion cascade

and network structure by taking advantage of neural networks and attention

mechanisms. Recall that the attention mechanism proposed in Chapter 7 aims

at measuring the diffusion dependency strength between two users. If the cor-

relation between diffusion and network is considered, the dependency attention

should be aware of the structure closeness of the two users. On the other hand,

in Chapter 6, we have explored the effectiveness of attention mechanism on cap-

turing network structure information. If the correlation is taken into account, a

new version of structure attention should be aware of the diffusion dependency

strength of the two users. Therefore, for future work, we can design mutually

enhanced diffusion dependency attention and structure attention mechanisms

to capture the correlation between diffusion cascades and network structure in

a “deeper” way.

• Another potential direction of future work is to integrate or capture more

signals in the diffusion scenario. For example, the topic of the diffused message
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is a very important signal. Different users may have different interests, thus

the diffusion behavior vary on different topics. As for representation learning

models, we can use topic label embedding or topic-specific representation space

to integrate the topic information. As for neural network based models, we can

develop either a conditional RNN for explicit topic information or a variational

RNN for capturing latent topic. Also, we can design topic-oriented attention

mechanism under the current diffusion attention network to make the model

be aware of the topic. Other user-specific signals, such as user profiles or user

generated text, can also be integrated in this scenario. For this kind of signals,

we could extend our joint representation learning proposed in Chapter 5 to

learn user embeddings from diffusion behavior, link creation behavior as well

as their profile or text generation behavior. With these additional signals,

we can derive more generalized and robust user representations for different

prediction tasks.

• Moreover, handling dynamics of social media is also a crucial direction for

future research. On the one hand, the social relationships are highly dynamics.

Many network representation learning models for dynamic networks have been

proposed. The key idea is incrementally updating the user representations

based on network changes. We can also apply this idea under our current

framework to update the representation according to the changes of network

structure. On the other hand, diffusion processes are generated in real-time.

Therefore, how to update the models online with newly generated diffusion

cascades is also an interesting problem. Overall, how to simultaneously handle

the dynamics of the two above-mentioned aspects is a challenging problem.
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[94] Weiping Liu and Linyuan Lü. Link prediction based on local random walk.
EPL (Europhysics Letters), 89(5):58007, 2010.
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