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Abstract

Feature representation is one of the most important research topics in Machine

Learning (ML) area. In machine learning, representation of features means mapping the

raw data into a new feature space that can be effectively exploited in machine learning

tasks. Many supervised and unsupervised approaches, including supervised dictionary

learning, Fuzzy and rough logics, Principal Component Analysis (PCA), local linear

embedding, have been employed for feature representation of different types of data

sets. The coming of the big data era brings both opportunities and challenges to the

studies on feature representation. In real applications, the scale and the complexity of

employed data far exceed the previous scenarios. On the one hand, the large volume

of data set enables more complicate models be employed for feature representation, on

the other hand, the multi-data source, complicate data structure and high computational

requirement bring the new difficulties to the feature representation for huge data sets.

In this study, concentrating on the feature representation problem for large-scale data

set and related applications, new algorithms were proposed so that the obtained feature

mapping enables better results for machine learning tasks.

Our study starts with the feature representation for data set with discrete values.

For data sets with discrete values, the features often contain some categorical informa-

tion about the data points. This study solves the feature representation of this kind of

data by providing a novel rough set-based feature reduction approach, to efficiently and

reliably extract the necessary information in the features while removing the redundant

information of the data set.
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Our second work is to provide a matrix decomposition based unsupervised pre-

training approach for the feature representation. One of the important unsupervised

feature representations approach is based on clustering models. However, clustering ap-

proaches are time-consuming, especially for large-scale data sets. An eigenvector based

unsupervised pre-training approach is therefore proposed for feature representation, and

combined as the first layer of the Radial Basis Function Neural Network(RBFNN).

Our third work concentrates on the feature representation for the data from multiple

sources/views. A canonical correlation based-Auto encoder model is proposed for the

feature fusion representation issue of the multi-domain data sets. The proposed model is

consequently applied to the wind speed forecasting scenario to improve the wind speed

forecasting accuracy.

Finally, we proposed a localize generalization error based data reduction approach,

this approach can reliably reduce the training set for some large-scale data set, which

provide a thought for the large-scale learning takes. This approach is highly related to

the distribution of the values for each feature, it can be seen from this work that the

representation of the features can affect the necessary number of training samples.

In summary, we make the following contributions: (i) algorithms and applications

for feature representation on different types of large scale data sets; (ii) multi-domain

feature fusion approach and applications; (iii) algorithms for computing the safe regions

for the sum-optimal point notification problem.
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Chapter 1

Introduction

Feature representation is one of the most fundamental topics in machine learn-

ing and pattern recognition. In machine learning applications, it usually employs an

n-dimensional vector to give a numerical representation of an object, so that the infor-

mation of the objects can be processed by the machine learning algorithms. In differ-

ent scenarios, the values of the feature vector often represent different attributes of the

represented objects. For example, when representing images, the feature values might

correspond to the pixels of an image [1], when representing the health condition of a

people, the feature values might be the terms in his medical examination report [2].

In machine learning applications, proper mapping of the raw features can effec-

tively improve the performance of the employed learning algorithm. The significance of

feature mapping is to find a new feature space for the reconstruction of the information

representation. When the raw data is represented in the new feature space, the employed

machine learning models may offer a better generalization, higher classification accu-

racy or lower Mean Square Error(MSE). That may greatly improve the efficiency and

1



2

performance of the employed learning algorithms [3].

Feature representation provides different benefits for machine learning applica-

tions [4]. For example, the raw features can be mapped to a lower-dimensional fea-

ture space, Such operation may remove the redundant information in the data set while

keeping important features. Efficient feature reduction can not only obviously reduce

the computational overhead, but also offer improvements to the results. Directly delet-

ing less important features according to some given measure of feature importance from

the raw data is the most intuitive approach for feature reduction. Some approaches can

identify necessary data pattern information while lowering the number of features of

the raw data set, e.g., Principal Component Analysis(PCA) can mapping the raw data

to a lower-dimensional space while orthogonal basis set of new space shows the largest

possible variance of the raw data set [5]. PCA is one of a linear feature representa-

tion approach to map the raw data to a lower-dimensional feature space, conversely,

Manifold Learning approaches, such as Isometric feature mapping(ISOMAP) [6], map

the raw data to a lower-dimensional feature space nonlinearly to detect some intrinsic

properties of the raw data set. Besides mapping the raw data to a lower-dimensional

feature space, mapping it to a higher-dimensional feature space can also offer benefits

to machine learning applications. Linearly inseparable data may become linearly in-

separable when it is mapped to a higher-dimensional feature space. In Support Vector

Machine(SVM) [7], kennel functions are employed to map the raw data to a higher-

dimensional feature space through the inner product to make the data linearly separable.

In very recent studies, such as studies about deep neural networks [8], feature repre-

sentation is proved can offer some comprehensive benefits of the employed machine

learning models. e.g., Convolutional Neural Networks(CNNs) uses layers of convolu-

tion kernels to represent the features of raw images from different levels [9], by such
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operation, the useless information in the images can be filtered, and the most discrimi-

native features can be automatically extracted from the raw image.

Feature representation is so important that from the very beginning it is one of

the most essential topics for machine learning studies. The development of feature

representation methods has experienced three stages:

• Manually feature selection by experienced domain experts. Domain experts

can manually select features according to their domain experience for specific

application scenarios. The advantage of this approach is to use prior knowledge

to improve the performance of the employed models. However, if the domain

knowledge is not correct, or the given data sets contains a huge number of features

and samples, selecting features manually may miss some useful information.

• Feature selection or feature learning according to algorithms Concentrating

on the feature representation topic, previous researchers have proposed many al-

gorithms. Generally speaking, these algorithms can be classified into two fami-

lies. The supervised approaches, which learn the features according to the given

labels of the used samples, and unsupervised approaches, which search the new

feature space according to the relationship among the raw features. Feature se-

lection algorithms are widely and successfully employed in machine learning and

data mining studies. However, many feature representation algorithms were not

Specifically proposed for large scale data sets, some modification of these ap-

proaches can be proposed for large scale data sets learning applications.

• Feature learning by machine reasoning Machine reasoning can learn some fea-

tures that hardly identified by human experts and traditional algorithms. The

hottest topic in the past ten years, multi-layer Neural Networks (NNs), well known
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as deep learning, is the most effective approach for machine reasoning feature rep-

resentation. Driven by the data itself, can extract different granularity of features

in different levels of the reasoning model. The great success of deep learning, both

in academia and industry, has proved the great advantages of this approach. The

problem is that the family of deep learning approaches offer a great improvement

on Computer Vision (CV) and Natural Language Processing (NLP) applications

with a large number of training samples, for applications with large data set in

other fields, the performance of deep learning seems not superior to other algo-

rithms.

In general, feature representation can be divided into two main families of ap-

proaches, feature selection, and feature learning.

The objective of feature selection is to find the optimal subset of the given features

of the processed data set. By feature selection, irrelevant features or redundant features

can be removed, so that the number of features can be reduced to improve the precision

of the employ learning models and save the computational resources. On the other

hand, those truly necessary features are identified and given higher weight to make the

learning tasks obtain better results.

The essence of feature selection is a combinatorial optimization problem of the fea-

tures. Theoretically, the optimal subset of features can be obtained via exhaustive search

strategy, the searching space for 𝑛 features is 2𝑛, the amount of computation increases

exponentially accompany with the increase of the dimensions. In real applications, the

processed data set usually contains more than hundreds of features, therefore the ex-

haustive search method is not practical. Other searching strategies include the heuristic

search method and the random search method [10, 11]. The target of feature selection
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algorithms is to seek a better balance point between the computational efficiency and

the quality of the obtained subset.

There is a close relationship between feature selection and the classification or

regression algorithms. According to the evaluation criteria of the selected subsets and

the combination of the subsequent learning algorithms, feature selection can be divided

into three types: embedded, filtered and wrapper.

• Embedded feature selection In embedded feature selection, the feature selection

algorithm itself is embedded into the learning algorithm as a component. The

most typical embedded algorithm is the decision tree algorithm, e.g. ID3 [12],

C4.5 [13], and CART [14]. A decision tree algorithm must select a feature in

every recursive step of the tree growth process. So the process of decision tree

generation is also the process of feature selection.

• Filtered feature selection The evaluation criteria of filtered feature selection is

obtained from the processed data set rather than the employed learning algorithm.

Filtered feature selection usually selects features with a high correlation with the

labels to improve the precision of the classifier. The evaluation criteria for filtering

feature selection can be divided into four categories: distance measurement, in-

formation measurement, correlation measurement, and consistency measurement.

The most commonly used criteria include (1) cross-entropy [15], (2) Information

Gain (IG) [16], (3) Mutual Information (MI) [17], (4) K-L divergence [18], etc.

• Wrapper feature selection Wrapper feature selection uses the performance of

the learning algorithm to evaluate the quality of the feature subset [19]. Therefore,

to evaluate an obtained feature subset, the wrapper method needs to train a classi-

fier first to evaluate the feature subset according to the performance of the classi-
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fier. Subsets obtained with wrappers approach usually offer higher classification

precision than those obtained with other feature selection approaches. However,

compared with filtered approaches, wrapper approaches have higher computa-

tional complexity. Especially for large scale data sets, wrapper approaches usu-

ally cost much longer training time. Another problem is that the subset obtained

with a wrapper approach some times can only perform well for a certain classi-

fier. The classification precision usually decreases when the classifier is changed

to another.

In real applications, the processed data is often complex, redundant, and variable.

Features selecting from the raw data are usually not enough to represent the essence of

the problem. It is necessary to use algorithms to learn and extract new features, with a

supervised algorithm or un-supervised algorithm to solve the problems in the learned

feature space. Supervised feature learning algorithms include supervised dictionary

learning [20], Neural Networks (NNs) [21] and multilayer perceptron(MLP). Unsuper-

vised feature learning algorithms include unsupervised dictionary learning [22], PCA,

Independent Component Analysis (ICA) [23], self-encoder, and clustering algorithm.

These algorithms can be roughly divided into several families according to the

input variables, output variables, and optimization methods.

• Matrix decomposition Matrix decomposition approaches include PCA, ICA,

Linear Discriminate Analysis (LDA), etc. The input of this family of algorithms is

the raw data matrix of the given data set, denoted as 𝑉𝑚×𝑛, where 𝑚 is the number

of samples and 𝑛 is the number of features, usually, the target of these algorithms

is to find a mapping matrix𝑊𝑚×𝑛′ to represent the data set into an 𝑛′-dimensional
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feature space. 𝑊𝑚×𝑛′ can be calculated via matrix computation such as finding

the eigenvalues and eigenvectors. Most of these algorithms are unsupervised, the

correlation among features and the potential structure of data is considered more

in these algorithms.

• 𝐿𝑝-norm-based approach The supervised dictionary learning and Least Abso-

lute Shrinkage and Selection Operator(LASSO) learning the features by adding a

𝐿𝑝-norm term for regularization in the objective functions [24]. By optimizing

the objective function, the raw data can be mapped into a sparse feature space. In

these algorithms, both the implicit structure of input data and label information is

employed to optimize the feature space.

• NNs and deep learning In this family of algorithms, the weighs matrix 𝑊𝐿
𝑖 𝑗

is

to calculated for feature mapping. A typical NN is composed of interconnected

neurons. In each neuron, a non-linear transformation is conducted by a non-linear

function. The neurons are connected layer-by-layer by edges with the correspond-

ing weights. The network defines the calculation rules and transfers data from the

input layer to the output layer. The weights can be calculated via gradient descent

or backpropagation. NNs can be used for feature learning because they can learn

the representation of output in the hidden layer.

The great success of deep learning stems from the greedy layer-wise pre-training

of multilayer NNs [25]. In the deep learning architecture, the output of each inter-

mediate layer can be regarded as a representation of the original input data. Each

layer uses the representation generated in the previous layer as input and generates

a new representation as output for the higher layer. The bottom of the input layer

is the original data, while the final layer outputs the final low-dimensional features
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or representations. Both supervised and unsupervised learning are employed in

deep learning architecture. In general, deep learning architectures contain Re-

stricted Boltzmann Machine (RBM) [26], Autoencoder, and different versions of

CNNs [27]. As mentioned previously, Deep learning performs quite well for huge

data set in CV and NLP domains, but for data sets from other fields, the successful

cases are much less.

In this thesis, we focus on the feature representation for large scale data set. There

is lack of clear definition about the conception ’large scale data set’. In this study,

we define it by the PAC learning theroy: in a formal statistical learning framework,

based on the i.i.d. assumption, set the real distribution as D, given the hypothesis class

H , 𝛿 ∈ (0, 1) and 𝜖 > 0, for a large scale data set, the number of sample 𝑚 should

satisfies𝑚 � 𝑙𝑜𝑔 ( |H |/𝛿)
𝜖

. A high-quality representation of features enables the employed

learning models to become more precise. To achieve this, both the inner structure of

the data sets and the relationship between feature representation approaches and the

learning models should be taken into consideration. The ability of feature representation

algorithms to deal with large scale data sets becomes more important with the increase

in the volume of data. For larger-scale data sets, the implicit structure of the data set

is more complex, more important information is hidden in the data sets. Most feature

selection approaches and feature learning algorithms were proposed in an earlier time,

although these methods have been proved can work well in smaller data set by lots of

previous studies, whether these methods can take full advantage of the benefits of big

data still needs further study. Some modification on these methods to enable them to

perform better in larger-scale data set is necessary and worth to investigate.

Besides the precision, the efficiency of the algorithm should also be considered
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more when processing large scale data set. As mentioned above, researchers make great

efforts to find a better balance point between saving computational cost and finding the

optimal solution all the time. This is more important in large scale data processing

tasks. Some algorithms which are acceptable for smaller data set, can not be employed

for larger-scale data set because of the time cost and limited computational resource.

The time complexity and space complexity of some algorithms tend to increase expo-

nentially with the increase of data volumes.

An unavoidable topic for feature representation of large scale data set is deep learn-

ing. As the most important and successful feature learning method, deep learning has

brought profound changes to the field of CV and NLP field. Such a feature learning

approach makes the feature representation for image/sound signal data and corpora

data become much easier. When processing large volumes of data in other fields, e.g.

weather information data or health information data, directly employ deep learning can

usually not provide better performance than traditional data mining approaches. How

to make use of the great power of deep learning methods on other types of data is also

worth investigating.

The study in this thesis is to partly solve the mentioned problems of the feature

representation for large scale data set. we started from the feature selection problem on

data sets with discrete data, using a modified rough set approach, which is a heuristic

algorithm, to calculate the subset of features. A new calculation of heuristic information

is proposed to consider the uncertainty among the raw features. This provides a new

balance point between the computational cost and the quality of the subset.

The family of NNs algorithm has become more popular and important recently

for the applicability and generality. Therefore the feature representation by NNs is the
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main emphasis of our study. Radial Basis Function Neural Network (RBFNN) is one of

the most popular Feedforward Neural Network architectures. Compared with a typical

three-layer NN, it can map the raw feature with Radial Basis Function (RBF) kernels.

the centers of the RBF kernels are considered as representative prototypes of the data

samples in the feature space, if the centers are chosen properly, the RBFNN model may

offer high discriminative power and generalization. However, chosen the RBF center is

usually the cost of training time, especially when the data size is large. We proposed

a new algorithm for training RBFNN to learn the new features of large scale data set

which can greatly reduce the training time while keeping the classification accuracy of

the RBFNN.

We also trying to explorer the application of deep learning for other types of data.

In this thesis, we propose a modified Auto Enoder(AE) model to deal with learning tasks

using large time-series data sets from multiple domains.

In this thesis, a feature bases localize generalization error based data reduction

approach is also given, this approach can reliably reduce the training set for some large-

scale data set. This approach is highly related to the distribution of the values for each

feature, it can be seen from this work that the representation of the features can affect

the necessary number of training samples.

The rest of this thesis is organized as follows. Chapter 2 gives an overview of the

existing work related to feature learning and feature representation.

Chapter 3 (based on [28] and [29])studies the feature reduction for data sets with

discrete values. We illustrated with examples that the previously proposed reduct def-

initions may spoil the hidden classification ability of a knowledge system by ignoring

certian essential attributes in some circumstances. Consequently, by proposing a new
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𝛽-consistent notion, we analysed the relationship between the structures of Decision

Table (DT) and different definitions of reduct in VPRS model. Then we gave a new

notion of 𝛽-complement reduction that can avoid the defects of reduct notions defined

in previous literatures. We also supplied the method to obtain the 𝛽-complement reduct

using a decision table splitting algorithm, and finally demonstrated the feasibility of our

approach with sample instances.

Chapter 4 based on [30]) introduced an approach to quickly determine the RBF

centers for an RBFNN model in feature learning with RBFNN. An eigenvector based

clustering method is employed to calculate the RBF centers in the input feature space.

RBF centers for the RBFNN model thus can be determined very quickly by calculating

the principal components of the data matrix instead of the iterative calculation process

of k-means clustering. After that, the connecting weights of the network can be easily

obtained via either pseudo-inverse solution or the gradient descent algorithm. To eval-

uate the proposed approach, the performance of RBFNNs trained via different training

schemes is compared in the experiments. It shows that the proposed method greatly re-

duces the training time of an RBFNN while allowing the RBFNN to attain a comparable

accuracy result.

Chapter 5 (partly based on [31] ) studies the fusion representation of features

among data from different domain with deep NN. It aimed to utilize multi-layer neu-

ral network on the feature representation of univariate and cross-domain time series

weather records. By training up the forecasting model in the represented feature space,

the weather forecasting accuracy was expected to be enhanced. Specifically, the pro-

posed work firstly explored the potential of the multi-layer neural network for the fea-

ture representation of the univariate time series weather data. Based on the findings, sev-

eral models were consequently employed for the fusing representation of multi-domain



12

weather data so that the weather prediction accuracy could be enhanced in advance.

Chapter 6 studies a fact that feature representation cannot only affect the perfor-

mance of employed computational models, but also related to other aspects of a certain

machine learning applications, e.g., the number of necessary training samples. A novel

data reduction approach that is highly related to the features of a date set is proposed.

Chapter 7 concludes the thesis.



Chapter 2

Literature Review

Feature representation is one of the most important research topics in machine

learning. As mentioned in previous chapters, in machine learning, representation of

features means mapping the raw data into a new feature space that can be effectively

exploited in machine learning tasks. In most real-life applications, the most common

usage of feature representation is simply to lower the number of dimensions to (1) ex-

tract or emphasize the useful information and remove the noises and (2) to reduce the

computation burden and speed up the analysis. For image processing and natural lan-

guage processing application, the multi-layer NN has become the dominating feature

presentation approach.

2.1 Feature reduction

Feature reduction is to find a subset of the original feature collection of a data set.

Motivated by identifying the key characteristics of a data set and saving the compu-

13
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tational resources, researchers did lots of efforts to use as few features as possible to

solve a certain machine learning problem while keeping the high performance of the

employed intelligence model.

Many supervised and unsupervised approaches are proposed for solving the fea-

ture reduction problem for different applications with different types of data in earlier

studies. Principal Component Analysis (PCA) may be the most widely used feature

reduction algorithm in many real applications. It can be used for any type of data set

including data mining and statistics applications in different fields.

Using statistical information to filter the feature set is the most basic feature re-

duction approach, especially for data sets with Discrete values [32]. The statistic infor-

mation including the distance metrics, correlation, mutual information, and consistency

metrics. The features are kept or removed according to the value of these criteria. Wrap-

ping is another basic family of feature reduction approaches [33]. When using this kind

of approach, different subsets of the feature collection are obtained according to some

given method, and the one by which the employed model provides the best performance

is chosen as the reduced feature collections.

Many data reduction algorithms are embedded in the employed classification or

regression models of the machine learning application [34]. The family of decision

trees is one of the most popular machine learning models for classification, it’s also

widely used to select a subset of features. Especially, the C4.5 and CART algorithms

of decision trees can support the feature reduction of data sets with both continuous and

discontinuous values.

Another important family of embedding data reduction approach is adding R-1

norm as a penalty term in the loss function of the employed computational model. Least
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Absolute Shrinkage and Selection Operator (LASSO) [24], as the representative algo-

rithm of this family of approaches, can make the coefficients of the less important fea-

tures decay to 0, this is also considered as an adaptive sparse representation of the data

set.

Neural network (NN) based algorithms are another important family of feature

reduction approach. By reducing the number of hidden neurons of a certain hidden-

layer to less than the original number of input features, the original features are linearly

combined according to different weights and nonlinearly transformed to some other

forms [35, 36]. One main superiority of NN based approaches is the university, which

means they can be used for any type of applications and offer acceptable results, another

great advantage of using NNs is considering the correlation relationship among features,

both in linearly and nonlinearly. Decision tree-related approaches usually based on the

assumption that the features involved in machine learning applications are independent

with each other, but in the real world, things are often more complicated. The shortage of

NN based methods is lacking interpretability after the linear combination and nonlinear

transformation in the hidden neurons.

2.1.1 Multi-layer Neural network based feature representation

The family of Multi-layer NNs, well known as deep learning [8], is currently the

most popular research topics in machine learning. For its unprecedented success in both

academia and industry. It worth a section to review the related works of this family of

feature representation algorithm.

The theoretical foundation of multi-layer NN is proposed in 1989 [37]. AS a uni-

versal approximator, a feedforward network with a single layer is sufficient to represent
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any function, but the layer may be infeasibly large and may fail to learn and generalize

correctly. In many circumstances, using deeper models can reduce the number of units

required to represent the desired function and can reduce the amount of generalization

error. Also in 1989, Yan Lecun verified the backpropagation(BP) applied to Handwrit-

ten Zip Code Recognition by using LeNet [38]. This proves that there are advantages to

extracting local features and combining them into more advanced features (high-level

features). By forcing hidden neurons to combine with local sources of information, it is

easy to build such knowledge into a network. Since the key information can be hidden

in features of a data set, using a feature detector to learn features from every input of a

certain layer is a wise approach. Some features should be kept so that the detector in the

next layer can learn more advance representations of the features.

Although the theoretical foundation of deep learning was given in the 1980s, it

was not widely used before 2006 [39]. The complex architecture will lead the overfit-

ting problem for smaller data set, and the Gradient vanishing problem of multi-layer

architecture makes it hard to train. The first acknowledged success of the multi-layer

architecture is the deep belief network (DBN) by Hinton in 2006. Hinton proposed a so-

lution to the gradient vanishing problem in multi-layer NN training [26]: unsupervised

pre-training in layer-wise initializes the weight firstly and then supervised fine-tuning,

and in 2011, Rectified linear units (Relu) is proposed as the activation function for the

non-linear representation of the features and proved can effectively suppress the Gradi-

ent vanishing problem [40].

Many famous structures were soon proposed after 2012. By using Relu, AlexNet

was proposed that using an end-to-end training approach while using dropout to partly

solve the overfitting problem [41]. Deep Residual Net was proposed in 2015 [42]. This

network can solve the degradation problem by using an identity shortcut connection so
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that the performance of the network can improve continuously while the architecture of

the network becomes deeper and deeper. That means more advance representation of

features can be learned.

Although multi-layer NN has obtained great success in the past ten years, there

are still limitations. Applications with image data and corpus data can obtain great

profit from feature representation by NN with deep architectures. However, little study

about deep learning for applications with other types of data was reported. In real-life

scenarios, the features are often in more complicated conditions, traditional methods are

still widely used in many fields.
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Chapter 3

Discrete Value Feature Selection

Discrete value is the basic type of feature values, however, currently, little work

focuses on the feature learning problem of the discrete value feature. Discrete value

is very common in some important applications, for example in bioinformatics, the se-

quencing analysis results of gene expression are usually in discrete form. In this chapter,

the Rough Set (RS) is discussed as an efficient approach for feature learning of discrete

value features.

Rouge Set (RS) theory has been developed dramatically since its introduction by

Pawlak in 1982 [43]. It provides a formal methodology aiming at data analysis problems

that involve uncertain, imprecise or incomplete information, and has had widespread

success in many artificial intelligence research fields. However, when the given infor-

mation contains some errors, such as missing information and classification abnormal-

ities or the given Decision Table (DT) is derived from a relatively smaller data set, the

obtained results of the classical RS model cannot always perform well and shows a

poor generalization ability [44]. The Variable Precision Rough Set (VPRS) [44] model

19
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was consequently proposed by ziarko in 1993. The VPRS is one of the most impor-

tant extensions of the RS which has been proved to be capable of efficiently solving the

mentioned disadvantage of the RS model [45, 46] . By introducing a threshold 𝛽, the

standard inclusion relation in RS is extended to majority inclusion relation in VPRS and

data patterns can be analyzed from the perspective of statistics.

For both classical RS model and VPRS model, one of the core problems is to find

some particular subsets of the attributes collection. Attributes out of such subsets can be

deemed as redundant and removed without causing deterioration of classification quality

and inducing brief decision rules inherent in the given tables [47–49]. These subsets of

attributes are called the reduct of a RS or VPRS model. By calculating the reduct, nec-

essary attributes are identified and redundant information can be removed. For classical

RS model, the definition of reduct is uncontroversial [50]. Accordingly, previous inves-

tigations about the reduct problem in RS model have mainly focused on the algorithm of

calculating reduct [50, 51]. Different with the classical RS model, in VPRS model, the

definition of the reduct has been revised many times in previous investigations. Ziarko

defined the 𝛽-reduct first [44], but unfortunately, subsequent researches reported that

decision rule conflict will occur when using Ziarko’s reduct definition [52–54]. Then a

new definition called 𝛽-distribution reduct in VPRS is proposed [47,53]. Different with

the 𝛽-reduct that only requires the consistency of classification quality degree between

the original DT and the reduct, the 𝛽-distribution reduct is a more rigorous definition

that can avoid the decision rule conflict by keeping 𝛽-positive regions of the original DT

consistent.

This study presents a further investigation on the reduct problem in VPRS model.

In our investigation, we focus on the limitation of the 𝛽-distribution reduct and try to

develop the reduct definition by considering the consistent property of a certain DT in
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VPRS model. Firstly, we use examples to demonstrate that although the 𝛽-distribution

reduct can keep the decision rule consistent, it still has the risk to lose hidden informa-

tion of the original DT and weaken the system’s hidden classification ability. To deal

with this problem, we extend the traditional consistent notion to a 𝛽-consistent notion

for a DT in VPRS model, and analyze the relationship between the 𝛽-consistent notion

and different definitions of reduct. Based on this analysis, a 𝛽-complete reduct notion

is proposed. The 𝛽-complete reduct is shown not only can keep the decision rule con-

sistent but also avoid the weakening of the system’s hidden classification ability. We

also give a decision table splitting algorithm for obtaining the proposed 𝛽-complement

reduct. All of the notions and investigations in this chapter can help develop the VPRS

model further.

In the next section, we briefly review the classical RS and VPRS models. In Section

3.2, we discuss the previous definitions of reduct in VPRS and show their limitations.

The newly proposed 𝛽-consistent notion is introduced in Section 3.3; and in Section 3.4,

we analyze the relationship between the 𝛽-consistent notion and different definition of

reduct; We propose the 𝛽-complete reduct and present the algorithm in Section 3.5. The

last section gives the conclusion and possible work in future.

3.1 Preliminaries

In this section, some fundamental knowledge about RS and VPRS will be intro-

duced for convenience in presenting our investigation.

A DT is characterized by a 4-tuple 𝑆 = 〈𝑈, 𝐴 = 𝐶 ∪ 𝐷,𝑉, 𝑓 〉, where 𝑈 =

{𝑥1,𝑥2, ...𝑥𝑛} denotes a nonempty finite set called universe, 𝐴 is a nonempty finite set
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of attributes that contains condition attribute set 𝐶 = {𝑐1, 𝑐2, · · · 𝑐𝑘 } and decision at-

tribute set 𝐷 = {𝑑1, 𝑑2, · · · 𝑑ℎ}, where 𝐶 ∩ 𝐷 = ∅. 𝑉 = ∪𝛼∈𝐶∩𝐷 and 𝑉𝛼 is the 𝑑𝑜𝑚𝑎𝑖𝑛

of the attributes 𝛼, notice that here the term ‘𝛼’ can be either condition attributes or

decision attributes . 𝑓 : 𝑈 × 𝐴 → 𝑉 is a total function such that 𝑓 (𝑥, 𝛼) ∈ 𝑉𝛼 for every

𝑥 ∈ 𝑈 and 𝛼 ∈ 𝐴, called an information function. e.g. 𝑓 (𝑥𝑖 , 𝛼 𝑗) = 𝑣 means that in this

DT, w.r.t.a certain attribute 𝛼 𝑗 , the element 𝑥𝑖 has the value 𝑣.

Given an arbitrary non-empty subset 𝐵 ⊆ 𝐴, an indiscernibility relation is defined

as:

𝐼𝑁𝐷 (𝐵) = {(𝑥𝑖 , 𝑥 𝑗) ∈ 𝑈 ×𝑈
�� 𝑓 (𝑥𝑖 , 𝛼) = 𝑓 (𝑥 𝑗 , 𝛼) ,∀𝛼 ∈ 𝐵} (3.1)

𝐼𝑁𝐷 (𝐵) partial 𝑈 into a family of disjoint subsets 𝑈/𝐼𝑁𝐷 (𝐵) called a quotient

set of𝑈:

𝑈/𝐼𝑁𝐷 (𝐵) = { [𝑥]𝐵 | 𝑥 ∈ 𝑈} (3.2)

where [𝑥]𝐵 denotes equivalence class determined by 𝑥 w.r.t. 𝐼𝑁𝐷 (𝐵), i.e., :[𝑥]𝐵 =

{ 𝑦 ∈ 𝑈 | (𝑦, 𝑥) ∈ 𝐼𝑁𝐷 (𝐵)}

Then for a DT, we can define the equivalence classes determined by condition

attribute set 𝐶 and equivalence classes determined by the decision attribute set 𝐷 re-

spectively as follows:

{𝐶𝑖 , 𝑖 = 1, 2, · · · , 𝑚} = { [𝑥]𝐶
�� 𝑥 ∈ 𝑈} (3.3)

{𝐷 𝑗 , 𝑗 = 1, 2, · · · , 𝑛} = { [𝑥]𝐷 | 𝑥 ∈ 𝑈} (3.4)

Especially, 𝐷 𝑗 is called the decision class.
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In classical RS model, For 𝐶, the lower and upper approximations of 𝐷 𝑗 can be

respectively defined as:

𝐶 (𝐷 𝑗) = {𝑥
��[𝑥]𝐶 ⊆ 𝐷 𝑗 } (3.5)

𝐶 (𝐷 𝑗) = {𝑥
��[𝑥]𝐶 ∩ 𝐷 𝑗 ≠ ∅} (3.6)

and the positive region is defined as 𝑃𝑂𝑆𝐶 (𝐷 𝑗) = 𝐶 (𝐷 𝑗)

A VPRS model was proposed as an important extension of classical RS model,

which gives a less rigour definition of the inclusion relation in eq.(5) and eq.(6) to make

the classical RS model more fault tolerant [44,50]. In VPRS model, for a given precision

parameter value 𝛽 ∈ (0.5, 1], we denote:

𝐶𝛽 (𝐷 𝑗) =
⋃

{𝑥 ∈ 𝐶𝑖
��𝜔(𝐶𝑖 , 𝐷 𝑗) ≥ 𝛽 } (3.7)

𝐶
𝛽 (𝐷 𝑗) =

⋃
{𝑥 ∈ 𝐶𝑖

��𝜔(𝐶𝑖 , 𝐷 𝑗) >1 − 𝛽 } (3.8)

where 𝜔 is the inclusion degree function defined as:

𝜔(𝑋,𝑌 ) =


|𝑋∩𝑌 |
|𝑋 | , |𝑋 | > 0,

0, |𝑋 | = 0.
(3.9)

and the 𝛽-positive region of 𝐷 𝑗 w.r.t. 𝐶 is 𝑃𝑂𝑆𝛽
𝐶
(𝐷 𝑗) = 𝐶𝛽 (𝐷 𝑗).

Since 𝛽 > 0.5, the less rigour inclusion relation in VPRS model is called the

majority inclusion relation that is seen as the heart of the VPRS model.

When 𝛽 = 1, the VPRS model is equal to a classical RS mode [44].



24 3.2. ATTRIBUTES REDUCTION IN VPRS MODEL

A notion called the classification quality degree (or called the degree of dependence

of decision attribute set 𝐷 w.r.t. condition attribute set 𝐶) is applied to measure the

classification quality in classical RS model. If the decision attribute set 𝐷 divides 𝑈

into 𝑛 decision classes, the classification quality degree w.r.t a certain attribute set 𝐶 is:

𝜎𝐶 (𝐷) =

����� 𝑛∑𝑗=1
𝐶 (𝐷 𝑗)

�����
|𝑈 | (3.10)

Similarly, in VPRS model, when a precision parameter 𝛽 is given, the classification

quality degree is:

𝜎
𝛽

𝐶
(𝐷) =

����� 𝑛∑𝑗=1
𝐶𝛽 (𝐷 𝑗)

�����
|𝑈 | (3.11)

Positive regions and classification quality degree reflect the knowledge of a certain

information system from the perspective of quality and quantity respectively [44, 54].

3.2 Attributes reduction in VPRS model

This section briefly introduces the previous definitions of reduct in VPRS model,

and more importantly, we will show the limitation of the presently used 𝛽-distribution

reduct in this section.

3.2.1 The 𝛽-reduct and its limitation in VPRS model

The quality of classification is often used to measure the classification ability of

a DT. Nevertheless, the final rule inference is based on the concrete objects in positive
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region. In classical RS model, the monotonicity of classification quality and positive

region are uniform during the procedures of attribute reduction [55]. Accordingly, the

same classification quality degree implies the consistency of positive region in classical

RS model [50]. However, in VPRS model, these monotonicity properties will not be

satisfied any more, therefore the same classification quality may result in different 𝛽-

positive regions [54]. i.e., the final decision rules extracted from the reduct maybe in

conflict with those extracted from the original DT under the same classification quality

degree [52, 53, 55].

Definition 1: For a DT 𝑆 = (𝑈, 𝐴 = 𝐶 ∪ 𝐷,𝑉, 𝑓 ) in VPRS model with precision

parameter 𝛽, 𝐵 ⊆ 𝐶, if:

∀𝛼 ∈ 𝐵, 𝜎𝛽
𝐵−{𝛼} ≠ 𝜎

𝛽

𝐶
(3.12)

𝜎
𝛽

𝐵
(𝐷) = 𝜎𝛽

𝐶
(𝐷) (3.13)

such a subset 𝐵 is called a 𝛽-reduct of 𝐶 under the precision 𝛽, defined by Ziarko [44].

However, under some circumstances, the 𝛽-reduct, based on the equalization of

classification quality degree, have to face the inconsistent problem. Some conflicts will

be generated between the decision rules extracted from the original DT and the decision

rules extracted from the obtained reduct. An example is shown in Table 3.1.

In sample DT 1, 𝑜1, 𝑜2, . . . , 𝑜7 are the elements in the universe,𝐶 = {𝛼1, 𝛼2, 𝛼3, 𝛼4}

is the condition attribute set of this DT, and 𝐷 = {𝑑} is the decision attribute set. The

values in the table are the attribute values of the corresponding elements. We have:

𝐷1 = {𝑜1, 𝑜2, 𝑜3},

𝐷2 = {𝑜4, 𝑜5, 𝑜6, 𝑜7},
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Table 3.1. Sample DT 1

𝑈 𝛼1 𝛼2 𝛼3 𝛼4 𝑑

𝑜1 0 1 1 1 1
𝑜2 1 1 1 1 1
𝑜3 1 1 0 0 1
𝑜4 0 1 0 1 0
𝑜5 1 1 1 1 0
𝑜6 1 0 1 0 0
𝑜7 1 1 1 1 0

Table 3.2. 𝛽-reduct DT of sample DT 1

𝑈 𝛼2 𝛼4 𝑑

𝑜1 1 1 1
𝑜2 1 1 1
𝑜3 1 0 1
𝑜4 1 1 0
𝑜5 1 1 0
𝑜6 0 0 0
𝑜7 1 1 0

as decision classes determined by 𝑑; and:

𝐶1 = {𝑜1},

𝐶2 = {𝑜2, 𝑜5, 𝑜7},

𝐶3 = {𝑜3},

𝐶4 = {𝑜4},

𝐶5 = {𝑜6},

are equivalent classes determined by 𝐶.

Setting 𝛽 = 0.59, we can see that 𝐵 = {𝛼2, 𝛼4} is a 𝛽-reduct of sample DT 1 since

it is easy to calculate 𝜎0.59
𝐵

(𝐷) = 𝜎0.59
𝐶

(𝐷) = 1. The DT in Table 3.2 is the 𝛽-reduct DT

of the sample DT 1 in Table 3.1.
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Although the classification quality degree values of the two DT are equal, from the

𝛽-reduct DT in table 3.2, we can obtain:

𝑃𝑂𝑆0.59
𝐶 (𝐷1) = 𝐶0.59(𝐷1) = {𝑜1, 𝑜3},

𝑃𝑂𝑆0.59
𝐶 (𝐷2) = 𝐶0.59(𝐷2) = {𝑜2, 𝑜5, 𝑜7, 𝑜4, 𝑜6},

and:

𝑃𝑂𝑆0.59
𝐵 (𝐷1) = 𝐵0.59(𝐷1) = {𝑜3},

𝑃𝑂𝑆0.59
𝐵 (𝐷2) = 𝐵0.59(𝐷2) = {𝑜1, 𝑜2, 𝑜4, 𝑜5, 𝑜7, 𝑜6},

which show that the 𝛽-positive regions are changed in the reduct 𝐵 = {𝛼2, 𝛼4}.

Specifically, from the obtained 𝛽-reduct 𝐵 = {𝛼2, 𝛼4}, we can extract the following

decision rule: (𝛼2, 1) ∧ (𝛼4, 1) → (𝑑, 0), which is supported by 𝑜1, 𝑜2, 𝑜4, 𝑜5 and 𝑜7,

when 𝛽 = 0.59.

This is in conflict with the decision rule in the original DT: (𝛼1, 0) ∧ (𝛼2, 1) ∧

(𝛼3, 1) ∧ (𝛼4, 1) → (𝑑, 1), supported by 𝑜1, when 𝛽 = 0.59. So we can see that the

𝛽-reduct may generate conflict classifcation information with the original DT.

3.2.2 The 𝛽-distribution reduct and its limitation

Since the 𝛽-reduct may lead to conflict problems, a 𝛽-distribution reduct has been

proposed by Mi in subsequent research and widely used currently [53].

Definition 2: Given a DT 𝑆 = (𝑈, 𝐴 = 𝐶 ∪𝐷,𝑉, 𝑓 ) in VPRS model with precision

parameter 𝛽, 𝐵 ⊆ 𝐶, 𝐵 is a reduct of 𝐶 if:

∀𝛼 ∈ 𝐵, 𝐿𝛽
𝐶
≠ 𝐿

𝛽

𝐵−{𝛼} (3.14)
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Table 3.3. Sample DT 2

𝑈 𝛼1 𝛼2 𝛼3 𝛼4 𝛼5 𝑑

𝑥1 1 1 1 1 1 1
𝑥2 1 1 0 1 1 1
𝑥3 0 0 1 0 0 1
𝑥4 1 1 2 1 1 1
𝑥5 1 1 0 1 0 2
𝑥6 1 1 0 1 1 2
𝑥7 0 0 1 2 1 2
𝑥8 1 1 0 1 1 2
𝑥9 1 1 2 1 1 2
𝑥10 1 0 2 1 1 3
𝑥11 1 0 2 1 1 4

𝐿
𝛽

𝐵
= 𝐿

𝛽

𝐶
(3.15)

where 𝐿 is used to denote the collection of 𝛽-positive regions, 𝐿𝛽
𝐵
= (𝐵𝛽 (𝐷1), 𝐵𝛽 (𝐷2), · · · , 𝐵𝛽 (𝐷𝑛))

and 𝐿𝛽
𝐶
= (𝐶𝛽 (𝐷1), 𝐶𝛽 (𝐷2), · · · , 𝐶𝛽 (𝐷𝑛)).

From the definition, in VPRS, a 𝛽-distribution reduct is also a 𝛽-reduct, because

that according to eq.(11), if eq.(15) is true, eq.(13) must be true. but conversely, a 𝛽-

reduct is not definitely a 𝛽-distribution reduct: in the sample DT 1, 𝐵 = {𝛼2, 𝛼4} is a

𝛽-reduct, but not a 𝛽-distribution reduct.

Obviously, the 𝛽-distribution reduct is a more rigorous definition than the Ziarko’s

definition and can ensure the consistency of the 𝛽-positive regions after the reduction.

However, in our investigation, we find that the 𝛽-distribution reduct also has limitations.

The sample DT 2 in Table 3.3 is an example.

In sample DT 2, set 𝛽 = 0.6, we have:
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𝐷1 = {𝑥1, 𝑥2, 𝑥3, 𝑥4},

𝐷2 = {𝑥5, 𝑥6, 𝑥7, 𝑥8, 𝑥9},

𝐷3 = {𝑥10},

𝐷4 = {𝑥11},

as decision classes. In the meanwhile, for condition attributes set 𝐶 we have equivalent

classes:

𝐶1 = {𝑥1},

𝐶2 = {𝑥2,𝑥6,𝑥8},

𝐶3 = {𝑥3},

𝐶4 = {𝑥4, 𝑥9},

𝐶5 = {𝑥5},

𝐶6 = {𝑥7}

𝐶7 = {𝑥10, 𝑥11}.

For 𝐵 = {𝛼3,𝛼4}, we can obtain equivalent classes:

𝐵1 = {𝑥1},

𝐵2 = {𝑥2, 𝑥5, 𝑥6, 𝑥8},

𝐵3 = {𝑥3},

𝐵4 = {𝑥4,𝑥9, 𝑥10, 𝑥11},

𝐵5 = {𝑥7}.

Consequently, it is easy to calculate that:

𝑃𝑂𝑆0.6
𝐵 (𝐷1) = 𝐵0.6(𝐷1) = {𝑥1, 𝑥3},

𝑃𝑂𝑆0.6
𝐵 (𝐷2) = 𝐵0.6(𝐷2) = {𝑥2, 𝑥5, 𝑥7, 𝑥6, 𝑥8},

𝑃𝑂𝑆0.6
𝐵 (𝐷3) = 𝐵0.6(𝐷3) = ∅,

𝑃𝑂𝑆0.6
𝐵 (𝐷4) = 𝐵0.6(𝐷4) = ∅,

in the meanwhile, we also have:



30 3.2. ATTRIBUTES REDUCTION IN VPRS MODEL

𝑃𝑂𝑆0.6
𝐶 (𝐷1) = 𝐶0.6(𝐷1) = {𝑥1, 𝑥3},

𝑃𝑂𝑆0.6
𝐶 (𝐷2) = 𝐶0.6(𝐷2) = {𝑥2, 𝑥5, 𝑥7, 𝑥6, 𝑥8},

𝑃𝑂𝑆0.6
𝐶 (𝐷3) = 𝐶0.6(𝐷3) = ∅,

𝑃𝑂𝑆0.6
𝐶 (𝐷4) = 𝐶0.6(𝐷4) = ∅.

So we have 𝐿𝛽
𝐵
= 𝐿

𝛽

𝐶
. Accordingly, 𝐵 = {𝛼3,𝛼4} is a 𝛽-distribution reduct of 𝐶 when

𝛽 = 0.6.

Now the problem comes. Observing the original DT in Table 3.3, when 𝛽 = 0.6,

we can extract two special decision rules:

(𝛼1, 1) ∧ (𝛼2, 0) ∧ (𝛼3, 2) ∧ (𝛼4, 1) ∧ (𝛼5, 1) → (𝑑, (1𝑜𝑟2)), supported by 𝑥4 and

𝑥9;

(𝛼1, 1) ∧ (𝛼2, 0) ∧ (𝛼3, 2) ∧ (𝛼4, 1) ∧ (𝛼5, 1) → (𝑑, (3𝑜𝑟4)), supported by 𝑥10 and

𝑥11;

After the attributes reduction, we can extract:

(𝛼3, 2) ∧ (𝛼4, 1) → (𝑑, (1𝑜𝑟2𝑜𝑟3𝑜𝑟4)), supported by 𝑥4, 𝑥9, 𝑥10 and 𝑥11.

When in a certain decision rule, the decision attribute can get varied values, we

say the conflict happens in the decision part of the decision rule. In this chapter, for

convenience in presentation, we denote such conflict decision part of the decision rule

as (𝑑, ∅).

In both of the original DT and the 𝛽-distribution reduct, when 𝛽 = 0.6, 𝑥4, 𝑥9, 𝑥10

and 𝑥11 all support that (𝛼3, 2) ∧ (𝛼4, 1) → (𝑑, ∅). Specifically, in the original DT, we

can observe that when 𝑓 (𝑥𝑖 , 𝛼2) = 0, there is (𝛼3, 2) ∧ (𝛼4, 1) → (𝑑, (1𝑜𝑟2)), and when

𝑓 (𝑥𝑖 , 𝛼2) = 1, the decision rule is (𝛼3, 2) ∧ (𝛼4, 1) → (𝑑, (3𝑜𝑟4)), that means the 𝛼2

cannot be simply considered as a redundant attribute, it has some hidden classification
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ability that the attributes in the 𝛽-distribution reduct don’t have. But in the 𝛽-distribution

reduct, the attributes 𝛼2 is excluded.

The problem is generated in the process of calculating the 𝛽-distribution reduct:

both of the two conditions, (𝛼3, 2) ∧ (𝛼4, 1) → (𝑑, (1𝑜𝑟2)) and (𝛼3, 2) ∧ (𝛼4, 1) →

(𝑑, (3𝑜𝑟4)), are considered as (𝛼3, 2) ∧ (𝛼4, 1) → (𝑑, ∅) in general, because the value

of 𝑑 is in conflict. But actually, they are different because when 𝑓 (𝑥𝑖 , 𝛼2) = 1 , 𝑥𝑖

with (𝛼3, 2) ∧ (𝛼4, 1) has 50% probability to be classified in 𝐷1 and 50% probability to

be classified in 𝐷2, and when 𝑓 (𝑥𝑖 , 𝛼2) = 0 , this sample point with (𝛼3, 2) ∧ (𝛼4, 1)

has 50% probability to be classified in 𝐷3 and 50% probability to be classified in 𝐷4.

Accordingly, 𝛼2 also contains necessary classification information of the DT, it should

NOT be considered as a redundant attribute and removed from the 𝛽-distribution reduct.

From the above analysis, we can see that although the 𝛽-distribution reduct is a

more rigorous definition than the 𝛽-reduct and can make sure the consistency of the

𝛽-positive regions after the reduction in order to avoid the decision rule conflict, it still

has the limitations that it may exclude some necessary attributes, e.g. 𝛼2 in sample

DT 2. This limitation is generated due to those sample points with conflict decision

rules. These samples are all considered as with a conflict decision rule (𝑑, ∅), and the

𝛽-distribution reduct thus ignores the differences among different conflict conditions.

This may lead to the loss of some hidden classification information or knowledge in the

original information system and weaken the system’s classification ability.
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3.3 𝛽-consistent notion for a DT in VPRS

We have illustrated with examples that, in VPRS model, the current definitions of

reduct all have limitations. For further investigation about the reduct in VPRS model, in

this section, a 𝛽-consistent notion for a DT in VPRS is proposed first.

3.3.1 The consistent DT

In classical RS model, given a DT 𝑆 = (𝑈, 𝐴 = 𝐶 ∪ 𝐷,𝑉, 𝑓 ), 𝑓 : 𝑈 × 𝐴 → 𝑉 is

the information function such that 𝑓 (𝑥, 𝛼) ∈ 𝑉𝛼 for every 𝑥 ∈ 𝑈 and 𝛼 ∈ 𝐴 as defined

in Section II.

Definition 3: A DT is a consistent DT [56] if ∀𝑥, 𝑦 ∈ 𝑈 where 𝑥 ≠ 𝑦, we have:

𝑓 (𝑥, 𝐶) = 𝑓 (𝑦, 𝐶) ⇒ 𝑓 (𝑥, 𝐷) = 𝑓 (𝑦, 𝐷). (3.16)

This consistency property can be also represented from the indiscernibility relation

aspect: given a DT 𝑆 = (𝑈, 𝐴 = 𝐶 ∪ 𝐷,𝑉, 𝑓 ), we say this DT is consistent if:

𝐼𝑁𝐷 (𝐶) ⊆ 𝐼𝑁𝐷 (𝐷). (3.17)

However, in VPRS model, because the majority inclusion relation is taken into

consideration, determining requirement of whether a certain DT is consistent becomes

complicated. Some initially inconsistent DT in RS model can be re-evaluated in VPRS

model. Under VPRS models with different 𝛽 values, a certain DT may change its con-

sistency property. In the next section of this chapter, a new notion called 𝛽-consistency

is proposed for VPRS model.
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3.3.2 The 𝛽-consistent DT

Given a DT 𝑆 = (𝑈, 𝐴 = 𝐶 ∪ 𝐷,𝑉, 𝑓 ) and a precision parameter 𝛽, ∀𝑥, 𝑦 ∈ 𝑈, 𝑥 ≠

𝑦, for a certain equivalent class 𝐶𝑖 , if 𝑥 ∈ 𝐶𝑖 , 𝑦 ∈ 𝐶𝑖 , ∃𝐷 𝑗 satisfies that 𝑥 ∈ 𝑃𝑂𝑆𝛽
𝐶
(𝐷 𝑗),

𝑦 ∈ 𝑃𝑂𝑆𝛽
𝐶
(𝐷 𝑗), then we define this DT is 𝛽-consistent under the precision 𝛽.

Definition 4: A DT is a 𝛽-consistent DT in VPRS model if ∀𝑥, 𝑦 ∈ 𝑈 where 𝑥 ≠ 𝑦,

we have:

𝑓 (𝑥, 𝐶) = 𝑓 (𝑦, 𝐶) ⇒ 𝑥, 𝑦 ∈ 𝑃𝑂𝑆𝛽
𝐶
(𝐷 𝑗) (3.18)

Based on this definition, while given a precision parameter 𝛽 , some inconsistent

DT in RS becomes 𝛽-consistent in VPRS. The sample DT 1 in Table 3.1 is an example,

obviously, it is an inconsistent DT: for sample points 𝑜2 and 𝑜5, we have 𝑜2 ∈ 𝐶2 and

𝑜5 ∈ 𝐶2, i.e., 𝑓 (𝑜2, 𝐶) = 𝑓 (𝑜5, 𝐶), but in the meanwhile, 𝑜2 ∈ 𝐷1, 𝑜5 ∈ 𝐷2, i.e.,

𝑓 (𝑜2, 𝐷) ≠ 𝑓 (𝑜5, 𝐷), which is in conflict with eq.16, so the DT in Table 3.1 is not

consistent.

However,when we analyze the same DT in VPRS model, setting a precision pa-

rameter 𝛽 = 0.59, we have equivalent classes:

𝐶1 = {𝑜1},

𝐶2 = {𝑜2, 𝑜5, 𝑜7},

𝐶3 = {𝑜3},

𝐶4 = {𝑜4},

𝐶5 = {𝑜6},

and decision classes:

𝐷1 = {𝑜1, 𝑜2, 𝑜3},

𝐷2 = {𝑜4, 𝑜5, 𝑜6, 𝑜7}.
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So we have:

𝑃𝑂𝑆0.59
𝐶

(𝐷1) = 𝐶0.59(𝐷1) = {𝑜1, 𝑜3},

𝑃𝑂𝑆0.59
𝐶

(𝐷2) = 𝐶0.59(𝐷2) = {𝑜2, 𝑜5, 𝑜7, 𝑜4, 𝑜6}.

We can observe that, for any two elements in 𝑈 of sample DT 1, if they belong to the

same equivalent class 𝐶𝑖 , we can find a decision class 𝐷 𝑗 , and both of these two ele-

ments belong to 𝑃𝑂𝑆0.59
𝐶

(𝐷 𝑗). So, this DT is 𝛽-consistent when 𝛽 = 0.59 in VPRS

model.

Moreover, for the same DT in Table 3.1, if we set 𝛽 = 0.67, the 𝛽-consistent

property will change. When 𝛽 = 0.67, the 𝛽-positive region of 𝐷1 becomes:

𝑃𝑂𝑆0.67
𝐶

(𝐷1) = {𝑜1},

and the 𝛽-positive region of 𝐷2 is :

𝑃𝑂𝑆0.67
𝐶

(𝐷2) = {𝑜4, 𝑜6, 𝑜7},

we will observe that the elements 𝑜2, 𝑜5 and 𝑜7 in 𝐶2 cannot be included by positive

region of any 𝐷 𝑗 since that 𝜔(𝐶2, 𝐷1) = 2/3 < 0.67 and 𝜔(𝐶2, 𝐷2) = 1/3 < 0.67,

i.e., for 𝑜2, 𝑜5 and 𝑜7, we cannot find a decision class 𝐷 𝑗 to satisfy the requirement in

definition 4. So, when 𝛽 = 0.67, this DT is NOT a 𝛽-consistent DT (or 𝛽-inconsistent

DT for presentation convenience).

From the indiscernibility relation aspect, we say a DT is 𝛽-consistent meaning that

𝐼𝑁𝐷 (𝐶) and 𝐼𝑁𝐷 (𝐷) are not in conflict when the classification precision is not higher

than 𝛽 for this DT in VPRS model, and from the above instance, we can see that the

same DT may change its 𝛽-consistent property when the value of 𝛽 is changed.

Theorem 1: for two precision parameters 𝛽1 ∈ (0.5, 1] and 𝛽2 ∈ (0.5, 1], set

𝛽2 ≤ 𝛽1, if a certain DT is 𝛽1-consistent, it must be a 𝛽2-consistent DT.

Proof: from the definition, if a DT is 𝛽1-consistent, that means all the elements in
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each 𝐶𝑖 can be classified into a 𝛽1-positive region of a certain 𝐷 𝑗 , from the definition

of 𝛽-positive region, we may obtain that 𝜔(𝐶𝑖 , 𝐷 𝑗) = (
��𝐶𝑖 ∩ 𝐷 𝑗

��/ |𝐶𝑖 |) ≥ 𝛽1, since

𝛽2 ≤ 𝛽1, we can also obtain 𝜔(𝐶𝑖 , 𝐷 𝑗) ≥ 𝛽2. Accordingly, any element in 𝐶𝑖 also can

be classified into 𝛽2-positive region of a certain 𝐷 𝑗 . Thus this DT is also 𝛽2-consistent.

Moreover, from the definition, the 1-consistent notion in VPRS is equal to the

classical consistent notion. So the 𝛽-consistent notion can be considered as an extension

of classical consistent notion, and we can easily get the following deduction:

Deduction 1: a consistent DT must be a 𝛽-consistent DT, ∀𝛽 ∈ (0.5, 1].

For convenience in presentation of the following part, we firstly define other two

notions:

𝐺
𝛽

𝐶
(𝑥) = {𝐷 𝑗

���𝑥 ∈ 𝑃𝑂𝑆𝛽
𝐶
(𝐷j) }, 𝑥 ∈ 𝑈 (3.19)

𝑅𝛽 (𝐶𝑖) = {𝐺𝛽
𝐶
(𝑥) |𝑥 ∈ 𝐶𝑖 } (3.20)

From the definition, the elements in collection 𝑅𝛽 (𝐶𝑖) are constituted by the deci-

sion classes. For each 𝐶𝑖 , if any element in it also belongs to the 𝛽-positive region of a

certain decision class 𝐷 𝑗 , we put the decision class 𝐷 𝑗 into a corresponding collection

𝑅𝛽 (𝐶𝑖).

Theorem 2: when 𝛽 ∈ (0.5, 1],
��𝑅𝛽 (𝐶𝑖)�� ∈ {0, 1}, in other words,

��𝑅𝛽 (𝐶𝑖)�� < 2.

Proof: It easily to find the example of
��𝑅𝛽 (𝐶𝑖)�� = 0 and

��𝑅𝛽 (𝐶𝑖)�� = 1. Observe the

DT in Table 3.1, Set 𝛽 = 0.6, we can get 𝑅0.6(𝐶{𝑜1 }) = {𝐷1}, so
��𝑅0.6(𝐶{𝑜1 })

�� = 1, and

𝑅0.6(𝐶{𝑜2,𝑜3 }) = ∅, so
��𝑅0.6(𝐶{𝑜2,𝑜3 })

�� = 0.

Denote |𝐶𝑖 | = 𝑁 , if
��𝑅𝛽 (𝐶𝑖)�� = 2, setting 𝑅(𝐶𝑖) = (𝐷 𝑗′, 𝐷 𝑗′′), where 𝐷 𝑗′ ≠ 𝐷 𝑗′′.
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From eq. (4), we have 𝐷 𝑗′∩𝐷 𝑗′′ = ∅. Setting the number of elements in 𝐶𝑖 belonging to

𝐷 𝑗′ as 𝑚 and the number of elements in 𝐶𝑖 belonging to 𝐷 𝑗′′ as 𝑛, and, according to the

definition of 𝛽-positive region, 𝑚/𝑁 ≥ 𝛽, and 𝑛/𝑁 ≥ 𝛽, 0.5 < 𝛽 ≤ 1, so 𝑚/𝑁 > 0.5,

𝑛/𝑁 > 0.5, then we have (𝑚 + 𝑛)/𝑁 > 1, this is in conflict with 𝑚 + 𝑛 = 𝑁 . The

condition is similar when
��𝑅𝛽 (𝐶𝑖)�� = 3, 4, ...∞.

Theorem 2 shows that when the classification precision is larger than 0.5, one sam-

ple point can only support one decision rule.

From the definition of 𝑅𝛽 (𝐶𝑖), we can see that when given a certain 𝛽, if a DT is 𝛽-

consistent, ∀𝐶𝑖 ,
��𝑅𝛽 (𝐶𝑖)�� = 1; in the meanwhile, if in a DT, ∀𝐶𝑖 , we have

��𝑅𝛽 (𝐶𝑖)�� = 1,

this DT is 𝛽-consistent. Accordingly, in a DT:

��𝑅𝛽 (𝐶𝑖)�� = 1,∀𝐶𝑖 (3.21)

is the sufficient and necessary condition for that a DT is 𝛽-consistent. If in a DT, ∃𝐶𝑖 ,

where
��𝑅𝛽 (𝐶𝑖)�� = 0, we can deduce that this DT is 𝛽-inconsistent, and the equivalent

class 𝐶𝑖 with
��𝑅𝛽 (𝐶𝑖)�� = 0 is called undecidable equivalent class of this DT in our

investigation. Moreover, the number of undecidable equivalent class shows the number

of decision conflict conditions in the decision rules of a DT.

3.4 The relationships between the reducts and 𝛽-consistent

property of a DT in VPRS model

In the previous sections, we have already discussed different definitions of attribute

reduct in VPRS model: the 𝛽-reduct has already been proved to have limitations in
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previous investigations; moreover, our example in Table 3.3 has illustrated that the 𝛽-

distribution reduct also has limitations. Consequently, we proposed the definition of

𝛽-consistent property of a DT in VPRS model, which is an extension of the consistent

notion in classical RS model. In this section, we will analyze the relationship between

different definitions of reduct and the 𝛽-consistent property of a certain DT in VPRS.

If a DT is 1-consistent, the 𝛽-reduct is equal to the 𝛽-distribution reduct, where

𝛽 ∈ (0.5, 1].

If a DT is 1-consistent, that means for each equivalent class 𝐶𝑖 , ∃𝐷 𝑗 , where

(𝐶𝑖 ∩ 𝐷 𝑗)
/
𝐷 𝑗 = 1, in the meanwhile, in Theorem 2, we have proved that when 𝛽 ∈

(0.5, 1], any equivalent class can be classified into one decision class at most (
��𝑅𝛽 (𝐶𝑖)�� <

2). Therefore, ∀𝛽 ∈ (0.5, 1), 𝑃𝑂𝑆𝛽
𝐶
(𝐷 𝑗) = 𝑃𝑂𝑆1

𝐶 (𝐷 𝑗). So the VPRS model becomes

a classical RS model when the DT is 1-consistent.

In a classical RS model, as we mentioned above, the monotonicity of classification

quality and positive regions are uniform during the procedures of attributes reduction.

The same classification quality degree means the consistency of positive regions [50,55].

Accordingly, the 𝛽-reduct is equal to the 𝛽-distribution reduct, and the decision rule

conflict can be avoided in the reduction process.

If an inconsistent DT is 𝛽-consistent for 𝛽 ∈ (0.5, 1), the 𝛽-reduct may lead

to the decision rule conflict in VPRS model, while the 𝛽-distribution reduct can

keep the decision rule consistent with those in the original DT. Moreover, the 𝛽-

distribution reduct can also avoid the problem of loss hidden classification infor-

mation.

If a DT is inconsistent but 𝛽-consistent where 𝛽 ≠ 1, that means there are decision

conflicts in this DT initially, but these decision conflicts can be eliminated in VPRS
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model when the classification precision requirement is lower than 𝛽 as the majority

inclusion relation is less rigour than the standard inclusion relation.

For example, in Table 3.1, the sample DT 1, a decision rule conflict is generated by

𝑜2, 𝑜5 and 𝑜7:

(𝛼1, 1) ∧ (𝛼2, 1) ∧ (𝛼3, 1) ∧ (𝛼4, 1) → (𝑑, 1), supported by 𝑜2;

(𝛼1, 1) ∧ (𝛼2, 1) ∧ (𝛼3, 1) ∧ (𝛼4, 1) → (𝑑, 0), supported by 𝑜5 and 𝑜7.

This DT is obviously a inconsistent DT in RS model, But in VPRS model, when

we introduce 𝛽 = 0.59, since two of the three sample points have supported (𝑑, 0), so

the classification precision is 2/3 ≥ 0.59, the majority inclusion relation requirement

is satisfied, which means that in this conflict, the majority (𝑜5 and 𝑜7) of the three

samples support the latter decision rule. So this conflict can be eliminated and we use

the decision rule:(𝛼1, 1) ∧ (𝛼2, 1) ∧ (𝛼3, 1) ∧ (𝛼4, 1) → (𝑑, 0) in VPRS model. Further,

in general, for a originally inconsistent DT, if it is 𝛽-consistent where 𝛽 ∈ (0.5, 1), all

the decision conflicts can be eliminated under a certain classification precision 𝛽 like

this.

For such DT, as we discussed in Part A of Section III, the decision rules extracted

from the original DT may be in conflict with the decision rule extracted from the 𝛽-

reduct under some conditions. Therefore, for such DT, only calculating the 𝛽-reduct is

not enough.

On the other hand, for a 𝛽-consistent DT, the 𝛽-distribution reduct can not only

keep the classification quality degrees consistent but also keep the decision rules con-

sistent with the original DT: decision rules of a DT is determined by the positive re-

gions [55, 57], the 𝛽-distribution reduct requires the 𝛽-positive regions to be kept con-
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sistent after the attributes reduction, so the decision rules are also kept consistent in the

𝛽-reduct.

Additionally, if a DT is 𝛽-consistent, the 𝛽-distribution reduct of this DT can avoid

the risk of losing hidden information which we mentioned in Part B, Section III. As

we discussed above, the loss of hidden information is generated by neglecting the dif-

ferences among different decision conflicts. From the definition of 𝛽-consistent, in a

𝛽-consistent DT, for each equivalent class 𝐶𝑖 , ∃𝐷 𝑗 , where 𝐶𝑖 ⊆ 𝑃𝑂𝑆
𝛽

𝐶
(𝐷 𝑗). Thus, ∀𝐶𝑖

, a definite decision rule:
∧(𝑐, 𝑓 (𝐶𝑖 , 𝑐)) → (𝑑, 𝑓 (𝐷 𝑗 , 𝑑)). without any decision conflict

(e.g. the (𝑑, ∅) condition in sample DT 2) can be extracted. Therefore the 𝛽-distribution

reduct will not lose necessary hidden classification information or knowledge in the DT.

If a DT is 𝛽-inconsistent, 𝛽 ∈ (0.5, 1], use 𝑁 to denote the number of unde-

cidable equivalent classes, if 𝑁 = 1, the 𝛽-distribution reduct can keep the decision

rule consistent and will not lose information in the original DT.

As we discussed in previous section, the number of undecidable equivalent classes

reflects the number of decision conflict conditions of a DT. in the meanwhile, we have

discussed that the 𝛽-distribution reduct’s problem of loss of hidden classification in-

formation is generated because that, in the procedure of calculating the 𝛽-distribution

reduct, the differences among various conflicts are .

For a DT with 𝑁 = 1, i.e., there is only one undecidable equivalent class (defined

in Section IV), that means there is only one decision conflict in the decision rules of

the original DT. Setting this undecidable equivalent class as 𝐶𝑖 , according to eq.(3),

∀𝑥 ∈ 𝐶𝑖 , 𝑥 can support
∧(𝑐, 𝑓 (𝐶𝑖 , 𝑐)) → (𝑑, ∅); moreover, as there is only one deci-

sion conflict in the original DT, therefore, we need not consider the differences among

various conflicts. When calculating the reduct, we can consider ∅ as a special decision
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Table 3.4. Sample DT 3

𝑈 𝛼1 𝛼2 𝛼3 𝛼4 𝛼5 𝑑

𝑥1 1 1 1 1 1 1
𝑥2 1 1 0 1 1 1
𝑥3 0 0 1 0 0 1
𝑥4 1 1 2 1 1 1
𝑥5 1 1 0 1 0 2
𝑥6 1 1 0 1 1 2
𝑥7 0 0 1 2 1 2
𝑥8 1 1 0 1 1 2
𝑥9 1 1 2 1 1 2

class 𝐷 ∅ and set that ∀𝐷 𝑗 , 𝐷 𝑗 ≠ 𝐷 ∅. The sample DT 3 in Table 3.4 is an example.

In this DT, based on the values of the attributes, we have decision classes:

𝐷1 = {𝑥1, 𝑥2, 𝑥3, 𝑥4},

𝐷2 = {𝑥5, 𝑥6, 𝑥7, 𝑥8, 𝑥9}.

Also, we can obtain:

𝐶1 = {𝑥1},

𝐶2 = {𝑥2,𝑥6,𝑥8},

𝐶3 = {𝑥3},

𝐶4 = {𝑥4, 𝑥9},

𝐶5 = {𝑥5},

𝐶6 = {𝑥7}.

Set 𝛽 = 0.6. Observing the sample DT 3, we can see that 𝐶4 = {𝑥4, 𝑥9} is the

only undecidable equivalent class, so we denote 𝐶4 ⊆ 𝑃𝑂𝑆0.6
𝐶

(𝐷 ∅). Then we can see

{𝛼3, 𝛼4} is a 𝛽-distribution reduct for this DT 3. In the original DT, the decision rules

are:
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(𝛼1, 1) ∧ (𝛼2, 1) ∧ (𝛼3, 1) ∧ (𝛼4, 1) ∧ (𝛼5, 1) → (𝑑, 1), supported by 𝑥1;

(𝛼1, 1) ∧ (𝛼2, 1) ∧ (𝛼3, 0) ∧ (𝛼4, 1) ∧ (𝛼5, 1) → (𝑑, 2), supported by 𝑥2, 𝑥6 and 𝑥8;

(𝛼1, 0) ∧ (𝛼2, 0) ∧ (𝛼3, 1) ∧ (𝛼4, 0) ∧ (𝛼5, 0) → (𝑑, 1), supported by 𝑥3;

(𝛼1, 1) ∧ (𝛼2, 1) ∧ (𝛼3, 0) ∧ (𝛼4, 1) ∧ (𝛼5, 0) → (𝑑, 2), supported by 𝑥5;

(𝛼1, 0) ∧ (𝛼2, 0) ∧ (𝛼3, 1) ∧ (𝛼4, 2) ∧ (𝛼5, 1) → (𝑑, 2), supported by 𝑥7;

(𝛼1, 1) ∧ (𝛼2, 1) ∧ (𝛼3, 2) ∧ (𝛼4, 1) ∧ (𝛼5, 1) → (𝑑, (1𝑜𝑟2)), supported by 𝑥4 and

𝑥9.

After the reduction, the decision rules are:

(𝛼3, 1) ∧ (𝛼4, 1) → (𝑑, 1), supported by 𝑥1;

(𝛼3, 0) ∧ (𝛼4, 1) → (𝑑, 2), supported by 𝑥2, 𝑥5, 𝑥6 and 𝑥8;

(𝛼3, 1) ∧ (𝛼4, 0) → (𝑑, 1), supported by 𝑥3;

(𝛼3, 1) ∧ (𝛼4, 2) → (𝑑, 2), supported by 𝑥7;

(𝛼3, 2) ∧ (𝛼4, 1) → (𝑑, (1𝑜𝑟2)), supported by 𝑥4 and 𝑥9.

We can see that all the decision rules are kept consistent in the 𝛽-distribution reduct

of sample DT 3 and no necessary information is omitted.

If a DT is 𝛽-inconsistent, 𝛽 ∈ (0.5, 1], use 𝑁 to denote the number of undecid-

able equivalent classes, if 𝑁 > 1, , the 𝛽-distribution reduct can keep the decision

rule consistent but may lead to loss of hidden information in the original DT in

some conditions.

If a DT is 𝛽-inconsistent, and there are more than one undecidable equivalent

classes, the 𝛽-distribution reduct can avoid the decision rule conflict by keeping the
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𝛽-positive regions, or in another words, the decision part of the decision rules are un-

changed. But in the meanwhile, the 𝛽-distribution reduct deals with all the undecidable

equivalent classes by excluding them from all the 𝛽-positive regions, this may result

that the 𝛽-distribution reduct will neglect the hidden differences among different unde-

cidable equivalent classes, so that the 𝛽-distribution reduct may lose some necessary

information or knowledge in DT and weaken the classification ability of the original

system.

The sample DT in Table 3.3 discussed in Part B of Section III is an example to

demonstrate this reduct problem in 𝛽-inconsistent table that has more than one undecid-

able equivalent classes.

3.5 The DT splitting method for 𝛽-complete reduct calcula-

tion

We have already discussed the relationship between the reduct and the 𝛽-consistent

property of a DT in VPRS model. We see that in a VRPS model, set 𝛽 ∈ (0.5, 1], if a DT

is 1-consistent, we only need to calculate the 𝛽-reduct of the DT; for a 𝛽-consistent DT,

we have to calculate the 𝛽-distribution reduct to make sure the reduct not bringing in the

decision rule conflicts; if a DT is 𝛽-inconsistent, the condition becomes complicated:

if there are only one undecidable equivalent class, we only need to calculate the 𝛽-

distribution reduct; Otherwise, only calculating the 𝛽-distribution reduct may lead to

loss of some important information and lower the classification ability of the original

DT. Accordingly, in this section, a new method will be proposed to deal with the reduct

problem for the 𝛽-inconsistent DT with more than one undecidable equivalent classes.
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In this section, we will first give a DT splitting method to deal with the reduct

problem for 𝛽-inconsistent DT.

Theorem 3: In VPRS model, given 𝛽 ∈ (0.5, 1] , if a DT is 𝛽-inconsistent, it can

be split in two DTs, one is a 𝛽-consistent DT, the other one is a complete 𝛽-inconsistent

DT in which all equivalent classes are undecidable.

Proof: If a DT 𝑆 = (𝑈, 𝐴 = 𝐶 ∪ 𝐷,𝑉, 𝑓 ) is 𝛽-inconsistent, from eq.(21), ∃𝐶𝑖 ,��𝑅𝛽 (𝐶𝑖)�� = 0. Since we have proved that
��𝑅𝛽 (𝐶𝑖)�� ∈ {0, 1} in Theorem 2, we can split

the DT into two DTs 𝑆1 and 𝑆2. Elements in 𝑆1 satisfy {𝑥 |𝑥 ∈ 𝐶𝑖 ,
��𝑅𝛽 (𝐶𝑖)�� = 1}. Thus,

∀𝐶𝑖 ∈ 𝑆1,
��𝑅𝛽 (𝐶𝑖)�� = 1. According to eq.(21), 𝑆1 is 𝛽-consistent. In the meanwhile,

elements in 𝑆2 satisfy {𝑥 |𝑥 ∈ 𝐶𝑖 ,
��𝑅𝛽 (𝐶𝑖)�� = 0}, that means all equivalent classes are

undecidable.

Based on Theorem 3, a 𝛽-inconsistent DT can be split according to the method

shown in Figure 3.1.

Figure 3.2 uses sample DT 2 in Table 3.3 to demonstrate this DT splitting method

with 𝛽 = 0.6. We can see that sample DT 2 is split into a 𝛽-consistent DT, colored in

white, and formed by the consistent equivalent classes; and a complete 𝛽-inconsistent

DT, colored in dark, and formed by elements that are all in conflict.

Now we can provide the method for all the reduct (denoted as 𝑅𝐸𝐷) of a 𝛽-

inconsistent DT in the following steps:

Input: A DT: 𝑆 = (𝑈, 𝐴 = 𝐶 ∪ 𝐷,𝑉, 𝑓 ), the precision parameter of the VPRS: 𝛽

Output: the reduct of the input DT 𝑅𝐸𝐷

Step 1: Find all the equivalent classes 𝐶𝑖 in this DT, where {𝐶𝑖 , 𝑖 = 1, 2, · · · , 𝑚} =

𝑈/𝐼𝑁𝐷 (𝐶);
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Figure 3.1. The 𝛽-inconsistent DT splitting approach
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Step 2: For each 𝐶𝑖 , calculate
��𝑅𝛽 (𝐶𝑖)��, and use 𝑁 to denote the number of 𝐶𝑖 ,

whose
��𝑅𝛽 (𝐶𝑖)�� = 0;

Step 3: If 𝑁 = 1, consider that the only undecidable equivalent class can be clas-

sified into 𝑃𝑂𝑆𝛽𝑐 (𝐷 ∅), 𝐷 ∅ ≠ 𝐷 𝑗 , where {𝐷 𝑗 , 𝑗 = 1, 2, · · · , 𝑛} = 𝑈/𝐼𝑁𝐷 (𝐶). Then

calculate the 𝛽-distribution reduct of this DT, a detailed algorithm for 𝛽-distribution

reduct is given by [53], return the result as 𝑅𝐸𝐷;

Step 4: If 𝑁 > 1, split the DT in a 𝛽-consistent DT 𝑆1 and a complete 𝛽-inconsistent

DT 𝑆2;

Step 5: Calculate a 𝛽-distribution reduct for 𝑆1, and denote the reduct as 𝑅𝐸𝐷𝑆1 ;

Step 6: For DT 𝑆2, only consider the condition attributes, a DT without decision

part is called Attribute-value Table (AT) [57], convert 𝑆2 into an AT by deleting its

decision attributes and calculate the reduct of this AT according to [51], denoted as

𝑅𝐸𝐷𝑆2 ;

Step 7: return 𝑅𝐸𝐷 = 𝑅𝐸𝐷𝑆1 ∪ 𝑅𝐸𝐷𝑆2 .

Using the sample DT 2 as an illustrative example, we split sample DT 2 in Table

3.3 into two DTs as shown in Figure 3.2. For the 𝛽-consistent DT which is colored in

white in Figure 2, we can obtain its reduct 𝑅𝐸𝐷𝑆1 = {𝛼3, 𝛼4}; in the meanwhile, the

reduct of the complete 𝛽-inconsistent DT colored in dark is 𝑅𝐸𝐷𝑆2 = {𝛼2}, accordingly,

𝑅𝐸𝐷 = 𝑅𝐸𝐷𝑆1 ∪𝑅𝐸𝐷𝑆2 = {𝛼2, 𝛼3, 𝛼4}, Table 3.5 shows the final obtained reduct with

our proposed method.

From the original sample DT 2 in Part B, Section III, with 𝛽 = 0.6, the total

decision rules obtained are:

(𝛼1, 1) ∧ (𝛼2, 1) ∧ (𝛼3, 1) ∧ (𝛼4, 1) ∧ (𝛼5, 1) → (𝑑, 1), supported by 𝑥1;
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Figure 3.2. The 𝛽-inconsistent DT splitting approach on sample DT 2

(𝛼1, 1) ∧ (𝛼2, 1) ∧ (𝛼3, 0) ∧ (𝛼4, 1) ∧ (𝛼5, 1) → (𝑑, 2), supported by 𝑥2, 𝑥6 and 𝑥8;

(𝛼1, 0) ∧ (𝛼2, 0) ∧ (𝛼3, 1) ∧ (𝛼4, 0) ∧ (𝛼5, 0) → (𝑑, 1), supported by 𝑥3;

(𝛼1, 1) ∧ (𝛼2, 1) ∧ (𝛼3, 0) ∧ (𝛼4, 1) ∧ (𝛼5, 0) → (𝑑, 2), supported by 𝑥5;

(𝛼1, 0) ∧ (𝛼2, 0) ∧ (𝛼3, 1) ∧ (𝛼4, 2) ∧ (𝛼5, 1) → (𝑑, 2), supported by 𝑥7;

(𝛼1, 1) ∧ (𝛼2, 1) ∧ (𝛼3, 2) ∧ (𝛼4, 1) ∧ (𝛼5, 1) → (𝑑, (1𝑜𝑟2)), supported by 𝑥4 and

𝑥9;

(𝛼1, 1) ∧ (𝛼2, 0) ∧ (𝛼3, 2) ∧ (𝛼4, 1) ∧ (𝛼5, 1) → (𝑑, (3𝑜𝑟4)), supported by 𝑥10 and

𝑥11.
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Table 3.5. The 𝛽-complete reduct DT of sample DT 2

𝑈 𝛼2 𝛼3 𝛼4 𝑑

𝑥1 1 1 1 1
𝑥2 1 0 1 1
𝑥3 0 1 0 1
𝑥4 1 2 1 1
𝑥5 1 0 1 2
𝑥6 1 0 1 2
𝑥7 0 1 2 2
𝑥8 1 0 1 2
𝑥9 1 2 1 2
𝑥10 0 2 1 3
𝑥11 0 2 1 4

and with 𝛽 = 0.6, the total decision rules extracted from the reduct DT in table 3.5

are:

(𝛼2, 1) ∧ (𝛼3, 1) ∧ (𝛼4, 1) → (𝑑, 1), supported by 𝑥1;

(𝛼2, 0) ∧ (𝛼3, 1) ∧ (𝛼4, 0) → (𝑑, 1), supported by 𝑥3;

(𝛼2, 1) ∧ (𝛼3, 0) ∧ (𝛼4, 1) → (𝑑, 2), supported by 𝑥2, 𝑥6 ,𝑥5 and 𝑥8;

(𝛼2, 0) ∧ (𝛼3, 1) ∧ (𝛼4, 2) → (𝑑, 2), supported by 𝑥7;

(𝛼2, 1) ∧ (𝛼3, 2) ∧ (𝛼4, 1) → (𝑑, (1𝑜𝑟2)), supported by 𝑥4 and 𝑥9;

∧(𝛼2, 0) ∧ (𝛼3, 2) ∧ (𝛼4, 1) → (𝑑, (3𝑜𝑟4)), supported by 𝑥10 and 𝑥11.

Comparing the decision rules extracted from the original DT with those from the

obtained reduct, we can see that the obtained reduct 𝑅𝐸𝐷 = {𝛼2, 𝛼3, 𝛼4} can not only

keep the decision rule consistent, but also discern the two different undecidable equiva-

lent classes 𝐶4 = {𝑥4, 𝑥9} and 𝐶7 = {𝑥10, 𝑥11} and conserve the hidden information that,

given the condition (, 2) ∧ (𝛼4, 1), a sample point 𝑥 with 𝑓 (𝑥, 𝛼2) = 1 has 50% prob-
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ability to be classified in 𝐷1 and 50% probability to be classified in 𝐷2, and a sample

point with 𝑓 (𝑥, 𝛼2) = 0 has 50% probability to be classified in 𝐷3 and 50% probability

to be classified in 𝐷4.

The obtained reduct by this approach is called as the 𝛽-complete reduct in our pa-

per. DT 𝑆1 contains all the consistent equivalent classes in the original DT, accordingly,

the 𝛽-distribution reduct of 𝑆1 can keep all decision rules in original DT consistent. In

the meanwhile, reduct of 𝑆2 reflects the hidden classification information of the original

DT. Then we get the union set of the two reducts as the 𝛽-complete reduct. It not only

makes sure the 𝛽-positive regions are consistent in the reduct, but also considers the

hidden information in the inconsistent equivalent classes of the original DT in order to

avoid the deterioration of the original DT’s classification ability.

Obviously, the requirement of the 𝛽-complete reduct is more rigorous than that of

the 𝛽-distribution reduct. We may observe that the 𝛽-distribution reduct is a subset of

the 𝛽-complete reduct, that means a 𝛽-complete reduct must be a 𝛽-distribution reduct,

but the inverse proposition is not aways true.

3.6 An application in the real word

The table in Figure 3.3 was collected from the China Statistical Yearbook, 2009,

published by the National Bureau of Statistics of China. The table contains the historical

data of electricity power output and its influencing factors during 1978 to 2008 in China.

The columns from the left to the right correspond to:

year; 𝑑 :electricity power output (a hundred million kilowatt-hours), which will be

considered as the decision attribute; 𝛼1:GDP(a hundred million Yuans), 𝛼2:Gross prod-
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uct in primary industry(a hundred million Yuans), 𝛼3: Gross product in second indus-

try(a hundred millions Yuans), 𝛼4: Gross product in third industry(a hundred millions

Yuans), 𝛼5: Per capita GDP(Yuans), 𝛼6: Crude oil yield(ten thousand tons), 𝛼7:Pig iron

yield(ten thousand tons), 𝛼8: Raw coal yield(a hundred million tons), 𝛼9: traffic volume

of railway(ten thousand tons); 𝛼1 𝛽 are condition attributes which are factors likely

affecting the electronic power output. We try to use the VPRS theory to get a reduct of

the decision table to delete the redundant factors which are less important to the China

electronic power output and find out factors which are more significant to the electricity

power output in China.

In the DT in Figure 3.3, the decision attributes are continuous variables. Accord-

ingly, before we calculate the reduct of this decision table, we have to do discretization

to the values of the decision table. The method we used is discretization of continuous

attributes based on dynamic layer cluster . We first use systemic cluster method to clus-

ter each attribute of this decision table into 3 4 classes, and then give each class a label

and try to make sure the decision table is consistent. Figure 3.4 shows the decision table

after the discretization process.

The choice of the value ofthe precision threshold 𝛽 is another problem that needs

to be solved. Some research has been done to try to find the best value of 𝛽, , but it

is still lacking of a systematical method to fix the value. In most real applications, 𝛽is

often given as an empirical value. Since the relationship between the factors in our case

is quite complex, more uncertainties need to be considered and more error is allowed,

we set the value of 𝛽 as 0.4, which is near to the upper limit of its allowed range.

Then we can calculate the reduct of this DT in VPRS model under the precision

of 0.4 with the proposed method in the paper. Figure 3.5 shows the relation matrix of
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Figure 3.3. The historical data of China electricity power output and its influencing
factors from 1978 to 2008h
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Figure 3.4. The final decision table after the discretization process
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the DT. We will find that the sum of the elements in a1 is the largest and then we can

delete the rows whose elements in columns of a1 get the values of 1, then we can find

the column of 𝛽9 meets the requirements of complement strategy 1, So, the result is

𝑅𝐸𝐷 = 𝛽1, 𝛽9. That means the GDP and the traffic volumes of rail way are two factors

which are most significant to the electricity power output of China.

we can also give well economic explanation to the reduct of the decision table :

that the GDP and traffic volume of railway are the main affect factors of the electricity

power output is accordant with the economic signification in China. One is that the

GDP has a high correlation ship with the demand of the electricity power in China. The

other one is that the main electricity power in China is thermoelectricity (more than

75%) which highly depends on the supplement of coal, however, in China, only very a

few provinces can supply coal to other provinces for the production of thermoelectricity,

thus, the delivery of coal becomes an important affecting factor for the electricity power

output. The main coal delivery style in China is the rail way, so the traffic volume of

railway is a main affect factor to the power output. For the deleted attributes, we can also

give some economic explanation. The crude oil yield cannot be seen as the consumption

of the crude oil since that China imports a large number of crude oil every year, the oil

yield is only a small part of the consumption; similarly, the raw coal yield is not equal to

the quaint of coal used for thermoelectricity. In some years, the raw coal yield declined

but the power output still increased, so the raw coal yield is not representative as an

affect factor in this case.
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Figure 3.5. The relation matrix of the decision table
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3.7 Conclusion

The 𝛽-distribution reduct is seen as a modified version of the 𝛽-reduct in the

VPRS model. However, in our investigation, from some instances, we find that the

𝛽-distribution reduct also has limitations. It may neglect the differences among the dif-

ferent conflicts of a DT. Accordingly, a 𝛽-complement reduct is proposed in this chapter.

By splitting the 𝛽-inconsistent DT into two DTs and combining the reduct of the two

DTs together, we can obtain the 𝛽-complement reduct, and this 𝛽-complement reduct

can avoid the loss of hidden classification information of the original DT.

We also analyze the hierarchical relationship between the proposed 𝛽-consistent

notion and different definitions of reduct in VPRS model. For 1-consistent DT we only

needs to calculate the 𝛽-reduct, if 𝛽 ∈ (0.5, 1), the 𝛽-distribution reduct can perform

well for a 𝛽-consistent DT. For 𝛽-inconsistent DT, if there is only one undecidable

class, we need to calculate the 𝛽-distribution reduct; otherwise, we need to split the

𝛽-inconsistent DT to get the 𝛽-complete reduct. Based on this investigation, for a given

DT and VPRS with certain 𝛽, we can analysis the 𝛽-consistency property of this DT

first, and then according to the 𝛽-consistency property, we choose the proper definition

of reduct for this DT, and calculate it with suitable algorithm in [50, 51] or [53].



Chapter 4

Efficient Feature Learning for

RBFNN

The feature representation by NNs is becoming the most popular research topics in

the past ten years. Lastest studies are main focuse on using CNN family of models to

learn the features. However, this kind of approach are more suitable for image process-

ing or language processing application. Other applications, such as some data mining

tasks, are still waiting for suitable NN tools to solve the feature representation problem.

The Radial Basis Function Neural Network (RBFNN) model [58, 59] is an impor-

tant research branch of Feedforward Neural Network (FNN). The Radial Basis Function

(RBF) was traditionally used as a method for function interpolation tasks in multidi-

mensional space [60]. However, for the scenario where thousands of noisy data points

are involved, an approximative solution to the data is more desirable than an interpola-

tive one. By reducing the number of basis functions and giving a more suitable basis,

Broomhead and Lowe proposed a more general RBF approach for function approxi-
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mation. A more general architecture was consequently proposed as a Neural Network

model for classification tasks [59,61]. A typical RBFNN consists of three layers: an in-

put layer, a hidden layer with Radial Basis Functions (RBF) based nonlinear mappings,

and an output layer. Under some additional conditions imposed on the basis functions,

the set of RBFNN with freely adjustable prototype vectors are shown to be universal

approximators, so that any continuous function can be approximated with arbitrary pre-

cision [61]. Therefore, the RBFNN theoretically can offer approximation capabilities

similar to other types of FNNs.

For a function interpolation task, the RBF centers should be the known points in

the given data set. In an RBFNN architecture, the number of RBF neurons should be

less than the number of the given data samples in order to reduce the complexity of

the model to avoid the overfitting. Moreover, the centers of the RBFs are not restricted

to be the data points but usually calculated via algorithms in the training process. In

the network architecture, the RBF centers are considered as representative prototypes

of the data samples in the feature space. The output of a certain input sample is de-

termined by the relationship among this sample and different prototypes in the hidden

layer. Accordingly, the performance of an RBFNN critically depends upon the chosen

centers [62].

Since the discriminative power is determined by RBF centers, the calculation of

the RBF centers plays an important role in the entire RBFNN training scheme. The-

oretically the centers can be calculated together with the network weights via back-

propagation [63]. In practice, such training scheme is seldom employed. The converg-

ing of the network may become more slowly and apparently towards ultimately poorer

local minima when this training scheme is adopted. In most cases, RBFNN models are

trained via a two-phase learning scheme [61]. In the first phase, the center vectors of
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the RBF in the hidden layer are determined. The network weights can be calculated by

fitting a linear model of the hidden layer’s outputs with respect to the adopted objective

function in the second phase. In some applications, a back-propagation step is suggested

as the third phase to fine-tune all of the parameters in an RBFNN [64].

Generally, the RBF centers can be calculated via either supervised or unsupervised

methods. For the supervised aspect, the RBF centers and weights can be estimated ac-

cording to the given objective function simultaneously by back-propagation. Other su-

pervised methods include the Orthogonal Least Squares (OLS) learning algorithm, the

Support Vector (SV) approach, and the Learning Vector Quantization (LVQ) [65, 66].

In a more general case, the unsupervised learning approach is adopted to determine the

RBF centers. Clustering algorithm, especially the 𝑘-means, has taken the dominant po-

sition in unsupervised approaches for RBF center training. The objective of using the

clustering approach is actually to determine the representative prototypes for the input

data set in order to minimize the classical quantization error [67]. The advantages of

identifying the RBF centers via clustering approaches include guiding the learning to-

wards a local minima that supports better generalization from the training data and avoid

the overfitting [68]. Another branch of unsupervised learning approach is to obtain the

RBF centers via some transformation of the given data set, e.g., assigning the Karhunen-

Loeve transform (KLT) scaled eigenvectors to the RBFNN centers to lower prediction

normalized mean squared error [69].

An RBFNN with 𝑘-means determined RBF centers usually offers a satisfactory ac-

curacy in real applications. However, one problem of it is that the clustering algorithm

is usually very time-consuming. Meanwhile, other algorithms that can reduce the train-

ing time of determining the RBF centers may lower the output accuracy of the entire

RBFNN model. For example, some studies directly employ randomly generated vectors
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as the RBF centers for greatly reducing the training time [70, 71]. The randomly gen-

erated center vectors, however, cannot reliably determine the representative prototypes

in the input feature spaces. As a result, the performance of the entire RBFNN is also

adversely affected.

Concentrating on reducing the training time without a significant loss of the reli-

ability, this chapter proposes a new approach for determining the RBF centers for an

RBFNN. In a two-phase training scheme, an eigenvector-based clustering analysis tech-

nique is implemented first to determine the RBF centers in the feature space of the train-

ing samples. The network weights are then calculated either by pseudo-inverse solutions

or gradient descent algorithms. By considering the principal components of the data set

as the relax solution of 𝑘-means, the proposed approach determines the RBF centers

much faster than the mainstream clustering algorithms. Moreover, it can keep the clus-

tering error within a bound to attain a comparable accuracy. In advance, compared with

supervised approaches, the proposed approach enables the RBFNNs to offer higher gen-

eralization in the experiments by avoiding the poorer local minima. In general, the main

contribution of this chapter is providing a more efficient method of calculating the RBF

centers for training up an RBFNN model. The efficiency and reliability of the proposed

approach are demonstrated in the experimental results.

The remaining part of this chapter is organized as follows. Section 4.1 introduces

some background knowledge about the network architecture of RBFNN, including a

discussion of the current training approaches. Related works of determining the RBF

centers are also given in this section. Section 4.2 presents the idea of the proposed

approach, which uses the eigenvector-based method to determine the RBF centers in

the feature space of the training samples and then calculates the output weights of the

model. Section 4.3 describes the experiments and shows the comparison results. The
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Table 4.1. Basic mathematical notations
notation Definition

𝑑 The number of input variables of an RBFNN
𝐷 The number of RBF neurons of an RBFNN
𝐿 The number of output neurons of an RBFNN
𝑘 The indices of the RBF neurons of an RBFNN, 𝑘 = 1, . . . , 𝐷
𝑗 The indices of the output neurons of an RBFNN, 𝑗 = 1, . . . , 𝐿
𝑋 A training sample with 𝑑 dimensions
𝑐𝑘 The RBF center for the 𝑘th RBF neuron and the cluster centroids of 𝑘-means
𝑟𝑘 The width parameter for the 𝑘th RBF neuron
𝑤𝑘 𝑗 The network connecting weight between the 𝑘th RBF neuron and the 𝑗th output neuron
𝐾 The number of clusters for 𝑘-means (In an RBFNN training scheme, 𝐾 is set as 𝐷)
𝐶𝑘 The 𝑘th cluster via 𝑘-means
𝑛 The number of samples
X The data matrix with 𝑛 𝑑-dimensional samples, X = (𝑋1, 𝑋2, ..., 𝑋𝑛)T, 𝑋𝑖 ∈ R𝑑 , 𝑖 = 1, 2, . . . , 𝑛
𝑖 The indices of the samples, 𝑖 = 1, . . . , 𝑛
�̄� The vector of feature means of X, �̄� =

∑𝑛
𝑖 𝑋𝑖/𝑛

X̃ The centered data matrix by removing the means, X̃ = (�̃�1, �̃�2, ..., �̃�𝑛)T, where �̃�𝑖 = 𝑋𝑖 − �̄�
𝑢, 𝑣 The eigenvector vectors of X̃TX̃ andX̃X̃T

𝐽𝐾 The objective function of 𝑘-means
𝐼 (𝐶𝑘 ) The membership indicator for the 𝑘th cluster

conclusion is given in the last section, together with the discussion of some potential

future work.

4.1 Background Knowledge

In this section, the background knowledge utilized in the study is briefly intro-

duced, including a brief review of the RBFNN. Moreover, the idea of two- and three-

phase training approaches are also reviewed. For convenience, the basic mathematical

notations are given in Table 4.1.

4.1.1 A Brief Introduction of the RBFNN

An RBFNN [60] is a single-hidden-layer FNN model. Fig.4.1 gives a three-layer

architecture of the RBFNN model that consists of 𝑑 inputs, 𝐷 hidden neurons, and 𝐿
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output units. In the hidden layer, the 𝑘th (𝑘 = 1, 2, ..., 𝐷) hidden neurons are associated

with a center 𝑐𝑘 that is equal in dimension with the number of input variables. A positive

real number for scaling, 𝑟 , which is called the scaling parameter or the width of the RBF,

is also given to each hidden neuron. In each hidden neuron, by applying the RBF, which

is a radial symmetric function usually according to the Euclidean norm of the difference

between the data point 𝑋 ∈ R𝑑 and 𝑐𝑘 ∈ R𝑑 , the input data is represented in a new

feature space.
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Figure 4.1. Typical structure of a RBFNN with 𝑑-dimensional input data, 𝐷 hidden
neurons, and 𝐿-dimensional output

The most commonly used RBF function in the 𝑘th RBF neuron is

𝜙𝑘 (𝑋) = exp(− ‖𝑋 − 𝑐𝑘 ‖2

2𝑟2
𝑘

). (4.1)
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The final output of a certain data point 𝑋 in the 𝑗 th ( 𝑗 = 1, 2, . . . , 𝐿) output unit of

the RBFNN is produced by the linear combination of the responses of hidden neurons

as

𝑦 𝑗 (𝜙(𝑥)) =
𝐷∑︁
𝑘=1

𝑤𝑘 𝑗 · 𝜙𝑘 (𝑋) =
𝐷∑︁
𝑘=1

𝑤𝑘 𝑗 · exp(− ‖𝑋 − 𝑐𝑘 ‖2

2𝑟2
𝑘

), (4.2)

where 𝑤𝑘 𝑗 denotes the weight connecting the 𝑘th hidden neuron and the 𝑗 th output unit.

The 𝐿-dimensional output (𝑦1, . . . , 𝑦𝐿) is denoted as 𝑌 . Most commonly, for 𝑛 training

samples, the network is optimized via minimizing the least squares loss function

𝐽𝑅 =

𝑛∑︁
𝑖=1

‖𝑌𝑖 − 𝑌𝑖 ‖
2
, (4.3)

where 𝑌𝑖 is the real value for the 𝑖th sample and 𝑌𝑖 is the network output for the 𝑖th

sample, 𝑖 = 1, . . . , 𝑛.

Similar to typical sigmoid NNs, RBFNNs can be trained via the back-propagation

approaches according to the gradient of the objective functions. The adjusting rules of

the RBF centers and the weights are

Δ𝑐𝑘 = 𝜂
𝑤𝑘

𝑟2 𝐸

𝐿∑︁
𝑗=1

𝜙𝑘 (𝑋) (𝑋 − 𝑐𝑘) (4.4)

and

Δ𝑤𝑘 = 𝜂𝐸

𝐿∑︁
𝑗=1

𝜙𝑘 (𝑋), (4.5)

where 𝐸 is the training error in each iteration, which is usually defined by the least

squares objective function, and 𝜂 is the learning rate.
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4.1.2 The Training Schemes of RBFNN

Eq.4.4 and Eq.4.5 have shown that RBFNNs could be trained via back-propagation

globally. In practice, directly training all the parameters simultaneously and iteratively

may easily lead an RBFNN to a poor local minima. Therefore, in most of the cases, an

RBFNN model is trained up with a two-phase or three-phase learning scheme.

In a two-phase learning scheme, an RBFNN can be trained via two stages [61]:

stage 1. Adjusting the parameters of the RBF neuron layer, mainly including the

RBF centers 𝑐𝑘 ∈ R𝑑 , 𝑘 = 1, 2, . . . , 𝐷, where 𝑑 is the number of the input space dimen-

sions and 𝐷 is the number of the hidden neurons, i.e., the number of the dimensions of

the mapped feature space.

stage 2. Calculating the output weights 𝑤𝑘 ∈ R𝐿 , 𝑘 = 1, 2, . . . , 𝐷, of the model,

where 𝐿 is the number of output neurons.

In stage 1, to determine the centers for the RBFNN, typically unsupervised learning

algorithms such as clustering algorithms are adopted. The RBF width parameters 𝑟𝑘s

are usually all fixed to the same value which is proportional to the maximum distance

between the chosen centers. In stage 2, the weights of the output layer can be calculated

via supervised learning algorithms, e.g., gradient descent approach or pseudo-inverse

solution.

After a two-phase learning is utilized for the initialization of an RBFNN model,

in some applications, the whole RBFNN architecture can be optimized further. All

the parameters are fine-tuned via the back-propagation according to Eq.4.4 and Eq.4.5.

Such learning process is called the three-phase learning scheme.
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4.1.3 Related Work for Determining the RBF Centers

According to the previous discussion, the output of an RBFNN is not only de-

termined by the network weights but also the RBF centers in the hidden layer. Many

studies have been conducted on efficiently and reliably determining the RBF centers.

The naive approach, which employs randomly generated RBF centers, has been

reported to be able to provide an acceptable accuracy in early studies [70, 71]. Mean-

while, a globally supervised approach, which simultaneously estimates all the parame-

ters (including the RBF centers and the connecting weights) of the entire network via

back-propagation has also been adopted [63, 64]. However, both of these two training

approaches are not prevalently employed. The former approach is not reliable enough

while the latter one may lead the entire network towards ultimately poorer local minima.

In practice, the RBF centers can be obtained either with a supervised approach

or unsupervised approach. For example, the OLS learning algorithm, which chooses

the RBF centers one by one in a rational way until an adequate network has been con-

structed [72]. The SV approach is another supervised method for RBF centers selection

which determines the structure of the classifier by minimizing the bounds of training

error and generalization error [65]. Other supervised approaches for identifying RBF

center include the family of Learning Vector Quantization (LVQ) algorithms which cal-

culates the RBF centers according to the pre-defined class-memberships [66, 73], and

the Fisher Ratio Class Separability Measure based RBF center selection method [62].

In practice, the SV approach is better known as Support Vector Machine (SVM) and not

often considered as an RBFNN model. Meanwhile, the LVQ approach and the Fisher

Ratio approach are also not widely employed. The unsupervised approach has taken the

dominant place in finding the RBF centers.
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The unsupervised learning approach of RBF center can be considered as a pre-

training operation before estimating the connecting weights of the network. The advan-

tages of such unsupervised pre-training, including the fast converging and avoidance

from overfitting, have been discussed a lot in many important studies recently [68, 74].

For an RBFNN, when the unsupervised learning approach is adopted, clustering ap-

proaches are employed to determine the representative prototypes in the feature space.

The feature space thus can be divided into many sub-regions represented by the RBF

centers. Among many clusterings algorithms, the 𝑘-means [75] is the most widely used

approach for determining the RBF centers via unsupervised learning [61, 76–78]. An-

other important unsupervised approach is to obtain the RBF centers via the KLT scaled

eigenvectors of the data matrix [69], which adopts the relationship between the eigen-

vectors of the data matrix and the centers of the RBF neurons to improve the perfor-

mance of the RBFNN.

4.1.4 Determining RBF Centers via 𝑘-means

The 𝑘-means clustering aims to partition all the data samples into 𝑘 clusters. Thus

each data point belongs to the cluster with the nearest mean, serving as a prototype of

the cluster. This results in a partitioning of the feature space into Voronoi cells [79].

When using 𝑘-means to determine the RBF centers, for the 𝐷 hidden neurons, the input

feature space should be divided into 𝐷 sub-regions. In each sub-region, the cluster

centroid should be selected as an RBF center to represent the corresponding sub-region.

A typical 𝑘-means model locates the cluster centroids 𝑐𝑘 , 𝑘 = 1, 2, . . . , 𝐾 , for the 𝐾

clusters𝐶1, 𝐶2, . . . , 𝐶𝐾 of a data set X = {𝑋1, 𝑋2, ..., 𝑋𝑛} with 𝑛 samples by minimizing
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𝐽𝐾 =

𝐾∑︁
𝑘=1

∑︁
𝑋 ∈𝐶𝑘

‖𝑋 − 𝑐𝑘 ‖2. (4.6)

For training the RBF centers in 𝐷 neurons, the 𝐷 corresponding clusters can be

obtained via Eq.4.6 by setting 𝑘 = 𝐷. Thus, the 𝐷 clusters can divide the initial feature

space into sub-regions. This can be considered as a priori knowledge for the following

supervised learning phase of the network. However, the 𝑘-means approach is relatively

time-consuming, the upper bound of the time complexity of 𝑘-means algorithm is𝑂 (𝑛×

𝑑 ×𝐷 × 𝑡), where 𝑡 is the number of iterations. When the number of samples, 𝑛, is large,

this approach is rather time-consuming. The main objective of the method discussed in

the following section is to provide a more efficient approach for determining the RBF

centers. The centers should be obtained within a shorter time than 𝑘-means, while the

obtained centers should represent sub-regions of the feature space for representative

prototypes.

4.2 RBFNN Trained with The Eigenvector-based Fast RBF

Center Selection

In this section, to provide a more efficient algorithm for obtaining the RBF centers,

an approach to calculate the centers via the eigenvectors is introduced.

4.2.1 PCA for 𝑘-means

The proposed approach for determining the RBF centers is based on the relation-

ship between Principal Component Analysis (PCA) and 𝑘-means clustering [80–82].
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Here are some notations on PCA. Set X = (𝑋1, 𝑋2, ..., 𝑋𝑛)T, 𝑋𝑖 ∈ R𝑑 , 𝑖 = 1, 2, . . . , 𝑛,

represents the given data matrix with 𝑛 data points in a 𝑑-dimensional feature space and

X̃ = ( �̃�1, �̃�2, ..., �̃�𝑛)T, where �̃�𝑖 = 𝑋𝑖 − �̄� is the centered data matrix by removing the

mean �̄� =
∑𝑛
𝑖 𝑋𝑖/𝑛 of the given data set. A principal direction 𝑢, which is the principal

component of X̃TX̃, and a principal component 𝑣 that are the eigenvectors satisfying

X̃TX̃𝑢 = 𝜆𝑢, X̃X̃T
𝑣 = 𝜆𝑣. (4.7)

The principal components (eigenvectors) can be considered as indicators of the

cluster membership [83, 84]. The proof is given as the remaining part of this section.

First, when using the 𝑘-means to determine RBF centers, the obtained centers are

expected to identify the subregions for the prototypes by minimizing the sum of the

distance between each sample and the corresponding clustering centroids as in Eq.4.6.

After some algebra, the loss function Eq.4.6 can be rewritten as

𝐽𝐾 =

𝑛∑︁
𝑖

𝑋𝑖
2 −

𝐾∑︁
𝑘=1

1
𝑛𝑘

∑︁
𝑋𝑖 ,𝑋𝑖′ ∈𝐶𝑘

𝑋𝑖𝑋
T
𝑖′ , (4.8)

where 𝑛𝑘 is the number of samples in the 𝑘 cluster [85].

According to [83], set non-negative vectors, 𝐻𝐾 = (ℎ1, ℎ2, . . . , ℎ𝐾 )T, where

ℎ𝑘 = (0, . . . , 0,

𝑛𝑘︷   ︸︸   ︷
1, . . . , 1, 0, . . . , 0)T/𝑛𝑘1/2, (4.9)

the positive values in ℎ𝑘 indicate that the corresponding samples belong to the 𝑘th clus-
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ter in the feature space. Putting Eq.4.8 and Eq.4.9 together, there is

𝐽𝐾 =

𝑛∑︁
𝑖

𝑋𝑖
2 − Tr(𝐻𝐾XXT𝐻T

𝐾 ). (4.10)

There are redundancies in 𝐻𝐾 . Thus one of the ℎ𝑘s is a linear combination of others.

To remove the redundancy, a linear transformation 𝑇 to 𝐻𝐾 is given as

𝑄𝐾 = 𝐻T
𝐾𝑇, (4.11)

where 𝑇 is a 𝐾 × 𝐾 orthogonal matrix with the last column being set as

𝑡𝐾 = (
√︁
𝑛1/𝑛,

√︁
𝑛2/𝑛, . . . ,

√︁
𝑛𝐾 /𝑛)T. (4.12)

Thus the last column of 𝑄𝐾 will be

𝑞𝐾 =

√︂
𝑛1
𝑛
ℎ1 +

√︂
𝑛2
𝑛
ℎ2 + · · · +

√︂
𝑛𝐾

𝑛
ℎ𝐾 =

√︂
1
𝑛
𝑒T. (4.13)

From Eq.4.9, ℎ𝑘 has mutual orthogonality, i.e., ℎ𝑘ℎT
𝑙

= 𝛿𝑘𝑙, where 𝛿𝑘𝑙 = 1 if

𝑘 = 𝑙, otherwise 𝛿𝑘𝑙 = 0. Thus 𝑞T
𝑘
𝑞𝑙 = ℎ𝑘 (𝑇T𝑇)ℎT

𝑙
= 𝛿𝑘𝑙. Consequently, set 𝑄𝐾−1 =

(𝑞1, 𝑞2, . . . , 𝑞𝐾−1), there is

𝑄T
𝐾−1𝑄𝐾−1 = 𝐼𝐾−1 (4.14)

and

𝑞T
𝑘𝑒

T = 0, for 𝑘 = 1, . . . , 𝐾 − 1. (4.15)
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Eq.4.10 therefore can be transformed as

𝐽𝐾 =

𝑛∑︁
𝑖

𝑋𝑖
2 − 𝑒XXT𝑒T/𝑛 − Tr(𝑄𝐾−1

TXXT𝑄𝐾−1). (4.16)

Since X̃ = X− X̄, according to [84], a further transformation of Eq.4.16 is given as

𝐽𝐾 = Tr(X̃X̃T) − Tr(𝑄𝐾−1
TX̃X̃T

𝑄𝐾−1) = Tr(X̃X̃T) − 𝐽𝐷 . (4.17)

Now minimizing 𝐽𝐾 is equal to maximizing 𝐽𝐷 , since the term Tr(X̃X̃T) is always

a constant. The solution for the optimization of 𝐽𝐷 is given in the well known theorem

by Ky Fan [86]:

THEOREM 4.1 (Fan) Setting 𝐴 is a symmetric matrix with eigenvalues 𝜍1 ≥ · · · ≥ 𝜍𝑛

and eigenvectors (𝑣1, . . . , 𝑣𝑛), the maximization of Tr(𝑄T𝐴𝑄), which subject to con-

straints 𝑄T𝑄 = 𝐼𝐾 has the solution 𝑄 = (𝑣1, . . . , 𝑣𝐾 )𝑅, where 𝑅 is an arbitrary 𝐾 × 𝐾

orthonormal matrix, and max Tr(𝑄T𝐴𝑄) = 𝜍1 + · · · + 𝜍𝑛.

There are three constraints for the optimization of 𝐽𝐷 , the Eq.4.14, Eq.4.15, and 𝑞𝑘

are the linear transformations of the ℎ𝑘 as in Eq.4.11. By ignoring the last constraint,

i.e., allow ℎ𝑘 to take continuous values, according to Theorem 4.1, the continuous

solution of 𝑘-means clustering for the transformed discrete cluster membership indicator

vectors𝑄𝐾−1 is comprised of 𝐾−1 principal components: 𝑄𝐾−1 = (𝑣1, . . . , 𝑣𝐾−1). And

according to Eq.4.17, the error loss of the optimization has upper and lower bounds:

𝑛X̃2 −
𝐾∑︁
𝑘=1

𝜆𝑘 < 𝐽𝐾 < 𝑛X̃2
, (4.18)
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where 𝑛X̃2 is the total variance and 𝜆𝑘 are the principal eigenvalues of X̃X̃T.

Based on the previous discussion, PCA can provide a relax solution to get the

membership indicators of the 𝑘-means clustering by employing the principal compo-

nent. Here the term relax means the last constraint is loosen. According to [84], set

the threshold as 0, for each cluster 𝐶𝑘 , the eigenvectors 𝑣𝑘 = (𝑣𝑘1, 𝑣𝑘2, . . . , 𝑣𝑘𝑛) can

indicate the memberships by

𝐼 (𝐶𝑘1) = {𝑖 |𝑣𝑘 𝑖 6 0}, 𝐼 (𝐶𝑘2) = {𝑖 |𝑣𝑘 𝑖 > 0}, (4.19)

where 𝐼 (𝐶𝑘1) and 𝐼 (𝐶𝑘2) are the set of indexes of data points that belong to the two

sub-clusters 𝐶𝑘1 and 𝐶𝑘2 respectively of the whole data set regarding the 𝑘th cluster

𝐶𝑘 . One of the two sub-clusters 𝐶𝑘1 and 𝐶𝑘2 represents the samples acceptable to the

𝑘th cluster, the other one represents the samples unacceptable to the 𝑘th cluster. Since

we have the assumption that the data points for each class are equally distributed, the

sub-cluster with a smaller size can represent the data points in 𝑘th cluster [87].

4.2.2 An Algorithm of the Proposed Method

Based on the previous discussion, the detailed algorithm of the proposed RBF cen-

ter calculation approach is given in Algorithm 1.

Identifying the RBF centers is the first phase of an RBFNN scheme. In the second

phase, the connecting weights should be calculated. In most scenarios, the loss function

of the RBFNN is the least squares. Therefore, according to Eq.4.2, training up the

network weights is equal to solving a linear matrix equation once the RBF centers are

specified. Thus the weights can be analytically calculated via the pseudo-inverse since
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Algorithm 4.1 An algorithm of determining the RBF centers via eigenvectors
Require: Given an 𝑛-sample training set S = {(𝑋𝑖 , 𝑌𝑖) |𝑋𝑖 ∈ 𝑅𝑑 , 𝑌𝑖 ∈ 𝑅𝐿 , 𝑖 =

1, 2, . . . 𝑛}, and the number of hidden neurons 𝐷;
Ensure: The RBF centers 𝑐𝑘s for the hidden nodes of the network.

1: Denote the data matrix as X = (𝑋1, 𝑋2, . . . , 𝑋𝑛)T;
2: Shift the mean of the samples on each feature to zero by 𝑋𝑖−�̄� , where �̄� =

∑𝑛
𝑖 𝑋𝑖/𝑛,

denote the results as X̃ = ( �̃�1, �̃�2, ..., �̃�𝑛)T;
3: Find the 𝐷 eigenvectors 𝑣1, 𝑣2, ...𝑣𝐷 of X̃X̃T, each eigenvector can be considered

as a continuous solution of the membership indicator for the corresponding cluster.
4: Based on the obtained 𝐷 eigenvectors, generate 𝐷 membership indicator vectors

according to Eq.4.19. For each indicator vector 𝐼 (𝐶𝑘), 𝑘 = 1, 2, . . . , 𝐷, find two
sub-clusters 𝐶𝑘1 and 𝐶𝑘2 in X, and use the smaller sub-cluster as the 𝑘th cluster 𝐶𝑘 ;

5: Calculate the mean of the data points found in 𝐶𝑘 to get the RBF center 𝑐𝑘 ;
6: return 𝑐𝑘 .

the solution is unique [59], or using the back-propagation hence the coefficients will

converge to the optimal solution via gradient descent algorithm [64].

Here is some discussion on the proposed approach.

First of all, the time complexity of the 𝑘-means algorithm is 𝑂 (𝑛 × 𝑑 × 𝐾 × 𝑡).

For a large-scale data set with a large value of 𝑛, 𝑘-means will be very time-consuming.

For the proposed approach, the time complexity depends on the specific PCA algorithm

employed in the implementation. For PCA calculation, to obtain the eigenvectors, the

time complexity will be 𝑂 (𝑑3). A typical machine learning problem usually requires

𝑛 > 𝑑 [88]. Especially, for large-scaled data sets, there are 𝑛 � 𝑑. Therefore, the

proposed approach usually has less time complexity than 𝑘-means, and will be much

more efficient than 𝑘-means for data sets relatively large in size.

Secondly, compared with 𝑘-means, since the proposed approach is based on the

relax solution of the 𝑘-means loss function, the obtained centroids are less precise from

the clustering point of view. According to Eq.4.18, the eigenvectors can be considered
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as the relax solution of the 𝑘-means within a bounded error. However, from the whole

network aspect, a relatively relax solution in the unsupervised training phase may be

helpful. The less precise clustering results may help to avoid the poorer local minima so

that the generalization of the model may be enhanced [89, 90]. The proposed approach

is evaluated in the following experiments.

It means that we reduce the training time of the first training phase by sacrific-

ing the training accuracy to some extent. However, recent investigations [89, 90] have

demonstrated that the training accuracy of the first layer of feedforward neural networks

maybe not as important as we thought traditionally. By adjusting the weights of the out-

put layer, feedforword neural networks can provide comparable accuracy without fully

training in the first layer. and the centers obtained via the proposed approach is enough

to represent meaningful sub-regions of the feature space. Therefore, the proposed ap-

proach is reliable.

4.3 Experiments and Results

A series of experiments have been conducted to evaluate the performance of the

proposed approach. The first experiment aims to visualize the RBF centers obtained

via the traditional clustering approach and proposed approach in the feature space. The

second experiment gives a comparison of the time consumption and the accuracy be-

tween three training schemes with different network scales. Finally the classification

performance of differently trained RBFNNs are compared.
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4.3.1 Clustering Results Visualization

Five different benchmarking data sets collected from UC Irvine Machine Learning

Repository (UCI) have been employed to conduct the first experiment [91]. For each

data set, the typical 𝑘-means approach and the proposed eigenvector-based approach

are adopted respectively for determining the RBF centers. The number of RBF centers

is decided by the number of classes for each data set. This experiment is to visually

examine whether the obtained centers can identify the partitions of the feature space for

representative prototypes. The identified RBF centers can be employed in the subse-

quent supervised learning stage of an RBFNN. Fig.4.2 shows the comparison results of

the two adopted approaches on five different data sets.

For each data set, the data points are drawn in a 3-D (three principal components

obtained via PCA) feature space for visualization in each sub-figure of Fig.4.2. Data

points with different class labels are distinguished via shapes and colors in each sub-

figure. The obtained centroids are marked with big red stars for visualizing the results.

As shown in Fig.4.2, for the data sets of Auto, Inon and Parkinson, the centroids

obtained via the eigenvector-base approach are very close to those obtained via 𝑘-means.

For the other two data sets, the centroids obtained via the eigenvector-base approach

are relatively far from those obtained via 𝑘-means. All the calculated centroids are

scattered enough and each centroid can be located in a different cluster. i.e., the obtained

centers can be reasonably considered as stereotypical patterns of the training samples.

Specifically, in the experiment, for all the five data sets, the 𝑘-means algorithm spent at

least 0.159 second on calculating the centers. Conversely, the proposed approach was

able to calculate the centers within 0.01 second. A notable result is that for imbalanced

data sets such as Parkinson, the centers obtained via the proposed approach are more
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(d) Centers for Iris via eigenvectors

Figure 4.2. Centers Selection in Different Data Sets via 𝑘-means and Proposed
Approach

close to the real centers than that of the 𝑘-means approach.
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4.3.2 Experimental Results on RBFNNs with Increasing Number of Hid-

den Neurons

The second experiment focuses on a specific data set for examining the classifica-

tion performance by RBFNNs with different number of hidden neurons. The RBFNNs

trained via three different training schemes and their classification performances are

compared. The e-RBFNNs employ the eigenvectors to determine the RBF centers. The

𝑘-means RBFNNs adopt the RBF centers determined by 𝑘-means. Besides these two

two-phase trained RBFNNs, the classification accuracies of RBFNNs with all parame-

ters trained via back-propagation (BP-RBFNN for short) simultaneously and iteratively

are also taken for the results comparison. For demonstrating the efficiency and reliabil-

ity of each RBF center determining approach, the performance is evaluated from two

aspects, the training time and the classification accuracy.

The data set used in this experiment is the Landsat Satellite Image data set, which

contains 6435 image samples, and each sample has 36 features. The samples are labeled

as 7 classes. A 5-fold cross-validation is adopted to test the precision statistically. What

is more, to eliminate the effect of different scaling of each feature, all the input feature

values are normalized before the experiment, i.e. A pre-processing of rescaling the

range of features in [−1, 1] is given to the data set.

Generally, for an NN model, the number of hidden neurons is a key parameter that

may affect its learning ability [92]. Obviously there is a monotonic increasing relation-

ship between the number of hidden neurons and the training time of network. There-

fore, the performances of different RBFNNs with increasing number of hidden neurons

are compared in this experiment. Specifically, the number of hidden neurons in each

RBFNN model is added from 1 to 361 with a step of 18 hidden neurons for enlarging
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the network scale. While increasing the number of hidden neurons, the training time

bars and output accuracy curves of the differently trained RBFNNs are drawn for the

comparison. Fig.4.3 shows the comparison results of the employed models. Note that

in Fig.4.3(b), for the training time comparison, since the orders of magnitude among

different models are quite different, the y-axis is plotted on the logarithmic scale.

In Fig.4.3(a) the average accuracy curves shown from the results demonstrate sev-

eral facts. All of the three differently trained RBFNNs can provide accuracies higher

than 80%. Specifically, from the accuracy aspect, when the network scale is small (the

number of hidden neurons is less than 55), the BP-RBFNNs offer higher accuracies than

the other two models. However, the accuracy of the proposed e-RBFNN soon surpasses

the accuracy of BP-RBFNN when the network scale becomes larger. In most of the time

the 𝑘-means RBFNN gives the poorest accuracy among these three differently trained

RBFNNs. From the training time aspect, as shown in Fig.4.3(b), the e-RBFNN takes

the least training time. Combining the two sub-figures together, the BP-RBFNN shows

a tiny decrease of accuracy when the network scale becomes larger, and it takes much

longer training time than the other two. This shows the fact that directly training all the

parameters of RBFNN simultaneously and iteratively may lead the model to a poor local

minima [68]. Such result reflects the reason why the back-propagation training scheme

is seldom employed in the real applications. Although the 𝑘-means RBFNN takes less

training time than the BP-RBFNNs, the classification accuracies of 𝑘-means RBFNNs

are the lowest at the beginning. However, the accuracy curve of the 𝑘-means RBFNN

in Fig.4.3(a) presents a continuous increasing trend and finally surpasses the accuracy

curve of BP-RBFNN. The efficiency and reliability of the eigenvector-based center de-

termining approach is exhibited by the performance of e-RBFNN. The e-RBFNN pro-

vides higher accuracy while taking significantly less training time than that of the other
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(a) The comparison results of average output accuracy

(b) The comparison results of average training time *

Figure 4.3. The comparison results of RBFNN via different training schemes on
the Landsat Satellite Image data set

*Please note that since the y-axis is given a logarithmic transformation, the scale of y-axis for Fig.4.3(b) is uneven.
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Table 4.2. Benchmarking data sets
Date sets # Features #Samples #Classes

Thyroid Gland 5 215 3
Iris 4 150 3
Wine 13 178 3
Mushroom 22 8124 2
Segmentation(Seg) 19 2310 7
Satellite 36 6435 6
Ring 20 7400 2
Letter 16 20000 26
Sampbase 57 4597 2
MNIST 784 70000 10

two RBFNNs.

4.3.3 Experimental Results on Benchmarking Data Sets

More experiments have been conducted with other types of data for studying the

performance of the proposed approach further. Benchmarking data sets from differ-

ent domains with different characteristic are selected. The employed data sets include

MNIST that the number of samples and the number of features are both relatively larger,

and Letter and Mushroom consist of a relatively larger number of samples. In addition,

small data sets and medium-sized data sets are also employed for the testing. The per-

formance of RBFNN using the randomly generated RBF centers (R-RBFNN) [70, 71]

is compared to substantiate the reliability of the proposed center determining approach.

Besides, the RBFNN with centers determined via LVQ approach (LVQ-RBFNN), the

RBFNN with centers determined via the Fisher Ratio (Fisher-RBFNN), the SV training

approach and KLT scaled eigenvectors (KLT-RBFNN) are also added in the compari-

son. LVQ3 [93] is employed for the LVQ-RBFNN. Additionally, the RBFNN trained

after a PCA transformation (PCA-RBFNN) is tested afterward. Detailed information of

the employed data sets is given in Table 4.2.
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Table 4.3 and Table 4.4 give the comparison results of experiment on these data

sets by 5-fold cross-validation. According to the results in Table 4.3, the classification

accuracy of each model does vary on different data sets. In 5 of the 10 data sets, the e-

RBFNN trained gives the highest accuracy. In 4 of the 10 data sets, the e-RBFNN trained

via the proposed approach offers the second or third highest accuracy. Compared with

the mainstream 𝑘-means RBFNN, the difference between the classification accuracy

obtained via these two training schemes is less than 2%. The proposed RBF center

determining approach can save at least 80% of the average training time compared with

the 𝑘-means RBF center selection approach. e.g., for the satellite image data set, when

the number of hidden neurons was set as 361, it only took 4.74 seconds on average

to train up an e-RBFNN. In the meanwhile, it costs 84 seconds on average to train up

a classical 𝑘-means RBFNN. Similar to the results in Section 4.3.2, although the BP-

RBFNN can provide higher training accuracy than the e-RBFNN for 2 of the 10 data

sets, it needs much longer training time than others. The SV model gives the highest

accuracy in 3 of the 10 data sets, but is shown much more time-consuming than the

e-RBFNN. In general, the e-RBFNNs offer the comparable (even better) performance

and need much less training time when compared with 𝑘-means RBFNN, SV, and BP-

RBFNN.

More significant results come from the comparison between R-RBFNN that uses

the randomly generated RBF centers and the e-RBFNN. Earlier studies reported that

an RBFNN can be quickly trained up and provide acceptable accuracy when the RBF

centers are randomly generated, therefore the R-RBFNN could be employed in some

scenarios [70, 71]. This is consistent with the experimental results (see the correspond-

ing columns in Table 4.3 and Table 4.4). Due to the fact that randomly generating RBF

centers is much more time-saving than calculating the centers with other algorithms, it
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spent the least time on training up an R-RBFNN in the experiment. However, the R-

RBFNN offered the lowest classification accuracies in the experiment. For all the data

sets used here, the e-RBFNNs can offer more than 3% higher accuracies than the R-

RBFNNs. Especially, for the Satellite data sets, the accuracy enhancement of e-RBFNN

to the R-RBFNN has reached to 8.1% high. More importantly, the output of the R-

RBFNN is not stable enough. The results in Table 4.3 show that the R-RBFNN always

has higher standard deviation of the classification accuracy than that of other methods.

The comparison results between the proposed model and the KLT-RBFNN model

should also be noticed. Despite the slight difference between the KLT and PCA, eigen-

vectors play the key role in both of the two models. Compared with the KLT-RBFNN

which directly adopts the eigenvectors as the centers, the proposed model employs the

eigenvectors as the clustering indicators to give a relax solution of the 𝑘-means. The ob-

tained centers of KLT-RBFNN therefore may be located outside the data clusters, while

as shown in Fig.4.2, the obtained centers by the proposed approach are usually located

near to the 𝑘-means clustering centers in the feature space. According to the results in

Table 4.3 and Table 4.4, in the experiment, the KLT-RBFNN spends less time on finding

the RBF centers, while the proposed model may offer higher classification accuracies

for all the data sets.

Besides, the PCA-RBFNN, the LVQ-RBFNN and the Fisher-RBFNN have taken

more training time while giving lower accuracy for almost all the employed data sets.

4.3.4 Fine Tuning Experiment

To make the proposed approach more convincing, a complementary experiment is

included to evaluate the model from another aspect. As mentioned in Section 4.1.2,
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Table 4.3. Accuracy (%) of different training schemes on benchmarking data sets

Data sets BP-
RBFNN

𝑘-means
RBFNN

R-RBFNN e-RBFNN PCA-
RBFNN

SV Fisher-
RBFNN

LVQ-
RBFNN

KLT-
RBFNN

Thyroid
Gland

84.26(1.47)∗ 84.75(1.95) 79.24(2.59) 85.59(2.01) 81.23(1.19) 84.01(1.26) 80.15(2.59) 82.33(0.47) 83.14(0.55)

Iris 98.12(0.52) 96.98(0.93) 96.66(1.25) 97.71(0.38) 96.13(1.01) 98.25(0.61) 95.12(1.13) 96.10(1.09) 96.09(0.92)
Wine 94.45(0.25) 92.91(1.22) 91.21(3.01) 95.15(1.02) 92.08(1.93) 94.34(1.10) 90.15(2.01) 93.07(1.14) 90.29(0.71)
Mushroom 99.12(0.30) 99.44(0.33) 98.25(1.12) 99.53(0.14) 98.94(0.46) 99.24(0.21) 98.97(0.45) 99.23(0.19) 95.34(1.02)
Seg 72.17(2.46) 79.63(3.08) 73.32(4.01) 79.29(3.02) 73.09(3.58) 80.23(2.82) 72.25(3.01) 76.97(3.53) 70.92(1.17)
Satellite 85.39(2.21) 85.67(1.31) 79.47(3.27) 88.16(0.97) 83.35(1.97) 85.52(1.58) 82.73(1.84) 84.42(1.25) 80.21(0.88)
Ring 80.21(2.09) 82.15(2.13) 79.94(4.35) 83.17(3.21) 81.35(2.75) 81.89(2.29) 80.24(2.98) 79.95(2.12) 83.35(1.21)
Letter 80.27(2.17) 78.62(0.81) 73.39(3.94) 79.13(1.09) 76.32(1.57) 81.43(1.15) 78.12(1.12) 76.59(0.96) 74.87(0.31)
Spambase 87.72(1.15) 89.35(1.05) 85.52(3.35) 87.34(1.07) 86.10(1.21) 88.12(1.37) 84.35(1.54) 86.64(1.42) 85.53(1.39)
MNIST 95.25(1.32) 97.51(0.71) 93.18(3.32) 96.71(1.14) 93.21(1.17) 95.12(0.49) 96.35(0.79) 94.08(1.02) 92.01(2.27)

* The values in parentheses are standard deviations.

Table 4.4. Average training time (seconds) of different training schemes on bench-
marking data sets

Data sets BP-
RBFNN

𝑘-means
RBFNN

R-RBFNN e-RBFNN PCA-
RBFNN

SV Fisher-
RBFNN

LVQ-
RBFNN

KLT-
RBFNN

Thyroid
Gland

0.6066 0.3233 ≈ 0 ≈ 0 0.4843 1.7012 0.6724 0.3212 ≈ 0

Iris 0.0230 0.0015 ≈ 0 ≈ 0 0.0129 0.0207 0.0228 0.0027 ≈ 0
Wine 0.0461 0.0240 ≈ 0 ≈ 0 0.0357 0.0439 0.0397 0.0218 ≈ 0
Mushroom 0.59e+03 147.39 2.43 18.45 204.22 0.49e+03 0.52e+03 189.42 15.21
Seg 5.31e+02 61.27 1.42 6.45 75.52 3.92e+02 4.14e+02 50.35 5.12
Satellite 5.60e+03 84.24 3.12 4.74 103.72 4.53e+03 4.34e+03 94.52 4.40
Ring 1.87e+03 241.30 14.85 57.28 309.27 1.53e+03 1.67e+03 247.52 49.33
Letter 9.35e+03 1.63e+03 88.86 254.52 1.57e+03 9.25e+03 8.98e+03 1.49e+03 241.98
Spambase 3.32e+03 234.45 5.32 30.14 307.12 2.75e+03 2.42e+03 197.56 28.81
MNIST 8.57e+05 1.89e+05 437.24 0.39e+04 2.21e+05 6.72e+05 5.13e+05 1.55e+05 0.37e+04

in some applications, a fine-tuning phase is added after a two-phase training scheme.

Accordingly, a fine-tune phase is added on the e-RBFNN and the most widely employed

𝑘-means RBFNN. The results are given in Table 4.5.

As shown in Table 4.5, it demonstrates that for most of the data sets, a fine-tuning

phase can bring a tiny enhancement of the output accuracy. Such operation has also

been widely employed in multilayer network training recently [68]. For both of the

e-RBFNNs and 𝑘-means RBFNN, accuracy enhancements are observed after the fine-

tuning phase. Meanwhile, the average accuracy improvement of the e-RBFNNs is 1.6%,

the average accuracy improvement of 𝑘-means RBFNNs is less than 1.0%. These com-

plementary experimental results shall be considered as another advantage of the pro-
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Table 4.5. The results after fine-tuning
𝑘-means RBFNN e-RBFNN

Accuracy Ave.Acc∗.improvement Accuracy Ave.Acc.improvement

Thyroid Gland 85.12 0.37 87.22 1.63
Iris 97.33 0.35 97.82 0.11
Wine 95.25 0.80 96.98 1.83
Mushroom 99.50 0.06 99.61 0.08
Segmentation 79.97 -0.15 80.35 2.18
Satellite 87.37 1.70 89.99 1.83
Ring 85.25 3.10 85.54 2.37
Letter 80.35 1.73 81.98 2.85
Spambase 90.12 0.77 90.01 2.67
MNIST 96.99 0.74 97.20 0.49

* Ave.Acc. is for Average Accuracy. This experiment is also conducted via 5-fold cross validation.

posed model.

In summary, the eigenvector-based RBF center determining approach is compared

with others for the appraisal. The comparing schemes include both the unsupervised and

supervised approaches as discussed in Section 4.1.3. For the unsupervised approaches,

the 𝑘-means clustering, which is the most widely employed one in real applications

was adopted as the comparing objective. On the other hand, the supervised approaches

can be regarded as another branch for the RBF center calculation. Accordingly, several

supervised approaches are also compared. Besides, the R-RBFNN which adopts the

randomly generated RBF centers is also considered in the comparison. In Table 4.6, as

a summary, it presents the comparison of the time complexity of calculating the RBF

centers, the output accuracies, and some important features of these approaches.

From the summarized results in Table 4.6, the proposed eigenvector-based ap-

proach has the second fastest training speed. Moreover, as shown in the experiments,

this approach can help the RBFNNs offer higher accuracy than that of the random RBF

center selection approach. When compared with other two catalogs of approaches, the

proposed approach presents an advantage on the time complexity while providing a

comparable reliability. It demonstrates that the eigenvector-based approach can provide
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Table 4.6. Summary about the performance of different approaches
Time complexity Accuracy Important feature

Random-center 𝑂 (1) poorer than others Only need to calculate the weights
Not reliable

Supervised Approaches 𝑂 (𝑛𝑑2𝐷𝐿𝑡) high for small-scale net Optimizing the entire network according
to the labels
Easily poor local minima

Unsupervised Approaches 𝑂 (𝑛𝑑𝐷𝑡) high for large-scale net Fully pre-training
Accuracy improved after fine-tuning
Rapid convergence of the RBFNN

Proposed Approaches 𝑂 (𝑑3) comparable with others A relax pre-training and
Accuracy improved after fine-tuning
Rapid convergence of the RBFNN

* Note that in the first column, 𝑡 is the number of iterations.

a better balance between the time and accuracy consideration for determining the RBF

centers for an RBFNN.

4.4 Conclusions

In this chapter, a fast eigenvector-based RBF center determining approach for

RBFNN is proposed. To improve the training speed of RBFNN reliably, first, the RBF

centers is identified via eigenvectors in the feature space, then the output weight can be

easily obtained with the pseudo-inverse solution or gradient descent approach. Experi-

mental results have shown that the training time of the RBFNN is greatly reduced when

the eigenvector-based RBF center determining approach is employed. The classification

accuracy is maintained, or even improved for certain data sets. The results also show

that the proposed approach is more reliable than fast randomly-generating approach for

determining the RBF centers. Thus we can readily conclude that the proposed model

provides a better balance between the training time and the reliability for training up an

RBFNN.
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However, this work still has limitations. The data sets employed in the experiment

are all relatively balance distributed data sets, and the distribution of the given data

may affect the choice of the RBF centers. Therefore the incorporation of experiments

on imbalanced data sets with RBFNN shall offset such limitation. Moreover, from the

theoretical aspect, some of the results, e.g., the results of the fine-tuning experiments

shall require mathematical explanation. In the future, we will develop this study further

by concentrating on these two problems.



Chapter 5

Feature Learning for Multiple

Domain Data

As discussed in previous chapters, multi-layer NNs have great advantages in fea-

ture representation, especially for large scale image data set. Most of the state-of-the-art

results on multi-layer neural network models are reported focusing on the fields of com-

puter vision, automatic speech recognition, and natural language processing. The great

success of deep learning in these application scenarios demonstrates the advantages of

using neural network approaches to learn a representation of a given data set. The su-

periorities of using a multi-layer neural network for feature learning include that neural

networks are adept at processing the complex nonlinear relationships among the vari-

ables, and the multi-layer structure can take advantage of the increasing quantity of

available data. However, in real applications of different domains, things often become

more complicated, features usually have different characteristics with image data or

NLP data, for example, there exists a time-series relationship among the features, or the
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features stem from different domains. It is worth investigating the possible utilization

of deep learning technology for feature representation on different applications.

This study explores the potential of feature representation with multi-layer neural

networks on real weather data. The weather data employed in this study was hourly

collected weather records in the past 30 years by the Hong Kong Observatory (HKO).

These weather records are basically characterized by time series, univariate and continu-

ously valued. Besides the basic features, the employed weather data sets also have some

specialties. One important trait of these data sets is that there are hidden nonlinear re-

lationships among various univariate data sequences, e.g., the temperature records may

have some interaction with the wind speed records, therefore, a proper fusing represen-

tation of the related univariate data sequences may be helpful to improve the simulation

accuracy of these data sets. Another specialty of the employed data set is that there is

season-to-season and year-to-year variability in the trend of weather data. The great

learning power of the multi-layer neural network is expected to capture these trends

during the learning process.

This chapter focuses on the feature representation issue of the given weather data

sets from multiple meteorological domains including the temperature data, the atmo-

spheric pressure data and the wind speed data. In detail, firstly, several widely used

multi-layer neural network architectures are tested on each kind of weather data set re-

spectively, results in this stage of the study demonstrated the potential of multi-layer

neural network for the feature representation on the time series univariate data sets.

Consequently, to improve the forecasting accuracy of wind speed data in advance, the

information from temperature data and atmospheric pressure data is utilized together

with wind speed records to train up the forecasting models. Several models that can

learn a fusing representation of time series data from different domains, including the
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proposed canonical correlation analysis based Split-Autoencoder, are tested and com-

pared. The employed computational intelligence models (e.g. Support Vector Machine)

trained up in the learned fusing feature space are expected to provide higher prediction

accuracy. The experimental results demonstrate that by considering the canonical cor-

relation among multi-domain data sets, a fusing represented feature space can capture

the relevant information from various domains. Forecasting models trained up in this

fusing represented feature space provided the best performance in the experiments.

5.1 Preliminary

5.1.1 Weather Data and Weather Forecasting via Machine Learning Mod-

els

The changes of climate can greatly impact every aspect of people’s life. In the

wind energy industry the fluctuation of wind speed can guide the selection of the site

position; engineers frequently utilize information based on wind speed, pressure, tem-

perature forecasts in the design and construction of large wind-resistant structures such

as bridges, high-rise buildings, and off-shore oil platforms; even in financial markets,

weather forecasting also plays a critical role as weather derivatives and the need to

manage weather-related risks [94, 95]. Therefore, many significant research efforts are

utilized to develop weather forecasting methods.

Generally, the Numerical Weather Prediction (NWP) models, which are based on

physical principles and use complex mathematical models of the atmosphere and oceans

to predict the weather, have occupied the dominate position in weather forecasting tech-

niques [96, 97]. However, accompany with the great success of computational intelli-
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gence obtained on many real applications in recent years [8, 98, 99], both research and

industrial community are paying more attention to employing machine learning tech-

niques for weather predicting, e.g., instead of buying weather information from observa-

tories, some wind power plants have employed machine learning approaches to forecast

the wind speed in next several hours [100]. Moreover, Machine learning approach has

been considered as an important assistant method to improve/adjust the output of numer-

ical models for meteorologists [101]. Compared with NWP models, machine learning

approaches offer the advantages in lower requirement on domain knowledge and equip-

ments such as meteorological instruments. Machine learning approaches, especially,

Neural Networks (NNs), are adept at predicting the weather condition from historical

weather records by exploring the complicate, nonlinear relationship among the given

records [100].

The weather quantities involved in this study include the temperature, the atmo-

spheric pressure, and the wind speed. Totally 30-year historical data records of these

weather physical quantities are hourly collected from observation points in Hong Kong

by the HKO. Hong Kong is characterized by a long coastline and numerous islands

for such a relatively small territory. The mesoscale weather system of Hong Kong is

quite different from other places since it is heavily affected by rainstorms and tropical

cyclones [101], moreover, the high building density may also affect the weather condi-

tion of Hong Kong. Therefore, finding the disciplines and capturing the possible cycles

of wind speed change in Hong Kong is more difficult than other places in sub-tropical

regions.

Weather prediction is a typical time series problem. For time series analysis, uni-

variate time series regression is the most fundamental and most widely applied frame-

work for quantitative value prediction [102]. Generally speaking, for a certain variable,



CHAPTER 5. FEATURE LEARNING FOR MULTIPLE DOMAIN DATA 89

the objective of univariate time series regression is to find the relationship between its

status at a certain future time point and its status at a series of past time points, and

estimate its future status via

𝑣𝑡 = 𝑓 (𝑣𝑡−Δ𝑡−1, 𝑣𝑡−Δ𝑡−2, . . . , 𝑣𝑡−Δ𝑡−𝑛), (5.1)

where Δ𝑡 is the prediction horizon. For the prediction tasks on hourly weather data

records. When Δ𝑡 ≤ 3 hours ahead, it is called nowcasting; normally, researchers focus

on short-term forecasting tasks in which Δ𝑡 is setting as 4 to 7 hours ahead; in some

special cases, such as wind speed changing prediction for wind power plant to estimate

the gap between energy supply and energy consumption, Δ𝑡 is usually set to 12 hours

ahead. A prediction task with a longer prediction horizon usually has lower predic-

tion accuracy. The univariate time series regression framework is quite effective for

short-term forecasting [103], but for long-term forecasting tasks, NWP model is more

recommended.

As discussed above, machine learning models are more and more commonly em-

ployed in weather forecasting area, the function 𝑓 , can be obtained by employing dif-

ferent machine learning models such as Linear Regression, Generalized Linear Model,

Auto Regressive Integrated Moving Average Mode (ARIMA) [104,105]. Many previous

studies have discussed the strengths and weaknesses of the different machine learning

models to process the weather data [106, 107].

5.1.2 Multi-layer Neural Network for Feature Representation

Although the idea of multi-layer neural networks has been proposed for more than

two decades, it wasn’t widely used until Hinton’s research in 2006 [99]. The essential
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challenge in training up a multi-layer architecture is to deal with the strong dependen-

cies that exist during training between the parameters across layers [68]. Multi-layer

neural networks usually have more parameters than those with shallow architectures.

Moreover, in a multi-layer neural network architecture, due to the non-convexity of the

complex model, the optimization with traditional Back-Propagation training approach

may fall in a local minimum rather than a global minimum. This may bring poor gener-

alization to the model.

The Deep Belief Network (DBN) that greedily trained up one layer with a Re-

stricted Boltzmann Machine (RBM) at a time was introduced in 2006 [99]. Starting

from this work, researchers solved the training problem of deep neural networks in

two phases. In the first phase, unsupervised pre-training, all layers are initialized using

this layer-wise unsupervised learning signal; in the second phase, fine-tuning, a global

training criterion (a prediction error, using labels in the case of a supervised task) is

minimized [108]. Fig.5.1 gives the architecture of a typical DBN for illustration of the

Multi-layer Neural Networks. As shown in Fig.5.1, by stacking multiple layers of sim-

ple learning blocks, the hierarchical architecture of the neural system can represent the

input raw data according to the interactions of many complicated factors on multiple

levels [92].

5.2 Feature representation for Univariate Weather Data with

Multi Layer Neural Networks

In this section, several widely used multi-layer neural network architectures are

employed for feature representation of each kind of weather data set respectively. The
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Figure 5.1. A typical DBN with 4 hidden layers, each layer is a simple RBM block.
The output of each intermediate layer can be viewed as a representation of the
original input data.The RBM block can be substituted by other type of neuron
layer (e.g. Autoencoder) depending on the learning objective.

purpose of the section includes (1) exploring the potential of multi-layer neural network

for feature learning on univariate time-series data; (2) improving the weather forecast-

ing accuracy for different prediction horizons; (3) making the comparison among the

performances of different multi-layer networks on the given weather data.



92
5.2. FEATURE REPRESENTATION FOR UNIVARIATE WEATHER DATA WITH

MULTI LAYER NEURAL NETWORKS

5.2.1 Data Preparation

Historical weather data sets, including the temperature, Mean Sea Level Pressure

(MSLP) and wind speed data are employed in our model. The time range of the data

sets is almost 30-year long, which covers the period from January, 1st, 1983 to Decem-

ber, 31st, 2012. In detail, the numbers of temperature, MSLP, and wind speed records

are more than 260,000 respectively. The temperature (measured in degree Celsius) and

MSLP (measured in hectopascal(hPa)) data are scalar data sets. On the contrast, the

wind speed data has two dimensions: the polar coordinate for the wind direction (mea-

sured in degree angle) and the speed (measured in meters per second). Moreover, at

some time points, the directions of the air motion are not stable, i.e. the wind directions

at these time points are not fixed. such kind of data is considered as missing value in this

study. Therefore, some pre-processing on the data sets is necessary. In detail, for the

wind speed data, this study tries to predict the components of the air motion in 0-degree

angle direction. Thus, by denoting the angle as 𝜃 and the speed as 𝑣, the raw data can

be transformed via

𝑣0 = cos 𝜃 · 𝑉, (5.2)

where 𝑣0 is the vector components of the wind speed in 0-degree angle direction.

To train up a neural network model with time series data, it is necessary to know

the relation that exists between the series and their lags. In some previous studies,

the lags are determined by expert experience. In this study, statistics approaches are

employed to decide the input variables. Specifically, the input variables of the neural

network are determined by two measures: autocorrelation function (ACF) and the partial

autocorrelation function (PACF) [109, 110]. For example, Fig. 5.2, Fig.5.3 and Fig.5.4

illustrate the ACF plots and PACF plots for the hourly observed temperature, pressure
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(a) ACF plots for the temperature data

(b) PACF plots for the temperature data

Figure 5.2. ACF & PACF plots for the temperature data in Hong Kong

and wind speed records in the entire data sets when Δ𝑡 = 3.

5.2.2 Weather Feature Learning with Autoencoder

A typical Autoencoder tries to learn a function h
𝑤,𝑏

(𝑥) ≈ 𝑥. In other words, it is

trying to learn an approximation to the identity function, so as to output 𝑥 that is similar

to 𝑥. By placing constraints on the network, such as by limiting the number of hidden

units, some interesting structure about the input data may be discovered [111]. If there



94
5.2. FEATURE REPRESENTATION FOR UNIVARIATE WEATHER DATA WITH

MULTI LAYER NEURAL NETWORKS

(a) ACF plots for the MSLP data

(b) PACF plots for the MSLP data

Figure 5.3. ACF & PACF plots for the MSLP data in Hong Kong

is a certain structure hidden in the data, for example, if some of the input features are

correlated, such as in the feature space of time series analysis, this model may discover

some of those correlations. An illustration of a typical Autoencoder layer is shown in

Fig.5.5.
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(a) ACF plots for the wind speed data

(b) PACF plots for the wind speed data

Figure 5.4. ACF & PACF plots for the wind speed data in Hong Kong

The loss function of Autoencoder is

𝐽 (𝑊, 𝑏) =
[
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(5.3)

where 𝑁 is the number of training samples. The objective of the Autoencoder is to

minimize Eq.5.3 in order to make sure that the output h
𝑊 ,𝑏

(𝑥 (𝑖) ) can approximate the

raw data 𝑥 (𝑖) as far as possible. The second term in Eq.5.3 is a regularization term (also
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Figure 5.5. An illustration of Autoencoder Algorithms. Layer 𝐿1 is the input layer,
and 𝐿3 is the output layer (or reconstruction layer). Via hidden layer 𝐿2 (or
representation layer), the input 𝑥 in layer 𝐿1 is represented in a new feature space,
and the output 𝑥 in 𝐿3 is expected to approximate 𝑥.

called a weight decay term) controlled by the weight decay parameter 𝜆 that tends to

decrease the magnitude of the weights, and helps prevent overfitting.

Consequently, several Autoencoders are connected layer by layer with a stacked

structure to build the deep neural network. Specifically, in the training process of each

layer, as shown in Fig.5.5, the input vectors have to pass through the three layers, and

the vectors in hidden layer (layer 𝐿2 or representation layer) are the representations

of the input vectors and can be used to reconstruct the input vectors in layer 𝐿3 (the

reconstruction layer). Thus, in every layer of the stacked Autoencoder, the input of the

current layer is the output of the previous layer, and the output is the transformed vectors

in the 𝐿2 of the current layer.
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5.2.3 Weather Feature Learning with Continuous RBM

RBM is another important structure to model a deep neural network structure. The

RBM is a two-layer network with one visible layer and one hidden layer. Fig.5.6 gives

an illustration of RBM architecture. As shown in Fig.5.6, the standard type of RBM

has binary-valued (Boolean/Bernoulli) 𝑚 hidden and 𝑛 visible neurons, and consists of

a matrix of weights 𝑊 = (𝑤𝑖, 𝑗) (size 𝑚 × 𝑛) associated with the connection between

hidden neurons ℎ 𝑗 and visible neuron 𝑣𝑖 , as well as bias weights (offsets) 𝑎𝑖 for the

visible units and 𝑏 𝑗 for the hidden units. The word “restricted” means that there is

no connection between any two neurons in the same layer. The energy function of a

configuration (pair of boolean vectors) (𝑣, ℎ) is defined as

𝐸 (𝑣, ℎ) = −
∑︁
𝑖

𝑎𝑖𝑣𝑖 −
∑︁
𝑗

𝑎 𝑗𝑣 𝑗 −
∑︁
𝑖

∑︁
𝑗

𝑣𝑖𝑤𝑖 𝑗ℎ 𝑗 . (5.4)

The probabilities of the states of the visible and hidden neurons can be obtained

via the sigmoid function

𝑝𝑣𝑖 = 𝑝(𝑣𝑖 = 1) = 1
1 + 𝑒𝑥𝑝(−∑

𝑖 𝑤𝑖 𝑗ℎ 𝑗)
(5.5)

and

𝑝ℎ 𝑗 = 𝑝(ℎ 𝑗 = 1) = 1
1 + 𝑒𝑥𝑝(−∑

𝑖 𝑤𝑖 𝑗𝑣𝑖)
(5.6)

respectively.

An RBM architecture is trained to maximize Eq.5.7, which is the product of prob-
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h1 h2 h3

V2V1 V3 V4 Vm

... hn

...

Figure 5.6. The typical architecture of a classical RBM model with two layers,
𝑚 neurons in the visible layer and 𝑛 neurons in the hidden layer, all neurons a
binary-valued and no connection between any two neurons in the same layer.

abilities assigned to some training set 𝑉 :

arg max
𝑊

∏
𝑣∈𝑉

1
𝑍

∑︁
ℎ

𝑒𝐸 (𝑣,ℎ) , (5.7)

where the term 1
𝑍

∑
ℎ 𝑒

𝐸 (𝑣,ℎ) is the probability distributions over hidden and/or visible

vectors. Eq.5.7 can be optimized via the Minimising Contrastive Divergence (MCD)

training rule by updating the weight value 𝑤𝑖 𝑗 in each iteration according to

Δ𝑤𝑖 𝑗 = 𝜀(𝑣 · ℎT − �̂� · ℎ̂T), (5.8)

where �̂�, ℎ̂ is the reconstructed states of the node in the last iteration [26].

A typical RBM is employed for binary valued data. In this work, a revised version

of RBM, the continuous RBM (CRBM) is introduced for the feature learning of the

given weather data sets [112]. The continuous stochastic neurons, which have the form
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in Eq.5.9, are employed to take the places of the binary-value neurons by adding a zero-

mean Gaussian noise to the input of a sampled sigmoid neuron.

𝑠 𝑗 = 𝜑 𝑗 · (
∑︁
𝑖

𝑤𝑖 𝑗 𝑠𝑖 + 𝜎 · 𝑁 𝑗 (0, 1)) (5.9)

with

𝜑 𝑗 (𝑥 𝑗) = 𝜃𝐿 + (𝜃𝐻 − 𝜃𝐿) ·
1

1 + 𝑒𝑥𝑝(𝑎 𝑗𝑥 𝑗)
, (5.10)

where 𝑁 𝑗 (𝑂, 1) represents a Gaussian random variable with zero mean and unit vari-

ance. The constant 𝜎 and 𝑁 𝑗 (𝑂, 1) thus constitute a noise input component 𝑛 𝑗 =

𝜎 · 𝑁 𝑗 (𝑂, 1) according to a probability distribution

𝑝(𝑛 𝑗) =
1

𝜎
√

2𝜋
𝑒𝑥𝑝(

−𝑛2
𝑗

2𝜎2 ). (5.11)

The parameters 𝜃𝐿 , 𝜃𝐻 and 𝑎 𝑗 control the asymptotes and slope of the sigmoid function

of each neuron. By this way, the nature and extent of the neurons stochastic behavior is

simulated as the noisy units [113].

Consequently, the energy function of CRBM is analogous to that of the continuous

Hopfield model as

𝐸𝐶𝑅𝐵𝑀 = −1
2

∑︁
𝑖≠ 𝑗

𝑤𝑖 𝑗 𝑠𝑖𝑠 𝑗 +
∑︁
𝑗

1
𝑎 𝑗

∫ 𝑠 𝑗

0
𝜑−1(𝑠)𝑑𝑠. (5.12)

By using the MCD rule, in each iteration, parameters in CRBM model can be

updated via

Δ𝑤𝑖 𝑗 = 𝜀𝑤 (𝑠𝑖 · 𝑠T𝑗 − 𝑠𝑖 · 𝑠 𝑗T) (5.13)
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and

Δ𝑎 𝑗 =
𝜀𝑎

𝑎2
𝑗

(𝑠 𝑗 · 𝑠T𝑗 − 𝑠 𝑗 · 𝑠 𝑗T). (5.14)

5.2.4 Experimental Results for the Weather Data Sets

Machine learning forecasting models are expected to provide different performances

in different feature spaces. In this study, a series of experiments were conducted to test if

a performance improvement can be obtained when employing the forecasting model on

the learned feature space. Specifically, for each of the temperature data, the MSLP data,

and the wind speed data, the forecasting models were trained up via the original fea-

ture space, the feature space learned via Antoencoder and the feature space learned via

CRBM respectively. To make the results more convincing, in the experiments, Δ𝑡 was

alternately set as 3 hours (nowcasting), 7 hours (short-term forecasting) and 12 hours in

each forecasting task.

In this group of experiments, the Support Vector Machine Based Regressor (SVR)

is employed as the forecasting model. Previous studies have reported that SVRs usu-

ally have higher generalization when compared with other machine learning forecasting

models in weather forecasting, and widely employed to deal with univariate forecasting

problems in practice [114–116]. SVR is a reliable choice as the forecasting model to

evaluate the represented features in this study.

In detail, for each data set, the SVRs were trained up in three different feature

spaces respectively. As in most of the previous studies [114–116], for univariate time

series forecasting, the initial feature space is composed of the previous 𝑛 hourly sta-

tus 𝑣𝑡−Δ𝑡−1, 𝑣𝑡−Δ𝑡−2, . . . , 𝑣𝑡−Δ𝑡−𝑛, where 𝑛 is determined by the ACF and PACF [110]. In

the experiment, the initial feature space was represented via Autoencoder and CRBM re-
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Table 5.1. The temperature prediction results by SVRs trained in different feature
spaces

SVR SVR in AE SVR in CRBM

MSE 𝑅2 MSE 𝑅2 MSE 𝑅2

Δ𝑡 = 3 0.2246 0.9919 0.1651 0.9940 1.2512 0.9332
Δ𝑡 = 7 0.2304 0.9918 0.1820 0.9934 1.8512 0.9121
Δ𝑡 = 12 0.3524 0.9873 0.1930 0.9930 2.1311 0.8754

Table 5.2. The MSLP prediction results by SVRs trained in different feature spaces

SVR SVR in AE SVR in CRBM

MSE 𝑅2 MSE 𝑅2 MSE 𝑅2

Δ𝑡 = 3 0.1483 0.9965 0.0983 0.9977 1.2721 0.9412
Δ𝑡 = 7 0.1932 0.9956 0.0964 0.9977 1.5523 0.9313
Δ𝑡 = 12 0.2135 0.9924 0.1472 0.9961 2.0012 0.9094

spectively. The forecasting performances of SVRs trained up in the three feature spaces

were compared. To lower the effect of SVR parameters to the forecasting results, the

parameters of SVRs in each feature space were same configured. For each prediction

task, 80% samples are randomly chosen from the whole data sets for training, and the

remaining 20% records are employed for the testing. As in previous studies, the fore-

casting performance is evaluated via the mean squared error (MSE) and the coefficient

of determination, which is represented as 𝑅2 value. The experimental results are given

in Table.5.1, Table.5.2 and Table.5.3 respectively. Please note that in these tables, SVR,

SVR in AE and SVR in CRBM means SVR in the original feature space, SVR in the

Autoencoder learned feature space and SVR in the CRBM learned feature space respec-

tively.

Table.5.1 and Table.5.2 present the forecasting results of temperature data and pres-
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Table 5.3. The wind speed prediction results by SVRs trained in different feature
spaces

SVR SVR in AE SVR in CRBM

MSE 𝑅2 MSE 𝑅2 MSE 𝑅2

Δ𝑡 = 3 1.5925 0.7811 1.5132 0.7903 1.9102 0.6994
Δ𝑡 = 7 2.0213 0.7141 1.9008 0.7224 2.2332 0.6547
Δ𝑡 = 12 4.4036 0.6124 4.1041 0.6435 5.5043 0.5227

sure data respectively. In real applications, the short-term prediction for these two kinds

of data gives little challenge since that their variations in a short period are relatively

stable and significant periodic trends can be observed [117]. This is also demonstrated

by the results shown in Table.5.1 and Table.5.2. For example, for 3-hour ahead horizon

forecasting of temperature, in the experiment, the 𝑅2 was up to 0.9919 while the MSE

was low to 0.2246 when the employed SVR was naively trained up in the original fea-

ture space. It can also be observed that the forecasting accuracy had a slight decrease

when Δ𝑡 was set longer. However, even the prediction horizon was set to 12 hours ahead,

the 𝑅2 was close to 0.99 while the MSE was lower can 0.4. The SVRs trained on the

Autoencoder learned feature space provided even better performances. Improvement of

the prediction performance, although very slight, can be observed when Autoencoders

were adopted to represent the features for all prediction horizons. The average enhance-

ment of 𝑅2 was 0.0031, while the average reduction of the MSE was 0.0710. Table.5.1

also gives the forecasting performance of SVRs trained on the feature spaces learned via

CRBMs. In contrast of SVRs trained up via the Antoencoder learned features, SVRs

trained up via the CRBMs learned features cannot offer higher prediction accuracies.

Conversely, feature representation via CRBMs was demonstrated that it leaded signifi-

cantly lower forecasting accuracies and poorer generalizations for all of the three pre-
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diction horizons. Specifically, the average 𝑅2 decrease was about 0.5 while the average

MSE increase was larger than 1.2. Similar results were observed in the MSLP data.

As demonstrated in Table.5.2, compared with SVRs trained up with the original fea-

tures, SVRs trained up in the Autoencoder learned feature spaces can provide a slight

enhancement of the prediction accuracy and SVRs trained up with the CRBM learned

features offered significantly lower forecasting accuracy and poorer generalization.

According to Table.5.1 and Table.5.2, for temperature data and pressure data, sim-

ply training up SVRs on the raw data set can obtain very reliable prediction results.

The slight improvement by training up the models with Autoencoder learned features is

not a significant contribution from the application aspect. From the academical aspect,

such improvement demonstrates that for the univariate time series data, feature repre-

sentation via Autoencoder is helpful to improve the performance of forecasting models.

Conversely, the results demonstrate that CRBM is not suitable for the feature represen-

tation of the univariate time series data. The transformations of the raw data via CRBMs

caused deterioration to the prediction accuracy in the group of experiments.

Table.5.3 shows the experimental results on wind speed data. Compared with tem-

perature data and pressure data, the change of wind speed data is much more stochastic.

For forecasting models, it is more difficult to learn the changing patterns of wind speed

data. As shown in Table.5.3, the 𝑅2 value of the wind speed prediction via SVRs trained

up on the raw data set were 0.7811, 0.7141 and 0.6124 for Δ𝑡 set as 3 hours, 7 hours and

12 hours respectively, which were much lower than the prediction accuracies obtained

on the other two data sets. Similar with other two data sets, higher prediction accuracies

were observed when Autoencoders were employed to learn a feature space for training

up the SVRs. For different prediction horizons, the maximum 𝑅2 increase was higher

than 0.3. Moreover, SVRs trained up in the CRBMs learned feature spaces still provided
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the poorest accuracies for the wind speed data, the 𝑅2 values were lower than 0.7 for all

the prediction horizons.

The series of the experiments demonstrate the fact that for the univariate time se-

ries forecasting, especially the weather data forecasting tasks, a proper representation of

the raw feature is helpful to improve the performance of the employed machine learning

models. Specifically, for the two popular feature learning tools which can be employed

to process the univariate time series issues, the Autoencoder shows the potential to learn

a feature space that may enhance the generalization of the employed forecasting model,

while the CRBMs/RBMs were observed not very fit for this application scenario. This

may be because of the structures of the two models. For Autoencoder model, according

to Eq.5.3, the output of the model is also required to keep the correlations among the

variables at different time points. The time series data could be reconstructed via lin-

ear/nonlinear transformations from the represented feature space, therefore actually the

time-related information could be held in the training process of the Autoencoder. For

the CRBM model, although the time series relationships among the variables may be

considered in the training process, the continuous neurons, which are added to simulate

the stochastic behavior, are very sensitive to the noises in the input signals, therefore

this model is demonstrated not very suitable for the given scenario.

The experimental results also show that wind speed forecasting is much more dif-

ficult than the temperature and pressure forecasting. Short-term wind speed forecasting

application has great significance from both academical and practical aspects. Based on

the obtained experimental results, the following section will focus on using Antoencoder

based model to improve the prediction accuracy of wind speed data further.
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5.3 CCA-based Autoencoder for Cross-domain Feature Fu-

sion of Weather Data

Previous experiments present two facts. First, the SVRs trained in the feature space

learned via Autoencoder is helpful to enhance the prediction performance of the em-

ployed machine learning model. Second, the prediction accuracy of wind speed data

have space to for improvement. In the following sections, Autoencoder based methods

are proposed to improve the prediction accuracy of wind speed forecasting further.

In the previous section, the wind speed is predicted only based on its’ previous

status. If more factors that can affect the wind speed is employed as variables of the

forecast model, the forecast accuracy may be improved. Meteorologists have revealed

that there is complicated relationships between wind speed and air/earth surface temper-

ature [118] as well as the pressure conditions [119]. For example, before a tropical storm

the temperature often rises and the pressure usually become very low. It is reasonable to

consider the temperature and pressure data as inputs for the forecasting model. Instead

of naively put the temperature and pressure data into the forecasting model directly, in

the following section, a revised Autoencoder model is proposed to fuse the time-series

data sets from different domains by considering the correlations among different data

sets.

5.3.1 Measure of Corrections: Canonical Correlation Analysis

In this study, the Canonical Correlation Analysis (CCA) is employed as a measure

to analysis the correlation between two data sets. Set 𝑋 ′, 𝑋 ′′ are two equal-size data

sets with different dimensions, 𝑋 ′ = (𝑋 ′
1, . . . , 𝑋

′
𝑁
)T where 𝑋 ′

𝑖
= (𝑥 ′1, . . . , 𝑥

′
𝑑𝑋′ ), 𝑋

′′ =
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(𝑋 ′′
1 , . . . , 𝑋

′′
𝑁
)T where 𝑋 ′′

𝑖
= (𝑥 ′′1 , . . . , 𝑥

′′
𝑑𝑋′′ ), 𝑖 = 1, . . . , 𝑁 . to evaluate the corrections of

the two data sets, simply calculate the correlation coefficient of every pair (𝑥 ′
𝑖
, 𝑥 ′′
𝑗
) may

neglect the inner correlation among dimensions in each data set. For time series data sets

where the correlations among the dimensions (time points) has been identified by ACFs

and PACFs as in 5.1.1, taking the inner correlations among dimensions in each data set

into consideration is especially necessary. The CCA can evaluate the correlations of the

two data sets by considering the dimensions of each data sets as a whole. Therefore, in

this study, canonical correlation is adopted to analysis the correlations between two data

sets.

The main concept of CCA is to calculate the correlation between a linear combina-

tion of the variables in one data set and a linear combination of the variables in the other

data set. Specifically, CCA seeks projections vectors 𝑎1, 𝑏1 such that 𝑦′1 = 𝑎T
1𝑋

′ and

𝑦′′1 = 𝑏T
1𝑋

′′ to maximize the correlation 𝑐𝑜𝑟𝑟 (𝑦′1, 𝑦
′′
1 ). 𝑦

′
1 and 𝑦′′1 are called the first pair

of canonical variables. Consequently, CCA seeks projection vectors 𝑎2, 𝑏2 and to maxi-

mize 𝑐𝑜𝑟𝑟 (𝑦′2, 𝑦
′′
2 ) where 𝑦′2 = 𝑎T

2𝑋
′, 𝑦′′2 = 𝑏T

2𝑋
′′, and subject to the constraint that 𝑎T

1𝑋
′

and 𝑎T
2𝑋

′ are uncorrelated, 𝑏T
1𝑋

′′ and 𝑏T
2𝑋

′′ are uncorrelated. This gives the second pair

of canonical variables. Such procedure may be continued up to min{𝑑𝑋 ′, 𝑑𝑋 ′′} times.

The first 𝑘 pairs of canonical variables are 𝑌 = (𝑦′1, . . . , 𝑦
′
𝑘
) and 𝑌 ′′ = (𝑦′1, . . . , 𝑦

′′
𝑘
) and

can be solved via finding the eigenvectors of a certain matrix (see the Appendix).

5.3.2 Cross domain feature fusion with Autoencoder

In the multi-domain feature learning scenario, the entire training feature matrix is

composed of 𝑛multiple sub-feature matrices. Each sub-feature matrix can be considered

as one view of the problem to be solved. Denote the entire feature matrix 𝑋 ∈ R𝑁×𝑑 ,
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and 𝑋 is composed of several sub-feature matrices 𝑋 𝑖 ∈𝑁×𝑑𝑖 ,
𝑖∑
𝑑𝑖 = 𝑑. Specific to

the wind speed forecasting application scenario in this chapter, 𝑋 is composed of three

sub-feature matrices 𝑋1, 𝑋2 and 𝑋3, where 𝑋1, 𝑋2, 𝑋3 represent the feature matrix

of historical wind speed data, historical temperature data, and historical pressure data

respectively.

5.3.2.1 Directly Input

Directly using the feature matrix 𝑋 as the input of the employed forecasting model

is a popular solution for multi-domain data learning issue [120]. In some previous stud-

ies, machine learning models directly adopt the entire feature matrix is reported capable

of providing satisfactory performance. In this work, the directly input strategy is em-

ployed for comparison. The performance of forecasting models that trained up in the

feature space learned by the proposed model is expected to surpass the performance of

forecasting model directly using 𝑋 .

5.3.2.2 Autoencoder

In section 5.2.4, forecasting model trained up in the Autoencoder learned feature

space was shown to be able to provide a provide better performance than that of trained

up in the original feature space. According to this, typical Autoencoder is a possible

strategy for the multi-domain data fusing representation. Specifically, this strategy will

train a network by minimizing

𝐽 (𝑊, 𝑏) =
[

1
𝑁

(
1
2

 h
𝑊 ,𝑏

(𝑋) − 𝑋
2

)]
+ 𝜆

2 ‖𝑊 ‖2. (5.15)



108
5.3. CCA-BASED AUTOENCODER FOR CROSS-DOMAIN FEATURE FUSION

OF WEATHER DATA

Eq.5.15 is exactly same with Eq.5.3 in form. The architecture of the network is

also same with the one illustrated in Fig.5.5. For this Autoencoder, the input 𝑋 includes

features from multiple domains. By minimizing Eq.5.15, the raw features from multiple

domains are expected to be combined in the representation layer of the Autoencoder.

5.3.2.3 Split Autoencoder

One of the revised versions of Autoencoder for multi-domain data fusing represen-

tation is Split Autoencoder that is proposed in [121]. Different from typical Autoencoder

that using the output in the reconstruction layer of the Autoencoder to approximate the

entire input feature matrix, the SplitAutoencoder seeks to minimize the sum of the train-

ing errors of the sub-feature matrix from each domain. According to this strategy, a Split

Autoencoder tries to learn a feature space from multi-domain inputs via minimizing

𝐽 (𝑊, 𝑏) =
[

1
𝑁

𝑛∑
𝑖=1

(
1
2

 h𝑖
𝑊𝑖 ,𝑏

(𝑋 𝑖) − 𝑋 𝑖
2

)]
+ 𝜆

2 ‖𝑊 ‖2. (5.16)

Here 𝑊𝑖 denote the weights connecting the corresponding input/output neurons

w.r.t. 𝑋 𝑖 in the input/output layer and neurons in the shared representation layer. The

motivation of this model is that the fused representation of the raw data from multiple

domains can be used to reconstruct the sub-feature matrices of all domains. In the

wind speed forecasting task, the wind speed data, the temperature data, and the pressure

data are expected to be reconstructed from the learned feature space which is a shared

representation of the 𝑋1, 𝑋2 and 𝑋3.

Given a specific data set, Eq.5.16 could be efficiently solved via stochastic gradi-

ent descent (SGD) since the loss of this model is the empirical expectation of the loss
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incurred at each training sample [121, 122].

5.3.2.4 CCA-Split Autoencoder

A further revision of Split Autoencoder is to take the correlations among the sub-

feature matrices from different domains into consideration in the reconstruction layer of

an Autoencoder. As discussed in Section 5.3.1, corrections between any two sub-feature

matrices can be evaluated via the canonical correlation of these two matrices.

According to Section 5.3.1, for any two equal-sized matrices from different do-

mains, CCA finds the pairs of linear projections of the two feature matrices that maxi-

mally correlated. To consider the canonical correlations in the Split Autoencoder model,

for two sub-feature matrices 𝑋 𝑖 and 𝑋 𝑗 , terms related to the canonical correlation of

their corresponding output 𝑋 𝑖 = h𝑖
𝑊𝑖 ,𝑏

(𝑋 𝑖) and 𝑋 𝑗 = h 𝑗
𝑊𝑗 ,𝑏

(𝑋 𝑗) should be added in the

objective function.

From the content of Appendix, for 𝑘 ≤ min(𝑑𝑋𝑖 , 𝑑𝑋 𝑗 ), denote 𝐴 ∈ R𝑘×𝑑𝑋𝑖 and

𝐵 ∈ R𝑘×𝑑𝑥 𝑗 are the top 𝑘 projections of 𝑋 𝑖 and 𝑋 𝑗 . 𝐴 and 𝐵 can be identified via

maximizing

tr(𝐴TΣ12𝐵)

s.t. 𝐴TΣ11𝐴 = 𝐵TΣ22𝐵 = 𝐼

(5.17)

where Σ12 is the cross covariance between 𝑋 𝑖 and 𝑋 𝑗 , Σ11 and Σ22 are the covariances

of 𝑋 𝑖 and 𝑋 𝑗 respectively.

One solution for Eq.5.17 is to let 𝑈𝑘 and 𝑉𝑘 be the left- and right- singular vectors

of Σ−1/2
𝑖𝑖

Σ𝑖 𝑗Σ
−1/2
𝑗 𝑗

[123,124]. Then the solution of 𝐴 and 𝐵 can be given as Σ−1/2
𝑖𝑖

𝑈𝑘 and
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Σ
−1/2
𝑗 𝑗

𝑉𝑘 respectively and the objective value of Eq.5.17 is the sum to top 𝑘 singular val-

ues of Σ−1/2
𝑖𝑖

Σ𝑖 𝑗Σ
−1/2
𝑗 𝑗

. After some mathematical transformation based on this, w.r.t. any

two sub-feature matrices 𝑋 𝑖 and 𝑋 𝑗 , the canonical correlation term can be introduced

into the objective function of the Split Autoencoder as

1
𝑁

tr(𝑈T
𝑘 h𝑖
𝑊𝑖 ,𝑏

(𝑋 𝑖) h 𝑗
𝑊𝑗 ,𝑏

(𝑋 𝑗)T𝑉𝑘). (5.18)

As defined previously, in the wind speed forecasting task, 𝑋1, 𝑋2 and 𝑋3 are the

sub-feature matrices of wind speed, temperature, and pressure data. The objective func-

tion of the proposed CCA-split Autoencoder for the wind speed forecasting task thus

can be given as

𝐽 (𝑊, 𝑏) =
[

1
𝑁

3∑︁
𝑖=1

(
1
2

 h𝑖
𝑊𝑖 ,𝑏

(𝑋 𝑖) − 𝑋 𝑖
2

)]
− 𝜂

𝑁

[ ∑︁
𝑖=2,3

tr(𝑈1
𝑘

T h1
𝑊1,𝑏

(𝑋1) h𝑖
𝑊𝑖 ,𝑏

(𝑋 𝑖)T𝑉2
𝑘 )

]
+ 𝜆

2
‖𝑊 ‖2.

(5.19)

There are three terms in Eq.5.19. The first term is the same with the term in

Eq.5.16, which is employed to evaluate the error in the reconstruction of the three sub-

feature matrices from the representation layer, and the third term is the conventional

weight decay for the regularization. In the second term, since the objective of the whole

task is to predict the wind speed, the canonical correlation between the wind speed and

the temperature and the canonical correlation between the wind speed and the tempera-

ture are considered put into the objective function, and a parameter 𝜂 is adopted to adjust

the weights.
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The principle under Eq.5.19 is to find a trade-off between the information captured

in the representation layer mapping within sub-feature from each domain on the one

hand, and the information in the relationship across the domains on the other hand. In-

tuitively, this is the same principle as the Information Bottleneck (IB) method [125].

According to the IB method, for two data sets 𝑋 𝑖 and 𝑋 𝑗 , the relevant information is

that signal in 𝑋 𝑖 provides about signal in 𝑋 𝑗 . For a prediction task for 𝑋 𝑖 , the relevant

information plays a role in the prediction. The IB is to squeeze the relevant information

in 𝑋 𝑗 w.r.t 𝑋 𝑖 to extract an efficient representation for the further application. For Gaus-

sian variables, CCA term in Eq.5.19 and the IB method actually involve the spectral

analysis of the same matrices [126]. The CCA term in Eq.5.19 is applied to represent

the relevant information that maximize the amount of the information about the wind

speed while compressing the information about the temperature and pressures as much

as possible. It therefore can be seen as a trade-off term to improve the generalization of

the Antoencoder model.

Eq.5.19 could not be solved via SGD since the CCA term couples all training sam-

ples through the whitening constraints, however, a sufficiently large min-batch can be

employed to optimize this objective effectively. Intuitively, this approach works because

a large mini-batch contains enough information for estimating the covariances [127].

5.4 Experimental Results of Wind Speed prediction with Cross

Domain Weather Data

In the previous section, several Autoencoder based cross domain feature fusion

models are introduced including the proposed CCA-Split Autoencoder. In this section,
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these models are employed to fuse the three different univariate time series signals,

including the wind speed, the temperature, and the pressure. The data sets from different

domains are expected to be represented in a learned feature space. The forecasting

models trained up in the feature spaces learned via different approaches are adopted to

predict the wind speed in the comparative experiments.

5.4.1 Data Preparation and Experiment Configuration

In this series of experiments, as discussed in previous section, the hourly tempera-

ture data, hourly MSLP data were adopted as input variables together with hourly wind

speed data to train up the forecast model. Based on the ACF and PACF of wind speed

data, the previous 36 hourly status of wind speed, temperature, and MSLP were em-

ployed as input variables, and the wind speed statuses at the next 3 hours, 7 hours and

12 hours were predicted. Specifically, the initially feature space is composed of previous

𝑛 = 36 hourly records from the three different domains, 𝑣𝑡𝑒𝑚𝑝
𝑡−Δ𝑡−1, . . . , 𝑣

𝑡𝑒𝑚𝑝

𝑡−Δ𝑡−𝑛, 𝑣
𝑀𝑆𝐿𝑃
𝑡−Δ𝑡−1, . . . ,

𝑣𝑀𝑆𝐿𝑃
𝑡−Δ𝑡−𝑛, 𝑣

𝑤𝑖𝑛𝑑
𝑡−Δ𝑡−1, . . . , 𝑣

𝑤𝑖𝑛𝑑
𝑡−Δ𝑡−𝑛, where the prediction horizons were set as 3-hour ahead,7-

hour ahead and 12-hour ahead respectively. Thus, the initial input features can be con-

sidered as three univariate time series signals from three domains. In other words, the

status in each previous time point is described with the wind speed, the temperature and

the MSLP.

More than 260,000 records are selected for the series of experiments. In each ex-

periment, 80% records are employed as training set and 20% records are employed for

the testing. For different prediction horizons, the experiments were conducted via SVRs

trained directed on the raw feature space with 108 dimensions (SVR), SVRs trained up

in the feature space learned via the typical Autoencoder (AE-SVR), SVRs trained up in
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the feature space learned via split Autoencoder (SplitAE-SVR) and SVRs trained up in

the feature space learned via the split-Autoencoder combined with canonical correlation

term (CCA-SplitAE-SVR). As in section 5.2.4, the forecasting performance is evaluated

via MSE and 𝑅2 value. The detailed experimental results are given in the following sec-

tion. Recently, LSTM is gradually more and more widely used in time-series applica-

tions. In this series of experiments, LSTM is also used for the univariate prediction and

the results are compared with that of the other methods. To make the experiments more

convincing, a distribution-oriented analysis of the forecast error is also given in this sec-

tion, the skewness and kurtosis of the prediction results for each model were calculated

and compared [105]. The skewness is the third moment of a distribution. It provides

a measure of the asymmetry of the prediction error distribution. If the skewness is 0,

then the distribution is symmetrical, if the skewness is negative then the distribution is

left-skewed and if the skewness is positive,the distribution is right-skewed. The kurto-

sis is the fourth moment of a distribution, higher kurtosis means more of the variance

is the result of infrequent extreme deviations, as opposed to frequent modestly sized

deviations.

5.4.2 Experimental Results

Table.5.4 gives the detailed experimental results. The prediction performances, in-

clude the MSEs and 𝑅2 values of SVRs, AE-SVRs. SplitAE-SVRs, and CCA-SplitAE-

SVRs trained up with multi-domain features are listed. Besides, the prediction results

of SVRs and AE-SVRs trained up with univariate wind speed records are also included

for comparison. According to the results, a predict model trained up with multi-domain

features can provide higher prediction accuracy than it is trained up with univariate wind

speed data. In detail, in the experiment, for 3-hour ahead prediction horizon, when us-
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(a) Prediction error distribution histograms of SVRs for different prediction
horizons

(b) Prediction error distribution histograms of AE-SVRs for different pre-
diction horizons

(c) Prediction error distribution histograms of SplitAE-SVRs for different
prediction horizons

(d) Prediction error distribution histograms of CCA-SplitAE-SVRs for dif-
ferent prediction horizons

Figure 5.7. Prediction error distribution histograms
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ing multi-domain features, the SVR and AE-SVR obtained a 1% and 3% increase on 𝑅2

value respectively, and the corresponding MSEs were also reduced. For 7-hour ahead

prediction horizon, via SVR and AE-SVR, 0.5% and 2.1% gain on 𝑅2 value were ob-

served respectively when the models were trained up with multi-domain features. Such

performance improvement was more significant for 12-hour ahead prediction horizon.

For both of the two models, more than 3% 𝑅2 increase were obtained. Meanwhile, the

reduction of MSE were 0.3 and 0.12 respectively when the temperature and the pres-

sure data were added as the input variables to train up these two models. These results

demonstrate that the information from the temperature and pressure data is helpful to

enhance the prediction accuracy, especially for prediction task with longer prediction

horizon. It is therefore reasonable to improve the wind speed forecasting accuracy by

using multi-domain data instead of only using univariate wind speed historical records

to train up the prediction model. It is worth mentioning that the LSTM approach pro-

vides the best performance for the shortest time slot prediction task with the univariate

model. This result shows the potential of the approach and we will try to find the feature

fusion approach with LSTM in the future.

It has been demonstrated in Table.5.4 that relevant information from temperature

data and pressure data can play a positive role in training up the wind speed forecast-

ing model. The comparison among the performances of models trained up with the

multiple domain data consequently shows the effects of utilizing the information from

multiple domains by different models. According to the results, for all of the different

prediction horizons, models with a representation layer all provided better performance

than SVRs without any data fusion processing. Compared with AE-SVRs, SplitAE-

SVRs and CCA-SplitAE-SVRs, SVRs trained up without a cross-domain data fusing

operation provided 0.79, 0.71 and 0.64 𝑅2 for 3-hour, 7-hour and 12-hour ahead predic-
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tion horizons respectively, which were at least 2%, 2% and 4% lower than other three

models. These comparison results exhibit that a proper fusing representation of multi-

domain features shall be benefit to the improvement of the forecasting performance of

the adopted forecasting models.

Three feature representation models were given in this chapter for the feature fusion

of the data from different domains, the AE model, the SplitAE model, and the proposed

CCA based SplitAE model. According to the results in Table.5.4, for 3-hour and 12-

hour ahead wind speed prediction horizons, SplitAE-SVR provided better forecasting

performance than AE-SVR, while for 7-hour ahead prediction horizon, AE-SVR outper-

formed the SplitAE-SVR. However, the difference of 𝑅2 values between AE-SVRs and

SplitAE-SVRs for 3-hour, 7-hour and 12-hour ahead prediction horizons were 1.05%,

0.67% and 1.59%, which were all less than 1.6%; the difference of MSEs between AE-

SVRs and SplitAE-SVRs for 3-hour, 7-hour and 12-hour prediction horizons were all

less than 0.03. Such small differences on 𝑅2 and MSE between these two models indi-

cate that these two models provided comparable performances in the experiments. The

difference of 𝑅2 and MSE may be more attributed to the parameter configurations rather

than the network architectures of these two models.

Compared with other models, the proposed CCA-SplitAE-SVR provided the best

prediction performance. As illustrated in Table.5.4, for all the different horizons, CCA-

SplitAE-SVR provided the highest 𝑅2 values and the lowest MSE. The average enhance-

ment of 𝑅2 by using the SVRs trained up with the feature space represented via CCA

based Split Autoencoder was close to 2.5% (Compared with SplitAE-SVR). Specifi-

cally, for 3-hour and 12-hour ahead prediction horizons, the enhancement of 𝑅2 was

larger than 3%. Correspondingly, the average reduction of MSE was over 0.9 (Com-

pared with SplitAE-SVR). This demonstrated that the CCA-SplitAE-SVR is able to
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improve the prediction accuracy of wind speed by the multi-domain feature fusing rep-

resentation, and the CCA terms are helpful to utilize the useful relevant information

more properly in temperature and pressure records for forecasting the wind speed.

As discussed above, the multi-domain feature representation models are also eval-

uated from the error distribution aspect. Fig.5.7 gives the distributions of prediction

errors sampling from the prediction results for each model w.r.t. different prediction

horizons. Table.5.5 gives the skewness and kurtosis of the prediction error distribu-

tions. From the skewness aspect, SVRs trained without feature fusion representation

processing provided the lowest absolute value of skewness for all the different predic-

tion horizons. For the other three models, almost all the absolute values of skewness

were lower than 1.0, except the AE-SVR obtained a -1.31 skewness when Δ𝑡 = 12.

This fact demonstrates that the feature fusion representation may lead the forecasting

model to be less symmetrical, but the loss of the asymmetry is acceptable. The positive

influence of the proper feature fusing representation is demonstrated by the kurtosis of

the error distributions. Significant enhancement of the kurtosis can be obtained after the

feature representation operations, the CCA-SplitAE-SVRs provided the highest kurtosis

for all the three prediction horizons, which were 2.27, 1.98, and 1.30 for 3-hour, 7-hour,

and 12-hour ahead prediction horizons respectively. Moreover, for all the four models, a

descending trend of kurtosis can be observed for longer prediction horizons. This shows

that for longer prediction horizon, there are extreme deviations in the prediction results.

The results about the skewness and the kurtosis can also be valid in Fig.5.7. Fig.5.7

visualizes the prediction errors. It is shown that the CCA-SplitAE-SVRs model has a

sharper peak around the mode and longer tails with respect to a Gaussian distribution.

Therefore, the proposed model leads to a sharper distribution of the errors and lower

uncertainty.
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5.4.3 Conclusive Discussion of the Experimental Results

According to the results, utilizing the relevant information from the temperature

and pressure records to train up the forecasting model is helpful to improve the wind

speed prediction accuracy. Apart from naively input all the data from different domains

into the forecasting model, in this series of experiments, three ways of fusing the fea-

tures from multiple domains are tested. The results show that a fusion representation

of cross domain features can enhance the prediction accuracy in advance, especially the

canonical correlation of the features from multiple domains are taken into consideration.

For the time series forecasting problem, the ARIMA models are most widely used

in many applications [106]. What is more, for the feature representation of time series

data, RNN has been widely employed in recent studies [128]. However, for wind speed

forecasting, earlier studies have shown that ARIMA was outperformed by many neural

models since the neural models perform better for simulating the nonlinear relationship

among the variables [107]. More importantly, both of RNN and ARIMA may be not

suitable for the fusing representation of data from different domains.

5.5 Conclusion

Focusing on the short-term weather forecasting application scenario, especially the

wind speed forecasting problem, this chapter investigates the feature learning/representation

issue for univariate time series data and multi-domain data records. Firstly, in the exper-

iments for univariate data of temperature, pressure, and wind speed separately, Autoen-

coder model is demonstrated that can keep the time series relationship among the initial

inputs after the feature representations. Consequently, based on the results in previous
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experiments, several different versions of Autoencoder are adopted for the fusing rep-

resentation of features from different domains. The experiments results show that the

proposed CCA-SplitAE-SVRs can provide the best prediction performances.

The significance of this investigation is not only to enhance the prediction accuracy

of short-term forecasting via machine learning models, but also to proposed a feasible

model for the fusing representation of time series features from multiple domains. The

CCA-Split Autoencoder model could also be a possible choice for other application sce-

narios. In this study, there is little discussion of RNN models which is widely considered

more suitable for the feature representation of time series data since it may be difficult

for RNN models of process features from multiple domains. In the future, we will pay

more efforts on this issue.
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Table 5.4. The wind speed prediction results by SVRs trained in feature spaces
learned via different models

Prediction results for Δ𝑡 =3

MSE 𝑅2

SVR(univariate) 1.5925 0.7811

SVR(cross domain features) 1.5099 0.7912

AE-SVR(univariate) 1.5132 0.7903

AE-SVR(cross domain features) 1.4517 0.8109

SplitAE-SVR 1.4221 0.8214

CCA-SplitAE-SVR 1.2554 0.8419

LSTM(univariate) 1.2531 0.8612

Prediction results for Δ𝑡 =7

MSE 𝑅2

SVR(univariate) 2.0213 0.7141

SVR(cross domain features) 1.9053 0.7199

AE-SVR(univariate) 1.9008 0.7224

AE-SVR(cross domain features) 1.8278 0.7431

SplitAE-SVR 1.8005 0.7498

CCA-SplitAE-SVR 1.7012 0.7559

LSTM(univariate) 1.8012 0.7453

Prediction results for Δ𝑡 =12

MSE 𝑅2

SVR(univariate) 4.4036 0.6124

SVR(cross domain features) 4.1025 0.6401

AE-SVR(univariate) 4.1041 0.6435

AE-SVR(cross domain features) 3.9912 0.6921

SplitAE-SVR 3.9873 0.7080

CCA-SplitAE-SVR 3.4125 0.7239

LSTM(univariate) 3.5468 0.7100
* Size/Acc.PCA.Red is the size/accuracy on the obtained subset via the PCA feature reduction pre-processing; Acc.PCA is the accuracy of the data set only

with a feature reduction. Numbers in the parentheses are the numbers of features after PCA. e.g., HIGGS(14) means 14-feature HIGGS set.
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Table 5.5. The comparison results for skewness and kurtosis of the prediction
error distributions

SVR AE-SVR Split-SVR CCA-Split-AE SVR

𝑆𝑘 𝑘𝑏 𝑆𝑘 𝑘𝑏 𝑆𝑘 𝑘𝑏 𝑆𝑘 𝑘𝑏

Δ𝑡 = 3 0.22 1.41 -0.71 1.81 -0.64 1.79 -0.92 2.27
Δ𝑡 = 7 0.18 1.27 0.25 1.47 -0.81 1.42 -0.90 1.98
Δ𝑡 = 12 -0.19 0.91 -1.31 1.19 0.45 1.21 -0.87 1.30
* Size/Acc.PCA.Red is the size/accuracy on the obtained subset via the PCA feature reduction pre-processing; Acc.PCA is the accuracy of the data set only with a feature reduction.

Numbers in the parentheses are the numbers of features after PCA. e.g., HIGGS(14) means 14-feature HIGGS set.
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Chapter 6

Feature Related Data Reduction

Feature representation cannot only affect the performance of employed compu-

tational models, but also related to other aspects of a certain machine learning appli-

cations, e.g., the number of necessary training samples. In this chapter, a novel data

reduction approach that is highly related to the features of a date set is proposed.

Large scale data analysis is one of the major topics in Big Data related research

[129]. Large scale data usually contains sufficient information that shall be helpful for

data scientists to approximate the real distribution of the given data more closely [130,

131]. Processing massive data is a significantly more complex problem than processing

those smaller data sets. It usually requires a lot of computational resources [129, 132,

133]. One of the strategies to lower the computational requirement is to calculate a

representative of the raw data set with massive data records. Such operation is called

data reduction or instance selection [134]. If the obtained subset can precisely represent

the raw data set, researchers shall be able to approximate the real distribution of the

given data set more closely with less computational resources by processing the obtained

123
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subset instead of processing the raw data set.

Specific to machine learning research area, reasonably reduction of the size of the

training sets is also meaningful in some application scenarios. A large scale data set

enables complex machine learning models to be employed. For machine learning model

with more parameters, a larger size of training set may lower the risk of overfitting

[8]. However, in some application scenarios, the allowed computational recourse may

be limited. For a machine learning model with a certain number of parameters, the

output accuracy increases very quickly accompanying with the expansion of the training

set at the beginning, while the required computation resource is relatively less at this

stage; however, the increasing trend of the accuracy turns moderately when the training

set is enlarged to a certain extent, and the demand of computational resources usually

increases sharply then. This suggests that for a machine learning task on a certain data

set with a very large size under limited computational recourse, it is possible to reduce

the computational cost by properly shrinking the training set without much loss of the

accuracy [133, 135].

Much effort has been invested on data reduction in earlier studies. Several pre-

vious approaches to calculate the subset are based on some forms of stratified random

sampling [136, 137]. One of the main families of data reduction approaches are based

on the 𝑘-Nearest Neighbors(𝑘-NN) thoughts [138]. The main concept of this family of

approaches to remove/keep a certain data point is according to the information from its

𝑘 Nearest Neighboring points. Extended versions of this kind of approaches include

Condensed Nearest Neighbor(CNN) [139], Selective Nearest Neighbor(SNN) [140],

Edited Nearest Neighbor(ENN) [141], Instance-Based learning algorithm 2(IB2) and

3(IB3) [142] and the group of decremental reduction optimization procedures (DROP1-

DROP5) [141]. These approaches differ in the way of the selection of initial samples,
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the choice of 𝐾 or the criterion to determine the neighborhood. Another big family of

data reduction approaches is based on some clustering algorithms, such as 𝑘-means or

fuzzy 𝑐-means algorithm [143]. For these approaches, the cluster centroids are selected

as representatives of the prototypes of the raw data sets [134, 143, 144]. Clustering ap-

proach can also be considered a kind of sampling methods for data reduction. Since

data reduction has been proved a NP-hard problem [145], local search heuristics and

metaheuristics methods can also be employed to deal with this issue. In some previous

studies, Tabu search, simulated annealing and genetic algorithms have been adopted

for data reduction tasks [146–148], and memetic algorithms were proposed to select in-

stances from the raw data set by combining the evolutionary algorithms and local search

within the evolutionary cycle [149].

Reviewing the earlier data reduction approaches, different data reduction approaches

focus on different aspects of the given data sets, meanwhile, all approaches have limi-

tations. Randomly reduction is widely used and can provide acceptable results in some

applications, however, the results may be unstable especially for imbalanced data set.

Clustering-based approaches are trying to summarize the original distributions via pro-

totypes, however, it is computational expensive and sensitive to the noise instances.

Both of the random sampling approaches and clustering approaches are deterministic

approaches that the size of the obtained subset should be pre-defined. This implies that

prior knowledge about the given data set may be required. The family of 𝑘-NN based

approaches are usually sensitive to the value of 𝐾 , and actually the fundamental idea of

𝑘-NN based approaches is to select useful instances rather than to remove less necessary

instances. Unfortunately, there is hardly any approach that can be well employed for all

application scenarios, new thoughts for data reduction is worth to propose. Moreover,

all the mentioned approaches are not specifically proposed for solving the data reduc-
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tion on large scale data, the characteristics of large scale data set may not be utilized by

some of the earlier proposed methods.

The proposed approach is to deal with the data reduction tasks specific to large

scale data sets. Specifically, the proposed approach employs a Localized Generalization

Error to evaluate how precisely the reduced data set can represent the raw large scale data

set. A 𝑄-neighborhood concept was introduced first, and the whole feature space can

be divided into many 𝑄-neighborhood grids according to the distribution of the samples

w.r.t. each dimension. A bound of the gap between the generalization error from the

original data set and that from the𝑄-neighborhoods is derived. According to the bound,

selecting the representative samples as the obtained subset may represent the raw data

set precisely. This work is an innovative extension of the research results in [150].

Compared with other approaches, the proposed methods need little prior knowledge for

parameter setting, and is adaptive to the local data structure w.r.t. each dimension of the

feature space. Supported by vigorous theoretical arguments, this method is significantly

simple and intuitional while the performance is effective, and can be easily parallel

possessed for acceleration. It is a feasible strategy for the instance reduction of some

large data sets. The proposed method is tested on several large scale data sets from UCI.

In the experiments, a subset with a much smaller volume (10% ∼ 40% of the raw data)

can be acquired, meanwhile, learning models can obtain a comparable accuracy (1%

accuracy decay) on the subset.

The remaining part of this chapter is organized as follows. Section 6.1 gives some

preliminaries of the proposed model, including a mathematical definition of a large scale

data set and a brief review of the localized generalization error. The definition of 𝑄-

neighborhood grid and the detailed algorithm are presented in Section 6.2. Section 6.3

contains the experimental results. Finally in the conclusion section, the main contents
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are summarized, the limitations are analyzed and the future works are suggested.

6.1 Preliminaries

In this section, several important concepts are discussed, including the mathemati-

cal description of the term “large scale data”, and a brief review of the localized gener-

alization error.

6.1.1 Large scale data

In a formal statistical learning framework, based on the i.i.d. assumption, set the

real distribution as D, given the hypothesis class H , 𝛿 ∈ (0, 1) and 𝜖 > 0, let 𝑚 be the

integer that satisfies:

𝑚 ≥ 𝑙𝑜𝑔( |H |/𝛿)
𝜖

, (6.1)

then for any labeling function 𝑓 , with the probability of at least 1 − 𝜖 over the data set

𝑆 including 𝑚 samples, respecting every Empirical Risk Minimization (ERM) [7, 151]

hypothesis ℎ𝑆 ∈ H , it holds 𝑅(D, 𝑓 ) (ℎ𝑆) ≤ 𝜖 , where 𝑅 is for the predefined error such

as least square [131].

Consequently, a formal learning model, the Probably Approximately Correct (PAC)

learnability of the hypothesis of D can be described as:

A hypothesis class H is PAC learnable if there is a function to determine a 𝑚H ∈ N

and a learning algorithm can satisfy that, for every 𝛿, 𝜖 ∈ (0, 1), for every distribution

D over X and label function 𝑓 , when running the learning algorithm on 𝑚 ≥ 𝑚H i.i.d

samples generated by D and labeled by 𝑓 , the algorithm can return a hypothesis ℎ with
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probability at least 1 − 𝜂, 𝑅(D, 𝑓 ) (ℎ𝑆) ≤ 𝜖 [152].

According to Eq.6.1, it is easily to obtain a corollary that every finite hypothesis

class is PAC learnable with the sample complexity 𝑚H (𝛿, 𝜖) that has the lower bound

𝑙𝑜𝑔 ( |H |/𝛿)
𝜖

.

Furthermore, a set 𝑆 is called 𝜖-representative w.r.t. a real distribution D if :

∀ℎ ∈ H , |𝑅𝑆 (ℎ) − 𝑅D (ℎ) | ≤ 𝜖 (6.2)

It can be deduced that, for finite hypothesis class H , if 𝑆 is a sample set with

𝑚 ≥ 𝑚H (𝛿, 𝜖) of examples drawn from i.i.d according to D, then, with the probability

of at least 1 − 𝛿, 𝑆 is 𝜖-representative of D.

The above discussion reveals the fact that for a certain finite hypothesis class H ,

a larger data set, provides smaller difference between the error on the training set 𝑆

and the error on real distribution D over X. Thus, in this chapter, the term large scale

indicates that the quantity of training samples satisfies:

𝑚𝑆 � 𝑙𝑜𝑔( |H |/𝛿)
𝜖

(6.3)

where |H | is considered relating to the number of features and the parameters of the

employed learning model. Under the condition of Eq.6.3, 𝑆 can be considered as a

closely approximate representation of X , and 𝑅𝑆 (ℎ) ' 𝑅D (ℎ).
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6.1.2 Brief about localized generalization error

The main idea of this study is trying to calculate a subset of the original training set,

and make sure the subset can approximately represent the original data set. To evaluate

the precise degree of such representation, the localized generalization error is adopted

as the measure.

The localized generalization error 𝑅𝑆𝑀 was originally proposed in [150] . It

bounds from the generalization error for unseen samples within a predefined neighbor-

hood of the training samples using stochastic sensitivity measure. Given a training set 𝑆

containing 𝑚 samples according to D over X, 𝑆 = {x𝑏, 𝐹D (x𝑏)}𝑚𝑏=1, 𝑓𝜃 is a classifier.

The generalization error is defined as:

𝑅 =

∫
X\𝑆

( 𝑓𝜃 (x) − 𝐹D (x))2 𝑝(𝑥)𝑑x (6.4)

For every sample x𝑏 ∈ 𝑆, one finds a set of samples x which fulfills 0 < |Δ𝑥𝑖 | < 𝑄,

∀𝑖 = 1, . . . , 𝑛, where 𝑛 is the number of the dimensions, and Δx = (Δ𝑥1, . . . ,Δ𝑥𝑛)𝑇 =

x − x𝑏. The 𝑄-neighborhood of a training sample x𝑏 thus can be given as:

𝐻𝑄 (x𝑏) = {x|x = x𝑏 + Δx; |Δ𝑥𝑖 | ≤ 𝑄,∀𝑖 = 1, . . . , 𝑛} (6.5)

Based on the Eq.6.4, for 0 ≤ 𝑄1 ≤ · · · ≤ 𝑄𝑘 ≤ ∞, the following relationship

holds:

x𝑏 ⊆ 𝐻𝑄1 (x𝑏) ⊆ · · · ⊆ 𝐻𝑄𝑘 (x𝑏) ⊆ X (6.6)

The shape of the 𝑄-neighborhood is chosen to be a hypercube for ease of com-
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putation. Figure.6.1 is a simple illustration of the 𝑄-neighborhoods in a small two-

dimensional training set.

Figure 6.1. Illustration of 𝑄-neighborhoods of 20 training samples. The xs are
training samples and the 𝑄-neighborhoods of each training sample is a hyper-
cube, and 𝑇 denotes the entire space of X.

Defining 𝑒𝑟𝑟𝜃 (x𝑏) = 𝑓𝜃 (x𝑏)−𝐹𝜃 (x𝑏), the empirical risk can be denoted as 𝑅𝑒𝑚𝑝 =

1
𝑚

∑𝑚
𝑏=1 (𝑒𝑟𝑟𝜃 (x𝑏))

2. Using 𝑇𝑄 to denote the union of 𝑄-neighborhoods which is the

shaded area in Figure.6.1, defining Δ(𝑦) = 𝑓𝜃 (x) − 𝑓𝜃 (x𝑏), there are 𝐸𝑇𝑄 ((Δ𝑦)2) =

1
𝑚

∑𝑚
𝑏=1

∫
𝑇𝑄 (x𝑏)

(
(Δ𝑦)2

)
1

(2𝑄)𝑛 𝑑x, and 𝜖 = 𝐵
√︁

ln 𝜂/(−2𝑚), where 𝐴 and 𝐵 be the dif-

ference between the maximum and minimum values of the target outputs, the max-

imum possible value of the MSE, then the generalization error for the union of the

𝑄-neighborhoods and its upper bound, by the Hoeffding’s inequality [153], with proba-

bility of 1 − 𝜂, can be given in Eq.6.7 [150, 154].
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𝑅𝑆𝑀 (𝑄) =
∫
𝑇𝑄

( 𝑓𝜃 (x) − 𝐹D (x))2 𝑝 (𝑥)𝑑x

≤ 1
𝑚

𝑚∑︁
𝑏=1

∫
𝑇𝑄 (x𝑏 )

( 𝑓𝜃 (x) − 𝐹D (x))2 1
(2𝑄)𝑛 𝑑x + 𝜀

=
1
𝑚

𝑚∑︁
𝑏=1

∫
𝑇𝑄 (x𝑏 )

( 𝑓𝜃 (x) − 𝑓𝜃 (x𝑏) + 𝑓𝜃 (x𝑏) − 𝐹D (x𝑏) + 𝐹D (x𝑏) − 𝐹D (x))2 1
(2𝑄)𝑛 𝑑x + 𝜀

≤ 1
𝑚

𝑚∑︁
𝑏=1

∫
𝑇𝑄 (x𝑏 )

(
(Δ𝑦)2

) 1
(2𝑄)𝑛 𝑑x + 1

𝑚

𝑚∑︁
𝑏=1

∫
𝑇𝑄 (x𝑏 )

(
(𝑒𝑟𝑟𝜃 (x𝑏))2

) 1
(2𝑄)𝑛 𝑑x

+ 1
𝑚

𝑚∑︁
𝑏=1

∫
𝑇𝑄 (x𝑏 )

(
(𝐹D (x𝑏) − 𝐹D (x))2

) 1
(2𝑄)𝑛 𝑑x

+ 2

√√√√√√√©«
1
𝑚

𝑚∑︁
𝑏=1

∫
𝑇𝑄 (x𝑏 )

(
(Δ𝑦)2

) 1
(2𝑄)𝑛 𝑑x

ª®®¬
©«

1
𝑚

𝑚∑︁
𝑏=1

∫
𝑇𝑄 (x𝑏 )

(
(𝑒𝑟𝑟𝜃 (x𝑏))2

) 1
(2𝑄)𝑛 𝑑x

ª®®¬
+ 2
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1
𝑚

𝑚∑︁
𝑏=1

∫
𝑇𝑄 (x𝑏 )

(
(𝑒𝑟𝑟𝜃 (x𝑏))2

) 1
(2𝑄)𝑛 𝑑x

ª®®¬
©«

1
𝑚

𝑚∑︁
𝑏=1

∫
𝑇𝑄 (x𝑏 )

(
(𝐹D (x𝑏) − 𝐹D (x))2

) 1
(2𝑄)𝑛 𝑑x

ª®®¬
+ 2

√√√√√√√©«
1
𝑚

𝑚∑︁
𝑏=1

∫
𝑇𝑄 (x𝑏 )

(
(Δ𝑦)2

) 1
(2𝑄)𝑛 𝑑x

ª®®¬
©«

1
𝑚

𝑚∑︁
𝑏=1

∫
𝑇𝑄 (x𝑏 )

(
(𝐹D (x𝑏) − 𝐹D (x))2

) 1
(2𝑄)𝑛 x

ª®®¬ + 𝜀
≤

(√︁
𝑅𝑒𝑚𝑝 +

√︂
𝐸𝑇𝑄

(
(Δ𝑦)2

)
+ 𝐴

)2

+ 𝜀

(6.7)

Both 𝐴 and 𝜖 are constants for a given training data set when an upper bound of

the classifier output values is preselected. The result of Eq.6.7 is an upper bound for the

generalization error of the trained classifier for unseen samples within the union of the

𝑄-neighborhoods. This error bound gathers on the statistical characteristics of training

data set such as its mean and variance, and grows slowly with the increase of the number

of parameters.

The specific value of the term 𝐸𝑇𝑄
(
(Δ𝑦)2) in Eq.6.7 depends on the form of the



132 6.2. THE Q-NEIGHBORHOODS BASED DATA REDUCTION

learning model employed. However, the generalization error 𝑅𝑆𝑀 (𝑄) and its bound

could be defined for any classifier trained with MSE. Examples include feedforward

neural networks like MLPNN, SVM, and Recurrent neural networks such as Hopfield

networks. Classifiers such as rule-based system and decision tree may not be able to

make use of this concept.

In summary, section 6.1.2 shows a fact that if a certain training set is given, like

the 20 training samples in Figure.6.1, for other i.i.d data points belonging to the 𝑄-

neighborhood (in the shaded area), the upper bound of the generalization error from

these data is shown in Eq.6.7. In the next section, the sample reduction strategy based

on the inverse process of this fact will be introduced.

6.2 The Q-neighborhoods based Data Reduction

In this section, the proposed 𝑄-neighborhood based Data reduction will be intro-

duced. In detail, the upper bound difference of the localized generalization error be-

tween the 𝑄-neighborhoods and the samples can be deduced from Eq.6.7, this fact pro-

vides a chance to make sure the classification accuracy drops little after the reduction.

Based on this fact, an inverse condition of section 6.1.2 can be considered. The proposed

approach is then given in detail.

6.2.1 The inverse condition

According to the discussion in section 6.1.2, the upper bound of the localized gen-

eralization error of the union of the 𝑄-neighborhoods contains four terms, the training

error of all x𝑏s denoted by 𝑅𝑒𝑚𝑝, the 𝐸𝑇𝑄
(
(Δ𝑦)2) which is determined by 𝑄 and the
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constants 𝐴 and 𝜖 . 𝐴 can be preselected and 𝜖 will be very small if the training data size

𝑚 is very large. So there is:

|𝑅𝑆𝑀 (𝑄) − 𝑅𝑒𝑚𝑝 | ≤2
√︁
𝑅𝑒𝑚𝑝 (

√︂
𝐸𝑇𝑄

(
(Δ𝑦)2

)
+ 𝐴)

+ (
√︂
𝐸𝑇𝑄

(
(Δ𝑦)2

)
+ 𝐴)2 + 𝜖

(6.8)

𝑅𝑆𝑀 (𝑄) is the generalization error for the shaded area in Figure.6.1, and 𝑅𝑒𝑚𝑝

is the training error for a limited number of training samples x𝑏s. It is reasonable to

assume ∃ 𝑓𝜃 , 𝑅𝑒𝑚𝑝 ( 𝑓𝜃 ) ≤ 𝜖1, where 𝜖1 is a small positive number. Thus, ∃ 𝑓𝜃 , which

makes:

|𝑅𝑆𝑀 (𝑄, 𝑓𝜃 ) − 𝑅𝑒𝑚𝑝 ( 𝑓𝜃 ) | ≤ 2
√
𝜖1(

√︂
𝐸𝑇𝑄

(
(Δ𝑦)2

)
+ 𝐴)

+ (
√︂
𝐸𝑇𝑄

(
(Δ𝑦)2

)
+ 𝐴)2 + 𝜖

(6.9)

Moreover, according to the PAC learnability in section 6.1.1, it can be deduced

that, with the probability of 1 − 𝛿, there is

|𝑅𝑆𝑀 (𝑄) − 𝑅𝑆𝑀 (𝑄, 𝑓𝜃 ) | ≤ 𝜖2 (6.10)

if the number of samples 𝑚 ≤ 𝑙𝑜𝑔 ( |H |/𝛿)
𝜖2

. Therefore, for a preselected 𝜂, 𝜖2 is actually

determined by 𝑚. Combine Eq. 6.9 and Eq. 6.10 together:
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|𝑅𝑆𝑀 (𝑄) − 𝑅𝑒𝑚𝑝 ( 𝑓𝜃 ) | ≤ 2
√
𝜖1(

√︂
𝐸𝑇𝑄

(
(Δ𝑦)2

)
+ 𝐴)

+ (
√︂
𝐸𝑇𝑄

(
(Δ𝑦)2

)
+ 𝐴)2 + 𝜖 + 𝜖2

(6.11)

The above discussion presents an upper bound of the difference between the gen-

eralization error from the training samples x𝑏s and the union of 𝑄-neighborhoods of

x𝑏s (the shaded area in Figure 6.1). Based on this fact, an inverse condition of Eq.6.7

shall be assumed. Assuming that the shaded area does not indicate the unseen sam-

ples, conversely, it represents the input data collections. Moreover, if the shaded

area is divided into many grids as 𝑄-neighborhoods, and the xs in Figure 6.1 thus

can be deemed as selected representative samples from the grids. In this scenario,

the upper bound of the gap between the error from the shaded area and that from the

samples is still applicable. More importantly, since the volume of a grid is determined

by the value of𝑄, the total number of the grids therefore is depending on𝑄. In advance,

the number of the selected samples, 𝑚, is also determined by 𝑄. As discussed in above,

𝜖2 is therefore actually determined by 𝑚. Putting all the above relations together, 𝜖2 is a

function of 𝑄.

Checking the right side of Eq.6.11, 𝜖 and 𝜖1 are small positive constants, 𝐴 is a

preselected constant. For the other terms, 𝐸𝑇𝑄 ((Δ𝑦))2 is a function of 𝑄, although the

function form may vary if different models are employed [150], and 𝜖2 is also a function

of 𝑄.

In summary, in the proposed methods, the raw input samples are seen as the shaded

area in Figure 6.1, consequently the space can be cut into many grids based on 𝑄-

neighborhood, and representative samples are chosen from each grid. The difference of
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the generalization errors between training on the raw input data set and on the selected

samples has an upper bound determined by𝑄. This idea can be considered as an inverse

process in Eq.6.7.

6.2.2 The proposed data reduction approach

According to the previous discussion, the goal of the proposed approach is to cut

the input data space into many 𝑄-neighborhood grids, and select representative samples

from the grids, then by using the selected samples as training set instead of using the

whole input data set, the employed classifier can obtain a comparable classification

accuracy.

Assuming there are totally 𝑚 training samples in the initial given data sets 𝑆𝑖𝑛𝑖,

each training sample x𝑖 ∈ R𝑛, x = {𝑥1, . . . , 𝑥𝑛}, 𝑖 = 1, . . . , 𝑚 and with a corresponding

label 𝑦𝑖 , 𝑖 = 1, . . . , 𝑚, our strategy is to choose a certain integer 𝑁 , for the 𝑘th feature,

𝑘 = 1, . . . , 𝑛, depending on the range of the data values corresponding to this feature,

[min(𝑥𝑘),max(𝑥𝑘)], the value range of this feature can be divided into 𝑁 equal inter-

vals, and the length of each interval is the value of𝑄 for the 𝑖th feature. Since the ranges

of the data values in different features can vary, the values of 𝑄 for different features is

not the same. However, this can be easily solved by scaling the features, which makes

all values in the data sets be mapped into a same-length range, such as [−1, 1]. Thus the

whole input space can be divided into 𝑁𝑛 grids, each grid is a hypercube that satisfies

the definition of 𝑄 neighborhood in Eq.6.5 w.r.t. the centroid of the grid.

The following step is to select representative samples for the grids. In this step,

several different conditions should be considered:

(1) if there is only one sample in a certain grid, this sample contains all the infor-
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mation of this grid, thus this sample should be put into the selected subset to represent

the information of this grid;

(2) if there are more than 1 sample in a certain grid, and all the samples have the

same class label, the strategy is to use the mean value of these samples to represent the

information in this grid, and keep the class label. Denote the representative sample as

𝑥 ′, From Eq.6.5, all the samples in this grid belong to a 𝑄 ′-neighborhood of the mean

points, where 𝑄 ′ ≤ 𝑄. According to Eq.6.11, the difference between 𝑅𝑆𝑀 (𝑄 ′) and the

𝑅𝑒𝑚𝑝 (𝑥 ′, 𝑓𝜃 ) is upper bounded in 2√𝜖1(
√︂
𝐸𝐻𝑄′

(
(Δ𝑦)2

)
+𝐴)+ (

√︂
𝐸𝐻𝑄′

(
(Δ𝑦)2

)
+𝐴)2+

𝜖 + 𝜖2 ;

(3) if there are more than 1 sample labeled differently in a certain grid, while the

quantities of differently labeled samples are not equal, the strategy is to obtain the ma-

jority information in this grid. Firstly, a threshold 𝜚 ∈ (0.5, 1] is given to control the

quantity of the information discarded. Set the total number of samples in this grid as

𝑚𝑔, and the number of samples labeled differently as 𝑚𝑔1, 𝑚𝑔2, . . . corresponding to

𝑦1, 𝑦2, . . . , where 𝑚𝑔1 ≥ 𝑚𝑔2 ≥ . . . . In the beginning, all samples labeled 𝑦1 are se-

lected. If 𝑚𝑔1/𝑚𝑔 > 𝜚, these samples are used to represent this grid; otherwise, samples

labeled 𝑦2 are consequently added into the reduced set, until more than 𝑝 ×𝑚𝑔 samples

are added. Such operations ensure that samples in this grid can be classified into the se-

lected classes with more than 𝜚 probability. From information theory aspect, the upper

bound of the information loss in this grid is −(1 − 𝜚) log(1 − 𝜚);

(4) if there are equal number of sample labeled differently in a certain grid, all the

samples should be reserved to keep this part of information in the raw data set.

Some comments to the proposed approach are given as follows.

(1) The proposed approach is focusing on the data reduction issue of large scale
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data set. The large scale of the input data set is necessary, and the characteristics of

large scale data is utilized by the proposed approach. Take the condition in Figure.6.1

as example, Eq.6.11 shows that the differences of the localized generalization error be-

tween the shaded area (𝑅𝑆𝑀 (𝑄)) and the x𝑏s (𝑅𝑆𝑀 (𝑄) and 𝑅𝑒𝑚𝑝) are upper bounded,

therefore the x𝑏s can be employed as representative instances for the dark area. In real

applications, it is expected to approximate the real distribution D over X (the entire

space 𝑇). When the quality of the data set is not sufficient, the differences between the

entire space 𝑇 and the Dark area should not be ignored. In contrast, in large scale data

learning scenario, the gap between the dark area and 𝑇 shall be very small. As shown in

section 6.1.1, when 𝑚𝑖𝑛𝑖 is large enough, 𝑆𝑖𝑛𝑖 (dark area) could be employed to approxi-

mate D (over X) with an extremely small error, then a proper selected subset (x𝑏s) from

𝑆𝑖𝑛𝑖 may be adopted to closely approximate D. What is more, since all the samples are

i.i.d, it can be reasonably assumed that the density of samples in a certain grid is higher

when the 𝑚𝑖𝑛𝑖 is larger. This may lower the bias during representative sample selection

for each grid.

(2) The number of samples in the reduced data set cannot be predefined. One of the

advantages of the proposed approach is the adoptive processing on the given data set.

Controlled by the localized generalization error, the proposed approach will not forcibly

remove some useful samples to reduce the original data set to a certain size.

(3) The size of the obtained subset highly depends on the choice of 𝑁 . The value of

𝑄 is based on 𝑁 . A smaller value of 𝑁 means bigger volume of each grid, and therefore

with higher probability that the initial data can be reduced to a smaller one through the

proposed approach. Conversely, if 𝑁 → ∞, the reduced set will be equal to the original

set. Moreover, since the density of the input samples is not uniform, the relationship

between the size of the reduced set and 𝑁 is monotonic but not linear.
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(4) In close examination, because the selected samples are not necessarily locating

on the centroid position, these samples don’t have a strict 𝑄-neighborhood with other

areas in the corresponding grids. However, since most of these samples are selected

from the originally data set, using these samples shall be more reliable than using the

grid centroids.

(5) Compared with 𝑘-NN based approaches and clustering methods, the proposed

approach is easily quickened through parallel processing.

6.3 Experiments and Extension Approach with Weights As-

signment

In this section, a series of experiments were conducted to evaluate the proposed

approach. Moreover, several extension approaches are also given to obtain a better

performance.

6.3.1 Experiments to test the proposed approach

Several real large scales data sets (the ratio of number of samples to number of

features ≥ 104) were selected from UCI as benchmarking data. For each data set, about

10% samples were randomly selected for testing, the remaining 90% samples were used

as initial training set. By running the proposed 𝑄-neighborhood sample reduction al-

gorithm, a subset of the initial training set was given. Classifiers were trained with the

initial training set and the subset respectively, and tested with the same testing set. The

difference of the testing accuracies is the key criterion to verify the proposed approach.

To make the results more convincing, an artificial data set was also applied for the test-
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Table 6.1. The detailed data sets information
Data Set # Samples # Features #Classes

HIGGS 11,000,000 28 5
Skin Seg (SS) 245,057 4 2
SUSY 5,000 ,000 14 2
Statlog 58,000 9 5
Artificial Data 9,000,000 30 10

ing. Table.6.1 shows the detailed information about the data sets.

The reduction performance of the proposed results are mainly evaluated from two

aspects. The size of the obtained subset shows the reduction capacity of the proposed

approach on the processed data set and the accuracy decay shows the drop of the ac-

curacy when using the obtained subset as training set instead of using the original data

set. The obtained subset is expected with a smaller size and classifier trained on the

obtained subset is expected with a smaller accuracy decay. The performance of the pro-

posed approach was tested first on the 4 benchmarking data sets. In the experiment, for

each benchmarking data set, firstly, subsets were calculated via the proposed approach.

the classification accuracy of the models was tested next.

The random sampling approach was employed as baseline for comparison. A

randomly-selected subsets with the same size of the calculated subset was also employed

as training set. To reduce the effect from parameters of the classifier on the accuracy,

three-layer Nerual Networks were employed as the classifiers in the experiment. The

three-layer Nerual Network is reported can be adopted and offer satisfy performance for

most data sets. It is a vary universal classification model and little parameters need to

be pre-defined if the number of hidden neurons is fixed. Figure 6.2 shows the reduction

rate (ratio of the reduced data set size to the original data set size) of the data sets on

different values of 𝑁 . The curve in Figure.6.2 illustrates the change of the reduction

1For large scale data set, Support Vector Machines (SVMs) usually provide similar performance as NNs. In principles, these two methods actually reach
the same goal by different routes. However, SVMs need more parameters to adjust.
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Table 6.2. Experimental results
Data Set Size. ini Size. Red Acc.ini Acc.Red Acc. Rand Reduction

Ratio
Acc.
Diff.Red.

Acc.
Diff.Rand.

Value of 𝑁

Statlog
58,000 8,010 90.48(3.18) 90.24(2.94) 85.29(2.53) 0.1381 -0.24 -5.19 450
58,000 6,543 90.48(3.18) 87.48(3.25) 84.60(3.25) 0.1128 -3.00 -5.88 300
58,000 5,055 90.48(3.18) 84.62(2.07) 84.98(1.19) 0.0872 -5.86 -5.50 150

SS
245,057 51,433 95.60(0.28) 97.27(1.21) 89.88(5.31) 0.2099 +1.67 -5.72 180
245,057 47,729 95.60(0.28) 93.32(1.59) 90.97(4.45) 0.1948 -2.28 -4.63 120
245,057 37,725 95.60(0.28) 91.12(2.31) 80.66(7.13) 0.1536 -4.48 -14.94 40

SUSY
5,000 ,000 3,072,458 77.59(2.51) 77.60(2.90) 76.86(3.15) 0.6145 +0.01 -0.73 10
5,000 ,000 1,547,084 77.59(2.51) 76.90(2.12) 75.88(3.23) 0.3094 -0.69 -1.71 8
5,000 ,000 472,503 77.59(2.51) 73.91(1.91) 68.76(1.70) 0.0947 -3.68 -8.83 6

HIGGS
11,000,000 10,720,516 75.80(1.32) 75.46(0.47) 75.30(0.78) 0.9746 -0.34 -0.50 10
11,000,000 9,713,357 75.80(1.32) 75.10(1.15) 75.25(1.39) 0.8830 -0.70 -0.55 8
11,000,000 8,159,691 75.80(1.32) 72.12(3.70) 60.21(2.12) 0.7418 -5.68 -15.59 6

* Size.ini is the size of the initial data set, Size. red is the size of the data set after reduction; Acc.ini/Red/Rand is the classification accuracy of the model trained on the initial data set/ date
set reduced by the proposed approach/data set reduced by randomly selection; Reduction Ratio is the Ratio between Size.Red and Size.ini; Acc.Diff.Red./Rand. is the accuracy decay on
the subset obtained by the proposed approach/data set reduced by randomly selection where a positive value indicates an accuracy improvement and a negative value indicates an accuracy
drop.

capacity with different 𝑁 . The numbers on the curve represent the size of the reduced

set.

From Figure.6.2 and Table.6.2, for all the four data sets, despite some small volatil-

ity, the size of the reduced data sets obviously decreased while the parameter 𝑁 was set

with a larger value. Moreover, the reducing rate is also affected by the structure of the

processed data set. For the Statlog and SS data sets, even 𝑁 was set to a 102 larger level,

our approach can still remove more than 80% samples. For SUSY, only 40% of samples

can be removed with 𝑁 = 10. The worst condition is for the HIGGS data set, less than

10% samples removed after the reduction with 𝑁 = 10. To explain the results, for a

fixed density 𝑛 dimensional data set, there are totally 𝑁𝑛 grids in feature space. When

𝑁 is fixed, the number of grids will exponentially increase accompany with the increase

of 𝑛. For higher dimensional data the reduction capacity of this approach may not be

that significant.

Figure.6.3 shows the performances on accuracies with different 𝑁 . In each sub-

figure, the red horizontal line is the classification accuracy of the classifier trained on
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the raw data, the blue solid curve is the accuracy of the classifier trained on the reduced

set, and green dash curve is the average accuracy of the classifier trained on the same-

size randomly selected subset. The classification accuracy decays after the reduction

are also indicated in each sub-figure. More detailed results of accuracy are given in

Table.6.2.

Together with Figure 6.2, the results in Figure 6.3 show that the classifier can pro-

vide a comparable accuracy with a much smaller training set obtained by the proposed

approach. By ignoring the most extremely cases such as 𝑁 = 2, in most cases, the

accuracy decay was lower than 4% by using less than 20% of the total training sam-

ples. Also, the accuracy increased accompany with the larger value of 𝑁 was set. The

content in Table.6.2 gives the results of the model with 3 different values of 𝑁 selected

for each data set, including the reduction where the highest accuracy was obtained. For

SS, SUSY and Statlog, the error difference is controlled within ±2%, while the data set

was greatly reduced (39% ∼ 80%), and the training time was also significantly reduced

(49% ∼ 74%) in the best case.

Some points should be emphasized in this experiment. (1) For a certain data sets,

a small accuracy improvement (1.67% on SS and 0.1% for SUSY) can be obtained

when training the model on the reduced sets, this may be explained by the fact that our

approach can remove noises with a proper value of 𝑁; (2) The Staglog data set is an

imbalanced data set with multiple labels, in such scenario, the randomly selected subset

sometimes may omit the information of the smaller classes. The comparison between

the two approaches on this data set verifies the reliability of the proposed model; (3)

𝑘-NN based approaches were not compared in the experiment. First, the performance

of 𝑘-NN is quite sensitive to the parameter 𝑘; second, 𝑘-NN needs huge computational

resources when processing a large number of samples. Current results are sufficient to
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suggest that the proposed approach is a feasible choice for data reduction on a large

scale data set.

6.3.2 Extension 1: Adding PCA on the proposed approach and experi-

ment

The first experiment shows that for some large scale data sets, by employing the

proposed approach, a subset for representing the original data set can be obtained to

train the classifiers without a significantly drop of the classification accuracy. However,

observing the experimental results, the reduction capacity of the proposed approach

varies on different data set, e.g., the reduction effect for the HIGGS data set was quite

weak. This kind of results may be due to the larger number of features in the data set, for

higher dimensional feature space, there will be more 𝑄-neighborhood grids obtained.

Consequently for a certain sample, with higher possibility, it will be reserved in the

obtained subset.

A reasonable deduction of the previous experiment and analysis is that for a certain

data set, the reduction capacity of the proposed approach may be enhanced by giving

the data set a proper feature reduction before the sample reduction operation. In the

following experiment, a feature reduction operation was given to the processed data set

first, i.e., the initial data set was mapped into a lower dimensional feature space via

PCA, and then tested the proposed model (𝑁 = 10) on the HIGGS data set with less

features. To make the results more convincing, the SUSY data and an artificial data set

(ART) were also employed in this experiment. The results are shown in Table.6.3.

As shown in Table.6.3, for 28-feature data set HIGGS, a 14-feature and 9-feature

set were obtained via PCA respectively. In previous experiment, for HIGGS, the capac-
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Table 6.3. The results after PCA
HIGGS with 14
features HIGGS with 9 features SUSY with 10 features ART with 15 features

Size.ini 11,000,000 11,000,000 5,000,000 9,000,000
Size.PCA.Red 2,273,439 1,014,370 271,384 998,342
Red.Ratio 0.21 0.09 0.05 0.11
Acc.ini 75.80 75.80 77.60 81.52
Acc.PCA 76.01 73.14 76.20 80.43
Acc.PCA.Red 72.92 70.07 73.38 79.35

* Size.PCA.Red is the size the obtained subset via the PCA feature reduction pre-processing; Acc.PCA is the classification accuracy trained on the initial
data set only with PCA feature reduction, Acc.PCA.Red is the classification accuracy of the classifier trained on the subset via the PCA feature reduction
pre-processing.

ity of the proposed approach is weak, only 2% was removed when 𝑁 = 10. Now for

the 14-feature set, About 80% samples are removed, while the accuracy decay was less

than 2.7%. However, for the 9-feature set, more samples are removed, but the accuracy

drop was larger than 5% since more information was excluded. The condition is similar

for other data sets. The results showed that a proper feature reduction processing can

obviously enhance the reduction effects of the proposed approach.

6.3.3 Extension 2: Weighted 𝑄-neighborhood sample reduction and ex-

periment

According to the definition of 𝑄-neighborhood in Eq.6.5, for a certain sample x,

its 𝑄-neighborhood is a hypercube which takes x as center and select a 𝑄 length range

on each dimension. The results of the previous experiment also demonstrates that the

proposed approach is highly related to the distribution of the samples in each dimension

of the feature space. In previous sections, all the dimensions of the feature space are

considered equally important. However, according to Eq.6.5, Eq.6.11 and the results

of the previous experiments, when the parameter 𝑁 is set a smaller value (means each

𝑄-neighborhood grid is bigger), the reduction performance might be higher but more

classification accuracy will be scarified. Therefore, if the value of 𝑁 for each dimension
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varies according to the importance of the corresponding dimension, i.e., for a more im-

portant dimension, a larger 𝑁 is assigned to keep more information w.r.t. this dimension

while for a less important dimension a smaller 𝑁 can be given, the proposed model may

remove more samples with less accuracy decay. In this section, as a further extension of

the proposed approach, a different value of 𝑁 is assigned on each dimension to obtain

the weighted 𝑄-neighborhood grids, the performance of the weighted 𝑄-neighborhood

sample reduction approach is also evaluated with experiment.

The main strategy of the weighted 𝑄-neighborhood sample reduction is to decide

whether this feature should be assigned a parameter 𝑁 with a bigger value or a smaller

value by considering the importance of a certain feature. Currently, there are mainly

two approaches to decide the importance of a dimension:

1. PCA and Eigenvalues

PCA has been used for feature reduction in previous experiment, the eigenval-

ues obtained in PCA indicated how large the variability of the data distributed in

the direction of the corresponding eigenvector. This can be used to measure the

importance of each dimension in the feature space of the principal components.

Therefore, the eigenvalues can be employed to determine whether the correspond-

ing feature should be given a parameter 𝑁 with a bigger value or a smaller value.

2. Mutual Information PCA focuses on the information of each dimension [17],

Mutual Information considers the relationship between each feature and the class

labels. For a certain feature 𝑥𝑖 , its Mutual Information with the label 𝑦 is defined

as 𝐼 (𝑥𝑖 , 𝑦) = 𝐻 (𝑥𝑖) − 𝐻 (𝑦 |𝑥𝑖). Therefore, when using Mutual Information to

measure the importance of each dimension, the effect of the class labels is also

taken into consideration. Since the employed data set, the value of the attributes
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Table 6.4. The results of the weighted Q-neighborhood based data reduction
HIGGS SUSY ART

Size.ini 11,000,000 5,000,000 9,000,000
Size.PAC.weighted 828,426 63,472 952,412
Acc.PAC.weighted 73.44 69.13 79.81
Size.MI.weighted 923,076 230,676 937,353
Acc.MI.weighted 70.80 74.36 79.35

* Size.PCA/MI.weighted is the size the obtained subset via the PCA/Mutual Information based weighted
𝑄-neighborhood; Acc.PCA/MI. is the classification accuracy of the model trained on the corresponding
obtained subset

is continuous while the value of the label vector is categorical, kernel density

estimation is employed to estimate the probability density function [155].

In the experiment, for each data set, both of the PCA and Mutual Information are

employed to determine the importance of each dimension, and then different 𝑁 values

are assigned to each dimension according to the dimension importance. Table.6.4 gives

the results of the experiment.

The data sets employed in section 6.3.2 were also employed in this experiment,

and the results are various on different data sets. For the HIGGS data set, the PCA

weighted processing can improve the reduction capacity in advance, the obtained subset

was 19% smaller than the one in section 6.3.2, while there is even a small improvement

on accuracy (0.52%); however, the performance of Mutual Information based weight

assignment was poor, only 12% more samples were removed and there was a 3% accu-

racy drop observed. Conversely, for the SUSY data set, the Mutual Information based

weighted assignment provided a better performance, more than 15% samples were ex-

cluded while higher (0.98%) accuracy was also acquired. Although for the SUSY data

set the PAC based weighted assignment approach surprisingly shrinks the data set to a

very small size, the accuracy drop is larger than 6%. The results demonstrate the fact

that, it is feasible to improve the performance of the proposed approach by assigning
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weights for dimensions in the feature space. However, different approaches shoul d be

considered for different data sets when determining the importance of each dimension.

6.4 Conclusion

Finding a subset of large scale data set is useful for data mining scientists to pro-

cess big data. However, it’s difficult to measure the difference between true distribution

and the subset distribution. This study aims to evaluate the difference between the orig-

inal set and the subset according to the localized generalization error. By finding the

error bounds, a 𝑄-neighborhood based data reduction approach is proposed. The exper-

imental results showed that for lower dimensional data sets, the proposed approach can

effectively reduce the data set size, and there is little classification accuracy drop when

employing the reduced data set to train the classifier.

This approach is highly related the feature representation conditions of a certain ap-

plication. For lower dimensional data sets with massive records, the proposed approach

is a feasible choice for shrinking the size of the set efficiently and reliably. However, it

is noted that the proposed method shall become inefficient for higher dimensional data

sets (e.g. image data or bioinformatics data) and requires exponentially more computa-

tional resources to handle higher dimensional cases. One possible solution is to employ

the proposed approach together with feature reduction algorithms. Our future study will

mainly concentrate on tackling this limitation of the proposed approach.
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(a) Changing of reduction rate for Statlog

(b) Changing of reduction rate for Skin Segmentation

(c) Changing of reduction rate for SUSY

(d) Changing of reduction rate for HIGGS

Figure 6.2. The reduction capacity of the proposed approach with different values
of 𝑁
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(a) Changing of classification accuracy for Statlog

(b) Changing of classification accuracy for Skin Segmentation

(c) Changing of classification accuracy for SUSY

(d) Changing of classification accuracy for HIGGS

Figure 6.3. The classification accuracies for each data set
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Conclusion

In this thesis, we have realized the following results.

• We developed algorithms for feature selection and feature learning for large scale

data set, both for discrete and continuous values.

• We developed algorithms for improving the efficiency of feature learning in large

scale data set.

• We presented algorithms for learning features from multiple-domain data sets.

Firstly we investigated feature selection for large scale data sets with discrete val-

ues. Our investigation focuses on the inconsistent condition (conflicting cases) of a

certain data set which is called a DT in rough set theory. By analyzing the inconsistent

condition of a certain DT in the VPRS model, we tried to find the reason why the reduct

anomalies are generated. A new definition of an inconsistent condition in the VPRS

model is proposed in order to investigate the reducts anomalies and consequently a new

149
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definition of reduct in VPRS is given, which is a supplement of 𝛽-distribution reduct.

This is a new approach to solve the feature selection problem in large scale data set.

Second, an efficient approach for feature learning by RBFNN was proposed. We

introduced an approach to quickly determine the RBF centers for an RBFNN model.

An eigenvector based clustering method was employed to calculate the RBF centers in

the input feature space. RBF centers for the RBFNN model thus can be determined

very quickly by calculating the principal components of the data matrix instead of the

iterative calculation process of 𝑘-means clustering. After that, the connecting weights

of the network can be easily obtained via either pseudo-inverse solution or the gradient

descent algorithm. To evaluate the proposed approach, the performance of RBFNNs

trained via different training schemes were compared in the experiments. It shows that

the proposed method greatly reduces the training time of an RBFNN while allowing the

RBFNN to attain a comparable accuracy result.

Third, we aimed to utilize multi-layer neural network on the feature representation

of univariate and cross-domain time-series weather records. This study presentated an

application about the feature representation issue of the given weather data sets from

multiple meteorological domains including the temperature data, the atmospheric pres-

sure data, and the wind speed data. In detail, firstly, several widely used multi-layer neu-

ral network architectures are tested on each kind of weather data set respectively, results

in this stage of the study demonstrated the potential of multi-layer neural network for the

feature representation on the time series univariate data sets. Consequently, to improve

the forecasting accuracy of wind speed data in advance, the information from tempera-

ture data and atmospheric pressure data is utilized together with wind speed records to

train up the forecasting models. Several models that can learn a fusing representation

of time series data from different domains, including the proposed canonical correla-
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tion analysis based Split-Autoencoder, are tested and compared. The employed com-

putational intelligence models (e.g. Support Vector Machine) trained up in the learned

fusing feature space are expected to provide higher prediction accuracy.

Fourth, a data reduction approach was proposed to acquire a representative subset

of the large scale sample collections for learning tasks. Inspired by the localized gen-

eralization error theory, we provide a Q-neighborhood based data reduction approach.

Specifically, based on a localized generalization error measure, the feature space is di-

vided into Q-neighborhood grids. Representative samples are then selected from each

Q-neighborhood grid. Since the localized generalization error bounds from the above

the generalization error within the Q-neighborhood of the training samples, the obtained

subset thus is expected to be able to approximate the real distribution with an acceptable

error margin.

In this thesis, we mainly discussed the feature representation for different types

of large-scale data. The multi-layer NNs now have become the most widely used ap-

proach for feature learning. Although multi-layer NNs, especially those with convolu-

tion structures are more suitable for the image and linguistic data, their revised versions

may obtain success in for data sets from other domains.

This thesis explored the feature representation for data sets from other domains.

both traditional approaches and deep learning approaches were all investigated. We have

started some real-life machine learning tasks both use image data and numerical data in

the medical field. Effectively representation of features in such a complex background

will be my main research work in the future.
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Appendix

Set 𝑋 ′, 𝑋 ′′ are two equal-size data sets with different dimensions, 𝑋 ′ = (𝑋 ′
1, . . . , 𝑋

′
𝑁
)T

where 𝑋 ′
𝑖
= (𝑥 ′1, . . . , 𝑥

′
𝑑𝑋′ ), 𝑋

′′ = (𝑋 ′′
1 , . . . , 𝑋

′′
𝑁
)T where 𝑋 ′′

𝑖
= (𝑥 ′′1 , . . . , 𝑥

′′
𝑑𝑋′′ ), 𝑖 =

1, . . . , 𝑁 . The main concept of CCA is to calculate the correlation between a linear com-

bination of the variables in one data set and a linear combination of the variables in the

other data set. Specifically, CCA seeks projection vectors 𝑎1, 𝑏1 such that 𝑦′1 = 𝑎T
1𝑋

′ and

𝑦′′1 = 𝑏T
1𝑋

′′ maximize the correlation 𝑐𝑜𝑟𝑟 (𝑦′1, 𝑦
′′
1 ). 𝑦

′
1 and 𝑦′′1 are called the first pair

of canonical variables. Consequently, CCA seeks projection vectors 𝑎2, 𝑏2 and to maxi-

mize 𝑐𝑜𝑟𝑟 (𝑦′2, 𝑦
′′
2 ) where 𝑦′2 = 𝑎T

2𝑋
′, 𝑦′′2 = 𝑏T

2𝑋
′′, and subject to the constraint that 𝑎T

1𝑋
′

and 𝑎T
2𝑋

′ are uncorrelated, 𝑏T
1𝑋

′′ and 𝑏T
2𝑋

′′ are uncorrelated. This gives the second pair

of canonical variables. Such procedure may be continued up to min{𝑑𝑋 ′, 𝑑𝑋 ′′} times.

The first 𝑘 pairs of canonical variables are 𝑌 ′ = (𝑦′1, . . . , 𝑦
′
𝑘
) and 𝑌 ′′ = (𝑦′′1 , . . . , 𝑌

′′
𝑘
)

and be solved via finding the eigenvectors of a certain matrix.

To seek 𝑎1 and 𝑏1, let Σ𝑋 ′𝑋 ′ = cov(𝑋 ′, 𝑋 ′) and Σ𝑋 ′′𝑋 ′′ = cov(𝑋 ′′, 𝑋 ′′), CCA needs
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to maximize the correlation coefficient

𝜌 =
𝑎T

1Σ𝑋 ′𝑋 ′′𝑏1√︃
𝑎T

1Σ𝑋 ′𝑋 ′𝑎1𝑏
T
1Σ𝑋 ′′𝑋 ′′𝑏1

,

s.t. Var(𝑢1) = 𝑎T
1Σ𝑋 ′𝑋 ′𝑎1 = 1,

Var(𝑣1) = 𝑏T
1Σ𝑋 ′′𝑋 ′′𝑏1 = 1.

(8.1)

To solve Eq.8.1, two Lagrange multipliers 𝜆′ and 𝜆′′ can be introduced for con-

structing the Lagrange function

L(𝑎1, 𝑏1, 𝜆
′, 𝜆′′) =𝑎T

1Σ𝑋 ′𝑋 ′′𝑏1 −
𝜆′

2
(𝑎T

1Σ𝑋 ′𝑋 ′𝑎1 − 1)

−𝜆
′′

2
(𝑏T

1Σ𝑋 ′′𝑋 ′′𝑏1 − 1).
(8.2)

By giving the first partial derivatives of Eq.8.2, it can be optimized via


𝜕L
𝜕𝑎1

= Σ𝑋 ′𝑋 ′′𝑏1 − 𝜆′Σ𝑋 ′𝑋 ′𝑎1 = 0

𝜕L
𝜕𝑏1

= Σ𝑋 ′′𝑋 ′𝑎1 − 𝜆′′Σ𝑋 ′′𝑋 ′′𝑏1 = 0
. (8.3)

After some algebra, there is

Σ−1
𝑋 ′𝑋 ′Σ𝑋 ′𝑋 ′′Σ−1

𝑋 ′′𝑋 ′′Σ𝑋 ′′𝑋 ′𝑎1 − 𝜆′2𝑎1 = 0 (8.4)

and

Σ−1
𝑋 ′′𝑋 ′′Σ𝑋 ′′𝑋 ′Σ−1

𝑋 ′𝑋 ′Σ𝑋 ′𝑋 ′′𝑏1 − 𝜆′2𝑏1 = 0. (8.5)

Therefore 𝑎1 is the eigenvector of Σ−1
𝑋 ′𝑋 ′Σ𝑋 ′𝑋 ′′Σ−1

𝑋 ′′𝑋 ′′Σ𝑋 ′′𝑋 ′ and 𝑏1 is the eigenvec-

tor of Σ−1
𝑋 ′′𝑋 ′′Σ𝑋 ′′𝑋 ′Σ−1

𝑋 ′𝑋 ′Σ𝑋 ′𝑋 ′′ w.r.t. the eigenvalue of 𝜆′.
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Consequently, 𝑎2 and 𝑏2 could be calculated via adding two more constraints for

Eq.8.1 to make sure cov(𝑎T
1𝑋

′, 𝑎T
2𝑋

′) = 𝑎T
1Σ𝑋 ′𝑋 ′𝑎2 = 0 and cov(𝑏T

1𝑋
′′, 𝑏T

2𝑋
′′) =

𝑏T
1Σ𝑋 ′′𝑋 ′′𝑏2 = 0. In the way, 𝑎3, ¤..., 𝑎𝑘 can also be calculated.

In general, define 𝑇 = Σ
− 1

2
𝑋 ′𝑋 ′Σ𝑋 ′𝑋 ′′Σ

− 1
2
𝑋 ′′𝑋 ′′, for a given 𝑘 , the 𝑘 pairs of projection

vectors to maximize the correlation coefficients could be calculated via eigenvectors of

𝑇𝑇T. Set the top 𝑖th eigenvalue of 𝑇𝑇T is 𝜆2
𝑖
, 𝑖 = 1, . . . , 𝑘 , 𝑢𝑖 be the corresponding

eigenvector, the 𝑖th pair of projection vectors 𝑎𝑖 , 𝑏𝑖 are

𝑎𝑖 = Σ
− 1

2
𝑋 ′𝑋 ′𝑢𝑖 , 𝑏𝑖 = 𝜆

−1
𝑖 Σ−1

𝑋 ′′𝑋 ′′Σ𝑋 ′′𝑋 ′𝑎𝑖 , (8.6)

and 𝑦′
𝑖
= 𝑎𝑖𝑋

′, 𝑦′′
𝑖
= 𝑏𝑖𝑋

′′ is the 𝑖th canonical correlation variable while 𝜆𝑖 is the 𝑖th

canonical correlation coefficients. The total canonical correlation of 𝑋 ′ and 𝑋 ′′ is the

sum of the top k singular values of the matrix 𝑇 , which is equal to tr(𝑇𝑇T) 1
2 .

In the training processing of the CCA based split Autoencoder, to perform back-

propagation to optimize Eq.5.19, the gradient of canonical correlation term should also

be given. Let 𝑈𝑘 and 𝑉𝑘 be the left- and right- singular vectors of 𝑇 , i.e. the singular

value decomposition of 𝑇 is 𝑇 = 𝑈𝑘𝐷𝑉
T
𝑘

, the first partial derivative of total canonical

correlation 𝑐𝑜𝑟𝑟 (𝑌 ′, 𝑌 ′′) = tr(𝑇𝑇T) 1
2 w.r.t 𝑌 ′ is

𝜕𝑐𝑜𝑟𝑟 (𝑌 ′, 𝑌 ′′)
𝜕𝑌 ′ =

1
𝑁 − 1

(2∇11𝑌
′ + ∇12𝑌

′′), (8.7)

where

∇11 = −1
2
Σ
− 1

2
𝑌 ′𝑌 ′𝑈𝑘𝐷𝑈

T
𝐾Σ

− 1
2

𝑌 ′𝑌 ′, (8.8)

and

∇12 = Σ
− 1

2
𝑌 ′𝑌 ′𝑈𝑘𝑉

T
𝐾Σ

− 1
2

𝑌 ′′𝑌 ′′, (8.9)
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The 𝑌 ′ and 𝑌 ′′ are the centered matrices of 𝑌 ′ and 𝑌 ′′ respectively. The first partial

derivative w.r.t. 𝑌 ′′ has a symmetric expression.
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