
 

 

 
Copyright Undertaking 

 

This thesis is protected by copyright, with all rights reserved.  

By reading and using the thesis, the reader understands and agrees to the following terms: 

1. The reader will abide by the rules and legal ordinances governing copyright regarding the 
use of the thesis. 

2. The reader will use the thesis for the purpose of research or private study only and not for 
distribution or further reproduction or any other purpose. 

3. The reader agrees to indemnify and hold the University harmless from and against any loss, 
damage, cost, liability or expenses arising from copyright infringement or unauthorized 
usage. 

 

 

IMPORTANT 

If you have reasons to believe that any materials in this thesis are deemed not suitable to be 
distributed in this form, or a copyright owner having difficulty with the material being included in 
our database, please contact lbsys@polyu.edu.hk providing details.  The Library will look into 
your claim and consider taking remedial action upon receipt of the written requests. 

 

 

 

 

 

Pao Yue-kong Library, The Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong Kong 

http://www.lib.polyu.edu.hk 



NEW INSIGHTS INTO META-LEARNING: FROM
THEORY TO ALGORITHMS

JIAXIN CHEN

PhD

The Hong Kong Polytechnic University

2021

 



The Hong Kong Polytechnic University
Department of Computing

New Insights into Meta-Learning: From Theory to
Algorithms

Jiaxin Chen

A thesis submitted in partial fulfilment of the requirements

for the degree of Doctor of Philosophy

January 2021



CERTIFICATE OF ORIGINALITY

I hereby declare that this thesis is my own work and that, to the best of my knowledge and

belief, it reproduces no material previously published or written, nor material that has been

accepted for the award of any other degree or diploma, except where due acknowledgement

has been made in the text.

(Signed)

Jiaxin Chen (Name of student)

iii



Abstract

Deep learning has surpassed human-level performance in various domains where the training

data is abundant. Human intelligence, however, has the ability to adapt to a new environment

with little experiences or recognize new categories after seeing just a few training samples. To

endow machines such humanlike few-shot learning skills, meta-learning provides promising

solutions and has generated a surge of interest recently. A meta-learning algorithm (meta-

algorithm) trains over a large number of i.i.d. tasks sampled from a task distribution and learns

an algorithm (inner-task algorithm) that can quickly adapt to a future task with few training

data. From a generalization view, traditional supervised learning studies the generalization of

a learned hypothesis (predictor) to novel data samples in a given task, whereas meta-learning

explores the generalization of a learned algorithm to novel tasks. In this thesis, we provide

new insights into the generalization of modern meta-learning based on theoretical analysis and

propose new algorithms to improve its generalization ability.

We provide theoretical investigations into Support/Query (S/Q) Episodic Training Strategy

which is widely believed to improve the generalization and applied in modern meta-learning

algorithms. We analyze the generalization error bound of generic meta-learning algorithms

trained with such strategy via a stability analysis. We show that the S/Q episodic training

strategy naturally leads to a counterintuitive generalization bound of O(1/
p
n), which only

depends on the number of task n but independent of the inner-task sample size m. Under

the common assumption m << n for few-shot learning, the bound of O(1/
p
n) implies strong

generalization guarantee for modern meta-learning algorithms in the few-shot regime.

We further point out that there still exist limitations of the existing modern meta-training

strategy, i.e., the optimization procedure of model parameters following the strategy of differ-

entiating through the inner-task optimization path. To satisfy this requirement, the inner-task
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algorithms should be solved analytically and this significantly limits the capacity and per-

formance of the learned inner-task algorithms. Hence, we propose an adaptation-agnostic

meta-training strategy that removes such dependency and can be used to train inner-task algo-

rithms with or without analytical expressions. Such general meta-training strategy naturally

leads to an ensemble framework that can efficiently combine various types of algorithms to

achieve better generalization.

Motivated by a closer look at metric-based meta-algorithms which shows high generalization

ability over the few-shot classification problems, we propose a generic variational metric scaling

framework which is compatible with metric-based meta-algorithms and achieves consistent

improvements over the standard few-shot classification benchmarks. Finally, as majority of

existing meta-algorithms focus on within-domain generalization, we further consider cross-

domain generalization over a realistic yet more challenging few-shot classification problem,

where a large discrepancy exists between the task distributions of training domains and a test

domain. A gradient-based hierarchical meta-learning framework (M2L) is proposed to solve

such problem. Finally, we discuss open questions and future directions in meta-learning.
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1
Introduction

1.1 Background

Deep learning has surpassed human-level performance in various domains where the training

data is abundant. But human intelligence has remarkable ability to adapt to a new environment

with little experience or recognize new categories after seeing few samples. To endow machines

with such kind of capability, a promising paradigm is meta-learning [5], which learns general

patterns from a large number of tasks for fast adaptation to unseen tasks. A meta-algorithm

(so-called meta-learner) trains over a large amount of training tasks i.i.d. sampled from a

task distribution and learns an inner-task algorithm (so-called base-learner) that can quickly

adapt to a novel task with few training samples. To avoid confusion, the training set and the

test set in each task are called support set and query set, respectively. The commonly used

modern meta-training procedure is an interleaved process which includes inner-task adaptation

and meta-update. For any training task, during the inner-task adaptation, the inner-task

algorithm is adapted to its support set and outputs a task-specific predictor. And the error

of the predictor over the query set is computed to measure the performance of the inner-task

algorithm. During meta-update, this error over the query set is minimized to update the

model parameters. Majority of meta-algorithms follow such training strategy [30, 34, 100] and

they mainly differ in the choice of the inner-task algorithm. For instance, the gradient-based

meta-algorithms apply a learned initialization with stochastic gradient decent as the inner-task

algorithm; the metric-based meta-algorithms apply a comparison algorithm with a similarity
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metric; and the model-based meta-algorithms make use of black-box (e.g. a neural network) to

produce the parameters of a pre-defined task-specific predictor.

1.2 Related Work

Gradient-based meta-learning. Gradient-based meta-learning learns a model with prior

knowledge which can adapt to a new task with a few gradient update steps [30, 32, 44, 41, 43, 92,

93, 3]. The pioneering work MAML [30] achieves this goal by learning a common initialization

of deep neural networks. For each training task, the learned initialization is adapted to the

support set with a few gradient steps and the initialization is updated by optimizing the

adapted model’s performance over the query set. MAML is general and model-agnostic which

is compatible with various tasks such as regression, classification and reinforcement learning.

MAML [30] suffers from the expensive computational cost caused by the second-order

gradient derivation. Many efforts have been devoted to address this issue with first-order

approximation [81, 80], implicit gradients [89] or partially updating parameters in the inner

loop [88]. Another major problem of gradient-based meta-learning is overfitting because the

high-dimensional parameters of the entire network are updated using few support samples

in each task. References [75] and [95, 64, 119] targeted to tackle this problem by latent

representation learning, context adaptation and so on.

Metric-based meta-learning. Few-shot classification [66] aims to assign unseen samples

(query) to the belonging categories with very few labeled samples (support) in each category.

A promising paradigm for few-shot learning is metric-based meta-learning algorithms [37,

58, 100, 108]. Typically, they learn a general mapping, which projects queries and supports

into an embedding space. These models are typically trained in an episodic manner [108]

by minimizing the distances between a query and same-labeled supports in the embedding

space. Given a new task in testing phase, a simple nearest neighbour classifier can be used to

assign a query to its nearest class in the embedding space. Reference [58] proposed the first

metric-based meta-algorithm for few-shot learning, in which a siamese network [17] is trained

with the triplet loss to maximize the similarity between within-class samples and minimize

that of inter-class samples in the embedding space. Matching networks [108] proposed the
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episodic training strategy and used the cross-entropy loss where the logits are the distances

between a query and supports. Prototypical networks [100] improved Matching networks by

computing the distances between a query and the prototype (mean of supports) of each class.

Many metric-based meta-algorithms [84, 33, 102, 67, 102] extended prototypical networks in

different ways.

Model-based meta-learning. Model-based meta-learning is also called black box-based

meta-learning which directly produces parameters for the inner-task algorithms [39, 75, 7, 78].

A typical model-based meta-algorithm called VERSA [42], interprets meta-learning from a

probabilistic perspective and learns an amortization network to generate the parameters of the

distributions of the task-specific parameters of the inner-task algorithms. Memory-augmented

neural networks [96] directly memorize the old data and predict the labels for new data in

a black box. LSTM-based meta-learning methods [3] implement the inner-task training by

recurrently updating in the LSTM cell. Meta-networks [78] learn the task-specific parameters

and meta-parameters by optimizing the fast weights and the slow weights.

1.3 Thesis Overview

The contributions of this thesis are summarized as follows:

• In Chapter 2, we theoretically study the generalization ability of the modern meta-

algorithms with Episodic Support/Query training strategy via a stability analysis. We

show that meta-algorithms with such strategy has a "counter-intuitive" generalization

bound of O(1/
p
n) (n is the number of training task) which shows that the generalization

gap converges to 0 given sufficient training tasks, despite of the limited training samples

in each task. Such theoretical result is totally different from the traditional generalization

bounds of O(n,m) (m is the training sample size per task) which cannot converge under

the common assumption of few-shot learning m << n (e.g. m = 5, 10), providing a

strong guarantee for modern meta-learning in few-shot learning scenario.

• In Chapter 3, we take a closer look at the limitations of the modern meta-training

strategy and provide a unified perspective on existing meta-algorithms following this

3



strategy. The existing meta-algorithms’ update rule relies on the analytical expressions

of the task-specific parameters w.r.t. the model parameters which requires the inner-task

algorithms having closed-form solutions. Such requirement limits the choice of the inner-

task algorithm and correspondingly limits the model expressiveness of the models. To

remove such limitations, we propose a general adaptation-agnostic meta-training strategy

and such strategy naturally leads to a flexible and powerful ensemble framework as the

inner-task algorithm.

• In Chapter 4, we focus on metric-based meta-learning which shows effectiveness, efficiency

and high generalization ability in few-shot classification problems. As the metric scaling

plays a crucial role in the performance of metric-based meta-learning algorithms but there

still lacks a principled method for learning the metric scaling parameter automatically.

In this chapter, we recast metric-based meta-learning from a Bayesian perspective and

develop a variational metric scaling framework for learning a proper metric scaling

parameter. To fit the learned embedding well and consider task-specific information,

we further propose dimensional stochastic/amortized variational metric scaling methods

which show consistent improvements.

• Majority of existing meta-learning algorithms focus on within-domain generalization.

In Chapter 5, we consider a more challenging and realistic scenario, i.e., cross-domain

fine-grained few-shot learning, under which a discrepancy exists between the task distri-

butions of meta-training and meta-test. We provide new insights into such cross-domain

generalization problem and proposed a domain-oriented meta-learning (DOM) algorithm

to solve cross-domain fine-grained few-shot classification tasks.
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2

Generalization of Modern Meta-Learning via a Stability
Analysis

2.1 Overview

Early meta-algorithms directly minimize the averaged training error of a set of training tasks.

To improve the generalization of meta-algorithms, the pioneering work [108] proposes a novel

training strategy – support/query episodic training strategy. In particular, episodic training

treats each task as a training instance and updates the inner-task algorithm by episode (task

by task). Support/query (S/Q) training mimics the test process in each task, i.e., a training set

(support) for inner-task training and a test set (query) for measuring the inner-task algorithm’s

performance. Meta-training proceeds by minimizing the error computed over the query set.

This training strategy has been widely used to train modern meta-algorithms such as MAML

[30] and ProtoNet [100].

Although it is widely believed that the S/Q training strategy can improve the generalization

of meta-algorithms due to the match of training condition and test condition, there is barely

any theoretical analysis of how it impacts generalization. Our key observation is that the

generalization bound of meta-algorithms is closely related to the training strategy. The S/Q

training strategy leads to a bound different from the existing meta-learning bounds which do

not involve any specific meta-training strategy. In this chapter, we study the generalization

error bounds of generic meta-algorithms trained with the S/Q scheme by employing tools from

5



stability analysis [73, 10, 48].

Based on stability analysis, we derive a generalization bound of O(1/
p
n) for meta-algorithms

trained with S/Q strategy, which is independent of the sample size m of each task. The result

seems counterintuitive at the first glance. However, it is natural if we carefully check the

difference between S/Q training and traditional meta-training strategies. We explain the key

intuition of the bound O(1/
p
n) as follows. For the traditional meta-training strategy, the

bound of the generalization gap between the traditional empirical multi-task error and the

transfer error consists of two terms, namely, an inner-task gap ✏(m) caused by observing limited

inner-task training samples and an outer-task gap ✏(n) caused by observing limited training

tasks. For S/Q training, for any training task, the inner-task algorithm minimizes the inner-task

training error of the support set and outputs a hypothesis. The S/Q training error, i.e., the

error of this inner-task hypothesis computed over the query set (unseen during inner-task

training), is exactly the inner-task test error of this inner-task hypothesis, and thereby is an

unbiased estimate to the inner-task generalization error of the inner-task hypothesis. Intuitively,

the inner-task gap depending on the inner-task sample size m vanishes because S/Q training

directly minimizes the inner-task test error. Correspondingly, the bound of the generalization

gap between the S/Q training error and the transfer error equals to the outer-task gap that

only depends on the number of task n.

To further explore the influence of training strategies on the generalization of meta-

algorithms, we want to compare S/Q training with existing meta-training strategies. However,

the traditional meta-training strategy cannot be used to train modern meta-algorithms such as

MAML [30], Bilevel Programming [34] and ProtoNet [100] which require support samples for

inner-task training and query samples for meta-training (see more discussions in Sec. 2.3). To

compare with S/Q training, we introduce a new strategy for training modern meta-algorithms –

leave-one-out (LOO) training, which minimizes the leave-one-out errors of training tasks. The

key reason of studying LOO training is that it is similar to the traditional training strategy

which computes the empirical error over the support set instead of the query set while can still

be used to train modern meta-algorithms. Interestingly, although LOO training error is an

“almost” unbiased estimate to the generalization error of the inner-task hypotheses of training
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tasks [27], the generalization bound of meta-algorithms with LOO training still depends on

both the inner-task sample size m and the task number n. See Table 2.1 for a summary of

these three training strategies.

Table 2.1: Comparisons of three meta-training strategies. Data set: the data set used for
computing the empirical error for meta-training. Estimate: in each training task, the empirical
error for meta-training is an unbiased/biased estimate to the generalization error of the
inner-task hypothesis. Compatibility: the training strategy’s compatibility with modern
meta-algorithms. Bound: the generalization bound.

Strategy Data set Estimate Compatibility Bound
Traditional Support set biased ⇥ ✏(n,m)
Leave-one-out Support set “almost” unbiased X ✏(n,m)
Support/Query Query set unbiased X ✏(n)

From a generalization perspective, our results clearly explain the success of the S/Q training

strategy. The sample-size free bound provides a firm theoretical support for the generalization of

modern meta-learning algorithms in the few-shot learning setting. Furthermore, our theoretical

results are empirically verified by experiments on standard few-shot classification and regression

tasks implemented with popular meta-algorithms [30, 100, 34].

2.2 Preliminaries

Table 2.2: Notations.

Single-task learning Meta-learning

Domain Z Z
m

Unknown distribution D ⌧

Training instance
Str = {zj = (xj , yj)}mj=1,

Str
⇠ D

m

LOO S = {Si = Str
i }

n
i=1, S

tr
i ⇠ D

m
i ,Di ⇠ ⌧

S/Q S = {Si = Str
i [ Sts

i }
n
i=1,S

tr
i ⇠ D

m
i , Sts

i ⇠ D
q
i ,Di ⇠ ⌧

Test instance z ⇠ D Str
⇠ D

m, z ⇠ D,D ⇠ ⌧

Leave-one-out set

Resubstitution set

Str\j = (· · · , zj�1, zj+1, · · · )

Str(j) = (· · · , z0j , · · · )

S\i = (· · · , Si�1, Si+1, · · · )

S(i) = (· · · , S0
i, · · · )

Target A(Str) : X ! Y A(S) : Zm
! H

Training error
L̂(A(Str), Str)

= 1
m

Pm
j=1 l(A(Str), zj)

LOO R̂loo(A(S),S) = 1
n

Pn
i=1 L̂loo(A(S)(Str

i ), Str
i )

S/Q R̂s/q(A(S),S) = 1
n

Pn
i=1 L̂(A(S)(Str

i ), Sts
i )

Quantity of interest
L(A(Str),D)

= Ez⇠Dl(A(Str), z)
R(A(S), ⌧) = ED⇠⌧EStr⇠DmEz⇠Dl(A(S)(Str), z)

Single-Task Learning. Let Z = X ⇥ Y be a domain, where X denotes an input space

and Y denotes an output space. Furthermore, H = {hw : w 2 W} is the hypothesis set where
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the hypothesis hw 2 H is parametrized by parameters w in the parameter space W. Given

a non-negative loss function l : H ⇥ Z ! R+, the loss of a hypothesis hw over a sample z

is denoted by l(hw, z) or l(w, z). In single-task learning, an algorithm A receives a training

set S
tr = {zj = (xj, yj)}mj=1 drawn i.i.d. from an unknown distribution D on Z. Then, the

algorithm selects a hypothesis denoted by A(Str) from H by minimizing the empirical error

L̂(A(Str), Str)
def
= 1

m

Pm
j=1 l(A(S

tr), zj). The performance of the learned A(Str) is measured by

the generalization error L(A(Str),D)
def
= Ez⇠Dl(A(Str), z), which is the quantity of interest in

statistical learning. To study the convergence of the empirical error to the generalization error,

reference [10] upper bounded the gap between the generalization error and the empirical error

by considering the stability of the algorithm A.

Stability theory analyses the sensitivity of an algorithm A in response to some small modifica-

tions of the training set, for example, the leave-one-out training set Str\j = (z1, · · · , zj�1, zj+1, · · · , zm)

and the resubstitution training set S
tr(j) = (z1, · · · , zj�1, z

0

j, zj+1, · · · , zm), where z
0

j ⇠ D. Ref-

erence [10] proposed various notions of stability to derive the generalization bounds of learning

algorithms. In this chapter, we mainly consider the uniform stability on the leave-one-out

training set.

Definition 1 (Uniform stability [10]). An algorithm A has uniform stability �̃ w.r.t. the loss

function l, if the following holds 8j 2 {1, . . . ,m}:

8S
tr
⇠ D

m
, 8z ⇠ D, |l(A(Str), z)� l(A(Str\j), z)|  �̃.

As shown in [10], the uniform stability can be used to derive a generalization bound O(m, �̃).

The bound converges to 0 as m ! 1, if the algorithm is stable (�̃ ! 0 as m ! 1) and

�̃ < O(1/
p
m).

Meta-Learning. Unlike single-task learning where the training instances are data samples

and the output is a hypothesis, the training instances of meta-learning are training tasks

and the output is an algorithm. Assume that training tasks {Di}
n
i=1 are drawn i.i.d. from

an unknown task distribution ⌧ . A meta-learning algorithm (meta-algorithm) A observes a

meta-sample S = {Si = S
tr
i }

n
i=1, where S

tr
i

i.i.d.
⇠ D

m
i of size m is the training set of ith training

task Di and outputs an algorithm (inner-task algorithm) A(S) : Zm
! H. To measure the
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performance of the selected inner-task algorithm, the quantity of interest in meta-learning is

the expectation of the generalization error with respect to the task distribution ⌧ , which is

termed as transfer error defined by [5] as follows,

R(A(S), ⌧)
def
= ED⇠⌧EStr⇠DmEz⇠Dl(A(S)(Str), z).

Given a new task D ⇠ ⌧ with the training set Str
⇠ D

m, the inner-task algorithm A(S) learns

a hypothesis A(S)(Str) : X ! Y. Given a new sample x ⇠ D, the target assigned to x is

A(S)(Str)(x).

Meta-training proceeds by minimizing the average of the empirical error of the training

tasks called empirical multi-task error which is defined by [73] as

R̂(A(S),S)
def
=

1

n

nX

i=1

L̂(A(S)(Str
i ), S

tr
i ). (2.1)

In [73], the definition of uniform stability (Definition 1) was extended to meta-algorithms on

the leave-one-out meta-sample S\i = (S1, · · · , Si�1, Si+1, · · · , Sn) as follows.

Definition 2 (Uniform stability of meta-algorithms [73]). A meta-algorithm A has uniform

stability � w.r.t. the loss function l if the following holds for any meta-sample S and 8i 2

{1, . . . , n}:

8D ⇠ ⌧, 8S
tr
⇠ D

m
, |L̂(A(S)(Str), Str)� L̂(A(S\i)(Str), Str)|  �.

As shown in [73], the generalization bound of a meta-algorithm A can be obtained with

the uniform stability � of the meta-algorithm A (Definition 2) and the uniform stability �̃ of

the inner-task algorithm A(S) (Definition 1).

Theorem 1 (Generalization bound of meta-algorithms [73]). For any task distribution ⌧ and

meta-sample S with n tasks, if a meta-algorithm A has uniform stability � and the inner-task

algorithm A(S) has uniform stability �̃ w.r.t. a loss function l bounded by M , then the following

statement holds with probability of at least 1� � for any � 2 (0, 1):

R(A(S), ⌧)  R̂(A(S),S) + ✏(n, �, �̃), (2.2)

where ✏(n, �, �̃) = 2� + (4n� +M)
q

ln(1/�)
2n + 2�̃.

This upper bound implies that the empirical multi-task error converges to the transfer error

as n ! 1 and m ! 1, only if � < O( 1
p
n) and the meta-algorithm is uniformly stable.
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2.3 Generalization Bound of Meta-Algorithms with S/Q Training

The aforementioned traditional multi-task empirical error (2.1) studied in [73] can not be

applicable to modern meta-algorithms such as metric-based meta-algorithms [100, 14, 112]

and gradient-based meta-algorithms [30, 34]. For a metric-based meta-algorithm A, it learns a

parameterized mapping metric, and the inner-task algorithm A(S) can be regarded as a nearest

neighbor algorithm with the learned metric. The traditional empirical error used in [73] is not

applicable to the nearest neighbor algorithm because it will trivially equal to 0. Moreover,

for a gradient-based meta-algorithm A, it aims to achieve fast adaptation by learning an

initialization of a neural network, and the inner-task algorithm can be considered as a gradient

descent algorithm with a learned initialization wt. When the inner-task training converges

(wt converges to w̄t), the gradient of the training error over the support set w.r.t. w̄t equals

to 0. If using the traditional empirical error which still uses the support set to compute the

empirical error for meta-training (update wt), meta-training cannot proceed due to gradient

vanishing (rwtL̂(·, S
tr
i ) = rw̄tL̂(·, S

tr
i )⇥rwtw̄t=0).

S/Q training strategy. Instead of the inapplicable traditional training strategy, modern

meta-algorithms follow the support/query training strategy proposed by [108] which uses the

support/query training error defined as follows,

R̂s/q(A(S),S)
def
=

1

n

nX

i=1

L̂(A(S)(Str
i ), S

ts
i )

def
=

1

n

nX

i=1

1

q

X

zij2Sts
i

l(A(S)(Str
i ), zij),

where the meta-sample is S = {Si = S
tr
i [ S

ts
i }

n
i=1, where S

tr
i

i.i.d.
⇠ D

m
i of size m is the training

set of ith training task Di and S
ts
i

i.i.d.
⇠ D

q
i of size q is the test set of Di. To avoid confusion, the

training set and the test set are called support set and query set respectively.

2.3.1 Generalization Bound via Stability

We give the following definition of uniform stability of meta-algorithms w.r.t. S/Q training

error.

Definition 3 (Uniform stability of meta-algorithms with S/Q training). A meta-algorithm A
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has uniform stability � w.r.t. the loss function l if the following holds for any meta-sample S

and 8i 2 {1, . . . , n}:

8D ⇠ ⌧, 8S
tr
⇠ D

m
, 8S

ts
⇠ D

q
, |L̂(A(S)(Str), Sts)� L̂(A(S\i)(Str), Sts)|  �.

Based on the defined uniform stability, we can analyze the generalization bound of meta-

algorithms with S/Q training error.

In Theorem 1, the generalization gap of the traditional empirical multi-task error (2.1) can

be written as

R(A(S), ⌧)� R̂(A(S),S) =ED⇠⌧,Str⇠Dm [L̂(A(S)(Str), Str)� R̂(A(S),S)]| {z }
Outer-task gap

+ED⇠⌧,Str⇠Dm [Ez⇠Dl(A(S)(Str), z)� L̂(A(S)(Str), Str)]| {z }
Inner-task gap

.

The generalization gap consists of two parts, namely, the outer-task gap and the inner-task gap.

As the averaged empirical error of n tasks is a biased estimator of the expected empirical error

w.r.t. the expectation of the task distribution, the bias leads to a gap at the task distribution

⌧ level (outer-task gap). Similarly, for any task, the averaged training error of m samples is a

biased estimator of the generalization error and this bias leads to a gap at the data distribution

D level (inner-task gap). The outer-task gap and the inner-task gap can be bounded by the

stability of the meta-algorithm (dependent on n) and the stability of the inner-task algorithm

(dependent on m), respectively.

In contrast to the traditional empirical error, S/Q training error is computed over unseen

samples (query set). Therefore, the training error L̂(A(S)(Str), Sts) = 1
q

P
zj2Sts l(A(S)(Str), zj)

is an unbiased estimate to the generalization error Ez⇠Dl(A(S)(Str), z). As such, the inner-task

gap vanishes under the expectation w.r.t. the query set and the generalization gap can be

written as follows,

R(A(S), ⌧)� R̂s/q(A(S),S) =ED⇠⌧,Str⇠Dm,z⇠Dl(A(S)(Str), z)� R̂s/q(A(S),S)

=ED⇠⌧,Str⇠Dm,Sts⇠Dq [L̂(A(S)(Str), Sts)� R̂s/q(A(S),S)]
| {z }

Outer-task gap

.

The generalization gap can be upper bounded by measuring the stability of the meta-algorithm
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� only. Motivated the relationship between stability and generalization of single-task learning

[10], we derive the generalization bound as follows.

Theorem 2 (Generalization bound of meta-algorithms with S/Q training). For any task

distribution ⌧ and meta-sample S with n tasks, if a meta-algorithm A has uniform stability �

w.r.t. a loss function l bounded by M , then the following statement holds with probability of at

least 1� � for any � 2 (0, 1):

R(A(S), ⌧)  R̂s/q(A(S),S) + ✏(n, �), (2.3)

where ✏ = 2� + (4n� +M)
q

ln(1/�)
2n .

By Theorem 2, the generalization bound depends on the number of training tasks n and

the uniform stability parameter �. If � < O( 1
p
n), we have ✏(n, �) ! 0 as n ! 1. Hence,

given a sufficiently small �, the transfer error converges to S/Q training error as the number of

training tasks grows. Notice that the bound does not depend on the stability of the inner-task

algorithm �̃. See Appendix A.1 for a proof.

2.3.2 Stability of Meta-Algorithms with Episodic Training

We have shown that the generalization bounds of meta-algorithms with S/Q depend on

the uniform stability � of meta-algorithms. In this subsection, we focus on deriving �. Since

modern meta-algorithms follow the episodic training strategy which observes a random ordered

set of training tasks sequentially, we define randomized uniform stability and derive the stability

parameter for generic meta-algorithms with episodic training.

Different from traditional meta-algorithms training over a large dataset, [108] proposed to

train over mini-batches named episodes where each episode is a training task. The training idea

can be considered as a meta-level stochastic gradient method (SGM). In single-task learning,

SGM is an optimization algorithm which samples each data point randomly from the training

set to compute the gradient of the objective function l(w; zj) and updates the parameters

sample by sample. The episodic training procedure can be viewed in the same way. We

randomly select a set of samples from a large dataset as a training task to compute the gradient

of the loss function L̂(w;Si) and update the parameters task by task.
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Inspired by randomized uniform stability of SGM in single-task learning [48], we prove the

stability of meta-algorithms. In the following, we define the randomized uniform stability of

meta-algorithms on the leave-one-out meta-sample (Definition 4).

Definition 4 (Randomized uniform stability of meta-algorithms with S/Q training). A

randomized meta-algorithm A has randomized uniform stability � w.r.t. the loss function

L̂(A(S)(Str), Sts), if the following holds for any task distribution ⌧ and any meta-sample S,

8i 2 {1, . . . , n}, 8D ⇠ ⌧, 8S
tr
⇠ D

m
, 8S

ts
⇠ D

q
:

EA[|L̂(A(S)(Str), Sts)� L̂(A(S\i)(Str), Sts)|]  �.

Note that the definition of randomized uniform stability of meta-algorithms w.r.t. LOO

error is similar to Definition 4, but the loss function is L̂loo(A(S)(Str), Str).

In single-task learning, given a training set S = {zj}
m
j=1, a SGM updates the model

parameters wt at step t 2 {0, . . . , T �1} by the rule: G(wt+1) = G(wt)� ⇣trwtf(wt; zjt), where

⇣t is the step size of the step t and zjt is selected from S with jt generated from {1, . . . ,m}

uniformly at random. We now extend this update rule to meta-training. Given a meta-sample

S = {Si}
n
i=1, the update rule of a meta-algorithm is G(wt+1) = G(wt)� ⇣trwtf(wt;Sit), where

Sit is selected from S with it uniformly distributed over {1, . . . , n}.

The update rule of meta-algorithms share the same properties with SGM under the

assumption that the loss function l(w; z) is Lipschitz continuous and smooth w.r.t. z. Given

these properties, it can be shown that �  O(1/n). A detailed proof is provided in the

Appendix A.2.

Theorem 3. Assume that the loss function L̂(A(S)(S), S) is smooth, Lipschitz continuous

w.r.t. S and bounded by M > 0. Suppose that a meta-algorithm A is implemented by episode,

A has randomized uniform stability �  O(1/n).

Note that Theorem 3 holds for meta-algorithms with episodic training, regardless of the

exact form of the loss function L̂(A(S)(·), ·), as long as the loss function satisfies Lipschitz

continuity and smoothness w.r.t. the input.
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2.3.3 Main Result

Based on the generalization bounds in Theorem 2 and the stability parameter in Theorem 3,

we can obtain the following Theorem 4. Note that the result under the expectation w.r.t. the

randomized meta-algorithm A is a straightforward extension of Theorem 2.

Theorem 4 (Generalization bound of meta-algorithms with S/Q episodic training strategy).

Suppose that a meta-algorithm A is implemented by episodic training strategy with a loss

function bounded by M and satisfying the conditions in Theorem 3. For any task distribution

⌧ and meta-sample S consisting of n tasks, the following statement holds w.r.t. S/Q error with

probability of at least 1� �, 8� 2 (0, 1):

EA[R(A(S), ⌧)]  EA[R̂s/q(A(S),S)] +O(

r
ln(1/�)

n
+

1

n
). (2.4)

Theorem 4 is applicable to modern meta-algorithms with S/Q episodic training strategy,

if only the conditions are satisfied in Theorem 3. The generalization bound is of order

O(1/
p
n) and independent of the sample size m. This indicates that given enough tasks, the

generalization gap converges to zero, in spite of limited data samples in each task. Under the

common assumption m << n in few-shot learning, this result provides a strong generalization

guarantee for meta-learning.

2.4 Leave-One-Out Training Strategy

LOO training strategy. In last section, we have shown that the S/Q training strategy leads

to an inner-task sample-size free bound, which is very different from the existing bounds with

traditional empirical multi-task error. Since the traditional empirical multi-task error cannot

be used to train modern meta-algorithms, as a surrogate to the traditional scheme, we propose

a leave-one-out (LOO) meta-training strategy that is compatible with gradient-based and

metric-based meta-learning algorithms. Specifically, the LOO training error is defined as

R̂loo(A(S),S)
def
=

1

n

nX

i=1

L̂loo(A(S)(Str
i ), S

tr
i )

def
=

1

n

nX

i=1

1

m

X

zi,j2Str
i

l(A(S)(Str
i

\j
), zi,j),
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where the meta-sample is S = {S
tr
i }

n
i=1. For any task Di, the LOO training strategy can

be described as follows. For any data point in the support set zi,j 2 S
tr
i , we can form a

new task with the rest of data S
tr
i

\j being the leave-one-out support set and zi,j being the

query. For inner-task training, the inner-task algorithm A(S) runs over each leave-one-out

support set Str
i

\j and outputs a hypothesis A(S)(Str
i

\j) whose performance is measured by the

corresponding query zi,j . For meta-training, model parameters are updated by optimizing the

average of the queries’ errors 1
m

P
zi,j2Str

i
l(A(S)(Str

i
\j), zi,j).

2.4.1 Generalization Bound of Meta-Algorithms with LOO Training

The following gives the uniform stability of meta-algorithms with LOO training.

Definition 5 (Uniform stability of meta-algorithms with LOO training). A meta-algorithm A

has uniform stability � w.r.t. the loss function l if the following holds for any meta-sample S

and 8i 2 {1, . . . , n}, 8D ⇠ ⌧, 8S
tr
⇠ D

m
:

|L̂loo(A(S)(Str), Str)� L̂loo(A(S\i)(Str), Str)|  �.

From a generalization perspective, the LOO training strategy is very different from the

S/Q training strategy. For S/Q training, the query is unseen in the inner-task training since

S
tr
\ S

ts = ;, while for LOO training, the query has been seen, i.e., it is from S
tr. Similarly,

the generalization gap of a meta-algorithm with LOO training can also be divided into the

outer-task gap and the inner-task gap.

The proof of Theorem 2 can be straightforwardly extended to upper bound the outer-task

gap. For the inner-task gap, given the stability of an inner-task algorithm �̃, the following

holds for any meta-sample S and any test task D ⇠ ⌧ ,

EStr⇠DmEz⇠Dl(A(S)(Str), z) EStr\j⇠Dm�1Ez⇠Dl(A(S)(Str\j), z) + �̃

=EStr⇠DL̂loo(A(S)(Str), Str) + �̃. (2.5)

Combining the upper bounds of the outer-task gap and the inner-task gap, we can obtain the

following generalization bound which holds when the conditions of Theorem 2 are satisfied, i.e.,

R(A(S), ⌧)  R̂loo(A(S),S) + ✏(n, �, �̃), (2.6)
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where ✏(n, �, �̃) = 2� + (4n� +M)
q

ln(1/�)
2n + �̃. This result indicates that the generalization

bound of meta-algorithms with LOO training depends on both the uniform stability of the

meta-algorithm and the inner-task algorithm. The bound converges to 0 as n ! 1 and �̃ ! 0,

if � < O( 1
p
n).

Based on Theorem 3, we can derive the uniform stability parameter of meta-algorithms

�  O(1/n). Since �̃ is algorithmic-dependent, the derivation of �̃ depends on the specific

inner-task algorithm. If �̃ exists, it depends on m and thus leads to a generalization bound

of ✏(n,m). As an example, we derive a generalization bound of order O(1/
p
n + 1/m) for

prototypical networks [100] with LOO training. The details are provided in Appendix A.3.

2.5 Experiments

To verify our analysis, we conduct experiments on few-shot regression and classification.1

Few-shot regression. We follow the experimental setting of MAML [30]. The problem aims

to approximate a family of sine functions f(x) = ↵ sin(�x). The task distribution ⌧ is the

joint distribution p(↵, �) of the amplitude parameter ↵ and the phase parameter �. We set

p(↵) = U [0.1, 5] and p(�) = U [0, ⇡]. All the training and test tasks are randomly generated

from the task distribution ⌧ = p(↵, �). We implement the meta-algorithms MAML [30] and

Bilevel Programming [34] by using a MLP with two hidden layers of size 40 with ReLU

activation function. Both the input layer and the output layer have dimensionality 1. The

generalization gap of meta-algorithms is estimated by the gap between the training error

and the test error. The test error is averaged over 600 test tasks with varying shots and 15

queries. The meta-training procedure exactly follows the episodic training strategy, i.e., the

meta-algorithm observes a set of training tasks sequentially and applies stochastic gradient

descent with one task per batch.

Few-shot classification. We follow the standard experimental setting proposed in [108] using

the real-life dataset miniImagenet. This dataset has 100 classes and is split into a training set

1
The source code can be downloaded from https://github.com/jiaxinchen666/meta-theory.
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of 64 classes, a test set of 20 classes and a validation set of 16 classes. Each task is formed by

randomly selecting a few classes with m shots and q queries per class. We implement MAML

[30] and ProtoNet [100] using the Conv-4 backbone and follow the implementation details in

[16]. Few-shot classification on miniImagenet is a benchmark task in modern meta-learning.

2.5.1 Convergence of the Generalization Gap as n ! 1

Figure 2.1 reports the training error, the test error and the generalization gap of various

meta-algorithms with S/Q training on few-shot classification and regression tasks. We set

m = 5, q = 1 for regression and m = 1, q = 1 for classification. As expected, the test error

decreases as n ! 1, which demonstrates the benefit of meta-learning, i.e., training on more

tasks makes the inner-task algorithm adapt well to a future task. More importantly, regardless

of the inner-task sample size, the generalization gap always converges to 0 as n ! 1. This

phenomenon justifies our theoretical result, i.e., given enough training tasks, the generalization

gap vanishes even though the inner-task training samples are very limited.

(a) Bilevel, regression (b) MAML, regression (c) ProtoNet, classification (d) MAML, classification

Figure 2.1: Generalization gaps of meta-algorithms with S/Q training on regression and
classification.

2.5.2 Influence of Inner-Task Sample Size m on Generalization Gap

Note that our bound O(1/
p
n) in Theorem 4 is an upper bound of the generalization gap, which

indicates that despite of a small sample size m, the generalization gap of a meta-algorithm

with S/Q training can still converge to 0 as the task number n grows. However, the sample-size

free upper bound cannot theoretically guarantee that the generalization gap is also sample-size

free (independent of m). As such, we empirically study how the generalization gap changes as

m increases.
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Figure 2.2 (a) and (b) show the generalization gaps of Bilevel Programming [30] and MAML

[34] respectively with both S/Q training and LOO training, by fixing the task number as

n = 1000. It can be seen that for both meta-algorithms, the LOO error gap drops rapidly as

the number of shots increases, which cannot be observed in the S/Q error gap. Meanwhile,

S/Q training achieves a much smaller generalization error gap than LOO training in low-shot

cases, indicating the advantage of S/Q training. Furthermore, Figure 2.2 (c) and (d) show

the generalization gaps of ProtoNet [100] and Bilevel Programming [30] with S/Q training for

classification and regression respectively, with m varying in a large range. In both scenarios, a

flat trend can be observed, indicating that m may have little influence on generalization.

(a) Bilevel, regression (b) MAML, regression (c) ProtoNet, classification (d) Bilevel, regression

Figure 2.2: Generalization gaps of meta-algorithms trained with n = 1000 tasks. The
horizontal axis represents the number of shots (sample size m). All results are averaged over
10 independent runs. (a) & (b): comparisons of S/Q training and LOO training. (c) & (d):
S/Q training.

2.6 Related Work

To study the convergence of empirical error to generalization error, statistical learning theory

provides two main ways: Vapnik-Chervonenkis (VC) theory and stability theory. VC theory

studies model-free generalization bounds based on measures of the hypothesis set [106, 1, 8, 107].

The model-free bounds are extended to meta-learning to analyze the generalization of a learned

hypothesis set. Based on PAC models and their variants, a generalization bound [5] of a learned

hypothesis set is proposed and PAC-Bayes bounds [86, 87, 2] of a learned prior distribution of a

hypothesis set are studied. However, they are not applicable to metric-based meta-algorithms, a

branch of modern meta-learning, since the hypothesis set of a metric-based inner-task algorithm

depends on training data and is uncertain [98].
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Stability theory studies generalization bounds by considering stability of an algorithm

instead of a measure of the hypothesis set. In single-task learning, it has been shown that if an

algorithm (deterministic or randomized) is stable, the learned hypothesis can be generalized

well [10, 26, 77, 99, 29, 74]. It is proved that algorithms with convex loss functions are stable

[98]. And randomized algorithms with non-convex loss functions can also be stable [48, 60]. In

meta-learning, the generalization bound of a meta-algorithm can be derived by the stability

of the meta-algorithm and the inner-task algorithm [73]. However, the traditional training

strategy processed all the data in one batch and did not consider the support/query strategy,

which is not applicable to modern meta-algorithms.

Apart from the aforementioned works, many theoretical investigation were proposed in recent

years. Some of them [53, 28, 22, 34] studied model-agnostic meta-algorithm [30] and explored

the convergence guarantees for gradient-based meta-learning. Many others [19, 21, 12, 20, 54]

focused on specific meta-algorithms and proposed the corresponding generalization guarantees.

However, these results cannot be used to analyze practical meta-algorithms. As the loss function

considered is convex or the mapping studied is linear, they are not applicable to deep neural

network. Also, the training strategy is not episodic, which will fail to train practical popular

meta-algorithms [30, 100, 34]. The most related work [117] also considered the support/query

episodic training strategy but their theoretical results are still dependent on the inner-task

sample size. In this chapter, we target for a sample-size-free bound.
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3

Adaptation-Agnostic Meta-Learning

3.1 Overview

A meta-learning algorithm (meta-algorithm) is trained over a large number of tasks such that it

can learn an algorithm (base-learner) which can adapt to a new task with few training samples.

Existing meta-algorithms are characterized by the type of base-learners. For metric-based

meta-algorithms [108, 100], the base-learners are nearest neighbor algorithms such as k-NN

[108] and mean-centroid classification algorithm [100] or simple algorithms with closed-form

solvers such as ridge regression [6] or SVM [63]. Such base-learners are stable, efficient and less

prone to overfitting but the model expressiveness is low. For gradient-based meta-algorithms

[30], the base-learner is a gradient decent algorithm with a learned initialization. Such base-

leaner leads to a model-agnostic meta-algorithm with high model capacity but is prone to

overfitting and suffers from the expensive computation of second-order gradient. The choice of

base-learner has significant influence on the performance of meta-algorithms, but there are

not many choices and the existing ones have their respective drawbacks such as low model

expressiveness, overfitting issue and high computational cost.

In this chapter, we show that the restrictions on the choices of base-learners are due to the

meta-training strategy which requires the base-learner to be solved analytically. The commonly

used meta-training procedure is an interleaved process which includes inner-task adaptation

and meta-update. During inner-task adaptation, the base-learner runs through the support set
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and outputs a predictor parameterized by task-specific parameters. During meta-update, the

loss of the task-specific predictor over the query set is minimized to update the meta-parameters

that are shared by all tasks. Most meta-algorithms follow a pathwise meta-training strategy

which integrates inner-task adaptation into meta-update, and thereby, the gradient of meta-

parameters is the product of the gradient of the task-specific parameters with respect to the

meta-parameters and the gradient of the task-specific predictor’s loss function over the query

set w.r.t. the task-specific parameters. In order to obtain an explicit and differentiable loss

function to make the back-propagation of meta-update feasible, the task-specific parameters

should have an analytical expression with respect to the meta-parameters. To satisfy this

requirement, the choices of base-learners are significantly limited. Further, such meta-training

strategy lacks the flexibility to combine different types of base-learners to take their advantages.

Figure 3.1: Diagram of the adaptation-agnostic ensemble framework (A2E).

To enrich the choices of base-learners and design stronger base-learners, we propose an

adaptation-agnostic meta-training strategy to relax the analytical dependency between the

task-specific parameters and the meta-parameters. As illustrated in Fig. 3.1, for inner-task
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adaptation, we fix the meta-parameters and use the support set to optimize the task-specific

parameters. For meta-update, we fix the task-specific parameters and optimize the meta-

parameters using the query set. The meta-parameters are updated by minimizing the predictor’s

loss over the embedded query set. The proposed meta-training strategy is called adaptation-

agnostic, since there is no assumption on the mathematical relationship between the task-specific

parameters and the meta-parameters. When the base-learner has an analytical solution w.r.t.

the meta-parameters, the proposed strategy reduces to normal meta-training. When the base-

learner has an analytical solution w.r.t. a subset of meta-parameters, it becomes a partially

decoupled meta-training procedure and encompasses newly proposed meta-algorithms such as

ANIL [88]. When the base-learner has no analytical solutions, the meta-training procedure is

fully decoupled, which opens up the opportunity of designing new base-learners.

Under this meta-training strategy, we further propose an adaptation-agnostic ensemble

framework (A2E) for few-shot classification. Since the training data is very limited in the

few-shot learning paradigm, an ensemble of base-learners can help to reduce the variance of

algorithms and improve generalization [36, 23, 11]. Fortunately, the generality and flexibility of

the proposed meta-training strategy makes it easy to combine different types of base-learners to

exploit their advantages and alleviate their drawbacks. Since the proposed adaptation-agnostic

meta-training strategy supports the normal, partially decoupled and fully decoupled meta-

training procedures, it enables us to combine existing and new base-learners. For instance, as

shown in Fig. 3.1, we combine the mean-centroid classification algorithm [100] (normal meta-

training), the initialization-based inner-task algorithm [88] (partially decoupled meta-training),

and a new non-linear multilayer perceptron classifier proposed by us (decoupled meta-training)

as the ensemble base-learner. The ensemble base-learner has higher model expressiveness and

is less prone to overfitting, which is verified by our experimental results.

3.2 Meta-Learning for Few-Shot Classification

3.2.1 Problem Formulation

The goal of a meta-algorithm A is to learn a base-learner A which can fast adapt to new tasks

drawn from a task distribution ⌧ . It involves two basic procedures: meta-training and meta-test.
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Figure 3.2: A common meta-training procedure of existing meta-algorithms. Note that s(·, ·)
is an analytical expression.

During meta-training, given a set of training tasks {Di ⇠ ⌧}
n
i=1, the meta-learner observes the

meta-samples S = {Si = (Str
i , S

ts
i )}

n
i=1, where S

tr
i is the training (support) set of task i and

S
ts
i is the test (query) set of i. Let us denote a data sample by z = (x, y) 2 Z = (X ,Y) a

data sample, where X is the feature space and Y is the label space. For K-way classification,

y 2 {1, 2, . . . , K}, a support set and a query set of a training task are of size m and q

respectively, i.e., Str
i = {zj = (xj, yj)}mj=1 and S

ts
i = {zj = (xj, yj)}

m+q
j=m+1. After trained on

these tasks, the meta-learner outputs a base-learner A = A(S). During meta-test, given a

new task D ⇠ ⌧ and the associated support set S
tr, the base-learner efficiently adapts to the

support set and outputs a task-specific predictor A(Str).

The base-learner is parametrized by meta-parameters w which is learned during meta-

training. From a representation learning perspective, the base-learner A can be seen as

a pre-selected algorithm with a feature extractor fw parameterized by w, which is usually

instantiated by a differentiable deep neural network.

Meta-training proceeds by improving the performance of the base-learner across the training

tasks. Specifically, a meta-training episode consists of two steps: inner-task adaptation and

meta-update. In inner-task adaptation, the base-learner adapts to the support set and outputs

a task-specific predictor g�i = A(Str
i ;w). We call �i task-specific parameters which is only

computed and used for the current task i. For meta-update, the meta-algorithm updates the

base-learner (the meta-parameters w) by optimizing its performance across the training tasks,

which is measured by the loss of the task-specific predictor g�i over the query set of each task.
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3.2.2 A Unified View of Existing Meta-Learning Methods

We characterize that the existing meta-algorithms leverage a pathwise meta-training procedure

as the gradient of the meta-parameters w is computed through the inner-task adaptation. As

the meta-algorithm updates the meta-parameters w by minimizing the loss of the task-specific

predictor g�i over the query set of each task. The update rule of w is

w = w �rwL({S
ts
i }

n
i=1;w, {�i}

n
i=1) = w �rw[

nX

i=1

X

zj2Sts
i

l (g�i(xj), yj)]

= w �r�i

nX

i=1

X

zj2Sts
i

l (g�i(xj), yj)⇥rwg�i , (3.1)

where g�i = A(Str
i ;w). It can be discovered that following the update rule (3.1), the

gradients of the meta-parameters are back-propagated through the task-specific parameters

�i. To make the back-propagation feasible, most existing meta-algorithms follow a common

meta-training procedure as shown in Fig. 3.2. First, the task-specific parameters �i are directly

computed w.r.t. w, i.e.,

g�i = A(Str
i ;w),where �i = s(Str

i , w), (3.2)

and s(·, ·) denotes an analytical expression. Then, �i is plugged back to the meta objective

function (3.1) and w is optimized by the gradient propagated from �i.

For example, the task-specific parameters of a typical gradient-based meta-algotithm,

MAML [30] �i is

�i = w � l�irwL(S
tr
i ;w) = w �rw

� X

(xj ,yj)2Str
i

l
�
fw(xj), yj

��
. (3.3)

Then, the gradients of w include a second-order gradient of w because

rw�i = I �r
2
w

� X

(xj ,yj)2Str
i

l
�
fw(xj), yj

��
. (3.4)

Following pathwise meta-training procedure, if �i cannot be analytically computed by w,

the gradient of w cannot be computed and the back-propagation cannot proceed. It turns

out that the choice of base-learner with different analytical expressions characterizes the key

24



difference among existing meta-algorithms. Apart from gradient-based meta-algorithms such

as MAML, the other popular meta-algorithms can be unified in this perspective.

Metric-based meta-algorithms. The base-learner of a metric-based meta-algorithm is

a nearest neighbor algorithm with a distance function in the metric space, e.g., d(x, x0) =

kfw(x) � fw(x0)k22. For matching networks [108], the nearest neighbor algorithm is non-

parametric, so there is no explicit training in inner-task adaptation. For prototypical networks

[100], the task-specific parameters are the mean vectors of same-class support samples, which

can be computed as

�i = {
1

N

X

(xj ,yj)2Str
i ,yj=k

fw(xj)}
K
k=1. (3.5)

Model-based meta-algorithms. Some of the model-based meta-algorithms avoid inner-

task training by learning a meta amortization network G parameterized by  to generate

task-specific parameters �i using the support set as inputs [42, 43], i.e.,

�i = G 

�
fw(S

tr
i )
�
. (3.6)

Both w and  are global parameters to be optimized in meta-training.

Meta-algorithms with closed-form solvers. Several meta-algorithms adopt a simple

algorithm with convex objective function as base-learner such that the task-specific parameters

�i have a closed-form solution [6, 63]. For example, [6] uses ridge regression as base-learner,

and the closed-form solution is

�i = (Xw
T
Xw + �I)�1

Xw
T
Y. (3.7)

For brevity, Xw = {fw(xj)}mj=1 and Y = {yj}
m
j=1, where (xj, yj) 2 S

tr
i [6].

Limitation of Pathwise Meta-Training Procedure. From this perspective, the key

challenge in designing a meta-algorithm is to find a base-learner which has an explicit analytical

expression of task-specific parameters. However, this requirement significantly limits the choice

of base-learners and thereby limits the power of the corresponding meta-algorithms. For

example, [6] and [63] are restricted to use simple algorithms with convex objective function

such as ridge regression or support vector machines. To satisfy this requirement, gradient-based

meta-algorithms such as MAML also suffer from computationally expensive second-order

gradients.
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Figure 3.3: Inner-task adaptation of A2E (mean-centroid classification algorithm of [100],
initialization-based base-learner in [88] and MLP proposed by us (Eq. (3.10)).

3.3 An Adaptation-Agnostic Meta-Training Procedure

To enrich the choices of base-learners and apply a powerful algorithm as the base-learner,

in this section, we propose an adaptation-agnostic meta-training strategy that removes the

analytical dependency between the task-specific parameters and the meta-parameters.

3.3.1 Adaptation-Agnostic Meta-Training

The key constraint of the normal meta-training strategy is that inner-task adaptation should be

integrated into meta-update such that a meta objective function (Eq. (3.1)) for optimizing the

meta-parameters w can be derived. Hence, the task-specific parameters should be formulated

as an explicit analytical expression w.r.t. w so as to derive the meta objective function. To

relax this constraint, we propose an adaptation-agnostic meta-training strategy which makes

no assumption on such dependency.

In particular, we do not enforce inner-task adaptation to be integrated into meta-update

but propose to conduct these two steps separately and iteratively. As shown in Fig. 3.1, in

inner-task adaptation, the meta-parameters w is fixed, and the support set is fed to the shared

embedding network and used to train the task-specific predictor A�i . In meta-update, the

task-specific parameters are fixed and the query set is used to optimize the meta-parameters w.

The iteration scheme is formulated as follows:

Inner-task adaptation: Fix w,�i = argmin
x�i

L(Str
i ;w, x�i), (3.8)

Meta-update: Fix �i, w = w � lwrwL(S
ts
i ;w,�i), (3.9)

where w refers to the meta-parameters, i.e., the global parameters shared by all the tasks, and
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�i refers to the task-specific parameters, i.e., the local parameters which are different among

the tasks. We call this training strategy adaptation-agnostic, since in Eq. (3.8) allows the use

any inner-task algorithm with any optimization algorithm as long as the meta loss function

L(Sts
i ;w,�i) is differentiable w.r.t. w given �i, regardless of whether �i has an analytical

expression w.r.t. w. The proposed adaptation-agnostic training strategy encompasses the

following three cases.

Case I Normal meta-training. If the base-learner has an analytical solution, finding the minimum

solution of �i in Eq. (3.8) is equivalent to solve �i analytically and the expression �i = s(Str
i , w)

can be obtained as in Sec. 3.2.2. Then, �i = s(Str
i , w) will be plugged into Eq. (3.9) to optimize

w. In this case, it is equivalent to the normal meta-training procedure introduced in Sec. 3.2.2.

Case II Partially decoupled meta-training. The proposed strategy can also be used to train a base-

learner with an analytical solution w.r.t. a portion of meta-parameters, i.e., �i = s(fw0(Str
i ),�)

where � and w
0 are subsets of meta-parameters, i.e., w = {w

0
,�}. Here, inner-task adaptation

is to derive the analytical expression w.r.t. �, and meta-update optimizes w = {w
0
,�}, hence

the name partially decoupled meta-training. For example, ANIL, a simplified version of MAML

[30] recently proposed in [88], belongs to this case, where � stands for the initialization of the

final layers and w
0 stands for the parameters of the representation layers. In the inner loop,

ANIL only updates the final layers (�i = �� l�r�L(fw0(Str
i );�)) with the representation layers

(embedding-net fw0 in Fig. 3.3) frozen. In the outer loop, it updates both � and w
0.

Case III Fully decoupled meta-training. In this case, the base-learner does not have an analytical

expression w.r.t. the meta-parameters w, so a fully decoupled meta-training is adopted. In

inner-task adaptation, the embedded support set fw0(Str
i ) (w = w

0) is fed to Eq. (3.8), and the

task-specific parameters �i are learned using some optimization algorithm such as stochastic

gradient descent (SGD). Although we do not know the exact mathematical relationship

between � and w, we can still optimize the meta-parameters w by plugging �i into Eq. (3.9),

i.e., optimizing w with fixed �i.

A new base-learner. Without the requirement of an analytical solution, the choice of

27



base-learner is of great flexibility. Naturally, we come up with a neural network with a non-

convex loss function, i.e., cross-entropy loss. Since there is no restriction on the optimization

algorithm or the network architecture, we simply use a multilayer perceptron (MLP) trained

by SGD as an inner-task algorithm. The inner-task adaptation can be formulated as:

�i = �i � l�ir�iL(fw0(Str
i );�i), (3.10)

where w = w
0 and �i is randomly initialized for each task. Compared with the partially

decoupled meta-training algorithm such as ANIL [88] in Case II, a significant difference is that

for each task, here the task-specific parameters �i are randomly initialized instead of using

a learned �. This may make the base-learner more flexible and less prone to overfitting, as

verified in our experiments.

3.3.2 Applying A Powerful Algorithm as the Base-Learner

The flexibility of the proposed adaptation-agnostic meta-training strategy enables us to combine

the advantages of different types of base-learner to obtain a stronger base-learner that is more

robust and can generalize better to new tasks. In this section, we propose an adaptation-

agnostic ensemble framework (A2E) which can easily and efficiently combine a bag of diverse

inner-task algorithms.

As illustrated in Fig. 3.1, during inner-task adaptation, we train a bag of diverse algorithms

{A
e
}
E
e=1 separately with the embedded support set and obtain E predictors, i.e., {Ae(Str

i ;w)}
E
e=1.

Next, meta-update is performed by aggregating the predictions of all the predictors on the

query set to obtain final predictions and then using the final predictions to update the shared

meta-parameters w. Formally, the meta-training procedure of A2E is formulated as follows,

Inner-task adaptation: Fix w, for e 2 {1, 2, . . . , E},�
e
i = argmin

x�ei

L(Str
i ;w, x�ei ),

Meta-update: Fix {�
e
i}

E
e=1, w = w � lwrwL(S

ts
i ;w, {�

e
i}

E
e=1). (3.11)

An instantiation of A2E. A2E (Eq. 3.11) is a very general framework, and it can basically

integrate any inner-task algorithm as base-learner for diverse purposes. Since this chapter

focuses on few-shot classification, we instantiate A2E with an ensemble of the mean-centroid

classification algorithm of ProtoNets [100], the initialization-based inner-task algorithm as in
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MAML [30], and a two-layer MLP as inner-task classifier proposed by us (Eq. (3.10)) as the

ensemble base-learner for meta-learning. Note that for the inner-task algorithm of MAML,

we use the partially decoupled version as in ANIL [88]. As such, the three diverse inner-task

algorithms fall into Case I, Case II and Case III of our proposed adaptation-agnostic meta-

training respectively (Fig. 3.3), and can be naturally combined in A2E framework. In addition,

we choose to combine the mean-centroid classification algorithm and the initialization-based

algorithm due to their complementary capabilities. The former has low model capacity but

stable, while the latter has high model expressiveness but can easily overfit. The effectiveness

of the proposed ensemble base-learner is empirically verified by our experiments in Sec. 3.4.

For inner-task adaptation, as illustrated in Fig. 3.3, the three algorithms are trained over

the embedded support set independently, i.e,:

A
1: �1

i ={ck}
K
k=1 = {

1

N

X

zj2Str
i ,yj=k

fw0(xj)}
K
k=1,

A
2:�2

i =�� l�r�[
1

m

X

zj2Str
i

� log

✓
e
g�(fw0 (xj))[yj ]

P
k0 e

g�(fw0 (xj))[k0]

◆
],

A
3: �3

i =�
3
i � l�3i

r�3i
[
1

m

X

zj2Str
i

� log(
e
g�3i

(fw0 (xj))[yj ]

P
k0 e

g�3i
(fw0 (xj))[k0]

)], (3.12)

where A1, A2 and A
3 denote the mean-centroid classification algorithm (Case I), the initialization-

based algorithm (Case II) and the two-layer MLP (Case III) respectively. Note that for A2, �

is shared by each task and updated during meta-update.

In meta-update, as shown in Fig. 3.1 and Fig. 3.3, for any query {zj = (xj, yj) 2 S
ts
i },

the predictions of A
1, A

2 and A
3 are aggregated to produce the final prediction. In our

instantiation, we sum up all the predictions and use the output as the query’s logits for

computing the cross-entropy loss. Specifically, given the task-specific parameters �1
i , �2

i and

�
3
i , the meta-update process is as follows,

w =w � lwrw[
1

q

X

zj2Sts
i

� log

 
e
g�3i

(fw0 (xj))[yj ]+g�2i
(fw0 (xj))[yj ]�d(fw0 (xj),cyj )

P
k0 e

g�3i
(fw0 (xj))[yj ]+g�2i

(fw0 (xj))[k0]�d(fw0 (xj),ck0 )

!
],

where d(·, ·) is the distance between the query’s embedding and the prototype and w = {w
0
,�}.
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3.4 Experimental Results

Experiments were designed to evaluate the performance of A2E introduced in Sec. 3.3.2 on

standard and cross-domain few-shot classification tasks. In our ensemble framework, we

combine the mean-centroid classification algorithm of ProtoNets [100], the two-layer MLP

classifier proposed in Sec. 3.3.1 and the initialization-based (init-based) inner-task algorithm in

ANIL (simplified MAML) [88] 1 into an ensemble base-learner.

3.4.1 Experimental Setup

Datasets. The miniImageNet [108] consists of 100 classes with 600 images per class. The

dataset is split into a training set with 64 classes, a testing set with 20 classes and a validation

set with 16 classes [93]. Following the convention, the images are cropped into 3⇥84⇥84

and 3⇥224⇥224 when using CNN-based [108] and ResNet-based model architectures [16]

respectively.

The CUB dataset [109] contains 200 classes and 11,788 images in total. The CUB dataset

is split into 100 classes for training, 50 classes for validation and 50 classes for testing [16]. The

input size of images in CUB is 3⇥224⇥224. Implementation details. In order to achieve

a fair comparison, we employ the consistent experimental environment proposed in [16] and

strictly follow its training details in it. Specifically, we compare the performance using the

widely-used Conv-4 as in [100] and the ResNet-18 backbone adopted in their environment.

We have not applied any high-way or high-shot training strategy. For the optimizer, we use

Adam [55] as the meta-optimizer with a fixed learning rate 0.001. For the cross-domain tasks,

we train models on the entire miniImageNet dataset. The meta-validation and meta-test of

the models use the validation set and test set of the CUB dataset respectively.

Comparison with the state-of-the-art

For fair comparison, here we compare with the state-of-the-art methods that have a similar

implementation (e.g., using the same backbone network) as ours. We use a standard ResNet-18

backbone [49]. Differently, MetaOptNet [63] and TADAM [84] use a ResNet-12 backbone;
1

[88] shows that the simplified MAML, i.e., ANIL, achieves the same performance as MAML [30]. Hence, it

suffices to only compare with MAML.
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Table 3.1: Results of 5-way classification tasks on miniImageNet using Conv-4 (the above set)
and ResNet-18 (the below set) respectively. Compared results are from references except ⇤

re-implemented by [16].

miniImageNet test accuracy

Model 5-way 1-shot 5-way 5-shot

Matching Net [108] 43.56± 0.84 55.31± 0.73

Relation Net [102] ⇤ 49.31± 0.85 66.60± 0.69

Meta LSTM [93] 43.44± 0.77 60.60± 0.71

SNAIL [75] 45.10 55.20

LLAMA [44] 49.40± 1.83 �

REPTILE [81] 49.97± 0.32 65.99± 0.58

PLATIPUS [32] 50.13± 1.86 �

GNN [37] 50.30 66.40

R2-D2 (high) [6] 49.50± 0.20 65.40± 0.20

MAML [30] ⇤ 46.70± 1.84 63.11± 0.92

Protonet [100] ⇤ 44.42± 0.84 64.24± 0.72

ANIL [88] 46.70± 0.40 61.50± 0.50

A2E (Mean-centroid + MLP+ Init-based) 50.31± 0.87 68.55± 0.67

Matching Net [108] ⇤ 52.91± 0.88 68.88± 0.69

Relation Net [102] ⇤ 52.48± 0.86 69.83± 0.68

MAML [30] ⇤ 49.61± 0.92 65.72± 0.77

Protonet [100] ⇤ 54.16± 0.82 73.68± 0.65

A2E (Mean-centroid + MLP+ Init-based) 57.04± 0.84 75.65± 0.71

LEO [95] uses a WRN-28-10 backbone. Besides, we do not use techniques such as DropBlock

regularization, label smoothing and weight decay as adopted in MetaOptNet [63] to increase

performance. Hence, we do not compare with these methods.

3.4.2 Main Results

Performance on miniImagenet. For the standard few-shot scenario, we conduct experi-

ments of 5-way 1-shot and 5-way 5-shot classification on miniImageNet with the Conv-4 and
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the ResNet-18 backbones. The results are shown in Table 3.1. For both 1-shot and 5-shot

tasks, our model achieves comparable or superior performance compared with state-of-the-art

meta-algorithms. Remarkably on the ResNet-18 backbone in Table 3.1, A2E outperforms the

best meta-algorithms by achieving approximate 3% and 2% absolute increases in the 1-shot

and 5-shot tasks respectively, demonstrating the effectiveness of A2E.

Cross-domain classification. To further examine the generalization ability of our method,

we conduct experiments on the challenging cross-domain classification task proposed in [16].

The results are shown in Table 3.2. Here, D-MLP denotes the decoupled meta-training with

a MLP base-learner proposed by us as in Sec. 3.3.1. For 5-way 5-shot classification, D-MLP

achieves 6% absolute increases compared with MAML [30], which indicates that D-MLP is

less prone to overfitting than MAML. Our ensemble framework A2E achieves 7%, 2.5%, 13%

absolute increase over D-MLP, MAML [30] and PN [100] respectively. The results show that

our adaptation-agnostic ensemble framework facilitates the meta-net to learn more general

structures that can adapt better to new tasks with a domain shift.

Table 3.2: Results for a 5-way cross-domain classification task.

miniImageNet!CUB

5-way 1-shot 5-way 5-shot

Matching networks [108] 41.10± 0.74 53.07± 0.74

Prototypical networks [100] 42.71± 0.78 62.02± 0.70

Relation net [102] 40.74± 0.76 57.71± 0.73

MAML [30] 32.77± 0.64 51.34± 0.72

D-MLP 35.88± 0.66 57.78± 0.76

A2E (Mean-centroid + MLP + Init-based) 43.55± 0.80 64.63± 0.82

3.4.3 An Ablation Study of A2E

To further study our proposed A2E, we provide an ablation study using the Conv-4 backbone.

In Table 3.3, we can observe that A2E (mean-centroid + MLP + init-based) achieves best

results when compared with each individual component or an ensemble of any two components.

This further demonstrates that the ensemble method is effective.
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Besides, we observe that A2E has the advantage of combining the strength of individual

components while mitigating their drawbacks. On one hand, focusing on the results of 5-way

1-shot classification. It can be seen that all the variants of A2E achieve better results compared

with the individual component. It is well known that models are extremely easy to overfit in

the 1-shot scenario. Clearly, our framework is capable of reducing classification variance in

such cases. On the other hand, inspecting the outcomes of the 5-way 5-shot classification, the

results of the ensemble including the mean-centroid component are 66.61% and 67.55% which

outperform the result of (MLP+init-based), i.e., 63.84% without the mean-centroid component.

It demonstrates the power of the mean-centroid component in preventing overfit as the shot

number increases and the ensemble method can obtain such advantage after incorporating the

mean-centroid classification algorithm.

Table 3.3: An ablation study about components in A2E using the Conv-4 backbone. Results
are obtained on miniImagenet.

Mean-centroid MLP Init-based 5-way 1-shot 5-way 5-shot

X 44.42± 0.84 64.24± 0.72

X 45.00± 0.39 64.38± 0.33

X 46.70± 1.84 63.11± 0.92

X X 46.99± 0.43 66.61± 0.38

X X 49.74± 0.88 63.84± 0.73

X X 50.10± 0.81 67.55± 0.37

X X X 50.31± 0.87 68.55± 0.67

3.4.4 Efficiency

We provide a quantitative comparison by measuring the meta-training and meta-testing time

for 100 episodes shown in Fig. 3.4 and our results are obtained on 5-way 1-shot models with

the ResNet-18 backbone. Fig. 3.4 shows that our A2E merely increases the running time by

a small margin even when combining three components in the ensemble and validates our

statement that A2E is efficient.
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Figure 3.4: Comparison of running times. For brevity, A2E refers to A2E (mean-centroid
+ D-MLP + init-based) and MAML is the abbreviation for MAML first-order approximate
version

3.5 Related Work

Decoupled training strategies have been explored in meta-learning or multi-task learning

literature [34, 35, 115, 119]. Reference [34] proposed a bilevel programming for hyperparameter

optimization and meta-learning, which is essentially similar to our proposed training strategy.

Similar training strategies are adopted in [35] and [115] for reinforcement learning and multi-

task learning respectively, which divides a network into shared layers and task-specific layers

and updates them iteratively. CAVIA [119] trains a set of task-specific parameters and the

model parameters iteratively. However, CAVIA is still a variant of MAML and it introduces a

task-specific context parameter which serves as an additional input and is augmented into the

model (e.g., hidden layers of the meta-net). However, the motivation and use of the training

strategy in these works are totally different from ours. Our decoupled training procedure is

motivated from an adaptation-agnostic perspective for meta-learning, which enables us to

combine different types of base-leaner into an ensemble.

Existing ensemble methods for meta-learning include [69] and [25]. Reference [69]

combines multiple versions of MAML with different hyper-parameters and [25] trains an

ensemble of networks in a supervised-learning manner and then applies knowledge distillation

to compress the ensemble model into a single network. Different from these works, our method

is the first framework capable of combining various types of base-learners into an ensemble to
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obtain a stronger base-learner.

Notice that [103] proposed a method Proto-MAML which combines prototypical networks

and MAML by initializing the final layer of MAML with the prototype parameters learned

in each inner-loop. Different from that, our framework is an ensemble learning framework, in

which each base-learner is treated independently and updated collectively.

35



4

Variational Metric Scaling for Metric-Based
Meta-Learning

4.1 Overview

Many metric-based meta-algorithms employ a softmax classifier with cross-entropy loss, which

is computed with the logits being the distances between a query and supports in the embedding

(metric) space. However, it has been shown that the scale of the logits – the metric scaling

parameter, is critical to the performance of the learned model. Reference [100] found that

Euclidean distance significantly outperforms cosine similarity in few-shot classification, while

[84] and [112] pointed out that there is no clear difference between them if the logits are scaled

properly. They supposed that there exists an optimal metric scaling parameter which is data

and architecture related, but they only used cross validation to manually set the parameter,

which requires pre-training and cannot find an ideal solution.

In this chapter, we aim to design an end-to-end method that can automatically learn an

accurate metric scaling parameter. Given a set of training tasks, to learn a data-dependent

metric scaling parameter that can generalize well to a new task, Bayesian posterior inference

over learnable parameters is a theoretically attractive framework [43, 92]. We propose to

recast metric-based meta-algorithms from a Bayesian perspective and take the metric scaling

parameter as a global parameter. As exact posterior inference is intractable, we introduce

a variational approach to efficiently approximate the posterior distribution with stochastic
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variational inference.

While a proper metric scaling parameter can improve classification accuracy via adjusting

the cross-entropy loss, it simply rescales the embedding space but does not change the relative

locations of the embedded samples. To transform the embedding space to better fit the data

distribution, we propose a dimensional variational scaling method to learn a scaling parameter

for each dimension, i.e., a metric scaling vector. Further, in order to learn task-dependent

embeddings [84], we propose an amortized variational approach to generate task-dependent

metric scaling vectors, accompanied by an auxiliary training strategy to avoid time-consuming

pre-training or co-training.

Our metric scaling methods can be used as pluggable modules for metric-based meta-

algorithms. For example, it can be incorporated into prototypical networks (PN) [100] and

all PN-based algorithms to improve their performance. To verify this, we conduct extensive

experiments on the miniImageNet benchmark for few-shot classification progressively. First,

we show that the proposed stochastic variational approach consistently improves on PN, and

the improvement is large for PN with cosine similarity. Second, we show that the dimensional

variational scaling method further improves upon the one with single scaling parameter, and the

task-dependent metric scaling method with amortized variational inference achieves the best

performance. We also incorporate the dimensional metric scaling method into TADAM [84] in

conjunction with other tricks to be proposed by the authors and observe notable improvement.

Remarkably, after incorporating our method, TADAM achieves highly competitive performance

compared with state-of-the-art methods.

4.2 Preliminaries

4.2.1 Notations and Problem Statement

Let Z = X ⇥ Y be a domain where X is the input space and Y is the output space. Assume

we observe a meta-sample S = {Si = S
tr
i [ S

ts
i }

n
i=1 including n training tasks, where the i-th

task consists of a support set of size m, Str
i = {zij = (xij, yij)}mj=1, and a query set of size q,

S
ts
i = {zij = (xij, yij)}

m+q
j=m+1. Each training data point zij belongs to the domain Z. Let us

denote the model parameters by w and the metric scaling parameter by ↵ . Given a new task
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and a support set S
tr sampled from the task, the goal is to predict the label y of a query x.

4.2.2 Prototypical Networks

Prototypical networks (PN) [100] is a popular and highly effective metric-based meta-algorithm.

PN learns a mapping �w which projects queries and the supports to an M -dimensional

embedding space. For each class k 2 {1, 2, . . . , K}, the mean vector of the supports of class

k in the embedding space is computed as the class prototype ck. The embedded query is

compared with the prototypes and assigned to the class of the nearest prototype. Given a

similarity metric d : RM
⇥ RM

! R+, the probability of a query zij belonging to class k is,

pw(yij = k|xij, S
tr
i ) =

e
�d(�w(xij),ck)

PK
k0=1 e

�d(�w(xij),ck0 )
. (4.1)

Training proceeds by minimizing the cross-entropy loss, i.e., the negative log-probability

� log pw(yij = k|xij, S
tr
i ) of its true class k. After introducing the metric scaling parameter ↵,

the classification loss of the i
th task becomes

L(w;Si) = �

m+qX

j=m+1

log
e
�↵⇤d(�w(xij),cyij )

PK
k0=1 e

�↵⇤d(�w(xij),ck0 )
. (4.2)

The metric scaling parameter ↵ has been found to affect the performance of PN significantly.

4.3 Variational Metric Scaling

4.3.1 Stochastic Variational Scaling

In the following, we recast metric-based meta-learning from a Bayesian perspective. The

predictive distribution can be parameterized as

pw(y|x, S
tr
,S) =

Z
pw(y|x, S

tr
,↵)pw(↵|S)d↵. (4.3)

The conditional distribution pw(y|x, Str
,↵) is the discriminative classifier parameterized by w.

Since the posterior distribution pw(↵|S) is intractable, we propose a variational distribution

q (↵) parameterized by parameters  to approximate pw(↵|S). By minimizing the KL diver-

gence between the approximator q (↵) and the real posterior distribution pw(↵|S), we obtain
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the objective function

L( , w;S) =

Z
q (↵) log

q (↵)

pw(↵|S)
d↵

= �

Z
q (↵) log

pw(S|↵)p(↵)

q (↵)
d↵ + log p(S)

=�

Z
q (↵) log pw(S|↵)d↵ +KL(q (↵)|p(↵)) + const

=�

nX

i=1

m+qX

j=m+1

Z
q (↵) log pw(yij|xij, S

tr
i ,↵)d↵ +KL(q (↵)|p(↵)) + const. (4.4)

We want to optimize L( , w;S) w.r.t. both the model parameters w and the variational

parameters  . The gradient and the optimization procedure of the model parameters w are

similar to the original metric-based meta-algorithms [108, 100] as shown in Algorithm 1.

To derive the gradients of the variational parameters, we leverage the re-parameterization

trick proposed by [56] to derive a practical estimator of the variational lower bound and its

derivatives w.r.t. the variational parameters. In this chapter, we use this trick to estimate the

derivatives of L( , w;S) w.r.t.  . For a distribution q (↵), we can re-parameterize ↵ ⇠ q (↵)

using a differentiable transformation ↵ = g (✏), if exists, of an auxiliary random variable

✏. For example, given a Gaussian distribution qµ,�(↵) = N (µ, �2), the re-parameterization

is gµ,�(✏) = ✏� + µ, where ✏ ⇠ N (0, 1). Hence, the first term in (4.4) is formulated as

�
Pn

i=1

Pm+q
j=m+1 E✏⇠p(✏) log pw(yij|xij, S

tr
i , g (✏)).

We apply a Monte Carlo integration with a single sample ↵i = g (✏i) for each task to get

an unbiased estimator. Note that ↵i is sampled for the task Si rather than for each instance,

i.e., {zij}m+q
j=1 share the same ↵i. The second term in (4.4) can be computed with a given prior

distribution p(↵). Then, the final objective function is

L( , w;S) = �

nX

i=1

m+qX

j=m+1

log pw(yij|xij, S
tr
i , g (✏i)) +KL(q (↵)|p(↵)) (4.5)

Estimation of gradients. The objective function (4.5) is a general form. Here, we

consider q (↵) as a Gaussian distribution qµ,�(↵) = N (µ, �2). The prior distribution is also a

Gaussian distribution p(↵) = N (µ0, �
2
0). By the fact that the KL divergence of two Gaussian
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distributions has a closed-form solution, we obtain the following objective function

L(µ, �, w;S) = �

nX

i=1

m+qX

j=m+1

log pw(yij|xij, S
tr
i , gµ,�(✏i)) + log

�0

�
+
�
2 + (µ� µ0)2

2�2
0

, (4.6)

where gµ,�(✏i) = �✏i + µ. The derivatives of L(µ, �, w;S) w.r.t. µ and � respectively are

@L(µ, �, w;S)

@µ
= �

nX

i=1

m+qX

j=m+1

@ log pw(yij|xij, S
tr
i , gµ,�(✏i))

@gµ,�(✏i)
+

µ� µ0

�2
0

, (4.7)

@L(µ, �, w;S)

@�
= �

nX

i=1

m+qX

j=m+1

@ log pw(yij|xij, S
tr
i , gµ,�(✏i))

@gµ,�(✏i)
⇤ ✏i �

1

�
+

�

�2
0

. (4.8)

In particular, we apply the proposed variational metric scaling method to Prototypical Networks

with feature extractor �w. The details of the gradients and the iterative update procedure

are shown in Algorithm 1. It can be seen that the gradients of the variational parameters are

computed using the intermediate quantities in the computational graph of the model parameters

w during back-propagation, hence the computational cost is very low. For meta-testing, we

use µ (mean) as the metric scaling parameter for inference.

Algorithm 1 Stochastic Variational Scaling for Prototypical Networks
Input: Meta-sample {Si}

n
i=1, learning rates lw, l and µ0, �0.

Random initialize µ, � and w.
for i in {1, 2, . . . , n} do

✏i ⇠ N (0, 1),↵i = �✏i + µ // Sample ↵i for i
th task.

for k in {1, 2, . . . , K} do

ck =
1
N

P
zij2Str

i ,yij=k �w(xij) // Compute prototypes.
for j in {m+ 1, 2, . . . ,m+ q} do

d(xij, ck) = k�w(xij)� ckk22
p(yij = k) = e�↵i⇤d(xij ,ck)

PK
k0=1 e

�↵i⇤d(xij ,ck0 )

end for

end for

w = w � lw ⇤ rwL(µ, �, w;Si) // Update the model parameters w.
µ = µ� l ⇤ (

Pm+q
j=m+1(�d(xij, cyij) +

PK
k0=1 p(yij = k

0) ⇤ d(xij, ck0)) +
µ�µ0

�2
0
)

� = � � l ⇤ (
Pm+q

j=m+1 ✏i ⇤ (�d(xij, cyij) +
PK

k0=1 p(yij = k
0) ⇤ d(xij, ck0))�

1
� + �

�2
0
)

// Update the variational parameters  = {µ, �}.
end for

As mentioned, the proposed variational scaling framework is general. Note that training the

scaling parameter ↵ together with the model parameters [91] is a special case of our framework,
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c1

Qc2
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Q
c2

↵ = 1.5 (↵1
,↵

2) = (1.5, 0.5) c1

Qc2

Figure 4.1: The middle figure shows a metric space in which the query (blue) and the support
samples (red) are normalized to a unit ball. The left and right figures show the spaces scaled
by a single parameter ↵ = 1.5 and a two-dimensional vector (↵1

,↵
2) = (1.5, 0.5), respectively.

The query Q is still assigned to class 2 in the left figure but to class 1 in the right one.

when q (↵) is defined as N (µ, 0), the variance of the prior distribution is �0 ! 1, and the

learning rate is fixed as lw = l .

4.3.2 Dimensional Stochastic Variational Scaling

Metric scaling can be seen as a transformation of the metric (embedding) space. Multiplying

the distances with the scaling parameter accounts to re-scaling the embedding space. By this

point of view, we generalize the single scaling parameter to a dimensional scaling vector which

transforms the embedding space to fit the data.

If the dimension of the embedding space is too low, the data points cannot be projected

to a linearly-separable space. Conversely, if the dimension is too high, there may have many

redundant dimensions. The optimal number of dimensions is data-dependent and difficult to

be selected as a hyperparameter before training. Here, we address this problem by learning

a data-dependent dimensional scaling vector to modify the embedding space, i.e., learning

different weights for each dimension to highlight the important dimensions and reduce the

influence of the redundant ones. Figure 4.1 shows a two-dimensional example. It can be seen

that the single scaling parameter ↵ simply changes the scale of the embedding space, but the

dimensional scaling ↵ = (↵1
,↵

2) changes the relative locations of the query and the supports.

The proposed dimensional stochastic variational scaling method is similar to Algorithm 1,

with the variational parameters µ = (µ1
, µ

2
, . . . , µ

M) and � = (�1
, �

2
, . . . , �

M). Accordingly,

the metric scaling operation is changed to

d(xij, ck) = (�w(xij)� ck)
T
� ↵1

i

↵2
i ...

↵M
i

�
(�w(xij)� ck). (4.9)

The gradients of the variational parameters are still easy to compute and the computational
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cost can be ignored.

4.3.3 Amortized Variational Scaling

The proposed stochastic variational scaling methods above consider the metric scale as a global

scalar or vector parameter, i.e., the entire meta-sample S = {Si}
n
i=1 shares the same embedding

space. However, the tasks randomly sampled from the task distribution may have specific

task-relevant feature representations [52, 61, 67]. To adapt the learned embeddings to the

task-specific representations, we propose to apply amortized variational inference to learn the

task-dependent dimensional scaling parameters.

For amortized variational inference, ↵ is a local latent variable dependent on S instead of a

global parameter. Similar to stochastic variational scaling, we apply the variational distribution

q (�)(↵|S) to approximate the posterior distribution pw(↵|S). In order to learn the dependence

between ↵ and S, amortized variational scaling learns a mapping approximated by a neural

network G�, from the task Si to the distribution parameters {µi, �i} of ↵i.

By leveraging the re-parameterization trick, we obtain the objective function of amortized

variational scaling:

L(�, w;S) = �

nX

i=1

m+qX

j=m+1

log pw(yij|xij, S
tr
i , gµi,�i(✏i)) + log

�0

�i
2
+
�i

2 + (µi � µ0)2

2�2
0

, (4.10)

where gµi,�i(✏i) = �i✏i + µi. Note that the local parameters {µi, �i} are functions of �, i.e.,

{µi, �i} = G�(Si). We iteratively update � and w by minimizing the loss function (4.10)

during meta-training. During meta-testing, for each task, the generator produces a variational

distribution’s parameters and we still use the mean vector as the metric scaling vector for

inference.

Auxiliary loss. To learn the mapping G� from a set Si to the variational parameters

of the local random variable ↵i, we compute the mean vector of the embedded queries and

the embedded supports as the task prototype to generate the variational parameters. A

problem is that the embeddings are not ready to generate good scaling parameters during early

epochs. Existing approaches including co-training [84] and pre-training [67] can alleviate this

problem at the expense of computational efficiency. They pre-train or co-train an auxiliary
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Algorithm 2 Dimensional Amortized Variational Scaling for Prototypical Networks
Input: Meta-sample {Si}

n
i=1, learning rates lw, l�, prior µ0, �0 and step size l�.

Randomly initialize � and w, � = 1.
for i in {1, 2, . . . , n} do

Ci =
1

m+q

Pm+q
j=1 �w(xij) // Compute the task prototype.

µi, �i = G�(Ci), ✏i ⇠ N (0, I),↵i = �i � ✏i + µi //Generate µi and �i for i
th task.

for k in {1, 2, . . . , K} do

ck =
1
N

P
zij2Str

i ,yij=k �w(xij)

for j in {m+ 1,m+ 2, . . . ,m+ q} do

d(xij, ck) = (�w(xij)� ck)T
� ↵1

i

↵2
i ...

↵M
i

�
(�w(xij)� ck).

end for

end for

w = w � lw ⇤ rwL�(�, w;Si) //Update the model parameters w.
� = � � l� ⇤ r�L�(�, w;Si) //Update the parameters � of the generator.

if � 6= 0 then � = �� l�

end for

supervised learning classifier in a traditional supervised manner over the meta-sample S, and

then apply the pre-trained embeddings to generate the task-specific parameters and fine-tune

the embeddings during meta-training. Here, we propose an end-to-end algorithm which can

improve training efficiency in comparison with pre-training or co-training. We optimize the

following loss function (4.11) where an auxiliary weight � is used instead of minimizing (4.10)

in Algorithm 2 , i.e.,

L�(�, w;S) = (1� �)L(�, w;S) + �L(w;S), (4.11)

where L(w;S) = �
Pn

i=1

Pm+q
j=m+1 log pw(yij|xij,1), i.e., no scaling is used. Given a decay

step size �, � starts from 1 and linearly decays to 0 as the number of epochs increases, i.e.,

� = � � 1/�. During the first epochs, the weight of the gradients @L(w;S)
@w is high and the

algorithm learns the embeddings of PN. As the training proceeds, � is updated to tune the

learned embedding space. See the details in Algorithm 2.

4.4 Experiments

To evaluate our methods, we plug them into two popular algorithms, prototypical networks

(PN) [100] and TADAM [84], implemented by both Conv-4 and ResNet-12 backbone networks.
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To be elaborated later, Table 4.1 shows our main results in comparison to state-of-the-art

meta-algorithms, where it can be seen that our dimensional stochastic variational scaling

algorithm outperforms other methods substantially. For TADAM, we incorporate our methods

into TADAM in conjunction with all the techniques proposed in their paper and still observe

notable improvement.

Table 4.1: Test accuracies of 5-way classification tasks on miniImageNet using Conv-4 and
ResNet-12 respectively. * indicates results by our re-implementation.

miniImageNet test accuracy

Backbones Model 5-way 1-shot 5-way 5-shot

Conv-4

Matching networks [108] 43.56± 0.84 55.31± 0.73

Relation Net [102] 50.44± 0.82 65.32± 0.70

Meta-learner LSTM [93] 43.44± 0.77 60.60± 0.71

MAML [30] 48.70± 1.84 63.11± 0.92

LLAMA [44] 49.40± 1.83 �

REPTILE [81] 49.97± 0.32 65.99± 0.58

PLATIPUS [32] 50.13± 1.86 �

ResNet-12

adaResNet [79] 56.88± 0.62 71.94± 0.57

SNAIL [75] 55.71± 0.99 68.88± 0.92

TADAM [84] 58.50± 0.30 76.70± 0.30

TADAM Euclidean + D-SVS (ours) 60.16± 0.47 77.25± 0.15

PN Euclidean [100] * 53.89± 0.38 73.59± 0.48

PN Cosine [100] * 52.31± 0.83 70.74± 0.24

PN Euclidean + D-SVS (ours) * 55.30± 0.08 74.93± 0.31

PN cosine + D-SVS (ours) * 56.09± 0.19 74.46± 0.17

4.4.1 Dataset and Experimental Setup

Dataset. The miniImageNet [108] consists of 100 classes with 600 images per class. We follow

the data split suggested by [93], where the dataset is separated into a training set with 64

classes, a testing set with 20 classes and a validation set with 16 classes.
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Table 4.2: Results of prototypical networks (the first row) and prototypical networks with SVS,
D-SVS and D-AVS respectively by our re-implementation using Conv-4.

5-way 1-shot 5-way 5-shot

Euclidean Cosine Euclidean Cosine

PN 44.15± 0.39 42.20± 0.66 65.49± 0.53 60.91± 0.50

PN + SVS 47.84± 0.16 48.43± 0.20 66.86± 0.06 67.02± 0.14

PN + D-SVS 49.01± 0.39 49.20± 0.05 67.40± 0.32 67.33± 0.23

PN + D-AVS 49.10± 0.14 49.34± 0.29 68.04± 0.16 67.83± 0.16

Model architecture. To evaluate our methods with different backbone networks, we re-

implement PN with the Conv-4 architecture proposed by [100] and the ResNet-12 architecture

adopted by [84], respectively. The Conv-4 backbone contains four convolutional blocks, where

each block is sequentially composed of a 3 ⇥ 3 kernel convolution with 64 filters, a batch

normalization layer, a ReLU nonlinear layer and a 2 ⇥ 2 max-pooling layer. The ResNet-12

architecture contains 4 Res blocks, where each block consists of 3 convolutional blocks followed

by a 2 ⇥ 2 max-pooling layer.

Training details. We follow the episodic training strategy proposed in [108]. In each

episode, K classes and N shots per class are selected from the training set, the validation set

or the test set. For fair comparisons, the number of queries, the sampling strategy of queries,

and the testing strategy are designed in line with PN or TADAM. For Conv-4, we use Adam

optimizer with a learning rate of 1e� 3 without weight decay. The total number of training

episodes is 20, 000 for Conv-4. For ResNet-12, we use SGD optimizer with momentum 0.9,

weight decay 4e� 4 and 45, 000 episodes in total. The learning rate is initialized as 0.1 and

decayed 90% at episode steps 15000, 30000 and 35000. Besides, we use gradient clipping when

training ResNet-12. The reported results are the mean accuracies with 95% confidence intervals

estimated by 5 runs.

We normalize the embeddings before computing the distances between them. As shown

in Eq. (4.7) and (4.8), the gradient magnitude of variational metric scaling parameters is

proportional to the norm of embeddings. Therefore, to foster the learning process of these
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parameters, we adopt a separate learning rate l for all variational metric scaling parameters.

We adopt the following sampling strategy for the proposed three approaches. For meta-training,

we sample once per task from the variational distribution for the metric scaling parameter.

For meta-test, we use the mean of the learned Gaussian distribution as the metric scaling

parameter. The computational overhead is very small and can be ignored.

4.4.2 Evaluation

The effectiveness of our proposed methods is illustrated in Table 4.2 progressively, including

stochastic variational scaling (SVS), dimensional stochastic variational scaling (D-SVS) and

dimensional amortized variational scaling (D-AVS). On both 5-way 5-shot and 5-way 1-shot

classification, noticeable improvement can be seen after incorporating SVS into PN. Compared

to SVS, D-SVS is more effective, especially for 5-way 1-shot classification. D-AVS performs

even better than D-SVS by considering task-relevant information.

Performance of SVS. We study the performance of SVS by incorporating it into PN.

We consider both 5-way and 20-way training scenarios. The prior distribution of the metric

scaling parameter is set as p(↵) = N (1, 1) and the variational parameters are initialized as

µinit = 100, �init = 0.2. The learning rate is set to be l = 1e� 4.

Results in Table 4.3 show the effect of the metric scaling parameter (SVS). Particularly,

significant improvement is observed for the case of PN with cosine similarity and for the case

of 5-way 1-shot classification. Moreover, it can be seen that with metric scaling there is no

clear difference between the performance of Euclidean distance and cosine similarity.

We also compare the performance of a fixed � = 0.2 with a trainable �. We add a shifted

ReLU activation function (x = max{1e� 2, x}) on the learned � to ensure it being positive.

Nevertheless, in our experiments, we observe that the training is very stable and the variance

is always positive even without the ReLU activation function. We also find that there is no

significant difference between the two settings. Hence, we treat � as a fixed hyperparameter in

other experiments.

Performance of D-SVS. We validate the effectiveness of D-SVS by incorporating it

into PN and TADAM, with the results shown in Table 4.1 and Table 4.2. On 5-way-1-shot
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Table 4.3: Results of prototypical networks and prototypical networks with SVS by our
re-implementation using Conv-4.

5-way 1-shot 5-way 5-shot

5-way training 20-way training 5-way training 20-way training

PN Euclidean 44.15± 0.39 48.05± 0.47 65.49± 0.53 67.32± 1.20

PN Cosine 42.20± 0.66 46.75± 0.18 60.91± 0.50 66.28± 0.14

PN Euclidean + SVS (� = 0.2) 47.84± 0.16 51.15± 0.16 66.86± 0.06 68.00± 0.22

PN Cosine + SVS (� = 0.2) 48.12± 0.13 51.74± 0.13 66.95± 0.78 67.88± 0.10

PN Euclidean + SVS (learned �) 48.28± 0.14 51.36± 0.15 66.84± 0.30 67.80± 0.06

PN Cosine + SVS (learned �) 48.43± 0.20 51.68± 0.18 67.02± 0.14 67.72± 0.16

Table 4.4: Ablation study of prototypical networks with D-AVS by our re-implementation
using Conv-4.

5-way 1-shot 5-way 5-shot

Auxiliary training Prior Euclidean Cosine Euclidean Cosine

47.79± 0.10 47.45± 0.17 66.26± 0.48 66.03± 0.34

X 48.12± 0.55 47.49± 0.26 66.69± 0.25 66.43± 0.38

X 48.56± 0.44 49.13± 0.32 67.11± 0.14 67.23± 0.19

X X 49.10± 0.14 49.34± 0.29 68.04± 0.16 67.83± 0.16

classification, for PN, we observe about 4.90% and 1.41% absolute increase in test accuracy

with Conv-4 and ResNet-12 respectively; for TADAM, 1.66% absolute increase in test accuracy

is observed. The learning rate for D-SVS is set to be l = 16. Here, we use a large learning

rate since the gradient magnitude of each dimension of the metric scaling vector is extremely

small after normalizing the embeddings.

Figure 4.4 illustrates the distributions of the mean vector µ = (µ1
, µ

2
, . . . , µ

M) during the

meta-training procedure of 5-way 1-shot and 5-way 5-shot classification respectively. Darker

colour means more frequent occurrence.

At step 0, all dimensions of µ are initialized as 100. They diverge as the meta-training

proceeds, which shows that D-SVS successfully learns different scaling parameters for different
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dimensions. It is also worth noting that for both tasks, the distribution of µ converges eventually

(after 15k steps).

Performance of D-AVS. We evaluate the effectiveness of D-AVS by incorporating it

into PN. We use a multi-layer perception (MLP) with one hidden layer as the generator

G�. The learning rate l� is set to be 1e � 3. In Table 4.2, on both 5-way 1-shot and 5-way

5-shot classification, we observe about 1.0% absolute increase in test accuracy for dimensional

amortized variational scaling (D-AVS) over SVS with a single scaling parameter. In our

experiments, the hyperparameter � is selected from the range of [100, 150] with 200 training

epochs in total.

4.4.3 Ablation study.

Ablation study of SVS: Comparison with a Special Case. Reference [91] proposed to

train the single scaling parameter together with model parameters. Their method can be seen

as a special case of our stochastic variational scaling method SVS under the conditions of

q (↵) = N (µ, 0), �0 ! 1 and l = lw. We compare our method with theirs by varying the

initialization of µ (µinit).

Noticeably, our method achieves absolute improvements of 2.86%, 1.77%, 0.73% and 2.5%

for four different initializations respectively. As shown in Table 4.5, our method is stable w.r.t.

the initialization of µ, which should be attributed to the prior information introduced in our

Bayesian framework that may counteract the influence of initialization.

Table 4.5: Comparison of PN (Training together) and PN+SVS implemented by Conv-4
backbone.

Method

µinit 1 10 100 1000

PN+SVS 66.45 66.95 67.02 66.72

PN (Training together) 63.59 65.18 66.29 64.22

Ablation study of D-AVS. To assess the effects of the auxiliary training strategy and

the prior information, we provide an ablation study as shown in Table 4.4. Without the
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auxiliary training and the prior information, D-AVS degenerates to a task-relevant weight

generating approach [61]. Noticeable performance drops can be observed after removing the

two components. Removing either one of them also leads to performance drop, but not as

significant as removing both. The empirical results confirm the necessity of the auxiliary

training and a proper prior distribution for amortized variational metric scaling.

4.4.4 Robustness Study

We also design experiments to show: 1) The convergence speed of existing methods does

not slow down after incorporating our methods; 2) Given the same prior distribution, the

variational parameters converge to the same values in spite of different learning rates and

initializations; 3) The variational metric scaling framework is not sensitive to the prior and

initialization.

For the iterative update of the model parameters w and the variational parameters  , a

natural question is whether it will slow down the convergence speed of the algorithm. Figure

4.2 shows the learning curves of PN and PN+D-SVS on both 5-way 1-shot and 5-way 5-shot

classification. It can be seen that the incorporation of SVS does not reduce the convergence

speed.

We plot the learning curves of the variational parameter µ w.r.t. different initializations

and different learning rates l . Given the same prior distribution µ0 = 1, Fig. 4.3(a) shows

that the variational parameter µ with different initializations will converge to the same value.

Fig. 4.3(b) shows that µ is robust to different learning rates.

In Bayesian framework, the prior distribution has a significant impact on learning posterior

distribution. For stochastic variational inference, initialization is another key factor for learning

the variational parameters. Here, we conduct experiments of PN+SVS with different prior

distributions and initializations. The results of 5-way 5-shot classification are summarized in

Table 4.6. It can be observed that our method is not sensitive to the prior and initialization as

long as either one of them is not too small.
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(a) 5-way 1-shot (b) 5-way 5-shot

Figure 4.2: Learning curves of prototypical networks and prototypical networks with D-SVS.

(a) µ0 = 1, l = 1e� 3 (b) µ0 = 1, µinit = 100

Figure 4.3: Learning curves of µ (a) for different initializations and (b) for different learning
rates.

4.5 Related Work

Metric-based meta-learning. Reference [58] proposed the first metric-based meta-algorithm

for few-shot learning, in which a siamese network [17] is trained with the triplet loss to compare

the similarity between a query and supports in the embedding space. Matching networks [108]

proposed the episodic training strategy and used the cross-entropy loss where the logits are

the distances between a query and supports. Prototypical networks [100] improved Matching

networks by computing the distances between a query and the prototype (mean of supports)

of each class. Many metric-based meta-algorithms [84, 33, 102, 67] extended prototypical

networks in different ways.
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Table 4.6: Results of PN+SVS w.r.t. different initializations and priors implemented by Conv-4.

µ0

µinit
1 10 100 1000

1 60.25± 0.70 63.00± 0.34 66.86± 0.06 66.26± 0.24

10 63.95± 0.24 65.89± 0.32 66.79± 0.55 66.34± 0.22

100 65.94± 0.42 66.95± 0.27 67.02± 0.38 66.43± 0.10

1000 66.45± 0.17 66.66± 0.23 66.88± 0.16 66.72± 0.28

Some recent methods proposed to improve prototypical networks by extracting task-

conditioning features. Reference [84] trained a network to generate task-conditioning parameters

for batch normalization. Reference [67] extracted task-relevant features with a category traversal

module. Our methods can be incorporated into these methods to improve their performance.

In addition, there are some works related to our proposed dimensional scaling methods.

Reference [52] trained a meta-model to re-weight features obtained from the base feature

extractor and applied it for few-shot object detection. Reference [61] proposed a generator to

generate task-adaptive weights to re-weight the embeddings, which can be seen as a special

case of our amortized variational scaling method.

Metric scaling. Cross-entropy loss is widely used in many machine learning problems,

including metric-based meta-learning and metric learning [4, 91, 68, 111, 118, 4, 110]. In metric

learning, the influence of metric scaling on the cross-entropy loss was first studied in [111]

and [91]. They treated the metric scaling parameter as a trainable parameter updated with

model parameters or a fixed hyperparameter. Reference [118] proposed a “heating-up” scaling

strategy, where the metric scaling parameter decays manually during the training process. The

scaling of logits in cross-entropy loss for model compression was also studied in [50], where

it is called temperature scaling. The temperature scaling parameter has also been used in

confidence calibration [45].

The effect of metric scaling for few-shot learning was first discussed in [100] and [84]. The

former found that Euclidean distance outperforms cosine similarity significantly in prototypical

networks, and the latter argued that the superiority of Euclidean distance could be offset by
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imposing a proper metric scaling parameter on cosine similarity and using cross validation to

select the parameter.
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Figure 4.4: Distributions of the learned µ w.r.t. the number of training steps. The horizontal
and vertical axes are the number of training steps and values of µ, respectively. The top is for
5-way 1-shot classification and the bottom is for 5-way 5-shot.
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5

Cross-Domain Meta-Learning via Meta2 Learning

5.1 Introduction

Meta learning has emerged as a dominating approach to solve few-shot learning tasks and

shown encouraging performance. In practice, there usually exists a discrepancy between the

test environment and the training ones. Especially, when annotated data in the target domain

is difficult to acquire, it is crucial to leverage labeled data in the training domains for knowledge

transfer. For example, the target task is to classify rare types of Fungi, where labeled images

are scarce and hard to collect, but we may have access to ample training data in the domains

of Birds and Flowers. The problem of generalizing to tasks in a new domain (task distribution)

with unknown statistics [103], is far from being solved [16, 46].

To tackle this problem, a reasonable assumption is that there is a domain-shared structure

that enables cross-domain generalization, and meanwhile each domain has its domain-specific

features, which needs to be captured for inner-domain learning. [104] adopted this assumption

and proposed to learn an embedding function to capture the general structure and a global

feature-wise transformation to simulate various feature distributions within different domains

for cross-domain few-shot classification. However, the global transformation may not be

sufficient to capture the distinct features of various domains.

In this paper, we propose a hierarchical gradient-based meta learning framework, which
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Figure 5.1: Metric-based M2L for cross-domain few-shot classification.

aims to learn a domain-shared structure that can quickly adapt to a specific domain and a

specific task progressively. In particular, at outer-domain level, the general feature extractor

fw is adapted to a domain-specific fwi by learning to distinguish samples of the current domain

from those of other domains in the common embedding space (fw). Within each domain,

standard few-shot learning is performed in the embedding space (fwi) of each training domain i.

The general model parameters w are then updated by simultaneously optimizing the loss of the

query set in each domain, which capture the domain-shared structure for rapid generalization

to new test domains. Meta learning can be performed in both outer-domain training and

inner-domain few-shot learning, leading to a hierarchical meta learning framework, hence we

name it meta2 learning (M2L).

M2L is a general framework that can integrate any meta learning algorithm to solve cross-

domain few-shot learning tasks. In this paper, we verify the effectiveness of M2L by tackling the

challenging cross-domain few-shot classification problem [16, 103, 104]. As M2L is a high-order

(>2) framework if gradient-based algorithms such as MAML [30] are used in outer-domain

training or inner-domain learning, to avoid computing high-order derivatives in training, we

simplify M2L by employing metric-based algorithms for efficient outer-domain training and

inner-domain classification, which leads to a second-order framework as illustrated in Figure 5.1.

As summarized in Table 5.1, compared to other second-order methods such as MAML and

ProtoMAML [103], the advantages of M2L are: (1) It performs domain-level adaptation; and

(2) It adopts metric-based inner-task algorithms for few-shot classification which typically
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Table 5.1: Comparison of metric-based M2L with other second-order methods; Right: Com-
parison of domain adaptation/generalization, few-shot learning and cross-domain few-shot
learning. Note that the label spaces of tasks in training and testing are the same in domain
adaptation/generalization but different in (cross-domain) few-shot learning.

Adaptation to

Specific Domain

Metric-Based

Inner-Task Algorithm

Second-Order

Optimization

MAML ⇥ ⇥ X

ProtoMAML ⇥ ⇥ X

M2L (metric-based) X X X

generalize better [16]. Compared with standard metric-based methods such as ProtoNet [100]

and MatchingNet [108], which use a same feature extractor for all domains, M2L can adapt to

individual domains and thus are less prone to overfitting to training domains.

M2L can employ any metric-based algorithm as base model for inner-domain few-shot

classification. We evaluate M2L on 9 fine-grained benchmark datasets and experiment with

4 popular metric-based algorithms including MatchingNet, ProtoNet, RelationNet [102] and

GNN [37] as the base model for inner-domain classification. The results show that M2L can

significantly improve their generalization ability to unseen domains for few-shot classification.

M2L also consistently outperforms MAML and ProtoMAML. The empirical study demonstrates

the effectiveness of M2L in learning a cross-domain common structure and efficiently adapting

to a new domain.

5.2 Notations and Preliminaries

An Nw-way Ns-shot classification task is to recognize samples (queries) from Nw novel categories

with only Ns training samples (supports) of each category. To overcome data limitation, meta

learning algorithms learn from a bag of training tasks {Tt}
NT
t=1 and train a base-learner which

can adapt to an unseen task T sampled from novel categories. A training task Tt is comprised

of a support set {X
tr

Tt
,Y

tr

Tt
} and a query set {X

ts

Tt
,Y

ts

Tt
} with Nq queries per category.

Cross-domain few-shot learning considers the scenario where test tasks and training

tasks come from different domains (task distributions). We denote the datasets of training
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domains by {Domi}
Nd
i=1 and the unseen test domain by Dom. For instance, the training tasks

are sampled from the datasets of “fungi”, “cars” and “birds”, whereas the test tasks are sampled

from the “flowers” dataset. For each episode in meta-training, we sample one task Ti from

domain Domi. Note that we denote Ti instead of Tt to indicate that Ti is sampled from Domi.

Gradient-based meta learning algorithms such as MAML [30] learns a common initial-

ization which can adapt to a novel task with a few gradient update steps. For each task Tt,

the model parameters w are adapted to wTt by minimizing the error of the support set during

inner-task training :

wTt = w �rwL(X
tr

Tt
,Y

tr

Tt
;w). (5.1)

Remark that, unless otherwise specified, we set the step size as 1 for simplicity in the following

sections. The performance of the task-specific predictor fwTt
is measured by the query set. As

the adapted parameters wTt is a function of the model parameters w, the model parameters

can be updated by minimizing the error of the query set w.r.t. wTt . The meta update rule is

formulated as follows:

w = w �rwL(X
ts

Tt
,Y

ts

Tt
;wTt)

= w �rwTt
L(X ts

Tt
,Y

ts

Tt
;wTt) ·rwwTt (5.2)

= w �rwTt
L(X ts

Tt
,Y

ts

Tt
;wTt) · (I �r

2
wL(X

tr

Tt
,Y

tr

Tt
;w)).

Metric-based meta learning methods learn a comparison algorithm implemented by

a feature extractor fw and a pre-defined metric function g. For each task, the embedding

function maps the supports and queries into an embedding space. The metric function g is then

utilized to measure the similarity between the embeddings, and each query is classified to the

category of the most similar support, i.e., Ŷts

Tt
= g(fw(X ts

Tt
), fw(X tr

Tt
),Ytr

Tt
). With the predictions

Ŷ
ts

Tt
and the ground-truth labels Y

ts

Tt
of the queries, meta training proceeds by minimizing the

classification error, i.e.,

w = w �rwL(Ŷ
ts

Tt
,Y

ts

Tt
;w), (5.3)

where the loss function L can be cross-entropy loss [100, 108], mean-squared loss [102], etc.

Different algorithms differ in the choice of the metric function g. For instance, ProtoNet [100]
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Figure 5.2: Parameter update in M2L and metric-based M2L.

uses a non-parametric Euclidean distance metric. Some other methods use a parameterized

metric function, denoted by g�. For example, GNN [37] uses a graph neural network and

RelationNet [102] adopts a CNN module, parameterized by � to measure the similarity. In

this case, � can be seen as part of the model parameters and updated together with w as in

Eq. (5.3).

Different from the gradient-based algorithms, the inner-task training of metric-based

methods is to “memorize” the support set instead of adapting the model parameters with it.

Hence, the meta update rule in Eq. (5.3) avoids the computation of second-order derivatives in

gradient-based algorithms as in Eq. (5.2).

5.3 Meta2 Learning (M2L)

To extract domain-shared structures, we aim to learn a domain-shared model fw which can

adapt to a specific domain and a specific task progressively. To this end, we propose M2L,

a hierarchical meta-learning framework, which allows to implement meta-learning in both

outer-domain training and inner-domain few-shot learning.

5.3.1 Outer-Domain Training

In the outer-domain loop, we adapt a domain-shared model fw to a domain-specific one fwi by

differentiating the training samples of domain Domi from those of other domains. Our key

intuition is that if fwi can distinguish the training samples of the domain Domi from other

domains, it must learn some domain-specific information of Domi making it different from

other domains. We formulate this intuition into a domain-level classification task, i.e., Nd-way
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1-shot classification problem, as will be explained below. Following [108], we adopt the episodic

training strategy. In each episode, one task Ti is sampled from each domain Domi.

Domain Prototype. Given the embedding function of fw, the supports and queries of each task

are all mapped to a domain-shared embedding space. It is reasonable to assume that samples

in each domain are close and those from different domains are distant, and a large discrepancy

exists between different domains. In this sense, each domain (e.g., fine-grained datasets such as

Birds, Flowers, Fungi etc.) can be represented by a domain prototype. For each domain Domi,

we take the mean of the supports and queries of task Ti as the prototype Pi
w of domain Domi:

Pi
w =

1

Nw ⇥ (Ns +Nq)

X

x2X tr
Ti

S
X

ts
Ti

fw(x). (5.4)

Nd-way 1-shot classification. With the domain prototypes {Pi
w}

Nd
i=1, we formulate an Nd-way

1-shot classification task, where each domain Domi is considered a category (i 2 {1, . . . , Nd}),

the domain prototype Pi
w is the support of Domi, and the queries of Domi are the labeled

samples of task Ti (e.g., the supports of task Ti – X
tr

Ti
). The goal is to assign a query sample to

the domain it belongs. By solving the Nd-way 1-shot classification task, i.e., classifying queries

of Domi, the general model fw can be adapted to the specific domain Domi.

Domain-level Adaptation. Any meta learning algorithm can be applied to solve the Nd-way

1-shot classification task. As shown in Figure 5.2, the first step is to adapt w to wouter by

training an Nd-way classifier with the domain prototypes:

Step O-1: wouter = w �rwL
dom-tr({Pi

w}
Nd
i=1;w), (5.5)

where L
dom-tr denotes the training loss of separating the domain prototypes. Remark that we

ignore the step size for simplicity in this section. Given the classifier fwouter , the general model

can be adapted to a domain-specific model by minimizing the classification error of the queries

of domain Domi:

Step O-2: wi = w �rwL
dom-ts

Ti
(X tr

Ti
;wouter) = w �rwouterL

dom-ts

Ti
· (I �r

2
wL

dom-tr), (5.6)
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where L
dom-ts

Ti
denotes the classification loss of the support samples in task Ti using the classifier

trained by L
dom-tr. After outer-domain training, we obtain Nd domain-specific models {fwi}

Nd
i=1

that can capture domain-specific structures.

5.3.2 Inner-Domain Few-Shot Learning

The domain-specific model fwi will be further adapted to solve the inner-domain few-shot

learning task Ti 2 Domi, whose support set is {X
tr

Ti
,Y

tr

Ti
} and query set is {X

ts

Ti
,Y

ts

Ti
}. The

domain-specific (but task-shared) model fwi is adapted to a task-specific model fwi�inner using

the support set:

Step I-1: wi-inner = wi �rwiL
task-tr

Ti
(X tr

Ti
,Y

tr

Ti
;wi), (5.7)

where L
task-tr

Ti
refers to the training error of task Ti.

Meta Update of General M2L. The task-specific model fwi�inner can then be used to evaluate

the query set of task Ti. The error of all the training tasks is then used to update the model

parameters w. The goal is to obtain a general fw which can perform well on a new task in

a new domain after domain-level adaptation and task-level adaptation. The update rule is

derived as:

Step I-2: w = w �rw

NdX

i=1

L
task-ts

Ti
(X ts

Ti
,Y

ts

Ti
;wi-inner),

= w �

NdX

i=1

rwi-innerL
task-ts

Ti
·rwiwi-inner ·rwwi,

= w �

NdX

i=1

rwi-innerL
task-ts

Ti
· (I �r

2
wi
L

task-tr

Ti
) (5.8)

·
�
I �r

2
wouterL

dom-ts

Ti
· (I �r

2
wL

dom-tr)2 +rwouterL
dom-ts

Ti
·r

3
wL

dom-tr
�
,

where L
task-ts

Ti
refers to the error of the task-specific model over the query set of Ti. The

above update rule is general and compatible with any meta learning algorithm used in the

outer-domain or inner-domain training of M2L which can be applied to solve any cross-domain

few-shot learning task. In the following section, we propose to apply M2L in cross-domain
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few-shot classification problem. As M2L requires high-order (>2) gradient computation in Eq.

5.8, which is highly computationally expensive, we propose a simplied metric-based M2L. As

will be introduced in the next section, in metric-based M2L, metric-based meta algorithms are

used in both the outer-domain and inner-domain training without adapting the parameters in

Step O-1 and Step I-1.

5.4 Metric-based Meta2 Learning

In this section, as illustrated in Figure 5.2, we simplify M2L by using metric-based meta algo-

rithms in both outer-domain training and inner-domain classification to avoid the computation

of high-order derivatives (Eq. (5.8)). Any metric-based method can be employed, and we take

the mean-centroid classification algorithm used in ProtoNet [100] as an example for illustration

purpose.

5.4.1 Metric-Based Outer-Domain Training

We adopt a mean-centroid classifier to solve the aforementioned Nd-way 1-shot classification

task in outer-domain training. In particular, without using Step O-1 to obtain wouter, w can

be directly adapted to wi for each domain Domi by fixing the prototypes {Pj
w}

Nd
j 6=i of other

domains {Domj}
Nd
j 6=i and minimizing the classification error of the supports X

tr

Ti
w.r.t. Domi.

The adapted parameters wi are computed by

wi = w � ↵rwL
dom

Ti
(fw), (5.9)

where

L
dom

Ti
(fw(X

tr

Ti
),Pi

w, {P
j
w}

Nd
j 6=i;w) =

1

Ns ⇥Nw

X

x2X tr
Ti

� log(
e
�kfw(x)�Pi

wk
2
2

P
1jNd

e�kfw(x)�Pj
wk

2
2

). (5.10)

Note that the outer-training procedure with L
dom-tr and L

dom-ts

Ti
is simplified to minimize L

dom

Ti
.

As such, Nd domain-specific feature extractors {fwi}
Nd
i=1 can be obtained. Note that wi is a

function of w and only first-order gradient is involved in Eq. (5.9).

61



5.4.2 Metric-Based Inner-Domain Few-Shot Classification

Here, we use ProtoNet [100] as the inner-domain classification algorithm. It adopts a mean-

centroid classifier with Nw centroids (class prototypes) {cjwi
}
Nw
j=1, where cjwi

= 1
Ns

P
x2X tr

Ti
,y=j fwi(x)

is the mean of the embedded supports of the j-th class in task Ti. A query is then classified to

the category of the nearest class prototype. The classification loss of task Ti is computed over

the query set:

L
task

Ti
(fwi) = �

1

Nq ⇥Nw

X

x2X ts
Ti

log
e
�||fwi (x)�cywi ||

2

PNw

j0 e
�||fwi (x)�cj

0
wi ||

2
. (5.11)

The classification loss L
task

Ti
(fwi) is then minimized to update the model parameters w.

Meta Update of Metric-based M2L. The model parameters w are updated by optimizing the

sum of the classification loss (Eq. (5.11)) of all the training tasks {Ti}
Nd
i=1, i.e.,

w = w � �

NdX

i=1

rwL
task

Ti
(fwi) = w � �

NdX

i=1

rwiL
task

Ti
(fwi) ·rwwi

= w � �

NdX

i=1

rwiL
task

Ti
(fwi) · (I � ↵r

2
wL

dom

Ti
(fw)),

(5.12)

where rwwi is computed by Eq. (5.9) and Eq. (5.10). To update w, it only needs to compute

the second-order gradient in Eq. (5.12), and first-order approximation is used as in [30] to

speed up training.

5.4.3 Meta Test on a New Domain

After meta training, a general feature extractor fw is learned, which is expected to capture

domain-shared features and can be quickly adapted to a new test domain. For meta test, fw is

adapted to a novel domain similarly as in outer-domain training. Specifically, we randomly

select Nd training tasks from the training domains (one task per domain) and save the domain

prototypes {Pi
w}

Nd
i=1 (Nd vectors). During meta test, fw is adapted to a new domain with the

saved prototypes and the supports of the prediction task in the new domain, i.e.,

wnew = w � ↵rwL
dom

Tnew(fw(X
tr

Tnew),P
new

w , {Pi
w}

Nd
i=1;w). (5.13)
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Table 5.2: Cross-domain few-shot classification under the leave-one-out setting. The results of
baselines [16] and LFT [104] are produced by their official public codes. For fairness, M2L is
also implemented on the code of [104].

5-way 5-shot 5-way 1-shot

Baseline Cars Fungi CUB Flowers Cars Fungi CUB Flowers

RelationNet

- 39.87± 0.56 51.03± 0.58 57.30± 0.57 78.68± 0.64 30.63± 0.56 36.99± 0.59 39.96± 0.59 60.48± 0.81

LFT 41.54± 0.60 51.33± 0.57 54.94± 0.59 77.43± 0.66 30.78± 0.54 36.55± 0.56 38.71± 0.57 59.35± 0.75

M
2
L 43.38± 0.50 53.64± 0.74 59.38± 0.57 79.44± 0.59 32.16± 0.66 38.85± 0.60 43.06± 0.63 65.99± 0.85

+3 .51 +2 .61 +2 .08 +0 .76 +1 .53 +1 .86 +3 .10 +5 .51

MatchingNet

- 39.26± 0.56 53.95± 0.60 52.71± 0.60 75.34± 0.65 30.57± 0.52 40.10± 0.60 40.83± 0.55 61.68± 0.81

LFT 39.16± 0.57 49.47± 0.58 55.24± 0.59 78.75± 0.62 31.42± 0.55 38.86± 0.56 39.30± 0.61 61.91± 0.8.

M
2
L 48.58± 0.53 58.18± 0.80 58.48± 0.56 83.64± 0.56 34.96± 0.72 39.71± 0.42 45.29± 0.63 69.31± 0.84

+9 .32 +4 .23 +5 .77 +8 .30 +4 .39 � +4 .46 +7 .63

ProtoNet

- 48.17± 0.60 59.06± 0.61 63.91± 0.56 86.67± 0.51 32.58± 0.51 39.85± 0.57 42.06± 0.58 65.88± 0.79

LFT 48.53± 0.57 59.55± 0.58 57.59± 0.58 81.90± 0.57 33.21± 0.54 38.77± 0.56 41.55± 0.59 59.71± 0.71

M
2
L 50.99± 0.52 62.02± 0.59 63.71± 0.57 86.27± 0.55 33.29± 0.54 40.51± 0.69 43.23± 0.59 65.66± 0.80

+2 .82 +2 .96 � � +0 .71 +0 .66 +1 .17 �

GNN

- 47.33± 0.66 60.59± 0.69 66.25± 0.67 88.91± 0.52 33.31± 0.58 41.40± 0.67 44.77± 0.68 71.69± 0.87

LFT 47.78± 0.68 61.65± 0.72 62.88± 0.68 89.20± 0.55 34.01± 0.61 42.66± 0.71 44.22± 0.71 71.76± 0.87

M
2
L 49.64± 0.42 65.06± 0.62 67.63± 0.68 89.77± 0.51 34.44± 0.74 43.94± 0.48 45.32± 0.67 72.04± 0.44

+2 .31 +4 .47 +1 .38 +0 .86 +1 .13 +2 .54 +0 .55 +0 .35

MAML - 37.63± 0.51 42.92± 0.80 47.88± 0.72 74.83± 1.00 30.71± 0.43 35.97± 0.58 36.95± 0.66 49.71± 0.57

ProtoMAML - 50.87± 0.44 62.97± 0.61 63.47± 0.34 87.34± 0.46 34.64± 0.19 42.11± 0.66 42.98± 0.40 72.53± 0.99

The loss Ldom

Tnew
(fw) in Eq. (5.13) is the same as the one in Eq. (5.10) except that the number of

domains is Nd + 1 instead of Nd. We make predictions on the queries with the adapted feature

extractor fwnew .

5.5 Experiments

We evaluate metric-based M2L for cross-domain few-shot classification on 9 fine-grained datasets

of different domains. To provide an extensive evaluation, we conduct experiments under two

settings: (1) Following the leave-one-out setting in [104], we select a domain from multiple

domains as the test domain and use the rest for training M2L. (2) We train M2L over a set of

domains and test on another set of domains. All the reported results can be reproduced.
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5.5.1 Datasets and Setup

Datasets. For the leave-one-out setting, we conduct experiments on four fine-grained datasets:

Cars [59], CUB-200-2011 [113], Fungi [97], VGG Flower [82]. We pick one dataset as the test

domain and the rest three datasets are used as training domains. We use the miniImagenet

dataset, which contains images of quite diverse classes, for pretraining and validation, following

[104]. For the second setting, we use all these four datasets as training domains to train M2L

and test on another five new datasets including Vegetable [51], Pets [85], Food [62], Butterfly

[15] and Plantae [105].

Baselines. We compare with popular baseline models including ProtoNet [100], GNN [37],

RelationNet [102], MatchingNet [108], MAML [30] and ProtoMAML [103]. We instantiate our

method M2L and a recent method LFT [104] with the first four metric-based methods. The

performance of the baselines, LFT and our M2L are compared. The baselines are implemented

with a standard ResNet-10 backbone [49] and trained by mixing up all the training datasets as

a whole.

Implementation Details. Following [104], to improve the convergence rate, we use

a pre-trained feature extractor trained over miniImagenet in a supervised learning manner,

which is directly downloaded from [104]. For fairness, all compared methods use the same

pre-trained model and are trained with same implementation details. Adam is used as the

optimizer with a fixed learning rate � = 10�3, and 200 epoches are trained in total. For a

5-way 5-shot task, 5 classes are randomly selected from the training domain, and 5 supports

and 16 queries are randomly sampled per category, following the practice in [16] and [104].

During meta test, the test performance is measured over 1000 tasks. For efficiency, we use a

first-order approximation for second-order derivatives as in [30]. We set the step size as ↵ = 0.1

and the number of inner-domain update steps as 5.

5.5.2 Comparison with State-of-the-Art

For the leave-one-out setting, the results are shown in Table 5.2. We can make the following

observations. (1) For both 5-way 5-shot tasks and 5-way 1-shot tasks, M2L consistently and

significantly outperforms the baseline models in most cases, which verifies the effectiveness
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Figure 5.3: The performance gaps between (a) M2L and baselines with outer-domain training
in meta test, i.e., AccM

2
L�AccBaseline-Adapt; (b) M2L without outer-domain training in meta test

and baselines, i.e., AccM
2
L-NoAdapt�AccBaseline; and (c) M2L and v-M2L, i.e., AccM

2
L�Accv-M

2
L.

Top: 5-way 5-shot. Bottom: 5-way 1-shot.

of M2L. (2) M2L outperforms LFT in every case and with a considerable margin in many

cases. Overall, LFT does not have a clear advantage over the baseline models (worse than

them in some cases), which shows that the global feature-wise transformation used by LFT

fails to capture the domain-specific features for fine-grained classification. By contrast, M2L

with the devised outer-domain training mechanism can efficiently adapt to individual domains

to extract domain-specific features. (3) Although both M2L and MAML update the feature

extractor in the outer-loop of training, M2L outperforms MAML by a wide margin. The results

verify that domain-level training plays a crucial role in cross-domain few-shot classification.

(4) ProtoMAML achieves competitive performance in the cross-domain few-shot classification

tasks by combining the complementary strengths of ProtoNet and MAML. However, M2L still

shows superior performance under 7 cases and is comparable to ProtoMAML under 1 case.

The results of the second setting are reported in Table 5.3. Recall that for this setting,

M2L is trained on 4 datasets and tested on another 5 datasets of different domains. Still, M2L

consistently improves upon the metric-based baseline models in most cases and outperforms

LFT in every case. This further confirms that M2L can learn a general feature extractor shared

across the training domains and adapt to different unseen domains for fine-grained few-shot

classification.
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Table 5.3: Cross-domain few-shot classification by training on CUB, Cars, Fungi and Flowers
and testing on other datasets.

5-way 5-shot Plantae Butterfly Pets Food Vegetable

RelationNet

- 51.33± 0.60 70.93± 0.54 52.10± 0.45 44.42± 0.50 68.30± 0.54

LFT 50.86± 0.62 70.38± 0.54 47.56± 0.45 43.20± 0.47 67.76± 0.57

M
2
L 55.44± 0.62 75.97± 0.51 55.73± 0.45 47.42± 0.37 69.95± 0.58

+4.11 +5.04 +3.63 +3.00 +1.65

MatchingNet

- 54.94± 0.58 71.74± 0.54 56.40± 0.49 43.28± 0.50 70.63± 0.57

LFT 52.31± 0.58 70.94± 0.54 54.71± 0.48 44.87± 0.50 68.84± 0.54

M
2
L 58.85± 0.56 78.94± 0.31 55.87± 0.46 47.42± 0.37 71.09± 0.53

+3.91 +7.20 � +4.14 +0.46

ProtoNet

- 59.30± 0.67 79.05± 0.47 67.60± 0.44 54.00± 0.53 74.04± 0.53

LFT 55.50± 0.57 75.43± 0.51 65.80± 0.46 52.02± 0.51 71.65± 0.52

M
2
L 60.47± 0.60 78.64± 0.45 67.15± 0.45 54.13± 0.41 75.27± 0.52

+1.17 � � +0.13 +1.23

GNN

- 61.53± 0.70 86.39± 0.47 67.55± 0.57 52.33± 0.60 79.88± 0.59

LFT 62.09± 0.70 85.31± 0.48 66.91± 0.55 52.25± 0.58 80.26± 0.61

M
2
L 64.48± 0.71 87.22± 0.46 70.25± 0.52 53.80± 0.63 80.62± 0.58

+2.95 +0.83 +2.70 +1.47 +0.74

5.5.3 Ablation Study

To have a closer look over M2L, we conduct the following experiments: (1) To evaluate the

generalization ability of the learned feature extractor of M2L, we directly test the learned

feature extractor of M2L without doing outer-domain training in meta test and compare with

the feature extractors learned by the baselines; (2) To evaluate the effectiveness of the meta

training procedure of M2L, we incorporate the outer-domain training mechanism into the

baseline models and compare them with M2L; (3) To further demonstrate the effectiveness of

the proposed outer-domain training process in M2L, we study a variant of M2L (v-M2L) that

separates all the training domains simultaneously without adapting to individual domains.

(1) AccBaseline vs. AccM2L-NoAdapt. To verify that M2L can learn a domain-shared

feature extractor fw that generalizes better to a novel domain than the baselines, we compare
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AccBaseline and AccM
2
L-NoAdapt. In meta test, we directly test the feature extractors fw learned

by M2L and the baselines without further adaptation. It can be observed in Figure 5.3 (a)

that M2L without adaptation achieves higher test accuracy than the baselines in most cases,

showing that the learned feature extractor has better generalization ability.

(2) AccBaseline-Adapt vs. AccM2L. To demonstrate the effectiveness of the meta training

procedure of M2L, i.e., outer-domain training and second-order learning, in meta test, we adapt

the learned feature extractors of the baselines to a new domain with the proposed outer-domain

training mechanism and compare them with M2L. As shown in Fig. 5.3 (b), AccBaseline-Adapt

is significantly lower than AccM
2
L in every case, which confirms the effectiveness of the meta

training procedure of M2L.

(3) M
2
L vs. v-M

2
L. To explore the effectiveness of the devised outer-domain training

process in M2L, we compare it with v-M2L. Particularly, v-M2L learns a global feature extractor

fwu to discriminate all domains instead of a specific fwi for each domain Domi. As such, all the

few-shot classification tasks of each training domain are performed in the embedding space of

fwu . The update rules for the feature extractor fwu and the model parameters w are as follows:

wu =w � ↵rw

NdX

i=1

L
dom

Ti
(fw(X

tr

Ti
), {Pi

w}
Nd
i=1;w),

w =w � �rwu

NdX

i=1

L
task

Ti
(Ŷts

Ti
,Y

ts

Ti
;wu) ·rwwu.

After training, v-M2L can adapt the feature extractor fwu to a new test domain similarly as in

M2L. It can be observed in Figure 5.3 (c) that M2L significantly and consistently outperforms

v-M2L in most cases, demonstrating the advantage of the devised outer-domain training process

of M2L.

5.6 Related Work

Domain adaptation and generalization. Domain generalization and domain adaptation

aim to solve domain shift where the training (source) domain and the test (target) domain

have a discrepancy. Depending on whether the target domain is accessible in training, we
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Table 5.4: Comparison of domain adaptation/generalization, few-shot learning, and cross-
domain few-shot learning. Note that the label spaces of tasks in training and testing are the
same in domain adaptation/generalization but different in (cross-domain) few-shot learning.

Domain Shift Different Label Space Few Training Samples

Domain Adapt. / Gen. X ⇥ ⇥

Few-Shot Learning ⇥ X X

Cross-Domain FSL X X X

have domain adaptation [83, 70, 72, 71, 83, 40] and domain generalization [76, 9, 114, 65, 38,

76]. The target domain is accessible for domain adaptation, but not accessible for domain

generalization. Although the target domain and the source domain have a domain shift in

domain adaptation/generalization, the label space, i.e., the tasks used in training and testing

are the same. For example, the task is to classify cats and dogs, and we may train on the front

views of cats and dogs but test on the profiles of cats and dogs.

Cross-domain few-shot learning. Cross-domain few-shot learning [16, 103, 47, 104, 46,

101, 120, 116, 94] is undoubtedly a more general yet challenging problem than within-domain

few-shot learning, since both the domains and the label spaces are different for training and

testing. For instance, a base-learner may be trained to recognize animals but tested on plants.

To our knowledge, the first work to consider cross-domain few-shot learning is [16], which

proposed to train a base-learner on the miniImagenet dataset and test it on the CUB dataset

to evaluate the generalization ability of meta-learning algorithms. Recently, several works

[103, 47, 104] independently studied cross-domain few-shot classification under the leave-one-out

setting, i.e., leaving one dataset out for testing and using the rest for training. Moreover, several

meta-datasets [103, 47] were introduced to standardize research of meta-learning across different

domains. Very recently, [104] proposed a learnable feature-wise transformation to improve the

generalization ability of a feature extractor with conditional batch normalization [18].

The key differences of the above three learning paradigms are summarized in Table 5.4.
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6

Conclusions and Future Work

6.1 Conclusions

In this thesis, we have presented new insights into meta-learning, both theoretical and practical

ones and proposed new state-of-the-art meta-algorithms based on the deeper insights. To start

with, we presented new theoretical results on the stability and generalization of modern meta-

learning algorithms with the support/query (S/Q) episodic training strategy. In addition, we

have provided a comparison to the proposed leave-one-out training strategy for meta-learning.

Our analysis provides a generalization guarantee for empirically successful modern meta-

learning algorithms with S/Q episodic training, which is particularly meaningful in the few-shot

learning paradigm. Apart from the general theoretical analysis of the modern meta-training

strategy, we also pointed out that the optimization procedure of the existing meta-training

paradigm highly relies on the differentiable analytical expression of the task-specific parameters

w.r.t. the model parameters. Such dependency results in limited choices of the inner-task

algorithms and limited expressiveness of the meta-algorithms. To remove such restrictions, we

have proposed an adaptation-agnostic meta-training strategy for few-shot classification. Such

strategy naturally leads to a flexible and efficient ensemble framework A2E which is general

enough to combine any inner-task algorithm with a differentiable loss function. Empirical

evidence shows that A2E can generalize well in different few-shot classification scenarios.

Further, we focus on the metric-based meta-learning which shows high generalization
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ability and excellent performance over the few-shot classification problems. We proposed a

generic variational metric scaling framework for metric-based meta-algorithms, under which

three efficient end-to-end methods were developed. To learn a better embedding space to fit

data distribution, we have considered the influence of metric scaling on the embedding space

by taking into account data-dependent and task-dependent information progressively. Our

methods are lightweight and can be easily plugged into existing metric-based meta-algorithms

to improve their performance.

To solve a more challenging problem, i.e., cross-domain few-shot classification, we have

presented a domain-oriented meta-learning framework called DOM which is simple, effective

and flexible. It can employ any metric-based meta-learning method for within-domain few-shot

classification while improving their generalization across domains via an interleaved gradient-

based training. In our experiments on difficult cross-domain fine-grained few-shot classification

tasks, consistent and considerable improvements of DOM over state-of-the-art meta-learning

algorithms have been observed, which demonstrate the effectiveness of DOM.

6.2 Future Work

In the future, I will continue focusing on meta-learning including to provide deeper theoretical

understanding of meta-learning, to design better meta-algorithms and to apply meta-learning

methods to solve real-life challenges.

In Chapter 2, we have proposed a generalization bound of O(n) for meta-learning with

episodic support/query training strategy. This theoretical result, independent from the inner-

task training sample size, indicates that the generalization gap converges despite of a small

m. However, there still exists some limitations of such result since it is an upper bound

of the generalization gap. An upper bound independent from m cannot demonstrate the

generalization bound independent from m. There might exist more tighter generalization

bounds, for instance, O(1/
p
n+ 1/(n ⇤m)). In the future, I will derive tighter generalization

bounds for providing deeper understanding of the generalization ability of meta-learning.

Besides, apart from the standard meta-learning, context-based meta-learning attracts a lot

attention recently, especially in reinforcement learning [90]. In comparison with standard
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meta-learning which captures the task-specific information by adapting model parameters,

context meta-learning learns a shared predictor but captures the task-specific information by

adapting input context vector. There lacks study of the theoretical property of context-based

meta-learning, for instance, generalization ability [13] and model capacity [31]. In the future,

I will focus on theoretically understanding context-based meta-learning and analyzing the

differences between the context-based and standard meta-learning.

Based on the theoretical insights of meta-learning, we will focus on designing new training

paradigms or meta-learning frameworks. Particularly, I will focus on more challenging and

realistic scenarios. For instance, incremental few-shot classification under which the model

is not only required to distinguish new categories but also should not forget the base classes

during meta-training. This is a very challenging problem due to the inherent catastrophic

forgetting question of deep neural network [57]. And I will also focus on another realistic and

challenging imbalanced multi-task scenario where the training sample size of each task is very

imbalanced. Most multi-task or meta-learning questions suffer from this problem, for instance,

in low-resource machine translation, corpus is sufficient in English or Chinese but limited in

Bulgarian. Moreover, I will try to apply meta-learning in various application scenarios, such as

the aforementioned low-resource machine translation and reinforcement learning. It is widely

known that reinforcement learning suffers from sample inefficient and sparse reward problems.

How to make an agent adapt fast to a new environment is a crucial and hard problem. Applying

meta learning to solve this problem is natural [15, 24].

To sum up, meta-learning aims to extract and transfer knowledge from prior experiences to

adapt fast to a new environment. Such ability is worth exploring which can help us get closer

to a general-purpose AI system.
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Appendix A

Appendix

A.1 Proof of Theorem 2

Lemma 1 (McDiarmid). Let S and S(i)
defined as above, F : (Zm+q)n ! R be any measurable

function for which there exists constant ci(i = 1, . . . , n) such that,

sup
S2(Zm+q)n,S0

i2Z
m+q

|F (S)� F (S(i))|  ci, (A.1)

then

PS[F (S)� ES[F (S)] � ✏]  e
�2✏2/

Pn
i=1 c

2
i . (A.2)

Given Lemma 1, we can upper bound the outer-task gap for S/Q training.

Theorem 2. For any task distribution ⌧ and meta-sample S with n tasks, if a meta-algorithm

A has uniform stability � w.r.t. a loss function l bounded by M , then the following statement

holds with probability of at least 1� � for any � 2 (0, 1):

R(A(S), ⌧)  R̂(A(S),S) + ✏(n, �), (A.3)

where ✏ = 2� + (4n� +M)
q

ln(1/�)
2n .

Proof. Let F (S) = R(A(S), ⌧) � R̂(A(S),S) and F (S(i)) = R(A(S(i)), ⌧) � R̂(A(S(i)),S(i)).

We have

|F (S)� F (S(i))|  |R(A(S), ⌧)�R(A(S(i)), ⌧)|+ |R̂(A(S),S)� R̂(A(S(i)),S(i))|. (A.4)
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The first term in (A.4) can be written as

|R(A(S), ⌧)�R(A(S(i)), ⌧)|  |R(A(S), ⌧)�R(A(S\i), ⌧)|+ |R(A(S(i)
, ⌧)�R(A(S\i), ⌧)|.

We can upper bound the first term in (A.4) by studying the variation when a sample set Si of

training task Di is deleted,

|R(A(S), ⌧)�R(A(S\i), ⌧)|

ED⇠⌧EStr⇠DmESts⇠Dq |L̂(A(S)(Str), Sts)� L̂(A(S\i)(Str), Sts)|

 sup
D⇠⌧,Str⇠Dm,Sts⇠Dq

|L̂(A(S)(Str), Sts)� L̂(A(S\i)(Str), Sts)|  �.

Similarly, we have |R(A(S(i)), ⌧) � R(A(S\i), ⌧)|  �. So the first term in (A.4) is upper

bounded by 2�. The second factor in (A.4) can be guaranteed likewise as follows,

|R̂(A(S),S)� R̂(A(S(i)),S(i))|


1

n

X

l 6=i

|L̂(A(S)(Str
l ), S

ts
l )� L̂(A(S(i))(Str

l ), S
ts
l )|

+
1

n
|L̂(A(S)(Str

i ), S
ts
i )� L̂(A(S(i))(S 0tr

i ), S 0ts
i )|

2� +
M

n
. (A.5)

Hence, |F (S)� F (S(i))| satisfies the condition of Lemma 1 with ci = 4� + M
n . It remains to

bound ES[F (S)] = ES[R(A(S), ⌧)]� ES[R̂(A(S),S)]. The first term can be written as follows,

ES[R(A(S), ⌧)] = ES,S0tr
i ,S0ts

i
L̂(A(S)(S 0tr

i ), S 0ts
i ).

Similarly, the second term is,

ES[R̂(A(S),S)] =ES[
1

n

nX

i=1

L̂(A(S)(Str
i ), S

ts
i )]

=ES[L̂(A(S)(Str
i ), S

ts
i )]

=ES,S0tr
i ,S0ts

i
[L̂(A(S(i))(S 0tr

i ), S 0ts
i )].

Hence, ES[F (S)] is upper bounded by 2�,

ES[R(A(S), ⌧)]� ES[R̂(A(S),S)]

=ES,S0tr
i ,S0ts

i
[L̂(A(S)(S 0tr

i ), S 0ts
i )� L̂(A(S(i))(S 0tr

i ), S 0ts
i )]  2�. (A.6)
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Plugging the inequality (A.6) in Lemma 1, we obtain

PS[R(A(S), ⌧)� R̂(A(S),S) � 2� + ✏]  e
�2✏2/

Pn
i=1(4�+

M
n )2

. (A.7)

Finally, setting the right side of (A.7) to �, the following result holds with probability of 1� �,

R(A(S), ⌧)  R̂(A(S),S) + 2� + (4n� +M)

r
ln(1/�)

2n
.

A.2 Proof of Theorem 3

For simplicity, we denote the training error of each task by f(w, S). The following Lemma 2

and Lemma 3 are proposed in [48] to prove Theorem 3.

Lemma 2 ([48]). Denote by Gf,⇣ the gradient update rule with a loss function f and step size

⇣. If f is ↵-smooth, then Gf,⇣ is (1 + ↵⇣)-expansive, i.e., 8v, w 2 W , kG(v)�G(w)k  (1 +

↵⇣)kv�wk. If f is ⌘-Lipschitz continuous, then Gf,⇣ is (⇣⌘)-bounded, i.e., kv�Gf,⇣(v)k  ⇣⌘.

Based on Lemma 2, the following Lemma 3 states that given two arbitrary sequences of

updates: G1, . . . , GT and G1, . . . , G
0

T , if they have the same initialization: w0 = w
0

0, the gap

between their outputs at each step t: �t = kwt � w
0

tk can be bounded.

Lemma 3 ([48]). Fix any arbitrary sequences of updates G1, . . . , GT and G
0

1, . . . , G
0

T . Let wt

and w
0

t be the outputs of the step t and define �t = kwt � w
0

tk. Assume w0 = w
0

0, we have

�t+1 

8
>>><

>>>:

(1 + ↵⇣)�t Gt = G
0

t is (1 + ↵⇣)-expansive

�t + 2⇣⌘ Gt and G
0

t are ⇣⌘-bounded,

Gt is (1 + ↵⇣)-expansive

With Lemma 3, we can obtain the upper bound of �.

Theorem 3. Assume that the loss function l is ↵-smooth, ⌘-Lipschitz continuous w.r.t. input

and bounded by M > 0. Suppose that a meta-algorithm A is implemented by a SGM after T

steps with step size ⇣t  c/t, where c is a constant and t < T , then A has randomized uniform

stability

� 
1 + 1/↵c

n� 1
(
M

2c⌘2
)↵c+1

T
↵c

↵c+1 . (A.8)
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Proof. Let S and S\i be a meta-sample and the leave-one-out meta-sample. Denote by

G1, . . . , GT and G
0

1, . . . , G
0

T two arbitrary sequences of updates induced by implementing SGM

on S and S\i respectively. Let wt and w
0

t be the outputs of Gt and G
0

t, where t 2 {1, . . . , T}.

Let �t = kwt � w
0

tk.

Denote by I 2 {1, 2, . . . , n} the step index that the meta-algorithm A selects the deleted

training set Si for the first time. For any t0 2 {1, . . . , n}, if t0 < I, we have EA[Gt0 ] = EA[G0

t0 ]

and EA[�t0 ] = 0. As Sit is uniformly and randomly selected from the meta-sample, the

probability P(�t0 6= 0) = P(I < t0) =
t0
n . And since f(w, S) is ⌘-Lipschitz continuous, we can

obtain

EA[|f(wT , S)� f(w0

T , S)|]

=P(�t0 6= 0)EA[|f(wT , S)� f(w0

T , S)||�t0 6= 0] + P(�t0 = 0)EA[|f(wT , S)� f(w0

T , S)||�t0 = 0]


t0

n
M + ⌘EA[�T |�t0 = 0] (A.9)

where M is the upper bound of the loss function.

Based on the fact S\i
⇢ S and S \ S\i = Si, it can be inferred that SGM selects Si with

probability 1
n and other meta samples with probability 1 �

1
n . Therefore, with probability

1� 1
n , we have EA[Gt] = EA[G0

t]. According to Lemma 3, we get EA[�t+1]  (1 + ↵⇣t)EA[�t].

Similarly, with probability 1
n , we have EA[�t+1]  EA[�t] + 2⇣t⌘. We conclude

EA[�t+1|�t0 = 0]  (1�
1

n
)(1 + ↵⇣t)EA[�t|�t0 = 0] +

1

n
EA[�t|�t0 = 0] +

2⇣t⌘

n
. (A.10)

Following the way of manipulating (A.10) proposed in [48], we get

EA[|f(wT , S)� f(w0

T , S)|] 
t0M

n
+

2⌘2

↵(n� 1)
(
T

t0
)↵c. (A.11)

Eventually, we can get the upper bound of � (A.8), through minimizing the right-hand side of

inequality (A.11) w.r.t. t0 approximately (consider n ⇡ n� 1).

A.3 Leave-One-Out Training

A.3.1 Meta-Algorithms with LOO Episodic Training

As shown in Eq. (2.6), the generalization bound of meta-algorithms with LOO training relies

on both the stability of meta-algorithms � and the stability of the inner-task algorithm �̃.
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Note that the stability is algorithm-dependent. We have studied � by considering the specific

training strategy of meta-algorithms, but the parameter �̃ relies on the specific inner-task

algorithm. Hence, there exists no general �̃ for generic meta-algorithms. If the inner-task

algorithm is stable, �̃ should depend on the sample size m and converges to 0 as m ! 1. Here,

take the prototypical networks as an example, whose inner-task algorithm is a metric-based

classification algorithm, we show that its stability parameter �̃  O(1/m) as follows.

Stability of Inner-Task Algorithm. If the loss function l(w, z) is convex, the stability parameter

�̃ can be derived straightforwardly [98]. However, for non-convex loss functions such as the

cross-entropy loss used in [100], there is no known general result of the stability parameter,

to our best knowledge. In this section, we derive the stability �̃ for the cross-entropy loss of

prototypical networks.

Prototypical networks find the prototype (mean vector) of each class first and then classifying

the query into the nearest prototype’s class in the embedding space. The loss function of

prototypical networks is defined as

l(w, z) = � log
e
�d(�w(x),cy)

PK
k=1 e

�d(�w(x),ck)
, (A.12)

where z = (x, y) is a query. The prototype of class k is denoted by ck = 1
N

P
yi=k �w(xi),

which is the mean vector of the embedded support samples belonging to class k. Note that

cy =
1

N�1

P
yi=y �w(xi) for LOO loss.

In practice, we randomly select K classes and N samples in each class as the support set

S
tr
i of a training task Di for K-way N -shot learning. However, the data generating process

(i.i.d.) cannot guarantee that the support set exactly contains K classes and N samples per

class. Hence, we study the hypothesis stability (Definition 6) w.r.t. the expectation of the

training set S
tr.

Definition 6 (Hypothesis stability [10]). An algorithm A has hypothesis stability �̃ w.r.t.

the loss function l if the following holds 8j 2 {1, . . . ,m}:

EStr⇠Dm,z⇠D[|l(A(S
tr), z)� l(A(Str\j), z)|]  �̃.
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Based on the definition, the following gives the derivation of the stability parameter �̃.

Lemma 4. Given a metric d(�w(x),�w(x0)) bounded by B, the inner-task algorithm of proto-

typical networks with loss function l(w, z) in (A.12) has the uniform stability �̃  O(1/m).

Proof. Based on Definition 6, to obtain the hypothesis stability �̃, we upper bound the

expectation of the variation |l(A(Str), z) � l(A(Str\j), z)| when deleting 8j 2 {1, 2, . . . ,m}

w.r.t. S
tr

⇠ D
m and z ⇠ D. Given 8j 2 {1, 2, . . . ,m}, denote the class yj of zj as Cyj .

Considering two cases: (1) the query z /2 Cyj and (2) the query z 2 Cyj .

Case 1: The variation can be written as | log
PK

k=1 e
�d(�w(x),ck)�log(

PK
k=1,k 6=yj

e
�d(�w(x),ck)+

e
�d(�w(x),c

\j
yj ))|(?) where c\jyj is the prototype of the class Cyj deleted zj. Denote the bigger

term in (?) as log a and the smaller one as log b. Then (?) can be represented as log a
b =

log(1 + a�b
b ) 

a�b
b 

a�b
Ke�B . Using the fact that e

�x is 1-Lipschitz continuous, we have

a� b  |d(�w(x), cyj )� d(�w(x), c
\j
yj )|. The training set Str is i.i.d. sampled from D

m, assume

that the size of the support samples belonging to Cyj is . Then we know cyj =
1


P
yl=yj

xj

and c\jyj = 1
�1

P
yl=yj ,l 6=j xj, so the prototype cyj can be seen as a weighted average cyj =

1
(xj + (� 1)c\jyj). To obtain the upper bound, we consider the worst case under which the

deleted sample xj deviates from c\jyj most. There are two sub-cases: (1) d(�w(x),�w(xj)) = 0,

d(�(x), c\jyj ) = B and (2) d(�w(x),�w(xj)) = B, d(�(x), c\jyj ) = 0. For both sub-cases, the upper

bound of the distance gap a� b is B
 and the variation (?) is upper bounded by B

Ke�B .

Case 2: Similarly with Case 1, the upper bound of the variation is B
 + B

Ke�B .

Using the fact that the query z is i.i.d. sampled from D, the probabilities of Case 1, Case 2

are K�1
K and 1

K . Then we obtain Ez[|l(A(Str), z)� l(A(Str\j), z)|]  (1 + B+BeB

K )B .

For the expectation w.r.t. the support set S
tr which is also i.i.d. sampled from D

m. The

size of class Cyj follows a multinomial distribution  ⇠ B(m,
1
K ). The expectation of 1

+1

can be computed as E( 1
+1) =

Pm
l=0

1
l+1

�
m
l

�
(p)l(1� p)n�l = 1

(m+1)p

Pm
l=0

�
m+1
l+1

�
p
l+1(1� p)m�l =

1�(1�p)m+1

(m+1)p where p = 1
K . Obviously, we have E( 1)  E( 2

+1), so we get the hypothesis

stability parameter �̃ = 2B(K + B + Be
B)1�((K�1)/K)m+1)

m+1 . Omitting the constants B and K,
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((K � 1)/K)m+1
! 0 as m ! 1. Therefore, we obtain the upper bound of O(1/m) for the

hypothesis stability �̃.

Based on the above results, we obtain Theorem 5.

Theorem 5 (Generalization bound of prototypical networks with the LOO training). Suppose

that a mapping �w(x) is Lipschitz continuous and smooth w.r.t. x, the metric d(�w(x),�w(x0))

is bounded s.t. the LOO loss function is bounded by M and a meta-algorithm A is implemented

by episode. For any task distribution ⌧ and meta-sample S consisting of n tasks and m support

samples per task, the following holds with probability of at least 1� �, 8� 2 (0, 1):

EA[R(A(S), ⌧)]  EA[R̂loo(A(S),S)] + 2� + (4n� +M)

r
ln(1/�)

2n
+ �̃, (A.13)

where �  O(1/n) and �̃  O(1/m).

Theorem 5 shows the generalization gap converges to 0 as n ! 1 and m ! 1. With

LOO training, the increase of training samples in each task can also improve generalization.

However, in few-shot learning, m is typically very small, so the generalization bound cannot

converge as n grows and hence is less meaningful in this scenario.
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