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Abstract

Existing communication systems are getting more intricate and a morass to
manage which is galvanized by ever-increasing network capacity demand, device
density, and the data traffic. Network operators in the United States alone de-
plete over USD 15 billion yearly to handle cellular outages, incurring escalated
operational expenditure (OPEX) as a result. Furthermore, congestion in a cell
degrades subscriber quality-of-experience and quality-of-service which results in
an increased churn rate and subsequently reduced operator’s revenue. Besides
the management aspect, the security of the cellular network is paramount to pre-
vent cyber-attacks against its infrastructure not just for its primary subscribers
but also for the fact that the networks can be exploited as a proxy to attack
the connected cyber-physical systems (CPSs). To unlock the full extent of 6G
networks, artificial intelligence (Al)-empowerment has paramount potential for
efficient network management and preventing cyber-attacks against their infras-
tructure.

Based on this backdrop, this thesis applies Al techniques to achieve a primary
objective of an efficient, scalable, and timely detection of outages and the situ-
ation leading towards congestion in a cell under the context of cellular network
management. It also aims to achieve a secondary objective of detecting various
cyber-attacks towards the availability of cellular network services in the context
of cyber-security of cellular infrastructure and CPSs. Cell outages, situation lead-

ing towards congestion in a cell, and cyber-attacks are treated as anomalies in

vil



this work and various machine learning (subset of AI) models and data analytic
tools are utilized to detect them by leveraging real subscriber data based on call

detail records (CDRs) extracted from a 4G LTE-A network.
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Chapter 1

Introduction

1.1 Anomalies in Cellular Networks

6G cellular system is anticipated to realize advanced Internet of everything
(IoE) services applied for extended reality, flying vehicles, haptics, and various
other application domains [4]. Such services will enable communication between
billions of machines and humans. A study by Cisco [5] forecasts the global TP
networks-connected device population to exceed thrice the global human popu-
lation by 2023 with 14.7 billion machine-to-machine (M2M) connections—50%
of the global connected devices and connections. This imply a boost in network
density and consequently, an upsurge in node failures leading towards outages [6].
An outage occurs due to the malfunctioned soft or physical elements of the net-
work entities and depending on the severity, a base station either halts services
(full outage) or performs sub-optimally (partial outage).

In addition to outages, congestion can transpire at an abruptly high traffic
scenario (such as, ongoing match in a stadium, congregation, road traffic con-
gestion, etc.) when the allocable resources are inadequate to cater the demand
and if necessary efforts are delayed [7,8]. Such necessary efforts may involve:

earmarking extra resources to the ROI [7], unloading traffic to the neighboring

1



1. Introduction

cells [9], and dynamic billing in QoS-enabled cellular networks [10]. This leads
to a poor network performance reflected by hefty connection breakdowns and
timeouts, and affecting a multitude of customers, which may increase churn rate
and hamper the revenue.

Besides the outages and congestion, cyber-security in future networks is of
prime importance due to the fact that cyber-physical systems (CPSs)—employed
in the vertical industries and critical infrastructures—will depend on the cellular
infrastructure for their functionality. A CPS is a large, complex, and networked
mixture of sensors, actuators, and computing nodes that monitor and control
physical processes [11,12]. Due to its highly intricate and heterogeneous na-
ture, contributed by both cyber and physical aspects, it has many general and
application-specific vulnerabilities that can be exploited by an attacker to per-
form mischievous acts [11, Sec. IV, V]. Once compromised, cellular networks can
be exploited as powerful attack vectors against CPSs. CPS innovations applied
in the vertical industries will potentially account for more than USD 82 trillion
in economic activity by 2025 and sabotaging a CPS will equate to a significant
bump on an economy [13]. Hence, strong measures should be taken such that the
cellular network cannot be exploited as proxy to attack CPSs.

Anomaly is an eccentric demeanor and is defined contextually [14]. For ex-
ample, to execute network optimization, Wang et al. [15] specified city scene
(highway, tourist area, railway station, etc.) as an anomaly having a peculiar key
performance indicators (KPIs) and traits. Karatepe et al. [16] identified location-
based anomalies pertaining to the users (commuting from one city to another)
who have an abnormal movement behavior, to ameliorate system’s consistency.
A substantial deviation in user quality-of-experience (QoE) from the expected
QoE is described as an anomaly in [17], and it is used for network optimization.

In the backdrop of cellular network management, cell outages and congestion

are treated as anomalies in this work because they have an abnormal imprint



1. Introduction

on subscriber-level activities or traffic of a base station—abnormally high user
activity corresponds to a scenario leading towards congestion while an unusually
low user activity reflects an outage [3]. Similarly, in cyber-security’s context,
we consider various attacks (discussed thoroughly in Section 2.2) against cellular
networks as anomalies because of the similar reason that they reflect peculiarly

on the traffic of a base station.

1.2 Artificial Intelligence and Data Analytics for

Anomaly Detection

Due to the proliferating success and transformational effect of artificial in-
telligence (AI) techniques in various fields, Al has recently gained momentum
and popularity among wireless communication researchers from academia and
industry alike. Clamor regarding Al-utilization in cellular networks is evident as
various standardization bodies, MNOs, and network vendors have initiated ef-
forts and established alliances towards leveraging the technology [18]. Since cel-
lular networks are evolving into extremely complex and heterogeneous systems,
AT is one of the sought after technologies for smooth management of network
operations, optimization, and resource orchestration to execute 6G-enabled ser-
vices [19]. 5G networks adopted a conservative approach towards incorporating
Al-technologies for anomaly detection [20]; however, Al for anomaly detection is
anticipated to play a substantial part in the 6G (or later stages of 5G) networks
as Al has more room to grow in the 6G/post-5G era [21].

Big Data [22] (explained in detail in Ch. 2) is similar for AI algorithms as
the fuel for a combustion engine. They are spawned at various levels of a mobile
communication system including the cell, core network (CN), and subscriber lev-

els (depicted in Figure 1.1). Big Data analytics through sophisticated machine

3



1. Introduction

< Sources of Big Data in Cellular Networks >

Subscriber-level Cell-level Core network level Additional sources
Data ‘ eNB layer-2 measurement - - App based data
Subscriber specific
Integrity KPIs - Preamble per cell - Smartphone sensors
- Throughput, delay - PRB usage per cell - Call data records (CDR) baseq data (i.e., sound,
- Data streaming quality - Received random - XDR (extended data BPS, video, accelerometer,
Retainability KPIs access records) capturing the magnetic compus)
- Session drop rate - Number of active users detail recharging or = SOC.I?| media
- Application throughput per cell transaction information - Mobility status
- IP throughput such as song purchase etc. ° Indoor/outc.ioor statgs
Accessibility KPIs Radolcasiamants - Contextual information
- IP traffic flow time, location, week, day,
- Service setup time - MDT reports Network specific weather, year
- Data session success rate - Received interference - Accounting: resource
power e )
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Figure 1.1: Sources of Big Data in Cellular networks [1, Fig. 3].

learning (ML) techniques is projected to be the core breakthrough and an essen-
tial component of 6G system which will enable smart network management and
optimization [23]. We can exploit the mammoth (big) data for various analytics:

Predictive, diagnostic, and prescriptive [24].

1. Predictive analytics assist in forecasting future events like traffic demand,

content popularity, resource handiness, etc. by utilizing historical data.

2. Diagnostic analytics empower the network to intelligently identify network
outages and performance degradations, determine the root causes, and com-
pensate the affected areas until their restoration—these actions evolve into

the functionalities of a self-healing network [8].

3. Prescriptive analytics capitalize on predictions to recommend decisions for

solving various problems, e.g., based on the traffic predictions we can design
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a more robust and proactive congestion detection system to pre-allocate

resources for a region of interest (ROI) where congestion is expected [25].

In this thesis, we present applications of various Al-based techniques for

anomaly detection using different data analytic approaches.

1.3 Motivation and the Rising Demand for Anomaly
Detection in Communication Networks

According to industry appraisals, cellular networks deplete almost quarter
of the total revenue on network operations; out of which, a large chunk is ex-
hausted on the management of cell outages [6]. Hence, the operational expen-
ditures (OPEX) of the mobile network operator (MNO) intensifies. Besides the
need to reduce OPEX in cellular networks, industrial Internet of things (IIoT)
networks also crave to reduce OPEX as IIoT asset management (identification,
troubleshooting, and fixing field-reported problems) account for up to 33 % of
the OPEX [26]. Additionally, cellular traffic congestion management is a key
challenge that requires meticulous orchestration of network resources. For an
effective congestion-control system, precise congestion detection is needed. It is
crucial for the QoS-enabled networks offering high QoS-assured services to the
consumers [10]. Outages as well as congestion can negatively impact QoE that
may in turn raise the churn rate; as irritated customers might be inclined to-
wards switching the mobile operator instead of contacting the customer support
center [3].

Towards the security-side, by 2025, CPS advancements pertaining to vertical
markets (transportation, energy, manufacturing, eHealth, etc.) are projected to
add over USD $82 trillion in the economic growth [13]. Researchers have excogi-

tated 5G technology to be disruptive, playing a critical role in supporting CPSs
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with communications and to empower new applications and services in the ver-
ticals where it is employed; [27, Fig. 4] demonstrates 5G system’s architecture
integrated with the vertical industry. As a consequence, vertical infrastructure
will have increased dependence on the cellular infrastructure [28], inferred from
the white papers [29] presented by 5G infrastructure public private partnership
(5G PPP). Industrial applications necessitate the communications infrastructure
to support the following rigid demands: low-latency, densely connected devices,
ultra-reliability, etc., for which 5G is foreseen to be a suitable candidate [27,30].
Indeed, services enabling mission-critical and real-time applications will be sup-
ported by 5G, such as, smart vehicles’ assisted overtaking [28], smart grid’s state
estimation [31], etc. If CPS is sabotaged, it will significantly hamper the eco-
nomic growth; therefore, its and the cellular network’s security has a paramount
importance.

Early detection of anomalies could help reduce OPEX and ultimately improve
user QoE and network’s quality of service (QoS) because of the lesser network
downtime and timely allocation of required additional resources in the ROIs. In
the cybersecurity’s perspective, timely detection of anomalies could prevent a
major dent on critical infrastructure and a compromise on national security. Due
to the above-mentioned reasons, popularity of anomaly detection frameworks

among the industry and academia is rising and have also motivated this research.

1.4 Scope and Objectives of the Study

Anomaly detection has a broad application domain in which each definition
of the anomaly has its own unique flavor depending on the problem in hand [14].
Hence, we will be limiting the scope of our study to mainly outages and congestion
as anomalies that lie under the domain of wireless network management. It will

be the primary objective to detect them in an efficient, scalable, and timely
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manner. Additionally, we will also apply techniques implemented for detecting
the above-mentioned anomalies for detecting various cyber-attacks against the
cellular infrastructure which belong to the cyber-security domain—this makes

our secondary objective.

1.5 Outline of the Thesis

The thesis has been classified into eight chapters. Chapters 3-6 are dedicated
to achieve the primary objective (mentioned in the Section 1.4) while Chapter 7
is gearing towards achieving the secondary objective.

In Chapter 2, preliminary topics are presented before delving into the pro-
posed frameworks in later chapters. The topics mainly include the explanation
about various anomalies considered in this work; a brief description of big data,
data science and machine learning; and the elaboration of datasets utilized for
anomaly detection followed by the details and visualization of the CDR datasets.

In Chapter 3, a semi-supervised machine learning method is presented to
extract actionable knowledge out of the dark data (i.e. CDRs) by analyzing the
spatiotemporal information on hourly basis. The method is essentially model-
based, which assumes the data is distributed according to a Gaussian distribu-
tion and that the normal data instances exist in the high probability area while
abnormal data instances lie in the low probability area of a statistical model. It
generates a normal profile based on the observed pattern of the given data by
fitting the model to the given data and then evaluates unseen test data instances
with respect to how well they fit the model. Instances which differ significantly
from the normal profile are marked as anomalies. The method achieved an overall
detection accuracy of about 92%, about 2% higher than the reported accuracy in
the state-of-the-art literature.

In Chapter 4, the time resolution is shorten from one hour to 10 minutes

7
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for faster detection results and a feed-forward deep neural network (DNN)-based
anomaly detector is applied to improve the detection accuracy. Since feature
engineering is not necessary for deep learning models, Internet activity is inte-
grated in this chapter which was ignored in the previous one. The chapter takes
advantage of Mobile edge computing (MEC) mechanism in which heavy compu-
tational works are split among edge servers (ESs) spread across the network. The
servers are co-located with the base stations and oversee a small group of base
stations. For performance enhancement, the chapter also presents experimen-
tations on various weight initialization, activation functions, regularization, and
optimization techniques. The framework achieved 98.8% detection accuracy—a
notable improvement that surmount the deficiency of the past studies.

In Chapter 5, to expand the computation from detecting anomalies for one
base station at a time to 100 or more and to fully integrate MEC paradigm, a
novel framework is proposed. It preprocesses raw CDRs to create an image-like
volume which is then fed to a deep convolutional neural network (CNN) model.
After the training phase, the framework outputs a multilabeled vector identifying
anomalous cell(s) in the unseen test (image) data. It is fully compatible with
MEC because it is suffice for an edge server to train just one model for the
whole population of base stations that are being monitored instead of training a
different model for each base station (done in the previous chapter). The chapter
presents two CNN models, both having their own pros and cons: the over-the-
shelf residual network model with 50 layers and a customized simple CNN model
with 5 layers. At the end, the chapter presents some additional experimentation
results demonstrating the scalability of our proposed framework. The results
manifest the solution can detect anomalies for 100 cells at a time with up to 96%
overall test accuracy and with about 7 times lesser training time as compared
with the DNN-based model applied for just a single cell anomaly detection.

In Chapter 6, prescriptive analytics is performed to achieve proactive anomaly
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detection. It proposes a modular framework that first employs a convolutional
long short-term memory (ConvLSTM) neural network to forecast the subscriber
traffic in a base station 3-hour in advance and then a feed-forward DNN to detect
anomalies in the predicted data to alert the MNO. The chapter demonstrates
a practical approach on how to integrate both neural networks to achieve the
proactiveness. It also presents extensive results: First, preliminary predictions
of the forecaster (ConvLSTM neural network) are presented for the chosen three
cell IDs which highlights the good, mild, and worst cases. Second, overall predic-
tion results are shown by considering randomly chosen 100 cell IDs with the aim
to show how the ConvLSTM performs on the available (Milan) dataset. Third,
efforts have been made to elaborate the ways from which the prediction accu-
racy can be improved and the corresponding results are presented. The results
demonstrate the effectiveness of utilizing the proactive approach as it yields over
92% anomaly detection accuracy when the overall number of anomalies in the
training set is under 5%.

In Chapter 7, an application of Chapter 5’s methodology in the cyber-
security domain is presented with a setting having CPSs connected to the cellular
network. The chapter proposes a deep CNN-based consolidated framework to
provide an early detection of various network availability-targeted attacks that
execute a collective distributed denial-of-service (DDoS) attack, orchestrated by
numerous malicious devices and controlled by a botmaster. These jeopardized
devices separately execute signaling, silent call, SMS spamming, or a blend of
these attacks aiming Internet, call, SMS, or a mixture of these services, respec-
tively, that can fracture the connected CPSs’ functions. The results demonstrate
that the framework can achieve higher than 91% normal and underattack cell
detection accuracy.

In Chapter 8, concluding remarks and future insights are presented.

Figure 1.2 illustrates progression of our work through the chapters in this
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thesis towards achieving the primary and secondary objectives. It also highlights

machine learning techniques employed in each chapter.
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Chapter 2

Background

2.1 Anomalies Pertaining to Cellular Network

Management

2.1.1 Cell Outages

Cellular outage corresponds to a base station providing abnormal services to
its users and subsequently compromising the user QoE. It precipitates complete
or partial abjection of the base station performance which eventually leads to
customer dissatisfaction and conceivably escalates the churn rate. The major
challenge, also a hazard, is that it occurs placidly and stays undisclosed from the
operation, administration and maintenance (OAM) unit because the bases station
still seems to be functional from the network’s viewpoint [32]. Network failure de-
tection is a tiresome task in conventional monitoring system and is highly reliant
on pre-defined thresholds set for umpteen key performance indicators (KPIs), e.g.
access failures, dropped calls, handovers, etc. [33]. Above all, automatic alarm
triggering is nonfunctional in such scenarios because there is no way to convey
the alarm messages to the network because of the failures explained later in this

subsection [34]. The situation is unfolded when numerous complaints are received
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2. Background

from the clients or through manual drive tests, which require up to a few days to
discover and even more to remedy [35]. A most recent example of a major large-
scale outage is from Rogers (a Canadian telecom provider) [36] during which Call,
SMS, and data services were severely affected because of a recent software update
that negatively impacted an equipment residing the core network and as a con-
sequence, service deteriorations were experienced all across the country. It took
several hours to fix the problem. This in turn escalates OPEX; indeed, MNOs
in United States alone consume over 15 billion USD per annum to cope with the

cell outages [37].

Classification of Outages

Generally, we can segregate the outages into the classes described below [33],

contingent on the extent of the deterioration:

1. Impaired/degenerated cell: hauls traffic lesser than the norm, causing de-
generated performance. As compared to the other classes, the impact of

impaired cell on the services is minimum.

2. Crippled cell: represents a severe case with the traffic capacity intensely

ablated than the normal conditions.

3. Catatonic cell: is the most crucial class which equates to a dead cell. It is

completely paralyzed and is incapable to ferry any traffic.

Causes

Outage occurs due to the following types of failures: logical/physical channel
breakdowns and hardware malfunctions [32]. Example of the former is a sit-
uation when user equipment (UE) is unable to handover to the malfunctioned

cell or establish a new connection. The culprit is the exorbitant burden, failed

14
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random access channel (RACH) procedure, or firmware/software trouble at the
base station. The situation is only valid for the new UEs while the existing
already-connected ones enjoy adequate services. Hence, the sleeping cell even-
tually transforms into the catatonic class after acting as impaired and then the
crippled class [33]. The latter type of failure (hardware malfunctions) arises be-
cause of the bidirectional antenna gain failure that converts a cell into a catatonic
cell—the main reason being the malfunctioned transmit and receive modules at

the base station [38].

Hence, prompt and automatic detection of outage cell is of utmost importance
in the current and upcoming cellular systems so that the remedial actions could
be timely executed. Such actions may include antenna tilt or reference signal
power adjustment in the concerned cell, installment of temporary cell-on-wheels
(COWSs), dispatching unmanned aerial vehicles (UAVs) to cover the outage area,

etc.

2.1.2 Congestion

Congestion can be defined as a situation with heightened traffic but having a
relatively lesser throughput to gratify the users’ thirst, interrupting performance
of the network and ultimately hampering user’s QoE [39]. Sudden hike in the base
station’s traffic can transpire congestion if necessary efforts are delayed [7]. Such
necessary efforts may involve: earmarking extra resources to the ROI [7], unload-
ing traffic to the neighboring cells [9], and dynamic billing in QoS-enabled cellular
networks [10]. An efficient congestion-control procedure necessitates an accurate
congestion exposure and it is crucial for the QoS-enabled networks offering high

QoS-assured services to the consumers [10].
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2.2 Anomalies Related to Cyber-security of the
Cellular Networks in Relation with Cyber-
Physical Systems

Various attacks [40], [41, Table 1] compromising the availability, confidential-
ity, or integrity can be staged against the cellular systems. Denial-of-service (DoS)
attack aims at compromising the network resources’ availability in an area and has
an ability to bulldoze a network: contingent upon various such attacks executed in
scattered and coordinated fashion known as distributed denial-of-service (DDoS)
attack [40,41]. As reported by Verizon [42], year 2017 witnessed DDoS attacks
as the most recurrent cybersecurity occurrences. They can be machinated as a
smoke screen or beachhead for cybersecurity specialists, following which some
other intension(s) (for example, data breach) are to be attained [42,43]: since
DDoS attack cannot just severely harm the mobile wireless system and its legit-
imate subscribers but as a possible side effect, it can also disrupt the connected
CPSs’ operations which greatly depend on the wireless connectivity. Once the
cellular systems are jeopardized, they can be abused as strong attack vectors tar-
geting the CPSs; hence, adequate efforts shall be employed in order for them to
avoid being leveraged as proxy to strike the CPSs.

Besides a zero-day threat!, known vulnerabilities can also be exploited by
the malevolent user(s) in mobile networks to organize a DDoS attack—whose
mitigation is an open issue in 4G cellular system [40]. To stage a collective DDoS
attack, a botmaster (cybercriminal) can leverage a chain of bots called botnet?
and orchestrate various individual attacks for example signaling [44], silent call [2],

and SMS flooding [45] attacks (described in the next subsections) [40, 41, 46].

La vulnerability unknown to the network users, operators, or IT experts; and which is only
discovered when they have been publicly exposed.

2a superimposed network containing heaps of malware-contaminated user devices capable of
receiving instructions from the botmaster and acting on them.
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Figure 2.1: An abridged voice over LTE (VoLTE) call establishment procedure
adopted from [2, Fig. 4].

Malwares can disseminate and be injected into these devices by exploiting email
attachments, SMS, or other channels [41]. We can realize the botnet’s threat

severity from [42, Fig. 17], which illustrates global botnet violations in year 2017.

2.2.1 Silent Call Attack

Silent call attack is initiated by capitalizing on voice over LTE (VoLTE)’s?
elementary design defect in call initialization process, depicted in Figure 2.1. The
process sparks off when the VoLLTE-supported device calls its prey and numerous
messages flow among the caller, callee, gateways, and VoLTE servers. During the
process, recourses are reserved for the call prior to the caller sending a “session
initiation protocol (SIP) Update” message which ultimately allow the callee’s
phone to ring—this is where the malicious caller averts the message dispatch to
skip the ringing. As a consequence and as resources have already been reserved

by the network to execute the call, the calee’s phone is obliged to remain in a

3VOLTE, a voice solution proposed for 4G LTE network
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radio recourse control (RRC) mode that promptly bleeds the battery without the
callee’s awareness [2]. To demonstrate the attack, Xie et al. [47] have developed

VoLTECaller, an Android application.

2.2.2 Signaling Attack

Signaling attack aims to overburden a CN entity (like a gateway) which deals
with RRC-based signaling messages—transported among various network ele-
ments to facilitate effective resource orchestration [41]. A mischievous device
appeals for a bearer arrangement (called random access) during the attack to
transmit data and acquire “Connected” status; after being assigned the resources,
it stands by till the timeout and repeatedly performs this action. Colossal sig-
naling messages are generated during this process for the various network units
(like UE, e-NodeB, mobility management entity(MME), serving gateway (SGW),
and packet data network gateway (PDN-GW)) to execute. In total, bearer acti-
vation and deactivation requires 24 messages [48]—the number of messages can

significantly amplify as an LTE/LTE-A device can trigger upto 8 bearers.

A similar attack procedure can occur in 3G networks, where a user tries to
have a “DCH (dedicated channel)” state assignment [49]. A situation having
multiple users synchronously performing the signaling attack can cause a DoS
attack, forbidding legitimate users to access the network [48]. Although the above
attacks in their corresponding studies are studied in the perspective of defending
against harming a single device/user (harm such as draining out device’s battery,
unwanted billing, or some resource denial of service (DoS) to the user); but if the
attacks are considered in a massive scale, it will result in distributed DoS attack

choking a cellular network.
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2.2.3 SMS Flooding Attack

SMS flooding attack (also known as SMS spamming attack against IP mul-
timedia subsystem (IMS)) counts on the security vulnerabilities emanated from
the technology transfer: from 3G circuit-switched (CS)-based networks conveying
SMSs through control-plane to 4G IMS and packet-switched (PS)-based networks
conveying SMS through data-plane. The main objective is to computationally
overburden the IMS server by implanting copious counterfeited SIP/SMS mes-
sages amid a SIP session (established during the exchange of SMSs) between IMS
server and the device’s SMS client [41, 50].

A blend of the above three attacks can be staged in a dispersed and coordi-
nated manner to disrupt availability of a cellular network in a region by leveraging

the botnet [41,46].

2.3 Big Data, Data Science, and Machine Learn-
ing
2.3.1 Big Data

Big data is an umbrella term for any collection of datasets so gargantuan
or intricate that it becomes challenging to expeditiously process them by uti-
lizing current data management theory and technologies [51]. We can describe
them using 5 v’s (as depicted in Figure 2.2), which distinguish them from the
conventional data [22,52]: volume (quantity), variety (diversity), velocity (data
collection speed), value (valuation of the derived knowledge after data analytics),
and veracity (data precision). We can measure the value in the form of shortened

network expenditure *, additional revenue generated, or network improvement,

4There are fundamentally two categories of expenses that MNOs endure: Capital expendi-
ture (CAPEX) denoting procurement and upgradation of equipments needed for the network,
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Big Data

= Volume Velocity m Variety mVeracity = Value

Figure 2.2: 5 V’s of Big Data

ete.

2.3.2 Data Science

Data science, also known as data-driven research, is a wide area involving
utility of various methodologies for analyzing the mammoth (Big) data to reveal
the hidden knowledge and insights they possess in order to answer a particular

question or set of questions [51,53].

2.3.3 Machine Learning

Machine learning (ML) is a subgroup of a wider area of artificial intelligence
(AI). It contains researches pertaining to the automatic large-scale (Big) data
analytics that enable processing entities to accomplish optimal performance by
learning from the example dataset (or past experiences) [54,55]. Some of the

subfields of ML including supervised, semi-supervised, and unsupervised learning

and operational expenditure (OPEX) denoting spendings related to maintenance and manage-
ment of the network functions [6].
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[56], are described below:

1 The aim in supervised learning, having a labeled dataset, is to figure out
the input and output relationship so that the predicted output given a new

input is precise [54].

2 The aim in unsupervised learning, having an unlabeled dataset, is to

discover the data’s latent structure, distribution, and values [51].

3 Semi-supervised learning, an amalgam of the above two, relates to the
circumstances having inadequate labeled and copious unlabeled data. In
such circumstances, semi-supervised learning is favored over the supervised

counterpart especially when the data procurement is costly or airy [53].

2.4 Common Datasets Utilized for Anomaly De-

tection

2.4.1 Minimization-of-drive-test Dataset

Cellular networks can detect anomalies by leveraging various types of data.
LTE networks broached minimization-of-drive-test (MDT) [57, 58] measurements
to avoid manual drive testing and to dwindle OPEX. Hence, various studies
[1,35,38,59,60] have utilized them for anomaly detection. However, MDT data
deplete scarce network resources (communication, computation, and storage). In
addition, since MDT measurements are mostly recorded at the user end, precise
localization of the associated base station is a major problem for inaccuracy in
anomaly detection which leads to high error rates. The above-mentioned limita-

tions of MDT measurements are further elaborated in Section 3.3.
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Time stamp?

Subscriber activitiesP

Cell ID Country code

(milliseconds) SMS in SMS out Callin Call out Internet
3621 1388539800000 39 0.628319 0.274365  0.137755 0.058992  10.355361
3621 1388540400000 0 0.136609
3621 1388540400000 39 0.374871 0.373152  0.147633 0.059278  15.282042
3621 1388541000000 39 0.265904 0.509475  0.000286 0.118844  12.445180

# Each entry represents beginning of a 10 minutes interval in Unix epoch. For example, 1388539800000
interprets as Wednesday, 01 January 2014, 1:30:00 AM (GMT). We can calculate end of the interval by

adding 600000 milliseconds to this value.
> Some entries are missing that indicates no activity is recorded for the specified field.

Table 2.1: Sample CDR dataset extracted from the file pertaining to 1st January, 2014.
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2.4.2 Call Detail Record Dataset

Due to the shortcomings of MDT dataset, we rather advocate the usage of
call detail records (CDRs)—already present in the network for various purposes,
primarily for billing [61]. They are extracted from LTE-A’s core network. Fig. 2.3
depicts a general LTE-A architecture with network components and standardized
interfaces. At the higher level, it mostly comprises user equipment (UE), access
network i.e. evolved UMTS terrestrial radio access network (E-UTRAN), and CN.
A node known as evolved NodeB (eNodeB or eNB) make up the access network
and multiple logical nodes form the CN. These logical nodes include packet data
network gateway (PGW), serving gateway (SGW), mobility management entity
(MME), gateway mobile location center (GMLC), home subscriber server (HSS),
policy control and charging rules function (PCRF), and evolved serving mobile
location center (E-SMLC).

CDRs contain valuable user behavior information about the network resource
(call, SMS, and Internet) utilization (see Table 2.1 for a sample of raw CDRs)
that acts as a proxy to identify anomalies in the cellular networks. Various stud-
ies [7,8,62-65] have widely employed them for this purpose. This is the reason
we assume that an abnormal user traffic behavior can sufficiently emulate the
anomalies—abnormally low subscriber activity signals an outage or performance
degradation in the cell, and abnormally high activity implies a possible conges-
tion. The similar concept applied in the context of cybersecurity, further elabo-
rated in details in Chapter 7. Hence, we leverage CDRs for anomaly detection

throughout this thesis.

2.4.3 Datasets Utilized in this Work

In this study, we utilize CDR datasets which are spatiotemporal in nature and

are made available by Telecom Italia [66]. They are geo-referenced and are based
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Figure 2.3: LTE-A Architecture.

on the subscriber activities from Milan and Trentino in Italy. Temporally, both

datasets are split into 62 files each representing a recording day from 1st November

2013 to 1st January 2014. For each day, they contain subscriber activity logs

recorded for every 10-min duration (timestamp). Each log entry contains the

following information:

1. Cell/Grid ID containing the identification of the associated cell /grid during

which the activity (voice, SMS or Internet) values were recorded.

2. Timestamp, containing starting value (in milliseconds and in Unix epoch

format) of the 10 minute recording period,

3. Country code,

4. Received SMS (henceforth referred as SMS in) activity,

5. Sent SMS (henceforth referred as SMS out) activity,

6. Inbound calls (henceforth referred as Call in) activity,

7. Outbound calls (henceforth referred as Call out) activity, and

24



2. Background

xugio
Novegro SMS and call activity plot for cell ID 5638 Internet activity plot for cell ID 5638

. User activity for 9t0 10 pm,___p-
ol on22"Dec, 2013

Milan

User activity for
000 2to 3 pm, on 1%
Dec., 2013

020 qte
o
1

(c) (d)

Figure 2.4: Visualization of Milan dataset. (a) 10,000 subgrids are overlaid
with Milan’s map, each subgrid having a side length of 0.235 km. (b) Cell ID
5638 located near the San Siro stadium is highlighted (c) and (d) display spatial
distribution of cell ID 5638’s SMS and call, and Internet activities, respectively.

8. Internet usage.

The activities (list items 5—8) measure the communication level of the subscribers
with the base station having the designated Grid ID over a 10-min interval. The
dataset conceals the precise activity values for privacy reason and anonymize
them by giving values proportional to the real ones [67]. For instance, the larger
the number of SMS or calls made by the subscribers, the larger is the activity of

the SMS or calls made, respectively.

Milan Grid

Spatially, CDR data from Milan consists of more than 319 million user-activity
logs (with each file, out of 62, containing an average of 5.15 million logs) for a
100 x 100 grid (known as Milan grid). This makes a total of 10,000 cells spread
across the city. Each cell is a square sub-grid and has a 235 m length and the data
cover a total area of 23.5 km?. Figure 2.4 illustrates the 10,000 grids overlaid on

the Milan’s map.
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p A&

Figure 2.5: Spatial description of the Trentino dataset: Trentino grid and the
Italy’s map are superimposed by utilizing the GPS coordinates (left). For
reader’s clarity and understanding of the covered area, we enlarge Trentino grid
(right).

For dataset visualization, we choose grid ID 5638 and highlight it in Fig-
ure 2.4(a) and (b). We display aggregated SMS and call (both inbound and
outbound) activities in Figure 2.4(c), as they have the identical measurement
scale; while Figure 2.4(d) demonstrates the Internet activity. The annotations
emphasizing abnormal traffic surges on 1*¢ and 22"¢ December, 2013 corresponds

to the football contests happening at that time [62, Fig. 7(a)] and [7, Table 1].

Trentino Grid

Spatially, CDR data representing the Trentino’s subscriber activities consist
of more than 171.4 million records for a total of 6,259 grid IDs. On average,
there are 2.76 million records in each file. The data covers a 117 x 98 (Trentino)
grid [66] with a single unit’s side length of about 1 km. Figure 2.5 delineates the
superimposition of the grid and the Trentino’s map generated by utilizing the

actual GPS coordinates.
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2.5 Performance Metrics

Various widely-used performance metrics are utilized in the thesis. We start
with elaborating the confusion matrix [68], which is based on the following com-

ponents:

e T, (true positive): number of classifier (anomaly detector)-labeled abnormal

instances that are verified by the ground-truth data to also be abnormal.

T_ye (true negative): number of classifier-labeled normal instances that are

verified by the ground-truth data to also be normal.

Fipe (false positive): number of classifier-labeled abnormal instances that are

actually normal (verified by the ground-truth data).

F_,e (false negative): number of classifier-labeled normal instances that are

actually abnormal (verified by the ground-truth data).
We further present additional metrics build on top of the confusion matrix:

e Precision is the fragment of the positive instances which are actually positive.

It is given as follows:

T+ve

Precision = ————
)
F—i—ve + T+ve

(2.1)

It shows trustworthiness of the utilized model i.e. when the model pre-
dicts/classifies a test case to be an anomaly, it is more likely to be one. In
the cellular network management’s perspective, low precision value implies
that there would be too many false positives and a significant amount of
OPEX, in terms of sending technicians to the faulty sites which are actu-
ally not faulty (in case of outage detection) and utilizing extra resources in
an ROI where in reality there is no need (in case of detection of high user

traffic activity), would be wasted.
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Figure 2.6: Precision and recall.

e Recall is the fragment of T ,. instances out of the population of all positive

instances and is given as follows:

T—i—ve

Recall = ————
et F—Ue + Ty—l—ve7

(2.2)

Figure 2.6 illustrates the above metrics. High recall implies that our model

can capture a large fraction of anomalies i.e. it has a wide breadth.

e [} score is the harmonic mean of the previous metrics (i.e. precision and
recall). It describes the model performance in a single number and is given

as follows:
Recall x Precision

F1_2

— . 2.3
Recall + Precision (2.3)

e Accuracy is the degree of success for the classifier (anomaly detector) and is
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given as follows:

T+ve + T—ve
T—UC + T+ve + F—ve + F—l—ve’

Accuracy =

(2.4)

e Error rate is the fraction of falsely classified instances and is given as follows:

F—i—ve + F—Ue
T—ve + T+ve + F—Ue + F—l—ve

Error rate = =1 — Accuracy, (2.5)
e FPR, false positive rate, is defined as the fragment of F,. instances out of the

population of all negative instances and is given as follows:

FPR = , (2.6)

2.6 Challenges in the Applications of AI Tech-
niques in the Anomaly Detection

There are a few challenges related to the application of Al techniques for the
detection of outages, congestion, and various attacks towards the availability of
network services. They are mainly related to the data preprocessing. In the
context of our work, each chapter applies a different AI technique and hence
requires the Data to be preprocessed so that they can be acceptable for the
applied model. The original data need to be carefully handled since they contain
empty spaces which we fill with 0 to avoid processing error at the later stages.
Additionally, for Chapter 7, in which we applied two different DL models, the
preprocessing needs a careful consideration so that the data are appropriate for
both models to work in sync.

Beside the preprocessing, another major challenge we face in this research is

the shortage of labeled dataset. Milan and Trentino dataset lack labels and hence
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we utilize a statistical technique to generate synthetic labels.

2.7 Conclusion

This chapter has presented preliminary topics before starting the proposed
frameworks in later chapters. The topics mainly included the explanation about
various anomalies considered in this work; a brief description of big data, data
science and machine learning; and the elaboration of datasets utilized for anomaly

detection followed by the details and visualization of the CDR datasets.
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Chapter 3

Design, Analysis and
Performance Characterization of

Semi-Supervised
Statistical-Based Cell Outage and

Congestion Detection Framework

3.1 Motivation for Utilizing Semi-Supervised Tech-

nique for Anomaly Detection

The available CDR datasets utilized in this work are unlabeled. Since anoma-
lies as compared with the normal instances are lesser in practice, using super-
vised learning techniques becomes unfeasible as they demand labeled dataset
for the purpose of classification. In addition, as an anomaly can occur due to
multi-fold reasons contingent upon the application domain, it is usually costly

for the project managers/researchers to acquire data which represent every kind
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of anomaly. Semi-supervised or unsupervised ML techniques can provide the so-
lution under such circumstances and can discover abnormalities, depending on

whether the available data is partially-labeled or unlabeled, respectively [14].

3.2 Overview and Contributions

In this chapter, we apply a semi-supervised statistical-based machine learning
method to detect network’s suspicious demeanor by analyzing the spatiotempo-
ral information (i.e. CDRs based on Milan grid) on hourly basis. The method
is essentially model-based, which assumes the data is distributed according to
a Gaussian distribution i.e. x ~ N(u,0?) with mean p and variance o2 as pa-
rameters [69] and that the normal data instances exist in the high probability
area while abnormal data instances lie in the low probability area of a statistical
model [14]. Tt generates a normal profile based on the observed pattern of the
given data by fitting the model to the given data and then evaluates unseen test
data instances with respect to how well they fit the model. Instances which differ
significantly from the normal profile are marked as anomalies [70].

Following are the main contributions of this work:

1. A new approach for anomaly detection in wireless networks is proposed which
is independent of any key performance indicator (KPI) and rather requires
the already-available user-specific data (CDRs). As a consequence, outage

irrespective of the kind of failure which caused it can be detected.

2. A consolidated method is presented which also detects an anomaly correspond-
ing to the soared subscriber activity leading towards congestion, besides the

sleeping cell.

3. Instead of detecting anomalies in the past 1 week data (which was done in

Parwez et al. [7]), this method can successfully identify anomalies in the
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past one hour by utilizing data science and machining learning tools to

leverage Big Data containing past 2 months user activity data.

3.3 Literature Survey

The problem of anomaly detection is an old one as it depends on the overall
context before defining the anomaly; this makes anomaly detection a broad area
and therefore it has been investigated in many works [16,71,72]. Various ML
algorithms have been employed in the literature based on unsupervised, super-
vised, and semi-supervised learning methods involving a variety of techniques like
knowledge-based or soft computing-based, clustering, classification, and statisti-
cal techniques [73].

To discover collective anomalies, Plessis et al. [71] presented an unsupervised
detection method utilized for a chain of captured events from the mobile network.
They simulated mobile devices behavior using a few days of data extracted from
a commercial LTE network to determine abnormal patterns and detect anomalies
precipitated due to (1) user and network device problems, and (2) development
of abnormal and abrupt events like earthquake.

The researchers in [72] proposed a semi-supervised framework for fuzzy classification-
based anomaly detection in self-organizing networks (SONs). Problems related
to capacity and coverage bring forth by lofty interference from the adjoining base
stations are equated as anomalies. Principal component analysis (PCA) is em-
ployed to convert the simulator data (constructed from terminal measurements
and KPIs) into a lower dimension form.

A knowledge-based, specifically a rule-based, technique is proposed by Karatepe
et al. [16] in which location-based anomalies are identified by analyzing CDRs
of the intercity traveling users. Anomalies can be caused by the network-side

misconfiguration of position information or the incorrect mappings of associated
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location features in an I'T system. The technique incorporates subscriber device’s
traveling velocity to set a pre-defined rule for the technique to utilize.

The above-mentioned works deal with a broad range of anomalies while the
following works treat outage or congestion situation as an anomaly. Detection
of catatonic cell caused by hardware malfunction is the focus in articles [32, 35,
38,74,75]. Mueller et al. [74] employed an algorithm that uses neighbor cell list
(NCL) reporting of mobile devices for anomaly detection. However, the algorithm
yields high false alarm rate which questions the practicality of the algorithm in
real-world applications.

K-means clustering, an unsupervised technique, is applied by Chernogorov et
al. [32] for anomaly detection after reducing the dataset dimensionality using dif-
fusion maps. Likewise, k-nearest neighbors (K-NN) and local outlier factor (LOF)
algorithms are employed by Zoha et al. in [38] along with one-class support vec-
tor machine (OCSVM) algorithm in their elongated work [35], after reducing the
dataset dimensionality using multidimensional scaling (MDS) method to identify
the anomalies. The authors used various KPIs extracted through MDT mea-
surement dataset for the purpose. Additionally, they utilized the geographical
data linked with the measurements to locate the outage cell. But, a major dis-
advantage of periodic measurements® is they deplete ample user and network
resources [33]. Moreover, the cogency of the acquired location is questionable
because location information is not present in every MDT measurement and for
the samples in which it is present, the localization accuracy is not adequate to
pinpoint the source base station [58]. Research by Turkka et al. [75] also shares
the above-mentioned limitations.

In contrast to the above works, RACH (instead of hardware) failure is the

center of attention of the studies described below. Chernogorov et al. in [76] and

!There are 2 kinds of MDT measurements: logged and immediate. Immediate MDT mea-
surements are used in [35, 38], constituting 2 measurement modes: event-triggered and peri-
odic [33].
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[33] proposed a N-gram analysis (a data-mining technique)-based semi-supervised
model for the purpose by analyzing event-triggered MDT measurements. Minor
component analysis (MCA) technique is utilized by the model to reduce the
dataset dimensions and K-NN anomaly score algorithm for anomaly detection.
The authors utilized different mapping techniques at the post-processing phase
for localizing the outages by using the abnormal MDT measurements; however,
the location accuracy is dubious.

Additionally, Parwez et al. [7] leveraged CDRs-based big data (Milan dataset)
to detect network’s abnormal conduct (anomaly) in terms of abrupt hike in traffic
activity which can initiate congestion. K-means and Hierarchical (unsupervised)
clustering algorithms were employed for this purpose and the proposed solution
yielded 90% accuracy. However, time-efficiency of the proposed method is a major
concern as it was utilizing past week data for the anomaly detection which might
loose the practical utility; as, by the time framework detects the anomaly, MNO
would have already gotten the information from the irritated customers.

This chapter attempts to overcome some of the above-mentioned limitations

of various works with the following salient features:

1. Since this work utilizes CDRs instead of MDT measurements, it provides
a lighter solution as unlike the latter the former are already present in the

network and hence save the precious network resources.

2. As MDT measurements face issues related to localization inaccuracy which
leads to misclassification of anomalous cells, CDRs don’t have such limita-
tions by design as they are generated in the core network rather than at the
user end. Each CDR log contains Cell ID which indicates the identification
of the base station which is linked with the recorded activity values. We
utilize Cell IDs to easily and accurately locate the anomalous cell in this re-

search. Our method basically processes the traffic activities in a chosen Cell
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ID and contrast them with the previous activity values at the same hour
to detect an anomaly; this makes localization of individual user equipments

irrelevant.

3. Since we avoid MDT measurements containing various KPIs which are lever-
aged to detect different types of outage cells, as observed in this literature
survey section; our method is general and can detect outage cell irrespective

of the failure which initiated it.

4. In practice, outage stays undisclosed for several hours to a few days in
existing wireless networks [35]. Our proposed method detects and pinpoints

its location in an hour instead of taking a week (as was done in Parwez et

al. [7]).

5. Our work is dual-purpose as it not just detects outage but also a situation

leading towards congestion i.e. traffic activity hike.

3.4 Anomaly Detection Framework Design

3.4.1 Data Preprocessing

Below-mentioned are the reasons why the raw CDRs can’t be directly used

by our algorithm, which raises a demand for their preprocessing [53]:

1. The algorithm will generate error if data with empty entries are passed on.

Milan dataset contain high volume of such instances.
2. Original CDRs are split up into 62 files, each pertaining to a single day.

3. There are some needless parameters in the dataset which are not required

for this work, for example, “Internet” activity and “Country code”.
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Figure 3.1: Dataset visualization: (a) Original CDR dataset represented as a
62x24 matrix. Each unit representing the activity (SMS and Call) value regis-
tered in an hour. (b) Ribbon diagram for Grid 1’s traffic activity.

Following are preprocessing steps (also given in Step 1 of Algorithm 1) which

ensure the final form of the data is compatible with our proposed algorithm [51]:
1. Cleansing: We impute 0 in the empty activity entries.

2. Combination. Since SMS and Call activities share the same scale [66], we
add them to create a single item; henceforth referred as “activity”. We then
aggregate activities in 10-minute timestamps to convert them into activities
collected for every hour. Lastly, we compose a 62 x 24 dataset, as shown
in Figure 3.1(a). It represents hourly activities for 24 hours in 62 days for

which the data is available.

3. Transformation. For a selected grid ID and an hour, we constitute a 62-row
vector which represents activities of 62 days. Although any hour can be

chosen, for this work we choose 1lam to 12pm (a rush hour) for further

proceedings.

We utilized MATLAB version 2017a for preprocessing as it efficiently handled

the available dataset.
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3.4.2 Splitting the Dataset

We split the dataset as follows:

1. Training set, containing 70% i.e. 44 examples of the total 62, is the set from
which our Gaussian-based algorithm learns by analyzing the normal traffic

behavior. These examples are unlabeled.

2. Cross-validation (CV) set and Test set, each contain 15% i.e. 18 examples
of the total 62 and are labeled. To determine the optimal threshold value,
we employ CV set and the test set is employed for anomaly detection since

it contains unseen instances by the algorithm.

The chosen dataset splitting ratio is a common practice, for example, as done
in [77]. We assume the original dataset mostly contains normal instances since it
is unlabeled and provided by the network operator itself; however some abnormal
instances can also be presented indicating high traffic activity which is actually
confirmed by the results in [7]. Our semi-supervised ML-based algorithm requires
a few labeled (both normal and abnormal) instances. In practice, labeled data can
be generated by utilizing information about the past anomalous occurrences in
the network for which outage or congestion occurred due to abrupt user activities.

In this connection, the CV set must contain small amounts of those anomalies
for its function and hence are artificially created, for example, by manually in-
serting low and high user activity values. Similarly, many artificial examples are
also injected into the test set and are labeled as anomalies if their value deviates
more than 20 (standard deviation) from the mean of training set examples. An
instance at 0 is also considered which correspond to a catatonic cell condition
having no user activity and is labeled as an anomaly. The injection of instances
in the test set is performed in order to demonstrate the performance of our al-
gorithm by applying various performance metrics that requires labeled test set,

discussed later in this section.
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Figure 3.2: Illustration of complete dataset used for anomaly detection in Grid 1
for 1100 to 1200 hours.

The test set instances can be considered as the cases that resemble what our
algorithm will be asked to process in the future. In general, given a new instance
x,g?st, the main purpose of the algorithm is to find if it is normal or anomalous and
thus, it can be treated as a binary classification problem. Figure 3.2 illustrates
the complete dataset including training, CV and test set, used for Grid 1 for

11am to 12pm.

3.4.3 Semi-Supervised Statistical Based Anomaly Detec-

tor

After splitting the dataset into training, CV, and test sets, the algorithm

estimates the distribution parameters, mean py..... .y, and variance o%......02%,
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Algorithm 1 Semi-Supervised Statistical Based Anomaly Detection Method
Inputs: GRID ID: Identification of the current grid.
h: Selected hour for analysis.
CDR Dataset: Files containing user activities of SMS and Calls (both inbound
and outbound), and Internet in addition to other entities mentioned in Section
2.4.3.
Output: Anomalies detected in grid GRID ID for h hour.
Method:
1. For grid GRID ID, do the following steps for data preprocessing;:
1.1. Fill missing entries in C DR with 0.
1.2. Add all the user activities (except internet) to form a single entity.
1.3. Aggregate the single entity for the 10 minute timestamps to make it for
one hour, for a total of 24 hours and for each day i.e. for every file.
1.4. Construct a 62 x 24 matrix representing the user activity for 24 hours for
62 days.
1.5. Extract user activity for A hour and form a row vector containing activity
of each day.
2. Split the row vector into training, CV and test sets.
2.1. Add few artificial anomalies into the CV and test sets as mentioned in
Section 3.4.2.
3. Using training set, calculate p; and 0']2» from Eq. 3.1 and 3.2 respectively.

4. Calculate p(mtmm) from Eq. 3.3.
5. Using CV set, select best e (variable initialized 0 and outside the following
for loop) which maximizes F score in Eq. 2.3, by implementing the following:

5.1. Calculate p(x(cv) from Eq. 3.3 using old parameters.
5.2. for various values of €
Mark anomalies if p(x(c)v) < €.
Compute TP, FP, TN and FN as per description given in Section 3.4.3.
Compute Precision, Recall and F, score from Eq. 2.1, 2.2 and 2.2,
respectively.
if current Iy score > best Fy score (variable initialized 0 and outside
this for loop)
Update best F; score to current I score.
Set the current e to best e.
end
end '
6. Calculate p(xggst) using Eq. 3.3 using old parameters.
7. Mark s as anomaly if p(xseq) < best €, normal if p(xses) > best e.
8. Mark xypq;n as anomaly if p(zyq4in) < best €, normal if p(zyq4in) > best €.

from the training set {x(),...... 2™ }(z® € R") using the following equations:
= Yl 1)
m
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m

1 i
0? = -~ > @ — ), (3.2)
=1

where, 7 is the index of the feature, n is the total number of features and m
is the total number of examples. Since our dataset is one-dimensional i.e. con-
taining single-entry user activity, 7 and n are equal to one. Then, we can apply
and adjust the general statistical anomaly-detection approach invented by the
machine-learning research community [30] to our specific problem in cellular net-
works. The specific scheme for our framework is summarized in Algorithm 1.

The algorithm fits Gaussian model on the training set by computing probability
(1)

trin) for each training example:

density estimation p(z

p(?) = [ p@; i 07)
=1
()

_ H 1 exp(_M) (3.3)

2
20j

We are interested to identify the anomalous examples which are more likely to
have a very low probability. This can be done by selecting a threshold e based on
CV set {(xg‘)/, y(cl‘)/), e (:E(g{”/c‘/), yg?/c"))}, where the label y = 1 corresponds
to an anomalous example and y = 0 corresponds to a normal example. For each

CV example, density estimation p(a:(é)v) is computed by using Eq. 3.3 with old

parameters. Using all these probabilities {p(x(cl‘)/), . ...,p(xngc‘/))} and corre-

sponding ground truth labels {y(cl‘),, . yg?,c")}, we run an iterative process where
a confusion matrix, elaborated in Section 2.5, is computed for many different
values of €. Note, as the CV set is labeled, the anomalous examples in the CV
set is supposed to represent past occurrences of a network at which there was an

actual anomaly. Hence, we term the labels of CV set as ground truth labels in

this paper.

Using confusion matrix, Precision, Recall, and F; score are subsequently calcu-
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lated. The value of € (denoted as best € in Algorithm 1), which corresponds to the
highest F; score is selected. Finally, given test set {(z\"),, y{2),), ... ..., (a{mes) ylmeest)y)
the algorithm computes density estimation p(mgz)st) by using Eq. 3.3 with old pa-
rameters and uses selected value of threshold € as a dividing line to differentiate a

corresponding normal instance from an anomaly which can formally be expressed

as follows:

Anomalous, if p(xies) < €
Ltest = (34)

Normal, if p(Zpest) > €
The algorithm also repeats the above for the training set to detect anomalous

instances in the past data for calibration, explained in the next section.

3.4.4 Performance Metrics

We employ labeled test set and utilize prediction Accuracy, Error rate, FPR,
Fy score, Precision, and Recall (elaborated in Section 2.5) for our algorithm’s

performance analysis.

3.5 Experimental Results and Discussion

It can be examined from Figure 3.3 that the algorithm has successfully traced
unusual network behaviors i.e. anomalies, in the test as well as in the training
set, which are represented by red diamond. The test instances that significantly
deviate from the training data (which is comprised mainly of normal instances),
are marked as anomalies by the algorithm. The detected anomalies on the right
and left hand side of the figure corresponds to the surge in the traffic activity and
the outage cell, respectively, in Grid 1 from 1lam to 12pm. The values in the
middle are normal instances having an inbound and outbound traffic flow as per

norm. The anomalous instance on the right hand side having user activity value
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Figure 3.3: Anomaly Detection for Grid 1, for User Activity between 1lam and
12pm

of 58.72 can also be seen as an abnormality in Figure 3.1(b). The algorithm also
marked a test instance having 0 user activity as anomaly, denoting a catatonic
cell in Figure 3.3. The rest of the marked anomalies on the left hand side of the

figure denotes a crippled cell.

In addition, the algorithm also detected unusual network behavior in the
training set and marked it an anomaly. The value of that anomaly can be seen
as being considerably diverged from the majority of the data. As the training
set consists of real instances, having measure of user traffic activity from 1%
November till 14" December 2013 (i.e. 42 days data), the detected anomaly in

training set corresponds to a real situation where the traffic activity is unusual.

In this connection, we compare our results with the ones presented by the

authors in [7], for calibration. They reported anomalies in grids 5638 to 5640
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Figure 3.4: Location of Grids 5638-5640 in Milan, Italy.

which were detected using the data of the first week of December, 2013 (for our
algorithm, this data is included in the training set) and upon investigation, it was
found out that the unusual network behaviors were due to very high traffic flow
which occurred because of an ongoing football match and also because of a busy
hour. We used the coordinates to locate the stadium and the road where these
anomalies occurred, illustrated in Figure 3.4. It can be seen in the figure that
grid 5638 is near a stadium named “Stadio San Siro” and grids 5639 and 5640 are
located on a nearby road. Figure 3.5(a)-(d) shows the results of our algorithm for
these grids. It can be observed, that our algorithm has successfully detected these
anomalies corresponding to high traffic activity. In addition, the algorithm has
also falsely classified a few normal instances as anomalies which are interpreted
as sleeping cells, due to their very low user activity values. Figure 3.5(c) depicts
the detected anomalies for grid 5640 in a different perspective, showing a region

having normal instances. Figure 3.5(d) shows some additional marked anomalies
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Figure 3.5: Anomaly detection for Grids 5638-5640 in Milan, Italy for different
time instances.

which can be interpreted as the instances where there was a busy hour for several

days.

3.5.1 Performance Evaluation and Analysis of Overall Re-

sults

We have selected 200 out of a total 10,000 grids, and also selected three
different hours for the performance evaluation of our algorithm. The selected
hours are morning hour: 7 — 8 am, afternoon hour: 12 —1 pm and night hour: 11
pm—12 am. Test dataset is utilized to determine various performance measures
mentioned in the earlier section, the cumulative distribution function (CDF) plots

of accuracy and FPR are illustrated in Figure 3.6.
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Figure 3.6: Different performance measures of our algorithm, calculated using

I I
0.5 0.6

0.7 0.7

=—&— Morning Hour: 7-8am
= Afternoon: 12-1pm
= © =Night: 11pm-12am

0.75 0.8

user activity data for 200 grids at three different hours.

0.85 0.9

Accuracy (100)

(b)

0.95

Table 3.1: Performance Statistics of our Anomaly Detection Algorithm

Measures | Morning | Afternoon | Night | Overall
Hour Hour Hour

Accuracy | 94.29% 93.36% 90.73% | 92.79%
Error rate | 5.71% 6.64% 9.27% | 7.21%
F; Score 95.63% 94.61% 92.55% | 94.26%
FPR 13.91% 11.41% 17.08% | 14.13%
Precision | 92.45% 93.68% 90.89% | 92.34%
Recall 99.33% 96.29% 95.52% | 97.05%

We report the performance statistics of our algorithm in Table 3.1 and its
graphical representation in Figure 3.7. Our proposed method to detect anomalies
(pertaining to outage and high surge in traffic activity), is able to achieve an
overall detection accuracy of about 92% while retaining the overall error rate
within approx. 7%. The achieved accuracy of our algorithm is about 2% higher
than the reported accuracy of [7], which detected anomalies related to only high
surge in user traffic activity. Overall precision of 92% is an evidence for our
algorithm to be trustworthy. High recall of about 97% shows our algorithm’s
wide breadth. Lastly, F; score achieved by our algorithm is about 94%.

It can also be observed that accuracy, Fy score and recall values are slightly
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Figure 3.7: Performance of our proposed algorithm.

higher in morning hour as compared with afternoon and night hours, while pre-
cision value for afternoon hour is higher than the rest of hours. Holistically, the
performance of the algorithm degrades at the night hour, due to very low user ac-
tivity which results in normal values being assembled near the origin and marking
anomaly if there is a slight increase in the user activity. This is also reflected in

a relatively high FPR of 17% at night hour mentioned in Table 3.1 and depicted
in Figure 3.6(a).

3.6 Summary

The purpose of this work is to utilize data science and machine learning to
make inference from the large amount of dark data (big data), which in our case
is the CDR dataset collected in 4G LTE-A network mainly for billing purpose by
the customer services department but is never utilized or even accessed by the

OAM department to derive insights about the network operations and to improve
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the overall network’s performance [78]. To extract actionable knowledge out of it,
we utilized semi-supervised statistical-based anomaly detection algorithm which
analyzed the spatiotemporal information on hourly basis and marked anomaly
when it observed an unusual network behavior in a particular region.

The identified anomaly is further categorized into two classes. First, an outage
cell (either crippled or catatonic, and caused by any of the discussed failure)
having very low or no user activity values, for which the drive test team or
technicians can be sent immediately to take appropriate actions. Second, a region
having a very high user activity such as a stadium having an ongoing sports
match, busy highway, etc. for which additional resources may require to be
allocated for a smooth run of the network.

From the perspective of a cellular network operator, our results show that our
method successfully leverages big data to identify ROIs in time i.e. in an hour,
which otherwise would take several hours or even days [35]. Our method also
provides business value in terms of reducing OPEX because of an automatic and
prompt detection of outage cell; provides a lightweight solution for anomaly detec-
tion in a sense that it requires lesser network resources due to utilization of CDR
data; prevents serious revenue loss as timely detection of anomalies contributes in
providing enhanced user QoE and consequently reduces churn rate; and increases
user satisfaction because additional resources, when the traffic demand is high,
can be provided upon successful detection of anomalies.

The proposed method can also contribute towards self-healing capability of
the SON and can trigger cell outage compensation (COC) function upon detec-
tion of sleeping cell to maintain as much normal services to the subscribers as
possible [38,79] for example, by serving the affected users by re-connecting them
to neighboring cells until the fault is solved. In addition, the anomaly detection
method can also be functional in the perspective of smart IoT community [80],

however it needs further investigation.
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Chapter 4

Feed-forward Deep Neural
Network and Mobile Edge
Computing-Based Cell Outage

and Congestion Detection

4.1 Motivation

Deep learning (DL) surpassed many traditional ML models’ performances and
achieved breakthroughs in various fields: genomics, natural language processing,
and computer vision [81]. In addition, mobile edge computing (MEC)—with dis-
tributed computation, storage, and network management, in contrast to central-
ized cloud computation design—has lately grabbed recognition for its possible
service in 5G cellular networks to shift computation close to the borders (e.g.
base stations and access points). The aim is to aid core network (CN) in run-
ning bulky assignments and empower computation-intensive and latency-critical
services at resource-limited user devices by utilizing colossal resources accessible

at the edges [82,83]. Motivated by the utility of MEC and popularity of DL
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technology, we speculate that DL combined with MEC might have a significant

role to play in anomaly detection.

4.2 Overview and Contributions

We develop further our last work in Chapter 3 and propose an improved
framework for the anomaly detection that achieves better detection accuracy with
reduced false positive rate (FPR) values. Our framework is MEC-supported and
run at MEC servers which are overseeing a group of base stations, as depicted in
the system model in Figure 4.1 and described in Section 4.5. Each server executes

our framework to ease off the core network’s load.

This chapter makes the following prominent additions to the existing litera-

ture:

1. Employs a framework that takes advantage of various state-of-the-art DL
techniques to achieve optimum performance. Framework is designed to
be MEC-supported, which aids in easing off the CN from bulky computa-
tions by offloading them to MEC servers for efficient and robust anomaly

detection.

2. Capitalizes on the past information (based on CDRs) to learn from the old
traffic behavior and identifies anomaly in the recently-acquired 10-minute
user activity (test instance). Previously, detection on 1-hour data was exe-

cuted and hence this work presents faster anomaly detection.

3. Incorporates a surplus feature to achieve robustness by utilizing Internet ac-

tivity, which was ignored in the past research.
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4.3 Literature Survey

Identification of outages invoked by hardware misfunction is performed in
(32,35, 38, 74, 75] having catatonic cell in focus. While [33, 76] orient towards
identifying RACH failure-based crippled cell. K-nearest neighbor (KNN) method
was employed by Imran et al. [1] which yielded 94% accuracy. Masood et al. [59]
utilized deep autoencoders for the anomaly detection. Their proposed method
utilizes different KPIs (like reference signal received power (RSRP) and signal to
interference plus noise ratio (SINR)) related to the serving and neighboring base
stations. The KPI values are acquired through MDT functionality of the LTE
network. The above-mentioned researches, however, only take into account the
spatial information acquired for an individual time incident yielding immediate
outage detection; consequently, this could lead towards a momentary result with
a small imprint on QoS and may vanish quickly afterwards [6, Sec. IV C]. Besides
outage, congestion detection is performed by Ramneek et al. [10] for the networks

ensuring a guaranteed QoS to their clients.

In contrast, the following studies utilized CDRs instead of KPIs which makes
their proposed solution lighter. Parwez et al. [7] leveraged CDR-based big data
(Milan dataset) to detect network’s abnormal conduct in terms of abrupt hike
in traffic activity which can ignite congestion. K-means and Hierarchical (unsu-
pervised) clustering algorithms were employed for this purpose and the proposed
solution yielded 90% accuracy. However, time-efficiency of the proposed method
is a major concern as it was utilizing past week data for the anomaly detection
which might loose the practical utility. Ameliorating their work, our previous
chapter’s research published [62] also used CDR-based Milan dataset to detect
traffic activity surges (apart from both crippled and catatonic-type cells) within
an hour by employing semi-supervised statistical-based method. The proposed

solution is more accurate (yielding 92% instead of 90% accuracy), lighter (since
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Algorithm 2 Preprocessing of the Data

Inputs: CDRDataset: comprising subscriber events (in raw form), captured
every 10-minute interval and stored in (d =) 62 documents, each reflecting a
single date.

CID: Chosen cell’s identification.

TimeStamp Values: Contains numeric values of the beginning of every 10-
minute time interval (in Unix epoch) during the intended 3-hours range.
Output: X,,u

Methodology:

1: for d in CDRDataset

2: Import and save the contents of document d in a matrix.

3: Substitute voids with 0.

4: Delete “Country code” column.

5: Delete all entries in the matrix except the ones linked with CID.

6: Delete the CID column.

T for timestamp ¢ in TtmeStamp Values

8: Add all received SMS values and save them as SMSin.

9: Add all sent SMS activity values and save them as SM Sout.

10: Add all inbound call activity values and save them as C'AL Lin.

11: Add all sent call activity values and save them as C'ALLout.

12: Add all Internet activity values and save them as Internet.

13: Save Internet, CALLout, CALLin, SMSout, and SM Sin as a single
instance in x vector.

14: Save instance x as a column entry in matrix X;,;q.

15: end

16: end

17: return X, ;4.

it utilizes spatio-temporal data instead of KPIs), and faster (since it detects
anomalies within an hour); however, it also yielded 14% false positive rate (FPR)
indicating the wastage of precious network resources due to false alarms leading

to heightened OPEX.

The proposed method in this chapter, in contrast to the above-discussed
works, is based on data analytic procedure in which we incorporate past in-
formation (based on CDRs) having temporal characteristics for the detection of
long—instead of instantaneous/short—term anomalies. It also applies latest DL
techniques to achieve maximal accuracy and minimal FPR along-with detecting

anomalies within a timestep duration (i.e. 10 minutes).
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Figure 4.1: (a) System model for the proposed feed-forward DNN and MEC-
based anomaly detection framework. (b) Functioning of the edge server.

4.4 Preliminaries

4.4.1 Data Preprocessing and Synthesis

In this research, we continue with Milan dataset. For each cell, day, and 10-
minute timeslot in a 24-hour period; original CDRs are pre-processed to obtain
attributes, which are then merged to form a vector (¥ € R (hereafter, denoted
as an instance), with 7 as an index of the instance. The DL model demands a

substantial number of instances to operate on (hundreds or even thousands),
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which may equate to CDRs of over a year; but, we just have 62 instances (for
each timeslot and corresponding to 62 days). For data augmentation and to get
around this limitation, we treat all instances in a 3-hour period as the ones relating
to a single 10-minute timeslot. By doing so, we have 1, 116 instances (62 days x 3

hours x 6 instances/hour) and we arrange them as a matrix X,y € R®> < LH6,

Since human behaviors change throughout the day, choosing a single 3-hour
range will limit the analysis of our findings to that time frame. As a result, we
use 3 distinct ranges in our experimentations: morning, from 6 to 9 a.m.; midday,
from 11 a.m. to 2 p.m.; and evening, from 5 to 8 p.m. We summarize the pre-
processing procedure in Algorithm 2. For improving the algorithm’s effectiveness
and to get an identical distribution, we synchronously shuffle the instances X,
[84, Ch. 8]. They are then split into training and test sets with 781 (70% of the

total) and 335 instances, respectively.

Since the deep neural network (DNN) used in this study is focused on super-
vised learning, labeled data is compulsory for training and testing. We synthesize
the output label y@ € R! (for each instance in both sets) by utilizing Euclidean
norm as it is absent in the dataset. We consider an instance z® in 5D Euclidean
space and label its output ¥ as 1 (anomaly) if its norm ||z(®||, departs beyond
the norm of one standard deviation (SD) osp € R® from the mean p € R®:
|1t — ospll2> 2D ]|2> ||pe + osplle; else 0 (cell functioning as per norm). Note
that a larger SD implies that more points are included as normal and that there
are less aberrant points; this may not function well for detecting performance
divergences in a cell, so we select one SD. Using traditional statistics formulas,
we can determine the components of mean and SD. For this reason, we use the
train set. We create Yj,qi, € R * ™1 and Y., € R! ¥ 3% matrices by arranging

the labels from both sets.
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4.4.2 Performance Metrics

We employ prediction Accuracy, Error rate, FPR, Fy score, Precision, and Re-
call (elaborated in Section 2.5) for our model’s performance analysis by exploiting

expected test set Vs € R! X 335 and actual test set Yies labels.

4.4.3 Software

The preprocessing and results are generated by exploiting MATLAB and the
complete DNN is actualized using Python (programming language). Experimen-
tation is performed in a commercial PC (i7-7700T CPU, 16GB RAM, and Win-

dows 10 64-bit operating system).

4.5 Implementation

In this section, we briefly discuss the implementation details of L-layer feedfor-
ward deep neural network (DNN), integrated in our anomaly detection framework
and how it is trained for each individual cell—optimally tuned in terms of number
of layers, number of units each hidden layer contains, weight initialization strat-
egy, regularization, and optimization method to yield maximum performance.
Once trained, the framework residing in the MEC server can utilize the DNN to
detect anomalies in the testing phase: when CDRs arrive after every 10-min du-
ration. The framework can occasionally re-train the network as the performance

degrades over time.

4.5.1 Deep Learning Based Anomaly Detector

We apply L-layer feedforward DNN having an input layer [ = 0, hidden layers
from [ =1 to L — 1 and an output layer L, illustrated in Figure 4.1(b), where L

represents number of (hidden and output) layers in the network. In contrast to
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a shallow neural network (consists of one hidden layer), a DNN consists of two
or more hidden layers. It also requires comparatively lesser (artificial) neurons
or units for achieving the same amount of performance and effectively deals with
more complex problems [85,86]. Each layer has one or more units (represented
by circles in the figure) that uses one of the following mathematically expressed
non-linear activation functions to produce the output:

Sigmoid function:

o) = 0(2) = 1—— (@.1)
Hyperbolic tangent (tanh) function:
g(z) = tanh(z) = % (4.2)
Rectified linear unit (ReLU) function:
g(z) = relu(z) = max(0, 2) (4.3)
Leaky ReLU (LReLU) function:
g(z) = max(0.01 X z, 2) (4.4)
Swish function:
g(z) =z x0(z) (4.5)

During gradient descent (GD) algorithm, the derivative of sigmoid and tanh
functions becomes very small (=~ 0) for large positive and negative values of
z, known as vanishing gradient problem. It causes slow optimization conver-
gence [84]; thus, usage of sigmoid function is restricted to the output layer for
single-label classification [87]. Tanh function typically works better as compared

with sigmoid function for training a DNN, but ReLU function [88] is computa-
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Figure 4.2: (a) Schema of the L-layer DNN model (b) Illustration of how gradient
is computed using the chain rule of calculus in a simple 2-layer network (c) Single
building block of a DNN.

tionally cheaper and yields equal or even better performance than tanh function.
ReLU avoids vanishing gradient problem when it is activated above 0; however,
the gradient becomes 0 when the unit is inactive which could lead to a situation
when a unit never activates [89]. In contrast, Leaky ReLU [89] has a non-zero
gradient over the entire domain which prevents it from the aforementioned prob-
lems. Swish—gated version of sigmoid activation function—is a new function,
reported to yield better results as compared with ReLU [90]. Sigmoid function is
utilized in the output layer and one of the aforementioned functions is applied in

the hidden layers.

The model is shown schematically in Figure 4.2(a). In the training process, an
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Table 4.1: Values of Hyperparameters for various optimization techniques.

Hyperparameters GD Mini-batch Mini-batch GD  Mini-batch GD
GD with momentum with ADAM

No. of Iterations/Epochs 1000 1000 1000 75-400*

Learning rate « 0.0075 0.0075 0.0075 0.0075

Initialization He He He He

Mini-batch size 781P 64 32 64

Momentum f - - 0.9 -

B¢ - - - 0.94

Ba - - - 0.999¢

2 Some cells converged in lesser number of epochs as compared with others.

b Full batch size of the training set.
¢ Controls the exponentially weighted averages in ADAM.
4 Suggested default values [84, Ch. 8].
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input matrix X € R"™*™ containing m (= 781) training examples, each having
n, (= b) features, is fed into the network along with all the parameters. The
parameters are weight matrix W € R < containing weights, and bias
vector bl € R™ containing biases, where n%] is the number of hidden units of
layer [. The contained weights and biases relate to each neuron of each layer
[. Weights are initialized to small random values, to break symmetry between
the hidden units, and biases to zero [84, Ch. 8]. The information flows forward
through the network, starting from the input and moving through the hidden
layers until generating the loss £: known as forward propagation (shown using
blue blocks in Figure 4.2(a)) [84, Ch. 6]. Each layer [ computes the following

equations—vectorized over all the examples to avoid explicit for-loops in the

code [91, Sec. “Vectorization”|:
ZW0 = Wl A= 4 plh (4.6)

Al — gl Z00) (4.7)

where, ZI € R". <™ ig a linear function (denoted by blue “Linear” blocks in
Figure 4.2(a)), Al € R™. %™ i the activation function (denoted by blue “ReLU”
blocks in Figure 4.2(a)), and A= is the previous layer’s output starting with
A = X The above two equations are repeated L — 1 times for layers I = 1 to
L — 1 that utilizes ReLLU activation, followed by a last repetition for layer L in
which the activation ¢g!* is a sigmoid function, depicted as blue “Sigmoid” block

in Figure 4.2(a).

Cross-entropy cost J, which is an average of all the losses £ (or errors) of
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individual examples, is expressed as:

1 ) ) ) )
=~ 3 (P log (@) + (1= y)log(1 — aPV)) (4.8)
m

i=1

where, 7,y € R are predicted and labeled outputs, respectively, for an exam-

ple .

After propagating forward and computing the loss, the information then flows
through all the hidden layers backward starting from layer L to compute gradient
of the loss function with respect to the parameters, known as backward propa-
gation (shown using orange blocks in Figure 4.2(a)). The partial derivatives
are derived using the chain rule of calculus, explicated in Figure 4.2(b) and are

mathematically expressed below [84, Ch. 6], [91].

At layer [ = L :
oL Y  1-Y
L] _ —
dA = 5am = —am T T am (4.9)
oL
(L] _ &=  _ AlL] _
a7 =y = A -y (4.10)

where, Y € R™™ is labeled output vector and A" = Y € R>™ ig the predicted
output vector. The post-activation gradient dA" and dZ" (computed by orange
“Sigmoid” and “Linear” blocks, respectively, on the right side of Figure 4.2(a)) is
then used to further propagate backwards. The remaining orange “Linear” and

“ReLLU” blocks compute the following equations for each corresponding layer [92]:

For [ :
oL

m_ 7= _
dz"% = 5710 —

dAY « gl (71 (4.11)
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Al — 8% _ Lzt (4.12)
m
oL 1 & .
dll = —— = — 3 " azl0 (4.13)
obllm —
oL r
-1 _ _ l l
dA1 = ST = Wizl (4.14)

L-layer DNN can be perceived in terms of a sequence of blocks, each block rep-
resenting a layer [ comprising a forward and a backward propagation function. A
single building block is illustrated in Figure 4.2(c), note that forward propagation
function shares some variables with back propagation function to calculate the
required gradient. GD algorithm then utilizes the gradient to perform learning
by finding the optimal solution corresponding to a minimum cross-entropy cost

J; achieved by iteratively updating the parameters as per following equations:
Wi =wl — o qwlV (4.15)

pll = pll — o @ (4.16)

where, « is the learning rate.

Once the parameters (weights and biases) are fine-tuned, the trained DNN
uses forward propagation to predict the output Viest by utilizing the test set. We
empirically evaluated the impact of L and n%] on the test accuracy of our DNN; L
was varied from 2 to 20 while n%] was varied from 1 to 50. GD was applied for this
purpose with values of hyperparameters given in Table 4.1. We also experimented
with different activations in hidden layers: sigmoid, tanh, ReLLU, leaky ReLLU, and

Swish; and observed their effect on the DNN’s performance in terms of error rate.

For this purpose, L and n%] were set to 17 and 25, respectively, with remaining

61



4. Feed-forward Deep Neural Network and Mobile Edge Computing-Based Cell Outage and
Congestion Detection

parameters same as before. The experiment was performed on the data of several

cells and different hours.

4.5.2 Improving Performance of DNN

We leveraged different modern DL techniques in our framework, described

below, to improve and render optimal performance.

Weight Initialization Methods

A problem in training a DNN occurs when the gradient explodes or van-
ishes, due to poor weight initialization, making learning difficult. We can remedy
the situation by heedfully choosing an initialization strategy (mentioned in Fig-
ure 4.2(a)), so that the values of weights are neither too small nor too large [87,
Ch. 6]. Weight initialization can strongly affect the performance of a DNN. A
commonly used heuristic [93] is to set all the weights to normally distributed
random numbers, centered at 0 and having a variance:

Varcommon(WH) = ! (4.17)

T opli-1

where nl'=1 is the number of input units of layer {. Xavier initialization pro-
posed in [93] yields better results for a DNN having tanh activation functions as
compared with the previous strategy. Their derived variance of weights is:

2

VaTXavier(Wm) - m (4.18)

where nl! is the number of output units of layer [. For ReLU activation function,

He et al. [94] proposed the following variance:

2
nl—1]

Varg.(Wl) = (4.19)
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Iteration: 1 Iteration: 2

Figure 4.3: Demonstration of the Dropout technique using a 4-layer DNN.

We continued with our previous model configuration and utilized the above

weight initialization strategies for several cells and hours.

Regularization

A fundamental challenge to DNN is of overfitting, in which the model performs
well on training set but fails to generalize to new examples. Regularization, which
refers to modification of the learning algorithm, is used to control overfitting and
reduce the test error [84]. L? regularization, also known as weight decay, is the
most common type of regularization. It penalizes the square values of the weights
in the cost function in order to drive all the weights to smaller values. Smaller
values lead to simpler hypotheses, which are most generalizable [87].

Dropout [95] is another regularization technique in which neurons (along with
their connections) are randomly shut down during training of a DNN; and hence
at each iteration, a different model is trained that uses only a subset of the
total neutrons. The dropped neurons do not contribute to the training in both
forward and backward propagations. A better generalization to an unseen data
can be achieved as this technique prevents the network to have dependency on any
particular neuron by making its presence unreliable [96]. Figure 4.3 demonstrates

dropout mechanism using a 4-layer network (for simplicity), in which p is the
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retention probability.

Our experiments embed the above-discussed regularization techniques in the

DNN model.

Optimization Methods

Besides GD—also known as batch GD—we utilized mini-batch GD, which
converges relatively faster and yields superior results [97]. It divides the training
set (X,Y) into mini-batches (Xt Y1) (X1 yi}) where {t} represents
the index of a mini-batch. It is computationally efficient because it employs a
single mini-batch at a time to compute gradient before performing an update
step; as compared with GD which has to read an entire batch of training set [87].
Due to the inherent nature of mini-batch GD, the direction of the update has
some variance and hence, the path taken by it oscillates towards convergence. To
further accelerate learning and reduce oscillations, an update technique known as
momentum [84, Ch. 8] (mentioned in Figure 4.2(a)) is used with mini-batch GD.

Momentum accumulates exponentially weighted moving averages of the pre-
vious gradients and continues to move in their direction. The method can be
utilized by using Eq. 4.20 and 4.21 during the update rule instead of using Eq.
4.15 and 4.16.

W[l] = WU] — & Ugw) (4.20)
b[l] = b[l] — @ Ugpn) (421)

where, v ym and vy are used to store the past gradients’ values and are given

as follows:

Vawin = Bogwm + (1 — B)dW[l] (4.22)
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Uagpltl = ,Bvdb[l] + (]. — /B)db[l] (423)

where, § € [0, 1) is the momentum which determines the number of past gradients

that should be taken into account.

ADAM [98] is one of the most effective adaptive learning rate optimization
algorithm for training a DNN that combines ideas from momentum (described
in detail in [99]) and RMSProp (another optimization method for the details of

which, readers can refer to [100]). ADAM uses the following update rule for

weight TWH:
Ucorrected
l
wlh = wh — o v (4.24)
corrected
Sawuw -+ €
where, vg%’[ﬁmd and szfi’ﬁﬁded (given below) are bias corrections, of first moment

and second raw moment estimates, respectively, to account for their zero initial-

ization [84, Ch. 8], [98]; and € is a small number added for numerical stability.

T Vaw
Ug?/vlﬁded = 1 _V(Vﬁl)t (425)

corrected Saw ]
sqi = T—(B) (4.26)

where, vyym and sgym (given below) are exponentially weighted moving averages
of historical gradient and the squared gradient, respectively; ¢ counts the steps
carried by ADAM update; and Sy, 5y € [0,1) are hyperparameters that control

the two averages.

Vg = B1 Vg + (1 — By) dwll (4.27)

Sawin = Ba sgu + (1 — By) (W2 (4.28)

The update rule for bias parameter b is similar to the above rule. We imple-
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Table 4.2: Comparison of mini-batch gradient descent (GD) with ADAM and
Momentum.

Average over 1,000 cell IDs

Metric
Momentum ADAM Improvement

Accuracy  90.44% 98.8%  8.36%

Error rate  9.55% 1.19%  8.36%
Precision  86.11% 99.07% 12.96%

Recall 84.54% 97.27% 12.73%

FPR 6.66% 0.44%  6.22%

F 85.32% 98.16% 12.84%

ment ADAM in our DNN model and compare its test performance (in terms of
various metrics mentioned in Sec. 2.5) with gradient descent (GD), mini-batch
GD, and momentum. For this purpose, the hyperparameter values mentioned in
Table 4.1 are used, along with € = 1 x e™® (suggested default value [84, Ch. §]).

Additionally, we investigate their training time.

4.6 Experimental Results and Performance Eval-

uation

We present various experimental results in this section. Although the CDR
dataset contains records pertaining to 10,000 cells, our DNN model performs
anomaly detection for a single cell at a time. To demonstrate robustness and
transferability of our model, we present results based (averaged) on randomly
chosen 1,000 cell IDs out of the total 10,000 cell IDs (available in Milan dataset).
In addition, we also present results processed by using a small subset (up to ten
cell IDs) for a detailed analysis and comparison. Note that mentioning of morning,
afternoon or evening followed by a cell ID indicates that the model is trained and

tested on a corresponding 3-hours range data (discussed in Sec. 4.4.1).

66



4. Feed-forward Deep Neural Network and Mobile Edge Computing-Based Cell Outage and
Congestion Detection

Accuracy vs. Number of layers and Number of hidden units(s) per layer | Cell ID 1 (Afternoon) Accuracy vs. Number of layers and Number of hidden units(s) per layer | Cell ID 1943 (Evening)
0.9¢
2

4

0.92

H 07
088
H E

I |
16 2 [ ] 055 P
7 T u 084
B K AP L] 05 9 |
[ ) T T HEN [ |
20 [[]] L[] 045

- 299 0O EER)

Number of hidden unit(s) in each hidden layer Number of hidden unit(s) in each hidden layer

Accuracy vs. Number of layers and Number of hidden units(s) per layer | Cell ID 5638 (Morning) Accuracy vs. Number of layers and Number of hidden units(s) per layer | Cell ID 9607 (Evening)

Number of layers

2
Number of layers

SO TEON @O NN TON YOO CNDTOONOOO TN TN

Number of hidden unit(s) in each hidden layer = = 200
Number of hidden unit(s) in each hidden layer

Figure 4.4: Effect of different configuration of number of layers and number of
hidden units(s) per layer on test accuracies.

4.6.1 Number of Layers and Hidden Units

The performance of a DNN can vary across the spectrum of L and n%}. In

practice, framework would search for their optimum values that yield maximum
accuracy for each cell by empirically evaluating their impact on the test accuracy
of our DNN. To demonstrate this, we vary L from 2 to 20 and n%} from 1 to
50 using data from cell IDs 1 (Afternoon hours), 1943 (Evening hours), 5638
(Morning hours), and 9607 (Evening hours)—due to the inadequate space, we
only show outcomes of these four randomly chosen cell IDs.

Our empirical results in the form of heatmaps, illustrated in Figure 4.4, elu-
cidates the impact of various settings of n%] and L on the test accuracy. We also
highlighted three particular examples signifying maximum accuracies. It can be
seen that deeper layer having moderate number of hidden units yield the highest
accuracy. Dual maximum accuracies imply that one might be computationally

efficient to attain than other. For simplicity, we set L and n%} to 17 and 25,
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respectively, for our further experiments (for all cell IDs).

4.6.2 Activation Functions

We run our model with mini-batch GD having hyperparameter values listed
in Table 4.1, to find an activation function that yields maximum performance.
Figure 4.5 (top) and (bottom) illustrates the effect of utilizing various activation
functions in terms of error rate by using a subset of total cell IDs and 1,000
cell IDs, respectively. We can clearly observe that sigmoid achieved the feeblest
performance with highest error rate for most of the cell IDs in Figure 4.5 (top)
while Swish also yielded overall poor performance that is evident in Figure 4.5
(bottom). Interestingly, for cell ID 2321, all the activations performed uniformly.
Overall, ReLU surpassed other activation functions as evident in both of the

figures and hence we choose ReLLU for further experiments.

4.6.3 Weight Initializations

We continue with our previous model configuration and the randomly chosen
cell IDs, and initialize weights according to Common, Xavier, and He initialization
methods. We also set ReLLU activation in hidden layers for this purpose, as
discussed previously. Figure 4.6 exemplifies the impact of selecting various weight
initialization schemes on DNN’s test accuracy. We can observe that He surpassed

other initialization strategies and yielded highest average accuracy.

4.6.4 Optimization Techniques

The superiority of mini-batch GD with momentum and ADAM over ordinary
batch GD is clear in Figure 4.7. Although, in cell ID 4671, momentum has
slightly better performance than ADAM but overall mini-batch GD with ADAM

surpassed all other optimization techniques. It accomplished highest accuracy,
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Figure 4.5: Effect of using different activations on performance.

recall, and Fy; and also, lowest error rate and FPR in most of the cells. Note,
for cell ID 7816, ADAM achieved a perfect performance. In Table 4.2, we report
various performance measures of our anomaly detector, averaged over the results
from randomly selected 1,000 cell IDs, along with the improvement we got by

utilizing ADAM as compared with the momentum.
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Figure 4.6: Effects of different weight initialization techniques on the perfor-
mance.

4.6.5 Training Time

Another advantage of utilizing ADAM is faster training time that is evident in
Figure 4.8 in which we compare the average training time of our model utilizing all
the discussed optimization methods. Mini-batch GD with momentum consumes
maximum training time, while ADAM deplete the lowest, and is the most suitable

optimization method.

4.7 Conclusions and Insights for Future Work

Performance-wise, our MEC-based DL framework eclipsed the previous anomaly
detection methods [1,7,62]. It can potentially improve network’s QoS and user’s
QoE; and truncate OPEX for the network operators. Our proposed framework
accomplished 0.44% FPR (Table 4.2), a significantly reduced value as compared
with the reported 14% in [62]; and 98.8% accuracy, a great improvement as com-

pared with the reported 94% accuracy in [1].

Our study endorses the concept of harnessing the largely untapped CDRs
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Figure 4.8: Comparison of training time of various optimization techniques.

(using big data analytics) instead of utilizing traditional measurements and ana-
lytical approaches for the network analysis [62,101]. Our research’s main innova-
tion is the incorporation of the Internet activity feature (disregarded in previous
works [7,62]) that makes our research more robust as our DL framework can detect

anomalies pertaining to a situation when Internet activity swiftly rises/declines
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but the call and SMS activities are normal. An example of such situation could be
an abruptly increased Internet activity during a music festival inferring a neces-
sity of additional network resource allotment. In addition, MEC-based approach
reliefs core network from heavy computation tasks, offloaded to various MEC
servers spread across the network.

A deterrent in practical implementation of our deep learning approach is the
requirement of deluge of examples to extract a meaningful pattern in the CDR
data; however, utilizing larger dataset—the acquisition of which is another issue
due to privacy concerns—can surmount the difficulty. We can then preprocess
the dataset using more sophisticated software: Apache Hadoop or Spark [62].
Another restraint on fully employing our approach is the possession of labeled
data due to the supervised nature of our algorithm; affixing fault data, generated
at the core network and containing historical alarms’ logs [1], with CDRs and
then labeling them accordingly can overcome this restraint.

The timestamp interval of 10 minutes is crucial for the results and hence
more variation could be tested in the future studies to determine the impact of
increasing the time duration granularity to perform more coarse-grained analysis,
i.e. take three 10-min intervals instead of just one; or the granularity can also be
decreased to perform more fine-grained analysis, i.e. by considering even smaller
than a single 10-minute interval (the practical LTE network can be set to generate
CDR dataset in such settings). Hence it will be an interesting future direction
that could be explored. In this connection, our previous work in Chapter 3
considered a 1-hour interval instead of 10 minutes—we combined six 10-minute
timestamp activities—and detected anomalies in the 1-hour user activity data by
using semi-supervised machine learning method. In the current research work,
we however chose to decrease the interval so that the anomaly detection could be
performed quickly and hence the remedial or diagnostic actions could be taken

sooner.
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Because of the potential of upcoming cellular networks to have an Al-empowerment,
the implemented algorithms need to be quicker, increasingly proficient and less
perplexing: future works can explore meliorative methods. We can also extend
our study for anomaly detection in Internet of things (IoT) [80]; however, due to
the limited resources (such as power consumption) the IoT devices might have
entirely different activity pattern that will need more examination. With rising
fame of DL technology, which has an enormous potential for utility in 5G net-
works, our work applies DL to accomplish substantial performance betterments
for abnormality detection. This indicates reduction in OPEX for cellular opera-

tors along with an improvement in the network’s QoS and user’s QoE.
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Chapter 5

Deep Convolutional Neural
Network and Mobile Edge
Computing-Based Cell Outage

and Congestion Detection

5.1 Motivation

In the previous chapter, we introduced MEC paradigm for anomaly detection
and presented a feed-forward DNN-based framework which was executed at an
MEC server collocated with a based station that oversaw a number of base sta-
tions. Although the aim to introduce MEC, in which computations are offloaded
from the core network (CN) to the edge servers, was achieved; however, each
server has to execute the framework separately for each connected base station
under the proposed setting.

40-50 is the range of base stations per square kilometers estimated for 5G net-
work [102]. For instance, city of Milan could demand 7,270 — 9, 088 base stations

to fully cover its region, spread over 181.76 km?. If previously proposed solu-
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Figure 5.1: (a) System model for the proposed deep CNN and MEC-based
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tion is applied for such a gigantic amount of base stations for anomaly detection,
the cellular system could be computationally choked. In addition, the biggest
drawback of executing a feed-forward DNN is the necessity for rich resources in
terms of computation, storage and power—since every block in a given layer of a
DNN is fundamentally linked to all of the previous layer’s blocks, which require

processing and storing copious parameters.

This chapter harnesses deep convolutional neural networks (CNN) to overcome
the above limitations and enable anomaly detection for all the base stations con-
nected to the MEC server, at once. The decision of choosing deep CNN is further

elaborated in Section 5.5.2.
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5.2 Overview and Contributions

This chapter takes inspiration from the milestones achieved by the CNNs
in computer vision domain [81] and MEC, and proposes an innovative anomaly
detection framework which alleviates the CN from heavy computations while con-
suming lesser resources in contrast to the feed-forward DNN (applied in the previ-
ous chapter). Rather than centralized processing where user activities belonging
to all the base stations are processed at the CN, this research takes advantage of
MEC paradigm in which heavy computational works are split among edge servers
(ESs) spread across the network. The servers are co-located with the base sta-
tions and oversee a small group of base stations, as shown in Figure 5.1. They are
Al-empowered and execute CDR (Trentino grid)-based data analytics: contrary
to the previous work in Chapter 4 which employed classic feed-forward DNN, this
work employs CNNs which are far more efficacious (further discussions in Section
5.5.1). Identification of abnormal cell(s) is then sent from the servers to the core
network for further intervention. In case of a cell outage, self-healing functions
(like diagnosis and compensation) [6] are invoked and in case of spiked activ-
ity, congestion-avoidance procedures are put into action. Similar to the MEC
paradigm having cloud server as a centralized entity for processing and computa-
tions, and MEC server promoting a decentralized design for connectivity, storage,
and computation; we can overall associate our framework with the paradigm in
which the core network equates to the cloud server and the ES equates to the
MEC server [82].

This chapter makes the following prominent additions to the existing litera-

ture:

1. Presents an innovative framework fully compatible with the MEC paradigm

because of utilization of deep CNN models.

2. Utilizes state-of-the-art deep residual network (a type of CNN) for enhanced
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performance in contrast to an elementary CNN model. The chapter also
presents comparative analysis of these models with training time and per-

formance in focus.

3. Presents additional experimentations and insights about the expansion of the

CNN models from detecting anomalies in 100 cells at a time to 225.

5.3 Relevant Work

In this segment, we explore cell outage detection (COD) as well as congestion
detection research that focuses on the utility of deep learning (DL) technology.
For an extensive literature review on COD, the readers can consult [6] which
is split into complete and partial CODs, each focusing on works that utilize:
Heuristic (solutions based on pre-defined rules dictated by experts) and learning-
based (solutions based on ML) methods. Additionally, Kline et al. [73] covers
COD-related works that use machine learning approaches. However, neither [73]
nor [6] contain any researches that use DL technologies for COD.

Our work in Chapter 4 (published in [3,99]) suggested a method for detect-
ing abnormalities in a single cell of a cellular network using feed-forward DNN.
It pre-processes activity data to generate a 5D vector (each dimension of which
corresponds to a single user activity of the designated base station), accepted as
the input. The binary output 0 indicates a normal condition while 1 indicates an
abnormality. However, because of the reasons described in the previous section,
the solution is computationally costly when extended to the entire network. Ma-
sood et al. [59] proposed a sleeping cell detector based on a deep autoencoder (a
form of feed-forward DNN) that uses simulator-generated user device data based
on minimize drive test (MDT) measurements. The data consists of adjacent and

serving BSs’ reference signal received power (RSRP) and signal to interference
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plus noise ratio (SINR) values. The model was trained using data from a typi-
cal operation using seven macro cells, and it was tested using the data from an
outage situation. The main flaw in their method, as stated in [6, Sec. TV C], is
that they only took into account spatial data gathered for a single case, which
results in instantaneous identification of sleeping cells. As a result, the observed
anomaly may be transient, with no effect on QoS, and may disappear until it is
compensated.

Both, our previous work and Masood et al. [59] reported that their DL-based
anomaly detection methods outperformed traditional ML approaches: semi-supervised
statistical-based detection [62] and one-class support vector machine-based detec-
tion, respectively. Our preference for deep learning models over standard machine
learning models stems from this rationale.

As part of their paper, Ramneek et al. [10] proposed an empirical solution for
congestion detection in QoS-enabled networks. The key concept is to assess the
congestion level by monitoring network load using information derived from the
QoS-based scheduler. Parwez et al. [7] suggested a method for identifying region
of interests (ROIs) as anomalies of extraordinarily high consumer traffic behavior
using big-data (CDR) analytics and ML algorithms. Their method is inefficient
for applications that need immediate identification since they examined CDRs for
one week. To overcome this constraint and based on the fact that such ROIs will
have congestion if suitable steps are delayed, our work in Chapter 3 (published
in [62]) suggested a semi-supervised ML algorithm to detect surged user traffic
in a cell’s recent one hour CDR data by evaluating its past subscriber activity
behavior. We also suggested a DL method for the identification of such ROIs in
our subsequent work in Chapter 4 (published in [99]), which reduced the detection
time from one hour to ten minutes while also improving the efficiency.

In comparison to all of the previous works, our methodology is unique in that

it uses deep CNNs rather than feed-forward DNNs and a MEC-based structure
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to distribute the computational load of the CN through many ESs, resulting in
a lighter solution for anomaly detection. Our strategy is agile because we use
already-available (CDR) data rather than requiring new KPI-based data [62]. Tt
senses irregularities (such as outages and spiked traffic activity that could cause
congestion) in several cells at once. Our method takes into account both spatial
and temporal aspects, allowing us to track long-term outages rather than the

istant ones.

5.4 Preliminaries

5.4.1 System Model

The system model is shown in Figure 5.1(a). For this work, we consider
Trentino grid, described in Sec. 2.4.3. The main idea is to divide a network
into regions called sub-grids, each consisting 100 cells and an edge server (ES)
co-located with one of the BSs. The ES is equipped with our proposed anomaly
detection framework that mainly handles preprocessing and comprises a deep
CNN model. For every subsequent 10-min duration, the following process (illus-

trated in Figure 5.1(b)) executes:

1. ES acquires raw CDR data of each cell in its sub-grid from the CN;

2. Framework pre-processes the data to construct a grid-image that is accept-

able as an input by the deep CNN model;

3. Model trains on a dataset (available in the attached database) containing
past user behavior of the cells and detects anomalous cell(s) in the current

example;

4. ES passes information of the faulty cell(s) to the CN that further takes

curative actions.
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Figure 5.2: Trentino dataset’s spatial description. 10 x 10 subgrid (red) is chosen
for our experiments while 15 x 15 sub-grid (blue) is chosen to demonstrate the
scalability of our proposed method.

5.4.2 Data Preprocessing and Synthesis

CNN processes grid-like data such as a time-series or an image [84, Ch. 9.

In preprocessing stage, we convert raw CDRs into a 10x10x5 3D matrix 2 €

0]

(0] (0] e . . 0] .
R"™m *"w>"c henceforth referred as “grid-image”, where ¢ is the index, ngq} is the

height, nw is the width, and n[co] is the number of channels of the grid-image. The

height and width make up 100 entries representing cells chosen from the bottom
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portion of the Trentino grid, illustrated as red squares in Figure 5.2. The channels
comprise 5 feature (subscriber activity) values of the selected cells: Call incoming,
SMS incoming, call outgoing, SMS outgoing, and Internet usage. Hence, each
pixel of the grid-image contains the above activity values of a corresponding cell,
recorded during a 10-min duration. In order to excavate meaningful pattern
in the dataset, an avalanche of examples each representing past instances are
required; however, only 62 instances are available in the current dataset for each
time-resolution. To remedy this, we combine timestamps for a 3-hour duration
and generate 1,116 grid-images (6 timestamps per hour x 3 hours x 62 days),
represented as a 4D matrix Xy, € Rmm[g&nwm[gl’ where m is the total number
of grid-images.

Since we are dealing with supervised learning and have unlabeled data, we

R™*190 on the basis of euclidean distance, where 100

generate labels Y, €
represents the total number of output classes (each denoting a cell). An output
class indicating 1 means an anomaly and the corresponding cell is faulty, and 0
means the corresponding cell’s operation is normal. For each output class, we
mark 1 if || — ol[2> ||al|2> ||t + 0|2, where a € R® represents the corresponding

cell’s activity. The elements of mean y € R® and standard deviation o € R® can

be calculated using standard textbook equations (Eq. 3.1, 3.2).

5.4.3 Shuffling and Splitting the Data

The order of Xy and Yo is synchronously shuffled to make the algorithm
more effective since it is using mini-batches (a subset of the entire dataset). The
mini-batches enable the optimization algorithm (mini-batch gradient descent)
to rapidly compute approximate gradient estimates instead of computing exact
gradient, making the algorithm converge faster [84, Ch. 8]. The shuffled dataset

is then split into training and test sets according to a ratio of 7:3, each comprising
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781 and 335 grid-images with labels, respectively.

5.4.4 Performance Metrics

For the performance evaluation of our framework, we utilized the following
common metrics of machine learning literature: precision, recall, accuracy, error

rate, false positive rate (FPR), and Fy. They a re elaborated in Section 2.5.

5.4.5 Software

MATLAB was exploited for preprocessing, GPS mapping, and results genera-
tion. Keras [103] was also utilized to actualize the CNN models. Experimentation
was performed in a commercial PC (i7-7700T CPU, 16GB RAM, and Windows
10 64-bit operating system) with an in-built GPU (NVIDIA GeForce 930MX).

5.5 Implementation of Anomaly Detector

In this section, we describe generic architecture of the CNN followed by a
discussion on how it fits in with our research, the architecture’s utility in building

a relatively simple deep CNN model and lastly, we describe the ResNet-50 model.

5.5.1 CNN’s Generic Architecture

CNN [84, Ch. 9] has the following three fundamental layers, as can also be

found in Figure 5.3(a):

Convolution layer
: o . (L-1] =11 11-1]
It accepts an input volume (or activations of previous layer) A= ¢ Rm*mn >mw “xne
1-1) 1]
where [ represents number of the current layer; and filters FI!! € Rf W fllxng™ xng

where f is the filter size, fI¥x flx n%_l} is the dimension of a single filter and n[é]
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Figure 5.3: Architecture of (a) Simple model with the red box highlighting pooling function deliniated in Figure 5.4 and (b)
residual network model with 50 layers (ResNet-50). (¢) Conv and ID modules of ResNet-50 model.
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is the total number of filters. The convolution layer performs parallel convolution
operations between input volume and each filter, adds bias, applies a rectified
linear unit (ReLU) [84, Sec. 6.3] function and lastly, stack up each result to form

an output All € Rmxnixnyyxne The height ngl} can be calculated as:

=1 4 9 0 _ 4l
) = (M 2]

- & +1] (5.1)

where, pl! is the number of padding and s is the stride. Padding is a technique
to add zeros around the border of the input image to prevent the height and
width from shrinking, as output dimension reduces due to convolution operation.
Stride is the distance between successive utilization of filter on the input volume.

Formula for width n%], can be written by replacing ngl{_” with ngv_ Uin Eq. 5.1.

Pooling layer

It improves computational efficiency, reduces requirement for storing param-
eters and adds robustness to some of the detected features [84, Sec. 9.3]. Max
function is commonly utilized in pooling layers that pools maximum numbers
from regions of input volume (and from each channel, independently) depending
on the filter size f, to generate the output volume. If the dimension of input
volume is ng X ny X ng, the dimension of output volume can be derived using
Eq. 5.1 with p=0as |20 + 1] x ™=l 41| x ne .

As an example, we consider Max Pool1 layer, illustrated in Figure 5.4(a). The
pooling layer accepts an input volume having 13 x 13 x 8 dimension and results
a volume of 6 x 6 x 8 dimension—the height and width is calculated by using
Eq. 5.1. The layer utilizes following hyperparameters: filter size f = 2 and stride
s = 2. This combination of hyperparameter values is common and it shrinks
the input’s size by a factor of 2. For simplicity, we demonstrate the max pooling

operation in a single channel, illustrated in Figure 5.4(b). The layer slides a (f, f)
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window

6X6

13X 13
(b)

Figure 5.4: Max-Pooling Layer’s functioning.

window over input and stores the maximum value of the window in the output.
It performs the same operation for each channel and finally stacks the results to

form the output volume.

Fully connected layer

It functions like the hidden layer of a feed-forward neural network (described
thoroughly in the previous chapter), in which each hidden unit is connected to

all hidden units of the previous layer.

5.5.2 Why Choose CNN?

Parameter sharing and sparse interactions [84, Sec. 9.2] are the main rea-
sons for CNN’s popularity and dramatic increase in computational efficiency as

compared with feed-forward neural networks; because these result in lesser pa-
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rameters to compute and store. For example, consider a convolution layer C'onvl
in Figure 5.3(a) having an input volume of dimensions 14 x 14 x 5, a filter size
f = 2, and 8 number of filters. Using Eq. 5.1 with p = 0 and aforementioned
values, we can calculate the dimension of output volume: 13 x 13 x 8. The total
number of parameters utilized in this (single convolution layer) operation is 40:
2 % 2(for one filter) +1(for bias) = 5 parameters per filter and 40 parameters for
8 filters. However, if this was a feed-forward neural network, the input would
be 980 units (flatten version of the input volume: 14 x 14 % 5), the output would
be 1352 units (13 * 13 % 8), and the total number of required parameters would
be 1.32 million (980 * 1352). CNN is hence faster and require lesser resources
(computation and storage). Due to the mentioned benefits and the fact that we

are dealing with grid-like data (of 100 cells), CNN is our natural choice.

5.5.3 Simple CNN Model

Many models available today have put together the building blocks in differ-
ent settings (in terms of number of layers and the approach of connecting them
together) to form a CNN. LeNet-5 [92], AlexNet [104] and VGG [105] are some
of the classical CNN models; while ResNet [106] and Inception-v4 [107] represent
some modern ones (readers can refer to [103, Sec. Applications] for an exhaustive

list of modern CNN models).

Our first approach, illustrated in Figure 5.3(a), is inspired from works of
the aforementioned classical models, in which we utilize the building blocks in
addition to batch normalization (thoroughly explained in the next paragraph)
to detect anomalies. Our model accepts a 10 x 10 x 5 grid-image as an input.
It then pads zero along the edges (zero-padding) with p = 2 and passes the
volume to a series of convolution and pooling layers (Convl, MaxPooll, Conv2,

MaxPool2, Conv3, MazPool3). The dimension of output volume of each layer
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can be computed by utilizing Eq. 5.1. The resultant volume is finally flattened
and passed through two fully connected layers (F'C1 and FC2). Finally, we
utilize binary cross entropy loss function for a multi-labeled output as each class

is not mutually exclusive.

Batch normalization (BN) [108] is a powerful technique of adaptive re-parametrization,
used to accelerate training process and make DNN more robust. Training a DNN
leads to a problem of covariance shift: distribution of earlier layers’ parameters
shifts, that affects the later layer’s capability to adopt accordingly and results in
a slow training process. Instead of just normalizing the input features values of
the network, the technique normalizes the activations of each hidden layer. It
makes the deeper layers’ parameters more robust to changes, to earlier layers’
parameters; hence, enhancing the network’s stability [84, Sec. 8.7], [108]. Read-
ers can refer to [109] for more detailed analysis on BN. We apply BN after the
convolution operation and before utilizing the activation function. Therefore in
Figure 5.3(a), each convolution layer incorporates BN in addition to convolution

operation and ReLLU activation.

5.5.4 Residual Network Model

To enhance the performance of our framework, we utilized residual network
comprising 50 layers (ResNet-50), as shown in Figure 5.3(b). Depth of a neural
network plays a crucial role in accurately representing more complex functions and
in raising the overall network’s performance [105]. However, deeper networks are
harder to train as they suffer from gradient vanishing and exploding problems [84]
that hinder with the convergence of the network, making it unbearably slow.
Deeper networks also suffer from a degradation problem: as we add more layers
the accuracy saturates and then quickly reduces, leading to an elevated training

error [106].
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Residual network [106] effectively deals with these problems by stacking resid-
ual modules on top of one another, shown as Phase 2 — 5 in Figure 5.3(b). We
first elaborate functioning of a residual module used in the residual networks by
using ID module of Figure 5.3(c). In the figure, the information flows from input
al¥ to the output activation al*3 through two unique paths. The downward path,
called main path, has three parts. The information first goes via initial part con-
sisting three blocks having a convolution layer, BN, and a non-linear activation

function, respectively; governed by the following standard equations:

Z[l-‘rl] — W[l-‘rl]am + b[l+1] (52)

1+1] _

g(z"1) (5.3)

a/[

where, W+ is the weight matrix, b is the bias vector, g(.) is the non-linear
activation function, a¥ is the input, and /! is the output of the initial part.
The BN is utilized throughout the model to boost up the training.

Similarly, the blocks in the third part are governed by the following equations

(ignoring the other path and a summation operation):

3 — sl g2y g li+3) (5.4)

a[l+3] _ g(Z[lJrS]) (5_5)

In residual networks, al! is fast-forwarded to a deeper hidden layer in the neu-
ral network where it is summed up with the output of that layer before applying
a non-linear activation function. This is known as a skip connection, as shown in

the figure. Hence, Eq. 5.5 will be altered as follows:

a3 = g (143 4 gl (5.6)
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The addition of al! makes it a residual module and this enables the activations
of one layer to skip some layers and be directly fed to a deeper layer. This also
allows a gradient (during back-propagation) to be directly back-propagated to an
earlier layer. Here, we are assuming that the dimensions of both, input a!! and
23] (and therefore output a3 are same in order to perform the summation.
This kind of residual module is known as identity (ID) module.

If the dimensions of input (a!) and output activations (a/*+3)) mismatch then
a convolution layer in the skip connection is introduced to adjust the input a to
a different dimension, so that the dimensions match up in the final summation.
This type of residual module is called Convolutional (Conv) module, illustrated
in the Figure 5.3(c)(left).

Moreover, we can now analyze the residual network architecture with 50 layers
depicted in Figure 5.3(b). As an example, we can concentrate on the parts start-
ing from the input to Phase2 of the architecture. In the following, we will discuss
in term of dimensions so that the purpose of ID and Conv modules can be ex-
plained subsequently; and Eq. 5.1 is extensively utilized in computing the output
dimensions of various layers. The input grid-image having dimension 10 x 10 x 5
is zero-padded with padding p = 5 to have an output volume with dimension
20 x 20 x 5. It is then passed to Phasel comprising a convolution layer with filter
size f = 7, total number of filters nc = 64, and stride s = 2; that transforms the
dimension to 7 x 7 x 64. Lastly, Max Pool having f = 3 and s = 2 generates the
output volume with dimension 3 x 3 x 64.

For Phase2, let’s focus on Figure 5.3 (c)(left) having Conv module that will
have an input dimension of 3 x 3 x 64 from the earlier layer. The main path
contains 3 parts. The initial part has convolution layer having f = 1, ng =
Fy = 64 (see Table 5.1), and s = 1. It yields volume with identical dimensions
as of the input’s. The convolution layer in the second part also results output

with same dimension as of the input’s because it is utilizing “same” convolution
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Table 5.1: Utilized ResNet-50 model’s hyperparameters

Number of filters used in the

Phase layers [F, Fy, F3] of each module Stride s
2 [64, 64, 250] 1
3 128, 128, 512] 2
4 (256, 256, 1024] 2
5 512, 512, 2048] 2

(in which padding is set so that the output’s dimension remains same as of the
input’s). The third part having a convolution layer with f = 1, ng = F3 = 256
(see Table 5.1), and s = 1 will convert the input’s dimension from 3 x 3 x 64
to 3 x 3 x 256. Finally, convolution layer in the skip connection, that has input
volume of dimension 3 x 3 x 64, scales up the input’s dimension to 3 x 3 x 256 by
utilizing the parameter values: f =1, nc = F3 = 256 (see Table 5.1), and s = 1.
The outputs from both convolution layers (one in the skip connection and the
other in third part of the main path) can be added as they are now compatible:
have the same dimensions.

The ID modules of Phase2 have similar function as of the aforementioned
Conv module, with the exception of the skip connection’s design that does not has
any layer in it. This is because the input of the ID modules has same dimension as
of the output of convolution layer in it’s third part: 3x 3 x256; hence, convolution
layer is not needed in the skip connection.

The hyperparameter values used in our model can be found in Figure 5.3(b)

and (c) (in red annotations), and Table 5.1.

5.6 Experimental Results and Performance Eval-
uation

We demonstrate performances of our simple CNN and ResNet-50 models in

Figure 5.5 using the test set. The figure shows 10 x 10 heatmaps: blue ones
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Figure 5.5: Dispersion of accuracy (blue) and false positive rate (FPR) (green)
for the simple and ResNet-50 models along with the improvements achieved by
implementing the latter model.

representing accuracy distributions and the green ones representing false positive
rate (FPR) distributions; with the left, middle and right ones pertaining to the
simple model, ResNet-50 model and improvements we achieved by implementing
ResNet-50 over simple model, respectively. Each position in a heatmap relates to
a corresponding cell of the sub-grid in Figure 5.2(bottom). The best and worst
performance values in the left and middle heatmaps are marked in black annota-
tions, while the annotations in right heatmaps represent maximum improvements

and degradations.

As we can observe in the figure that the performance results pertaining to
different cells vary; this is because fundamentally each cell has it’s own unique
distribution of user activity values in terms of call incoming, SMS incoming, call
outgoing, SMS outgoing, and Internet usage, from which our framework creates
grid-images. The model learns different underlying distributions and hence the

performance result for each cell is different.

The accuracy of cell 2976 (row 1, column 7)—the worst performing cell—using
the simple model is significantly improved from 68.4% to 75.5% by using ResNet-
50 model. Cell 3915 (9, 10) yielded maximum accuracy 94.3% using simple CNN,

and is slightly further improved to 95.5% using ResNet-50 model. Additionally,
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the maximum and minimum FPRs using the simple model are 24.7% and 1.8%
for cell 3680 (7, 9) and 4032 (10, 10), respectively; they are further reduced to
17.7% and 1.1%, respectively, when ResNet-50 is utilized. The minimum FPR
in ResNet-50’s distribution is 1% for cell 2970 (1, 1), a 3x reduction from 3.2%
when simple model was utilized.

However, performance also degrades for some cells, as evident in the right-
hand heatmaps (indicated with negative values). For example, observe accuracy
of cell 3440 (5, 3) that worsened from 71.9% using simple model to 69.6% using
ResNet-50 model. Similarly, ResNet-50 model resulted in higher FPR of 28.8%
for cell 3087 (2, 1), a significant increase as compared with 17.5% when simple
model is used.

Based on the above observations, the individual cell’s performance can ei-
ther be ameliorated or degraded by using ResNet-50 model; however, the overall
performance of ResNet-50 model improves as compared with its counterpart, as
evident in Table 5.2. Also note the training time for ResNet-50 model is about
7x higher than of the simple model.

To proof scalability of our proposed method, we scaled-up the size of our grid-
image from 10 x 10 x 5 to 15 x 15 x 5, to include a total number of 225 grids. For
this purpose, we selected cell IDs starting from 5076 to 6728, depicted as inner
light-blue square grid in Figure 5.2 (top-right), and kept rest of the parameters
of each model same as before. Table 5.3 conveys the overall test performance
and training time of both models, and the improvements achieved by leveraging
ResNet-50 model over simple CNN model. Figure 5.6 demonstrates performance
(accuracy and FPR) distributions of both models for each of the chosen cell IDs
in the form of top and middle 15 x 15 heatmaps. The bottom heatmaps represent
the improvements.

Similar to our observations of Figure 5.5, we can also observe in Figure 5.6

that the performance of some cells has improved and for some cells, it has de-
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Figure 5.6: Performance dispersions achieved through considering 15 x 15 x 5

input grid-image.

teriorated by applying ResNet-50 model. We can also observe that the overall

accuracy and error rate values in Table 5.3 resemble their counterparts in Ta-

ble 5.2. Additionally, similar to the trend we previously observed in Table 5.2,

ResNet-50 model in our current experiments has also achieved better performance

results as compared with the simple CNN model except for the recall. Hence, our

proposed method is scalable.

If we compare Table 5.3 with Table 5.2, it is interesting to observe that overall
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Table 5.2: Performance statistics of Simple CNN and ResNet-50 models.

Simple CNN ResNet-50

Metric Model Model Improvement
Accuracy 78.99% 81.06% 2.07%

Error Rate 21% 18.94% 2.06%
Precision 69.99% 73.59% 3.6%

Recall 64.59% 67.21% 2.62%

FPR 13.81% 12.03% 1.78%

F1 67.18% 70.26% 3.08%
Training Time 3.52 min 25.58 min -

Table 5.3: Performance statistics of Simple CNN and ResNet-50 models (when
15 x 15 x 5 grid-image is used).

Simple CNN ResNet-50

Metric Model Model Improvement
Accuracy 78.21% 80.4% 2.19%

Error Rate 21.78% 19.59% 2.19%
Precision 64.42% 72.5% 8.08%

Recall 61.9% 56.34% -

FPR 14.74% 9.21% 5.53%

F1 63.13% 63.41% 0.28%
Training Time 3.88 min 26.34 min -

training time do not proportionally increase as we increase the resolution of input
image. Hence, the resolution can be enhanced to accommodate anomaly detection
for a larger number of cells with the expense of slightly higher computation time.
This is because of the two properties of CNN discussed in Section 5.5.2—which
enable the number of parameters in a layer of CNN to remain constant even if
the input’s resolution is varied.

Finally, we compare our model’s performance with the performance of feed-
forward DNN proposed in Hussain et al. [3]. Hence for comparison, we adopt their
feed-forward DNN model with the same hyper-parameter values and implement
it on the 100 cells depicted in Figure 5.2 (red grid). Due to the space constraint,
we only show the test accuracy distribution in Figure 5.7, which can be compared
with our simple CNN model’s accuracy distribution in Figure 5.5. In addition,

comparison of overall test accuracy and training time of our simple CNN and
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Figure 5.7: Dispersion of the accuracy using Feed-forward DNN model.

ResNet-50 models with feed forward DNN model is shown in Figure 5.8. Although
we can find some instances of cells having feed forward DNN outperformed other
models in Figure 5.7, but overall the DNN model performed poorly. As evident
in Figure 5.8, DNN yielded worst overall test accuracy as well as training time

as compared with both of our models.
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Figure 5.8: Comparison of performance of both models (simple and ResNet-50)
by utilizing the DNN proposed in [3]. Best performance is highlighted as purple.
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5.7 Conclusion and Insights for Future Work

We discovered that our Al-powered mobile edge computing (MEC)-based
anomaly detection system (deployed in an edge server (ES) co-located with a
base station) can effectively detect anomalous cell(s) in a 100-cell area with ac-
curacy of 70 — 96%, contingent upon the characteristics of each individual cell.
Our method is computationally lightweight in contrast to the state-of-the-art so-
lution [99]: it reduces computational burden on the core network (CN) by using
MEC approach and convolutional neural network (CNN)—which we analyzed to
be more effective in terms of using fewer parameters than feed-forward deep neural
network (DNN), as discussed and exhibited in Section 5.5.1. We further examined
two CNN models: simple model (conceived from the conventional CNN models)
and ResNet-50 model (adopted from a recent paper on residual learning [106]).
We discovered that while the latter produced better overall results than the for-
mal, it required considerably more training time, resulting in a trade-off between

training time and performance.

Since our scheme is devised to identify abnormalities within minutes—conventional
approaches include subscriber complaints and drive tests that take hours and
sometimes days to identify the anomaly (cell outage) [35]—this possibly boosts
QoS and reduces OPEX as prompt abnormal cell detection equates to a faster
issue settlement. The detection of soared traffic movement in a particular area
can also serve as an early warning system for possible network congestion. This
improves the user experience by preventing user frustration by early detection of
such situations. Our framework is robust as a result of inclusion of the Internet
activity feature that was unavailable in most of the previous studies [7,62], as
it can identify events such as a sports match with marginally elevated SMS/call
behaviors that are regarded to be common but have intensified Internet activity

(as social media usage is typically high during such occasions).
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In the existing (parametric and hardware) configuration, the simple CNN
model appears more suitable for online learning environment as it can capture
abnormalities within the arrival of next timestamp (10-min) unless we employ
more sophisticated hardware for timely detection using ResNet-50 model. Per-
haps, with a more efficient quantum processing hardware [110] in near-future,
the emerging and future cellular networks will be able to train even deeper and
sophisticated neural network models (ResNet-152 [106], Inception-v4 [107], etc.),
quicker and in less time, resulting in improved results. A further impediment to
our work’s practical applicability is the need for ground-truth labels that can be
subdued by generating labels based on the fault data having chronicles of alarms’
logs [1]. Selection of optimal values of hyperparameters can also improve perfor-
mance. Hyperparameter calibration is fundamentally an optimization cycle that
reruns the ML model with different hyperparameter compositions in a search
space (having ranges for all the hyperparameters) to achieve minimal error. We
can do calibration manually which involve domain experts’ intervention or imple-
ment an automatic but computationally costly method called grid search which
involve a discrete hyperparameter search space. Alternatively, random search
method [111] can be used which is relatively effective and can be considered for
our future research.

For the practical settings, since we can categorize the cellular network with our
proposed MEC-based approach as an MEC system with heterogeneous servers,
the decision to choose the number of cells monitored by an edge server can depend
on multifaceted reasons which mainly concerns resource management [82, Sec.
ITII. C.]. For example, determining whether to offload computation to an ES
or if the core network has sufficient computation power at a given instance to
perform all the calculations (server selection problem [82, Sec. III. C.], [112]);
for the case where the computations are offloaded to an ES, determining how

much calculations an ES can handle and then performing pre-processing and
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subsequently allocating number of cells accordingly; etc.

We speculate our framework can also conform to the cloud radio access net-
work (C-RAN) architecture, where there are massive number (hundreds or even
thousands) of remote radio heads (RRHs) controlled by a centralized, collabora-
tive and cloud-based baseband unit (BBU) pool [113]. In our research context,
a BBU pool can act as an ES monitoring user activities pertaining to several
RRHs; however, this direction needs further investigation. In industrial Internet
of things, our work can also be extended to address anomaly (fault due to de-
vice malfunction, connectivity failures, delayed communication, etc.) detection
in which a middleware (fog) connected with various entities (actuators, robots,
machines, sensors, etc.) monitors their data to report anomalies [114-116]. Fog
computing is utilized in the industry for local computing to address delay and
security concerns, and a fog node can perform tasks similar to the ones performed
by the ES in our research.

In conclusion, this chapter presented a robust, scalable, and novel frame-
work based on MEC, powered by deep CNN (computationally efficient than
feed-forward DNN utilized in the latest research) and fueled by real CDR (spatio-
temporal) dataset to detect anomalies (pertaining to cell outage and performance
degradations, and surged cellular traffic activity leading to a potential congestion)
in a 100-cell sub-grid; relieving CN from tremendous computational load of doing

data analytics for each cell in the network.
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Chapter 6

A Prescriptive Analytics-Based
Modular Framework for
Proactive Cell Outage and
Congestion Detection in Cellular

Networks

6.1 Motivation

We have been using CDRs for anomaly detection in the previous works. Al-
though CDRs have advantages over MDT reports, but CDR usage also has a
challenging aspect. By the time network collects logs from all the base stations
(BSs), processes them to construct CDRs through various logical charging func-
tions [61, Sec. III], and sends them to the relevant computing server (mobile edge
computing (MEC) server in case of edge deployment [8]) for anomaly detection,

the anomalies and their damage would have already occurred. Therefore, a de-
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mand for proactive anomaly detection arises. Moreover, past studies [77,117],
attempting proactive cell outage detection, focus on the whole network rather
than forecasting at the base station-level that compromises the model’s efficacy

in a practical setting.

6.2 Overview and Contributions

Motivated by the above and inspired by a broader idea to enable proactive
self-healing in future networks [6, Fig. 7], this is the first study that proposes
a prescriptive analytic-based modular framework and investigates the applica-
tion of traffic forecasting for anomaly detection in cellular networks using deep
learning-based techniques. We utilize CDRs as time-series data to perform traffic
prediction by deploying a deep convolutional long short-term memory (ConvlL-
STM) model—adopted because of its promising and high-precision prediction
performance in dealing with a similar problem of precipitation nowcasting in the
weather forecasting domain [118]. We then feed the output to a second feed-
forward deep neural network (ffDNN)-based model for the identification of the
anomalies in a BS, as shown in Figure 6.1 and described in Sec. 6.4.2. The frame-
work enables the network to prognosticate and detect anomalies up to 3 hours
(10-min resolution) in advance with an average accuracy of over 92% depending
on the overall anomalies in the dataset. The prominent contributions of our work

are as follows, it:

1. Proposes a framework based on multi-variate multi-step ConvLSTM and feed-
forward DNN models to predict cell’s traffic 3 hours in advance that enables

proactive anomaly detection at a BS.

2. Adopts a novel modular approach that could enable the network to reuse

the module outputs for other tasks. For example, the network can switch
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Figure 6.1: System Model.

BSs to sleep mode during low-traffic hours for green communications [119]

according to the Forecaster’s output.

3. Investigates and illustrates the relationship between forecasting and anomaly

detection accuracies, and the factors affecting the latter.

4. Focuses not only on the degenerative performance and outages including the
sleeping cell but also circumstances leading towards congestion as anoma-

lies.

6.3 State of the Art

AT technologies have recently gained momentum in achieving higher efficiency
as compared with the traditional solutions for anomaly detection; however, they
are ignored in 5G standardization and rather anticipated to be adopted in the
later phases or in 6G networks, which also infers their potential [20]. In the
literature, there are several studies related to either time-series forecasting [118,
120] or anomaly detection [3,7,8,62,121] using the deep learning techniques in
cellular networks. However, only a few studies exist that combine both ideas [77],

117).
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Kumar et al. [77] utilized one-month time-series data containing fault-related
information in a network to predict the next failure’s timing. They utilized fault
occurrence (index of the fault) and inter-arrival time (time between the adjacent
faults, in hours) as variables for the learning models. They considered various
machine learning techniques including deep neural networks with autoencoders
in their study, which yielded the least error. With a bare 64.29% model accuracy,
another major limitation of their work is that the model considered the whole

network for the fault prediction as the data is unsegregated for each BS.

Kogeda et al. [117] proposed mobile intelligent agents (MIAs) and Bayesian
belief network-based fault prediction in wireless networks. MIAs are software pro-
grams that can independently roam around in different nodes to monitor them
and report if any fault is detected. They set up a miniature network having three
wired and wireless devices connected to a router and induced artificial faults like
switching off power to a randomly chosen node, etc. Their proposed model reg-
istered around 86% prediction accuracy. However, their work’s applicability on
a large-scale cellular network is questionable since the experiments are done in
limited settings. For a BS where hundreds of nodes (users) are present, MIAs
could cost the network heftily in terms of communication, storage, and compu-
tation resources. They will also affect privacy since they need to be installed on

user devices.

Our work addresses the above issues by forecasting the anomalies at BS-level
so that the anomalous cell can be pinpointed as CDRs are popular for their
accurate user mobility information [61]. Additionally, they are generated at and
extracted from the core network, without intervening the user devices to retain

privacy.
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6.4 Preliminaries

6.4.1 Description of the Dataset

CDRs utilized in this study are based on spatio-temporal data collected from
the core network (CN) [61] of Telecom Italia, a network operator in Italy, released
to the public as part of the Big Data Challenge 2015 [66]. The data contain user
logs for 10,000 cell IDs of Milan city (illustrated in Figure 6.4, top-left) for the
duration of 2 months (62 days) at 10 min granularity. For each slot (10-min du-
ration), there exist multiple records containing values of the following subscriber
activities: incoming SMSs (SMS in), outgoing SMSs (SMS out), incoming calls

(Call in), outgoing calls (Call out), and Internet.

6.4.2 System Model

The system model mainly consists of the following modules (depicted in Fig-

ure 6.1):

1. Preprocessor: it collects raw CDRs via CN and converts them into compatible

forms to be accepted by the Forecaster and Detector modules.

2. Forecaster: it accepts multivariate time series data, trains a ConvLSTM [118]
model, and outputs selected multivariate multi-step predicted time series
data (test dataset for Detector) that represent future activity values in the

cell. The selection is based on the “Timing” input.

3. Detector: it accepts CDR dataset from the Preprocessor for training a feed-
forward deep neural network (ffDNN) model. It also accepts the test dataset
from the Forecaster to test on, and outputs whether the cell at each future

timestep will be normal (0) or abnormal (1).
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Figure 6.2: Time series dataset L € R®928%5,

6.4.3 Data Preprocessing

We consider three 3-hour duration timings for diversity in our experimentation
and to conform our anomaly detection model with the one in [3] for performance
comparison in Sec. 6.6; hence preprocessing is executed accordingly. The timings
include Morning from 6-9 am, Afternoon from 11 am-2 pm, and Evening from
5-8 pm. For simplicity, we consider Morning timings to describe this section. We

preprocess raw CDRs according to the following steps, we:

1. Sum the corresponding activity values, for a given cell ID and a timestamp,
from different logs to form a vector x € R® (highlighted in Figure 6.2)
representing the total amount of individual activities recorded during the

10-min duration.
2. Concatenate all the activity vectors to form a time series dataset L € R®928%5

(illustrated in the figure) containing a total 8,928(62 days x24 hours/day
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X 6 timestamps/hour) 5D vectors.

For the Forecaster, we:

3. Split L into a train set Lpyg, € R%102%% (blue units in the figure) and a
test set Lpes € R*¥20%5 (black units) in approx. 70 : 30 ratio, about 43
(dayrrain) days data for training and 19 (dayres) days for testing. The
splitting is done at the end of 43rd day’s Morning timing: timestamp
6,102 (42 daysx24 hours/day x6 timestamps/hour + 1 day x9 hours/day

x6 timestamps/hour).

4. Perform normalization on both sets using the mean and standard deviation

H, 0 € R5 of LTrain-

5. Apply a single-step sliding window function with both history (7,) and future
target (7,) sizes of 18 timesteps (3 hours) to transform the normalized sets
into windowed train set having Xvryqin_rsrar € RO and Yorin nsrar €
R6%84xTy " and windowed test set having Xrest g € R¥EEXTeX5 and Yooy norm €
R2808xTy - wwhere 6084 and 2808 are the total number of windows in train

and test sets, respectively, and 5 is the number of activities.

6. Convert windowed train and test sets into batches before passing on to the
ConvLSTM model. The batch size is set to 256 for training and a unit-sized
batch is considered for the testing. Figure 6.3 (bottom) delineates the train

batches.
For the Detector, we:

7. Extract a data-block (highlighted in orange and subsequent green dotted por-
tion in Figure 6.2) pertaining to the Morning timings from L. We divide

it into a train set Dpyin (orange) with Xippem € R74*5 examples and
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Yrrain € R7™ labels, and test set Drey (green) with Xopey € R342%% exam-

ples and Y. € R3*2 labels; where 774 and 342 represent the number of

activity vectors formed during 43 and 19 days, respectively. The labels are

synthetically created according to [3], as they are unavailable in the original

dataset.

6.4.4 Performance Metrics

We utilize the following standard metrics to evaluate Forecaster’s perfor-

mance: mean absolute error (MAE), mean squared error (MSE), root MSE

(RMSE), and R-squared (R?) [120].
L
MAE = =3 |y — 4

1N
~A N2
MSE:NZ(%—%)

i=1

N
1
RMSE = vVMSE = > (i — )

N

i=1

where, y; is the ground truth, ¢; is the prediction, and y; is the mean of ;.

(6.1)

(6.2)

(6.4)

For the Detector, we utilize accuracy as a metric, elaborated in Section 2.5.

6.5 Implementation

6.5.1 Forecaster

As depicted in Figure 6.3, we deploy a multi-variate multi-step ConvLSTM

model [118] by passing the train batches that essentially have [z

<1> <Ty>]
)

=",y
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Figure 6.3: Operation of a ConvLLSTM model.

truth (future) activity. We then select windows according to the (Morning, After-
noon, or Evening) timings from the windowed test set {Xres_rs7ar, Yrest st}
for the testing. For example, sub-dataset X pgg € RIWTest*TeX5(C X o 1 o),
as shown in Figure 6.2, is chosen for the Morning timings containing dayres; 5D

(multivariate) windows, each associated with a single day and of size T,.

Although the model accepts multi-variate input, it generates a univariate

output of size T,. Hence, it is executed five times to generate five univariate
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Figure 6.4: (Left) Milan’s map overlayed with GPS coordinates of the total area
associated with the 10,000 cell IDs (outer square black box) with a zone zoomed
in the bottom highlighting three cells (blue boxes). (Right) Prediction results of
the selected cell IDs alongside the performance metrics.

predicted windows each pertaining to a different activity during testing. These
windows are then concatenated to form a 5D (multi-variate) predicted window
(<>, ..., 9=Tv>], illustrated in Figure 6.3 (Top). Here, § € R is the predicted
5D activity vector. Due to the page limitation, the remaining details of the
ConvLSTM model can be found in [118]. Finally, all the generated windows for
dayress days are merged to form XTest € Rawres:xTyx5 a5 shown in Figure 6.2,

containing the predicted traffic activities.

6.5.2 Detector

We implement an ffDNN based on [3] that trains on Dr.q,. We utilize the

Forecaster’s result X7 with labels ?Test, synthetically generated according to [3],
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as the test set I:Test to perform anomaly detection while Dr.y act as the ground

truth data.

6.6 Experimental Results and Performance Anal-
ysis

6.6.1 Forecaster’s Preliminary Results

We select three cell sites for our preliminary experiments: San Sario stadium
(cell ID 5638), City center (cell ID 5060), and Bocconi university (cell ID 4259).
We utilize their GPS coordinates to overlay them as blue boxes with Milan’s
map in Figure 6.4 (left). For diversity, we select three different timings (evening,
afternoon, and morning), activities (Internet, call in, and SMS in), and days to
demonstrate the prediction results in the figure (right). We also utilize Eq. 6.1 -
6.4 with the ground truth (Xr.s) and predicted (XTest) values to calculate the
model’s performance metrics displayed alongside the graphs in the figure.

Performance-wise, the plot for cell ID 5638 on the 52" day (22nd Dec. 2013)
represents a worst-case where the gap between predicted and ground-truth val-
ues drastically increases from 6:20 pm (8th future timestep) onwards due to an
ongoing soccer match at the coverage area [3]. The ground truth values (blue) in-
dicate anomalies pertaining to the surge in Internet traffic demand that may need
urgent additional resources otherwise this may cause congestion. Since predicted
data (ETest) from our forecasting model are later utilized by our anomaly detec-
tion model, the anomaly detector might mis-classify them as normal instances
resulting in false negatives. In contrast, the plot for cell ID 4259 represents a
good case where the gap at every time step remains small. Hence, the anomaly
detector will correctly classify the instances as true positives or true negatives,

accordingly. Finally, cell ID 5060 represents a mild case where we have a small
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Figure 6.5: Average ground truth and predicted Internet activity values over a
3-hr duration consisting of 18 10-min timesteps (¢s). The annotated values show
the difference between the two values.

gap at almost every time step. For each case, the displayed performance metrics

reflect the above-mentioned descriptions.

6.6.2 Forecaster’s Bird’s-eye Results

We scale up our experiments to observe Forecaster’s overall test performance
by randomly selecting 100 cell IDs out of the total 10,000. For each chosen cell
ID, timing, and timestep (ts), we have co-located test set slices (as indicated in
Figure 6.2): Ground truth slice Xy s € RIWTest*5(C Xp,;) and predicted slice
XTest,ts € RdayT”tX5(§ XTest>~

Due to the page-limitation and since Internet activities are dominant as com-
pared with other activities in the original dataset, we choose this activity for the
depiction of the overall performance in Figure 6.5 and 6.6. For this purpose, we
average (a total of dayres; = 19) values in each slice to have a corresponding pair

of ground truth and predicted Internet values. Since we have 18 such slices (for
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Figure 6.6: Average mean absolute errors (MAESs) over a 3-hr duration consisting
of 18 10-min timesteps (ts).

the 3-hr duration), we have an equal number of such pairs. We finally take a
grand average involving all the cell IDs; constituting the three pairs at each ¢s in

Figure 6.5, each pair corresponding to a separate timing.

As observed in the figure, the gap between ground truth and predicted values
from the first ts to the last jumps about 7.5, 3, and 5 folds for the morning, after-
noon, and evening hours, respectively. The further our model forecasts the higher
the gap is, which infers the prediction accuracy of the Forecaster is inversely pro-
portional to the number of ts. Alternatively, this is also reflected in Figure 6.6
where the MAEs (equivalent to the respective gaps in Figure 6.5) mostly increase

with the ts.
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6.6.3 Rule-Based Detector’s Results and the Factors Af-

fecting its Accuracy

The increasing gap in Figure 6.5 leading towards the debased prediction accu-
racy also translates into the tendency of an anomaly detection accuracy to degrade
over the ts because of the potentially high classification error, as demonstrated
in Figure 6.9 and explained later in this subsection. Another factor contributing
towards the falling detection accuracy is the coefficient (¢) in the following equa-
tion (adopted from [3] and utilized for artificially labeling the examples), which
can influence the percentage of anomalies (ones) or the accepted range for normal

instances (zeros) in Yo qin:

0, if [[pus — ¢ X g2 < [ @is |2 ([ 225 + € X 0152
Yis = (6.5)
1, if otherwise
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where z;; € R® and 3, € R! (indicated in Figure 6.2) are an example and
its label in the train (or test) set, respectively, pertaining to ts; and ps and
0,5 € R are mean and standard deviation, respectively, of the sub-train set
Xrraings € RIWTrain>5(C X o) which is a slice containing (dayrrain =) 43
training set examples associated with ts. ¢ controls the number of instances to
be labeled as normal (or abnormal): with an increasing ¢, the anomalies in each
set decreases because the normal range widens. Figure 6.7 demonstrates the
relationship between ¢ varying from 0 to 2 and the average percentage of ones
(anomalies) O, at each value of ¢ in the train, original test, and predicted test
sets. The figure is generated by utilizing the following general equation which
computes O, by averaging the count of ones o, in all the slice label vectors
(each pertaining to ts and composed from the components build using Eq. 6.5);

considering slices from all timings (¢), cell IDs (cell), and ts:

O B T CELLS TS Otsc 100 1 1 1 66
C‘E(Z (Z<DAYX >T_S CELLS)T (6.6)

cell=1 ts=1

where, T'(= 3) refers to the total number of timings; C ELLS(= 100) is the total
number of cells; T'S(= 18) is the total number of timesteps; and DAY is the total
number of days in the set (dayryqin for train set or dayr.s for test set) or the

length of the slice.

Moreover, Figure 6.8 depicts the effect of varying ¢ from 0 to 2 on the average
detection test accuracy A.; € R! given c and . The plot is generated by utilizing
the following equation which calculates the accuracy by averaging the sub-test

sets’/slices’ accuracies a5, , € R! from all cell IDs and ¢s:
CELLS , TS 1 1

Ay = ser) == | === 6.7

where, a,,, is computed using Eq. 2.4 by employing original Y7 s and predicted
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Figure 6.8: Effect of varying coefficient (¢) in Eq. 6.5 on the average detection
test accuracy (A..) at different timings. Overall accuracies for each timing at
c=1,1.5, and 2 are highlighted separately.

Viestss € RIWTest sub-test set (slice) labels (calculated using Eq. 6.5) pertaining
to ts and for a particular ¢ and ¢. A.; has a bell-shaped curve and increases
from the lowest point if ¢ increases. Note, if ¢ = 0 then only instances equal
to pus are marked normal (Eq. 6.5) as (almost) all the instances lie outside the
single-point normal region and are marked anomalies. Although this condition
is yielding 100% accuracy as the anomaly detection model is simply classifying

every instance as an anomaly, however, it is impractical.

We consider three values on the x-axis as ¢ = 1,1.5,and 2; and show their
accuracy distributions over ts in Figure 6.9. As can be observed, increasing ¢
positively impacts both overall (Figure 6.8) and individual (Figure 6.9) accuracies
and the trend for the latter also leans flat. For a visual demonstration, we plot
straight (green) lines in Figure 6.9 that best fit afternoon timing accuracies at

different ¢ using the least-squares regression method and calculate their slopes
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Figure 6.9: Average accuracy distributions over 3-hr duration consisting of 18
10-min timesteps (ts) for the rule-based anomaly detector at different coefficients
(c) and timings.

Average accuracy (%)

(m) using the following standard equation:

_ TS x i (ts X ar) = 3037 ts XZts 1 Qs

TS x Zts p (t8%) — < ts= 1t5>

(6.8)

where, a;, is the accuracy at ts. As we increase ¢, m moves closer to 0 inferring
we can have high classification accuracy even for the farther ¢s if ¢ is large. For
example, when ¢ = 2 (around 5% anomalies), we can achieve over 90% average
accuracy for each timing (Figure 6.8). In practical settings, ¢ is usually high
because the anomaly is by nature rare. This is also evident in Figure 6.6 where
the overall averages (mean of 18 MAE values) are lesser than the MAE value of
the mild case discussed in Figure 6.4, which indicates the worst case is a seldom

event.
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Table 6.1: Comparison of Test Accuracies of Different Detectors

Rule-Based Detector fIDNN-Based Detector
c
Predicted Original Predicted )
Difference
Data Data Data

1 73.38% 85.51% 71.38% 14.14%
1.5 82.13 % 92.31% 85% 7.31%
2 90.77 94.4% 92.72% 1.68%

6.6.4 ffDNN-based Detector for Comparative Analysis and

Improvements

We show the test accuracies (averaged over all timings and chosen cell IDs)
for both models (rule-based and fDNN-based) in Table 6.1. Note, labels (YVreq)
are generated according to the values of ¢ mentioned in the table. As can be
observed, the difference between the accuracies calculated by utilizing original
and predicted data through the fDNN-based model keeps on minimizing with
the increase in c.

Moreover, if we compare Figure 6.10, where we show the accuracies (averaged
over all cell IDs) of the ffDNN-based model at each timestep, with Figure 6.9; the
ffDNN-based model yielded a slightly improved test accuracy as compared with
the rule-based model with the predicted test set. This is because of the superiority

of deep learning-based models over traditional models as also concluded in [3,8].

6.7 Discussion and Conclusion

We discovered that for higher coefficients (¢)—equating to around 5% or fewer
anomalies in train set—our framework achieved over 92% average anomaly detec-
tion test accuracy (Table 6.1) by utilizing the forecasted traffic data with feed-

forward deep neural network (ffDNN)-based detector; having only a difference of
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Figure 6.10: Average accuracy distributions over 3-hr duration consisting of 18 10-
min timesteps (ts) for the fDNN-based anomaly detector at different coefficients
(¢) and timings.

1.68% lesser than the case where the original data is utilized. This highlights the
efficacy of our proposed framework and the potential of effectively enabling the
cellular network to rely on the forecasted traffic to perform proactive anomaly
detection for up to 3 hours in advance. We also observed that the further we fore-
cast traffic, the higher the gap between the ground truth and predicted values
(Figure 6.5) or MAEs (Figure 6.6); which in turn translates into lower anomaly
detection accuracies (Figure 6.9 and Figure 6.10) due to the larger misclassifica-
tion error. However, this deterrent is diluted with higher values of ¢ suggesting
we can further stretch the 3-hour forecasting window—perhaps up to the 6-hour

design limit of the ConvLSTM model [118].

Our work concentrated on anomalies pertaining to the individual base station
(BS) rather than the whole network, overcoming the principal limitation in [77];
while also preserving user privacy since the processing occurs at the core net-

work (CN) instead of involving the user devices, which was one of the constraints
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in [117]. Our work can be further extended (because of the modular approach)
to add extra features: 1) integrating the diagnosis and compensation modules to
support the proactive self-healing paradigm [6, Fig. 7|; 2) adding multi-source
data from social media to enable self-awareness; 3) updating the existing mod-
ules with other advanced ones for higher performance, such as replacing ffDNN
in the Detector with CNNs [8] to efficiently introduce edge computing for reliev-
ing CN from heavy computation; and 4) recycling the outputs of any module for
an additional problem-solving task in the cellular network, for instance, utiliz-
ing Forecaster’s output to switch BSs to sleep mode during low-traffic hours for
green communications [119]. Moreover, congestion detection is another strong
characteristic of our work that was also missing in the earlier studies. This will
empower the network to prepare for a situation in advance, e.g. if congestion is
expected after 30 minutes, perhaps due to an ongoing soccer match in the vicinity,
the network can pre-allocate the resources, such as deploying unmanned aerial
vehicles [122] to support additional users in the ROIL.

On the other hand, the lack of fault-related information in CDRs limits our
work as we synthetically labeled the anomalies based on Eq. 6.5. This can
be compensated by bonding the fault data with the timestamps in the CDRs.
Moreover, the deep ConvLSTM model is computationally expensive which may
be difficult for the CN to execute for all the BSs. This limitation can be overcome
by promoting MEC-based infrastructure [8].

Given the financial incentive for the operators to have efficient solutions for
anomaly detection, our proactive approach can be expanded to various networks
and infrastructures, and can significantly aid in reducing their OPEX. For exam-
ple, our framework can play a vital role in smart-city IoT [121] and industrial
IoT infrastructure [26] where an exorbitant number of devices communicate with
each other and with the cellular network without human intervention making

it more difficult to identify the faults because of the lack of complaints about
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the degraded services from the customers. For cyber—physical systems (CPSs)
connected via cellular networks, our framework can proactively identify anoma-
lous events such as distributed denial of service attacks to avoid (both, physical
and monetary) damages [63]. However, the conformity of our model to the in-
dustrial and smart-city IoT environments and CPS infrastructure needs further
investigation.

This work demonstrated prescriptive analytics in which the proposed modular
framework forecasted user activities 3 hours beforehand and employed them to
identify whether a base station will undergo an outage or congestion. Inspired
from the precipitation nowcasting problem in the weather forecasting domain, it
adopted the ConvLSTM model for the Forecaster module while for the Detector
it adopted an ffDNN-based model from the literature. Our framework manifested
the efficaciousness to achieve over 92% detection accuracy which could be even
further improved in the future. The proposed framework has the potential to be

integrated into later versions of 5G or future 6G networks.
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Chapter 7

Deep Convolutional Neural
Network-Based Distributed
Denial of Service-Attack
Identification for Cyber-Physical

Systems over 5G Networks

7.1 Motivation

AI/DL algorithms are gaining attention among the researchers from indus-
try/nation state [123] and academia [124] alike to implement them for the cyber-
security of CPSs utilized in critical infrastructures like financial networks, smart
grids, etc. Besides DL technology’s burgeoning success in image recognition do-
main [81], it is gaining popularity across a wider domain of applications which is
also apparent from the fact that the granted Al patent applications have recently

surged worldwide [125, Fig. 1].
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This motivated the research carried out in this chapter to apply powerful DL-
based image recognition algorithms for the security of cellular networks in the

context of CPSs.

7.2 Overview and Contributions

This chapter extends the Chapter 5’s knowledge and applies DL (specifically,
convolutional neural networks (CNNs)) for detecting distributed denial-of-service
(DDoS) attack (involving SMS flooding, silent call, signaling, and their composite
attacks described in Section 2.2) in cellular networks under the backdrop of cyber-
physical system (CPS) security. The void in existing literature that this chapter
attempts to fill is that most of the existing works implement heavy-computational
solutions that analyze the actual contents of the user activities to execute attacks
detection; which also compromises user privacy [64,126]. The proposed method
is lightweight and preserves privacy because: 1) actual contents of individual
activities i.e. SMS, call, or Internet, are not involved; and 2) it employs call detail
record (CDR) data which is already present in the system, rather than relying on
data demanding extra resources (communication, observation time, computation,
etc.) for their collection. Since record of users and network interactions are
contained in CDRs inferring behavior of a normal base station, they are a great
source to detect behavior of an under-attack base station [64,65].

This chapter makes the below-mentioned salient additions to the existing lit-

erature:

1. Offers an original and joint framework to detect SMS spamming, signaling,
silent call, and their composite attacks that trigger DDoS attack in the

network infrastructure.

2. Proposes an expandable and scalable resolution to the availability-attack iden-
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tification by employing CNNs. The input image resolution can be stretched

so that it includes more cells without any model modification.

3. Employs latest models which are very deep i.e. residual network having 50 lay-
ers (subsequently referred as ResNet-50). Additionally, this chapter deploys
a comparatively simpler model named as deep rudimentary convolutional
neural network (DRC) model with six layers. It results in improved identi-

fication accuracy for a majority of the attacks.

7.3 Relevant Work

A unified framework that offers detection of signaling, SMS flooding, and silent
call attacks” detection is missing in the literature as most of the works focus on the
individual detection of these availability attacks—which is the reason of studying
them separately in this section. Past several works have employed content-based
methods for the detection having analyzed the original contents of the subscriber
activities (SMS messages, IP packets, etc.) [64,126]. But, such approaches have
excessive computational burden and may be infeasible in practice.

Tu et al. in [2] and in their elongated paper [47] thoroughly discussed the
severity of the 4G network’s silent call attack. In [126], Ruan et al. monitored
crests and difference in the traffic data volume by employing game theory for
the attack’s detection. As compared to the past works which offered content-
based and computationally-rigorous solutions, they asserted their solution to be
lightweight.

Regarding the signaling attacks, authors in [127] presented a hidden semi-
Markov-based detection design which utilize the bearer wakeup packet formation
rate in wireless sensor and actuator network (WSAN). The problem with the
design is its craving for the training instances composed from the past network

data which might require up to several days of observations to obtain. A criteria
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was set in [48] in which bearer requests/user/minute were utilized to identify the
attack i.e. if number of the requests are beyond a threshold, then the attack
is declared. But, the study failed to highlight a firm procedure to ascertain the
threshold which will heavily influence the performance of the detector. A method
using support vector machine (SVM) algorithm by analyzing a group of IP packets
of a user device was proposed by Gupta et al. [44] to detect the attacks. But,
the presented approach is computationally-rigorous because of using the actual
contents of the devices.

Authors in [50] presented an exhaustive discussion on SMS flooding /
spamming attack and Papadopoulos et al. [64,65] studied the attack’s detec-
tion. Using a simulation to create SMS flooding and signaling attack scenarios,
the authors in [64] utilized the synthetically-generated CDRs (containing reflec-
tions of the attacks on user activities) for the attacks’ detection. By utilizing
graphs, a descriptor is proposed for the detection of abnormal cellular devices
within hourly data belonging to a cell. By utilizing clustering techniques the
authors in their subsequent article [65] clustered malicious users causing SMS
flooding attack into groups according to their distinctive traffic behaviors. In a
similar way and under the context of machine-to-machine (M2M) communica-
tions, Murynets et al. [45] proposed a clustering approach using graphs and SMS
activities (via CDRs) to discover DDoS attack triggered by SMS flooding attacks.

This chapter, in contrast to the above works, provides: (1) a lighter alternative
to the content-based methods by utilizing CDRs to identify the attacks; (2) a
unified framework by detecting all three attacks (SMS flooding, signaling, and
silent call); (3) a faster solution that detects attacks within 10 minutes; and (4) a
broad-scale identification mechanism as it can detect numerous cells concurrently
as it utilizes a deep CNN. Our study detects lasting attacks rather than the
instantaneous ones as it integrates historical user activities related to a cell into

the learning mechanism; since real CDRs contain the temporal features. To
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Figure 7.1: System model for the proposed deep CNN-based DDoS Attack De-
tector.

elaborate this further, because of an instant hype in traffic activity which can be
caused due to several reasons (such as, when a base station is covering an airport
with frequent newly connected devices and executing traffic activities in bursts),
the detector could mistakenly identify such situations as an attack if previous

traffic trend is not taken into account.

7.4 Emulating Each Attack’s Effect

In order to preserve privacy, Telecom Italia has concealed the information

about the subscribers, including the number of user devices in each cell; hence,
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Figure 7.2: Preludes: (i) CDR Samples from Milan dataset. The red features are ignored because of their irrelevance to this

research. (ii) Selected 9 x 9 sub-grid. (iii) Formation of the input image based on the activity values from 81 cells. Each
pixel value of the image corresponds to the three user activity values of the corresponding cell ID. (iv) Depiction of how data is
aggregated in terms of time slots to generate 1,116 images. (v) Settings to generate training and testing sets.
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we approximate the number in an indirect way: 0.235 kilometer square (sub-
grid’s area [66]) x 7,157 residents per kilometer square (population density of
Milan city in the year 2014 when the dataset was accumulated [128]) x 34%
(Telecom Ttalia’s market share [66]) x 1.509 (cellular subscribers per capita of
Italy in 2014 [129]) ~ 863 cellular handsets/devices per sub-grip/cell of Milano
grid. According to [46], 6% botnet-controlled devices i.e. around 52 devices in
our case are adequate to initiate a 4G network DDoS attack. In the subsequent
section, we compute the amount of user activity values relevant to each attack

that we have to modify in order to emulate the corresponding attack’s effect.

7.4.1 Silent Call Attack

761.5 minutes per 30 days is the duration that a usual phone subscriber talks
[46], which makes 0.302 minutes per 10 minute period (we assume most calls
execute in 14 hours a day i.e. 8am - 10pm). 1 : 33 is the proportion of concurring
active with average users in a usual base station [46], leading towards &~ 26 active
users in the cell. Under normal circumstances, there are 10/0.302 x 26 ~ 861
CDRs or outgoing calls generated per 10 minute period. If 26 puppet devices are
assumed to be executing the attack, only 26 CDR logs will be rendered by them
while the legitimate users will be refused the services. As a result, this makes
around 861/26 =~ 33.1 times reduced user activity/CDRs records greatened in the

base station.

7.4.2 Signaling Attack

A maximum of 8 devoted bearers can be initiated by a single malicious de-
vice. For each bearer, three activation and three deactivation messages (signaling
messages) are created within two minutes [48]. This aggregates into each device

generating a total of 240 messages during 10 minutes. As the CDR pertaining
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to the Internet activity gets recorded every instance when a device initiates or
discontinues an Internet session [66], we can assume that every single message
out of the total 240 yields a CDR. Therefore, 12,480 CDRs will be generated
by the 52 botnet-controlled devices. A plot representing number of user devices
versus HTTP requests in [130, Fig. 1(left)] can be analyzed to calculate approx.
number of CDRs produced by a usual (normally functioning) device. From the
linear trend in the plot, we can process the middle point as 10° (requests) /10?
(devices) = 100 requests/device over 7 days ~ 0.3404 CDRs per device in 10
minutes (considering 14 hours per day, as mentioned previously, and also each
HTTP request can generate two CDRs, each upon device connection and discon-
nection). Hence, a total of 12,756 CDRs (12,480 CDRs by 52 malicious devices
+ 276 CDRs by remaining 811 normal devices) will be generated under the at-
tack scenario; while only 294 CDRs (0.3404 x 863 users) will be generated in a
cell under normal condition. Overall, about 12,756/294 ~ 43.3x more Internet

CDRs/user activity will be logged.

7.4.3 SMS Spamming Attack

At most 30 SMSs in half an hour are allowed in an android-based phone to be
sent; however, HackFacebook app grants over 1002 SMS [50]. Let’s say a typical
user sends 10 SMS/day; a total of 103 SMS/10-min (assuming 14-hours a day, as
mentioned previously) can be send by all devices under normal conditions and a
total of 17,465 SMS/10-min can be send under the attack scenario (17,368 SMS
by 52 malicious devices + 97 SMS by the remaining 811 devices). In total, about
17,465/103 ~ 169.5x more SMS CDRs or user activity will be registered.
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7.4.4 Blended Attack

We consider each compromised device carries out all the three attacks in this

intense case. As a result, we adjust the user activity values accordingly.

7.5 Preliminaries

7.5.1 System Model, Description of the Dataset, and Data

Preprocessing

We show the system model in Figure 7.1. Each cell is assumed to have legit-
imate and also illegitimate (botmaster-controlled) devices (such as IoT devices,
mobile phones, devices serving a CPS, etc.)—the exact number of devices is de-
termined in Section 7.4. The jeopardized devices trigger a mutual DDoS attack,
robbing genuine devices from using the resources, by separately executing the
signaling, silent call, or SMS flooding attack.

We use Milan dataset (elaborated in Section 2.4.3) and choose a 9 x 9 sub-
grid composed of 81 cells, illustrated in Figure 7.2(ii), for our experimentations,
since CNNs fundamentally accept data having a grid-like topology [84, Ch. 9.
We have chosen a smaller size of the sub-grid to smoothly illustrate and discuss
the results in later sections; however, a larger sub-grid size can also be chosen.
The highlighted cell IDs 5060, 4456, and 4259 in the figure are covering a few
renowned places in Milan: city center, nightlife places, and Bocconi university,
respectively. We can observe their phone usage plots illustrating the behavioral
trends in [66, Fig. 7).

Raw CDRs linked to the chosen 81 cell IDs are pre-processed by the framework
for each timestamp so that a 9 x 9 x 3 dimension image (shown in Figure 7.2(iii))

. (i (0], 001, [0] S
can be created. We denote the image as i) € R™x *"w>"c in which j represents

the index, and n[g], ng, and n[co] are the height, width, and depth/channels of
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the image, respectively. The height and width denotes the selected cell IDs while
the channels contain the activity values. The framework then sends the image to
a CNN-based engine, illustrated in Figure 7.1. The engine contains a database
of past images (training examples) associated with all the 10-min slots in a 24-
hour duration. Given a test example i.e. current image associated with a certain
timeslot, the CNN model is trained using all the previous images belonging to
the exact timeslot. It then identifies under-attacked and normal cell ID(s) in the
test example. Lastly, the information is then transferred to the CN for further

actions.

7.5.2 Data Synthesis and Splitting

Typical DL models are data-hungry requiring thousands of training examples;
however, our dataset contain just 62 images per 10-min timeslot (each image
associated with a single day). Hence, as done in Chapter 4, we consider all
the images formed during a 3-hour period as linked to a single timeslot and we
consider the morning hours ranging from 11 am - 2 pm. This data augmentation
yields a total of 1,116 images (62 days x 3 hours x 6 images per hour), with
activity data from 81 cells in each. These images reflect a normal demeanor and
therefore, we label each cell as 0 in the corresponding labeled output o) € R8*1
(illustrated in Figure 7.2(iii)) of the image.

For an image exhibiting behavior influenced by an attack, we would ide-
ally attack an operational 4G network and notice the changes in the recorded
CDRs—potentially resulting in, an economically and legally unfeasible, network
breakdown. We hence reserve a set of randomly chosen 335 images (30% of the
total) and for each attack scenario, we utilize the set to modify the relevant
user activity (call out, Internet or SMS out) values according to Section 7.4 to
mimic the effect of the attack (silent call, signaling or SMS spamming) on CDRs.

This step is inspired from [64] in which the authors utilize simulation software
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to mimic the effect of different attacks and generate a synthetic CDR dataset for
their experiments. Practical networks deal with normal scenarios more often as
compared with the abnormal ones (anomalies), this is reflected in our model as
the normal instances are chosen to be in larger quantity (70%) than the abnormal
ones (30%). For the purpose of modification, we randomly choose about 50% cell
IDs in each image and also change their labels to 1 (under-attack).

As shown in Figure 7.2(v), our train set contains 781 images (70% of the total)

oy, .ol [0

] . .
Lipain € RTX0u Xmwxne and their corresponding labels Oyqin € R7%8 and the

test set contains the remaining ones: I, € R3% xnil xnig xng and Oypq € R339%8L,
Out of the 781 labeled images in train set, 614 are normal and the remaining
167 are the modified images. Similarly, out of the 335 labeled images in the
test set, 167 are normal and the remaining 168 are the modified images. Note,

for each attack scenario, we have a separate train and test sets because of the

modifications discussed previously.

7.5.3 Performance Metrics and Software Utilized

We utilize the following common metrics (described in Section 2.5) for the
performance evaluation: accuracy, error rate, precision, recall, false positive rate
(FPR), and F;. We use MATLAB and Keras (Python’s DL library) for the
preprocessing, GPS mapping, and building the CNN models. We perform exper-
imentation using a commercial PC (i7-7700T CPU, Windows 10 64-bit operating

system, and 16GB RAM) with an in-built GPU (NVIDIA GeForce 930MX).

7.6 Realization of CNN Models

Although the methodology utilized in this chapter resembles with the one in
previous chapter; however, there are a few modifications. Hence, for the sake of

completeness, we describe the methodology in this section.
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7.6.1 Generic Architecture

CNN has the following three fundamental building blocks:

Convolution layer

. . . . _ =1y, =1, [1-1]
processes images or previous layer’s activations Al ¢ Rm*mu “xmw xne

having m as the total number of images in the (train or test) dataset and I

(Y

Uynl=ty .
c ¢, having

as an index of the present layer; and kernels K1 e R
E o gl x n[é_l] as the single kernel’s dimension with k[l as the kernel size,
and n[é] as the total number of kernels. To demonstrate a convolution layer’s
functionality, we focus on an example highlighted in the red box of Figure 7.5.
Here, the index of present (output) layer [ is 2, while the previous (input) layer’s

index will be [ —1 = 1. We also consider a single image as an example; hence,

m = 1. The input activations will then be represented as Alll € R1Xn[§]m£}‘}mgl’
having n[é] = nw = 13 and n[é] = 3. The dimension of input activations is

13 x 13 x 3, as shown in the figure. Additionally, the kernels are represented as

K2 ¢ ka x k2] xng]

n[é] = 8. A single kernel’s dimension is 2 x 2 x 3.

X”[é], having a kernel size k1Z = 2 and total number of kernels

The convolution layer applies convolution operation between the input acti-
vations and each kernel separately, as shown in the figure. A general convolution
operation between input and a single kernel is demonstrated in [84, Fig. 9.1].
The output from each operation is then added with bias (a real number) and a

non-linear activation function called Swish is also utilized.

Swish is a gated version of sigmoid function which has some desirable proper-
ties that even the widely-used and most successful activation function like rectified
linear unit (ReLU) lacks: non-monotonicity and smoothness [90]. The inventors

of Swish function claim that it yields matching or outperforming results as com-
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pared with ReLU for deeper neural networks. Mathematically, it is defined as:

g(z) =z x0(2) (7.1)

where, o(z) = (1 + e *)"! is the sigmoid function.

Finally, the layer piles up each result on top of one another to create an output

UIOSNU RS [} . . 2], 2] (2] .
Al ¢ Rm*nxmwxne which is represented as A2 € R xmwxnc’ - The height

n%] or width n[;/] are computed by using:

0 n[Il{ﬁ%, + 2plt — g0

having, p! as number of zero-padding (a technique used to insert zeros around
the input image’s edge to prevent shrinking of output dimension during the con-
volution operation [84, Sec. 9.5]) and s as stride (distance between consecutive
application of kernel on the input). For this example, the zero-padding is already
previously performed (see Figure 7.5 (bottom)), hence pl? = 0 and s is given
as 1. By utilizing Eq. 7.2, we can calculate ng] = n%} = 12. Hence, the output’s
dimension will be 12 x 12 x 8, which can also be observed in the figure.

In addition, batch normalization (BN) [108] technique is utilized to boost

training speed and make the model robust. It is applied between convolution

operation and the activation function.

Pooling layer

utilizes a max or avg function to pool maximum or average numbers, respec-
tively, from groups of its input (and from each channel, independently) depending
on the kernel size k, to generate the output volume. This reduces requirement for
storing parameters and improves model’s computational efficiency [84, Sec. 9.3].

If the input has ng X ny X n¢ dimension, the output’s dimension can be derived
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Figure 7.3: Architecture of residual network with 50 layers (ResNet-50). Red
notations indicate the hyperparameters values utilized in this work and the blue
ones show the layers’ output dimensions (pertaining to stage 2).

using Eq. 7.2 with p = 0: |25 4 1] x |2k 4 1] x ne.

S S

Fully connected layer

has the same purpose as of a feed-forward neural network’s hidden layer [99],

having each neuron connected with all other previous layer’s neurons.

7.6.2 Residual Network Model

The fundamental building blocks can be utilized in multiple settings (with
different number of layers and the way they are linked together) to create var-
ious CNN models like residual network comprising 50 layers (ResNet-50) [106],
illustrated in Figure 7.3. It is one of the most advanced CNN models that we
utilize in this study. Residual networks are effective in dealing with the prob-
lems encountered by a typical (very) deep neural network—gradient exploding or

vanishing [84] and degradation [106] problems—by adopting residual learning in
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Figure 7.4: Structure of (Top) Identity (ID) and (Bottom) Convolutional (Conv)
residual blocks.

which residual blocks are extensively used.

We first elaborate functioning of a residual block using Fig. 7.4 (top). In the
figure, the information flows from input a! to the output activation alt? via
two different paths. In the downward path, known as main path, there are two
parts. The information first goes through the initial part having three modules
consisting of a convolution layer, batch normalization, and a non-linear activation

function, respectively; governed by the following standard equations:

ST gl gl i) (7.3)

al™t = (1) (7.4)

where, W+ is the weight matrix, b is the bias vector, g(.) is the non-linear
activation function, al¥ is the input, and a"t is the output of the first part. The

batch normalization module is added to accelerate the training.
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Similarly, the modules in the second part are governed by the following equa-

tions (ignoring the other path and an addition operation):

L2 2] g pli2) (7.5)

1+2] _

a2 = gz (7.6)

In residual networks, al! is fast-forwarded to a deeper hidden layer in the
neural network where it is added with the output of that layer before applying a
non-linear activation function. This is known as a short-cut connection, as shown

in the figure. Hence, Eq. 7.6 will be modified as follows:

a2 = (12 gy (7.7)

The addition of a! makes it a residual block. Here, we are assuming that the
dimensions of both, input a¥ and z!+? (and therefore output a[l+2]) are same in
order to perform the addition. This kind of residual block is known as identity
(ID) block. If the dimensions of input (al!) and output activations (a*+?) do not
match then a convolution layer in the shortcut connection is inserted to resize the
input al to a different dimension, so that the dimensions match up in the final
addition. This type of residual block is known as Convolutional (Conv) block,
as shown in the Fig. 7.4 (bottom). Note, we utilize residual blocks that skips 3
hidden layers in our paper instead of skipping 2 hidden layers as delineated in
the figure.

In ResNet-50 model, residual blocks are piled up on top of one another (see
Stage 2 — 5 in Figure 7.3 (left)) to grant activations of one layer to skip some
layers and be directly fed to the deeper layers. During back-propagation, shortcut
connections also allow a gradient to be directly back-propagated to the previous

layers. As can be seen in the figure that the input image having dimension 9x9x 3
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is zero-padded with padding p = 5 to have an output volume with dimension
19x19x 3 (Eq. 7.2 can be utilized in calculating the output dimension of various
layers). The resultant volume is then passed to Stage 1 having a convolution
layer with kernel size & = 7, total number of kernels no = 64, and stride s = 2;
that converts the dimension to 7 x 7 x 64. Finally, pooling layer (Max Pool)
having k£ = 3 and s = 2 yields the output volume with dimension 3 x 3 x 64.

For Stage 2, middle part of Fig. 7.3 having Conv block will have an input
dimension of 3 x 3 x 64 from the previous layer. The main path contains 3 parts.
The first part has convolution layer having k = 1, nc = K; =64, and s = 1. It
outputs volume with same dimensions as of the input’s. The convolution layer
in the second part also results output with same dimension as of the input’s,
because it is utilizing “same” convolution (in which padding is set so that the
output’s dimension remains same as of the input’s). The third part having a
convolution layer with & = 1, ng = K3 = 256, and s = 1 will transform the
input’s dimension from 3 x 3 x 64 to 3 x 3 x 256. Finally, convolution layer in
the shortcut connection, that has input volume of dimension 3 x 3 x 64, scales up
the input’s dimension to 3 x 3 x 256 by utilizing the following parameter values
k=1, nec = K3 = 256, and s = 1. The outputs from both convolution layers
(one in the shortcut connection and the other in third part of the main path) can
be added as they are now compatible: have same dimensions.

The ID blocks of Stage 2 have similar function as of the above-mentioned
Conv block, with the exception of the shortcut connection’s design that does
not have any layer in it. This is because the input of the ID blocks has same
dimension as of the output of convolution layer in it’s third part: 3 x 3 x 256;
hence, convolution layer is not needed in the shortcut connection.

The rest of the stages (Stage 3 — 5) follow a similar pattern as above and
ultimately yield a resultant volume of dimension 1 x 1 x 32. It is then flattened

in the form of an array and passed on to a final fully-connected layer (50" layer)
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Figure 7.5: (Bottom) Architecture of the deep rudimentary CNN (DRC) model
with (Top) the manifestation of convolution layer’s working.

to be processed as a 81 x 1 dimension output vector carrying normal and under-
attack cell IDs.

The hyperparameters used in our model and the above-described dimensions
of various layers from input layer to the layers utilized in Stage 2 can be found
in Figure 7.3 in the form of red and blue annotations, respectively. A softmax

function [84, Sec. 4.1] is typically utilized in the output layer for a multi-class
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Figure 7.6: Overall test performance.

classification problem; however, since we are dealing with multi-label classification

problem, we use binary cross entropy loss function.

7.6.3 Deep Rudimentary CNN Model

Keeping in view the relatively lesser input image dimensions (9 x 9 x 3 i.e.
81 pixels) that we are dealing with, we design a relatively simple, 6-layer model
named as deep rudimentary CNN (DRC) model. It is built from the fundamental
(convolution, pooling, and fully connected) layers extensively described in Sec.
7.6.1; and is inspired from the designs of classical models like VGG [105], AlexNet
[104], and LeNet-5 [92]. It is illustrated in Figure 7.5 (Bottom).

The model takes an input image having dimension 9 x 9 x 3 and expands
it by padding zeros with p = 2 to yield a volume with dimension 13 x 13 x 3.
Then, the model passes the volume through a convolution layer to transform

its dimension to 12 x 12 x 8 (see Sec. 7.6.1 for complete details of this step).
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Next, a max-pooling layer is utilized with £ = s = 2. We can apply Eq. 7.2
to get the output volume’s dimension as 6 x 6 x 8. In a similar manner, the
DRC model then passes the resultant volume through a series of convolution
and pooling layers (Conv2, MaxPool2, Conv3, and MaxPool3), delineated in
the figure. The resultant volume is finally flattened and passed through the two
fully-connected layers (FC'1 and F(C2) to give a 81 x 1 dimension output vector
(by utilizing binary cross entropy loss function), having identification of normal

and under-attack cells.

7.7 Experimental Results and Performance Eval-
uation

We utilize test set {Ljest, Orest } (containing 335 images and their corresponding
labels) for performance evaluation of our models under various attack scenarios,
and report the results in Figure 7.6 and 7.7. Overall, for all the attack scenarios
except the blended attack, our deep rudimentary CNN (DRC) model surpassed
ResNet-50 model in terms of all the performance metrics, as evident in Figure 7.6.
Additionally, the maximum difference in the performance between the two models
is observed during the SMS flooding attack for which ResNet-50 model performed

poorly; while for signaling attack both models performed in a similar fashion.

Due to the limited space, we only illustrate accuracies yielded from the various
attack scenarios as heatmaps in Figure 7.7. Each 9 x 9 heatmap from part (a)-(e)
of the figure contains accuracy values of the corresponding cells in Figure 7.2(ii).
We can observe that the results are varied across the spectrum of cells depending
on the individual cellular activity levels and the consequent learning of the model.
Lowest accuracies for each attack scenario are marked by black ovals in the figure.

We can observe that our DRC model yielded more than 91% accuracy for every
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cell in the sub-grid under every attack scenario (green sub-grids).

Since, ResNet-50 model has superior performance under blended attack sce-
nario, we also demonstrate accuracy heatmap (blue sub-grid) for our ResNet-50
model and the improvement (red sub-grid) it achieved as compared with DRC
model in Figure 7.7(e) and (f), respectively. The higher performance can also
be judged from the clear difference in minimum accuracy values yielded by both
models (annotated with black ovals) in Figure 7.7(d) and (e): 91% for DRC
model and 97% for ResNet-50 model. Additionally, it can also be observed in
Figure 7.7(d)-(f) that the worst performing cell 4855 (row 7, column 3) with 91%
accuracy under the blended attack scenario improves to have 97.6% by applying
ResNet-50 model.

Interestingly, it can also be noted that the cells covering the Bocconi university
(cell ID 4259: row 1, column 7) and the city center (cell ID 5060: row 9, column
8) have steady and high accuracy values (highlighted in black rectangles in the
figure) throughout all the attack scenarios and for both models. This might
be because of the relative high user activities in these popular areas during the
selected (lunch) timings (from 11 am to 2 pm), for which both models were able
to easily distinguish the hidden pattern and hence detected normal and under-
attacked cell(s) with high accuracies; in contrast to the relatively low accuracy
values for the cell covering nightlife places (ID 4456: row 3, column 4) that has

relatively low user activity values during the selected timings.

7.8 Conclusion and Insights for future work

Our framework achieved higher than 91% normal and under-attack cell de-
tection accuracy by utilizing deep rudimentary CNN (DRC) model for silent call,
signaling, and SMS flooding attacks that target a cellular network to cause DDoS

to the cellular connectivity-dependent legitimate devices, including the ones uti-
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lized in the CPSs. The framework also attained higher than 97% accuracy for a
more sophisticated blended attack, in which each puppet device performs all the
three attacks, by using ResNet-50 model. Our results suggest that for an individ-
ual attack, where its effect is limited to a single user activity value modification
in the CDRs, our framework employing DRC model can more effectively detect
the cell ID(s) under attack as compared with utilizing a ResNet-50 model. While
for the blended attack ResNet-50 model can yield better accuracy due to its very
deep neural network design that can effectively learn the intricate structure in
the dataset.

Upon detection, the information can then be sent from our coarse-grained
analysis framework to the CPSs to trigger defensive/mitigative measures and can
also be utilized to further perform fine-grained analysis [41, Sec. VI. C.]. For
example, by acquiring more denser and richer under-attack cell’s data including
every user equipment’s data, and feeding them to a feed forward deep neural
network. This would heavily aid in identifying the bots/adversary devices within
a short time, such as in minutes—it usually takes a month for most organizations
to identify and clear the puppet devices [42, Fig. 18]. Our work can naturally
fit to support mobile edge computing (MEC) paradigm [82] in cellular networks
having MEC servers geographically located across the network and each server,
co-located with a base station, monitoring cellular activity of a sub-grid and
running our proposed framework. The benefit of such setting resides in dividing
computation-intensive tasks across the network (among MEC servers), easing
computation and storage for the core network. By leveraging voice CDRs, our
work can be extended to detect overcharging attacks that can potentially be
engineered to launch DDoS attacks [47].

Our robust framework can perform simultaneous analysis on multiple cells,
depending on the size of sub-grid, due to the inherent utilization of CNN architec-

ture. It can be scaled-up to consider a larger sub-grid; however, the computation
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requirements need to be investigated keeping in view the on-line and off-line set-
tings. As we had a limited dataset, we combined 3 hours data of 62 days and
considered it as past data belonging to a 10-min slot (explained thoroughly in
Sec. 7.5); in practice, historical CDR dataset is maintained for record-keeping
within the cellular network and may easily be acquired. They might also yield im-
proved results as the model would learn from the data containing same temporal
characteristics (one 10-min slot instead of 18 slots).

Since many devices, including the ones utilized in CPSs, depend on cellular
infrastructure and its services for connectivity—for example, [oT devices use
voice services [47], wireless sensor and actuator network devices rely on Internet
services [127], and machine-to-machine (M2M) communication network devices
utilize SMS services [45]—our research is compatible as our framework leverages
each service’s usage data, and has solid applications in their security and earlier
detection of DDoS attacks against them.

In conclusion, this is a pioneering study that investigated the application of
CNNs for the cellular network’s security in a coarse-grained manner to detect
various attacks that lead to a DDoS (voice, Internet, and SMS) and achieved
more than 91% accuracy—contributing to resolve an open issue of DDoS attack
mitigation in cellular networks [40]. Besides the primary subscriber devices, our
study has solid implications in securing cellular-dependent CPS devices (utilized
in vertical industries and critical infrastructures) against cellular DDoS attacks
that could serve as a beachhead or smoke screen to attack the CPS infrastructure

and disrupt its services.
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Chapter 8

Conclusions and Future Insights

8.1 Summary

The work presented in this thesis explored various ways to achieve an effi-
cient, scalable, and timely detection of cell outage and situation leading towards
congestion—ODbjective 1, defined in Section 1.4.

First, we applied a semi-supervised statistical-based algorithm in Chapter 3
for improved detection accuracy as compared with state-of-the-art and proposed
a consolidated method for detecting both (outages and a situation leading to-
wards congestion) anomalies [7]. A major limitation in our work was heightened
false positive rate (FPR) which can drastically increase operational expenditures
(OPEX). To overcome this and to have an efficient solution, we introduced pow-
erful deep neural network (DNN)-based model in Chapter 4 which significantly
reduced FPR and also further improved detection accuracy. We also introduced
mobile edge computing (MEC) paradigm to offload computations from the core
network (CN) to the edge servers (ESs) as training DNN models require heavy
computational resources. Although MEC can provide relief to the CN, however,
our solution suffers from scalability problem. An ES has to run a separate DNN

model for each base station which could work fine if the ES oversees a few base
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stations; however, if we scale the system to tens or hundreds of base stations per
ES (a fair possibility since network density is increasing day by day), then the

anomaly detection system will probably collapse.

MEC for anomaly detection was fully realized in Chapter 5, in which we pro-
posed a novel framework executing deep convolutional neural networks (CNNs).
We discovered that CNNs can naturally align with MEC paradigm and offer
scalable and most efficient solution for the anomaly detection—surpassing the
deficiency of the previous chapter. With this work, heavy computations from
CN to the ESs can not just be divided but the ESs can execute the models and
process data in a much faster manner. We also demonstrated scalability in this
work. Finally, for a timely solution, we introduced proactive anomaly detection
in Chapter 6 which forecasted cellular traffic 3 hours in advance by utilizing
convolutional long short-term memory (ConvLSTM) model and detected anoma-
lies by utilizing a subsequent feed-forward DNN model and the forecasted traffic.
This yields proactiveness which could be leveraged by allocating required or extra

resources in advance to the region of interest (ROI).

The work in Chapter 7 attempted to achieve secondary objective of our thesis,
defined in Section 1.4. It applied the methodology of Chapter 5 involving CNNs in
the context of cybersecurity and detected attacks targeting the availability of the
network resources. As compared with many past studies which utilize content-
based methods for the attack detection, our solution preserves user privacy and
is lightweight since it utilized CDRs. It is also large-scale and expandable as it
utilized CNNs that can handle anomaly detection in numerous base stations at a

time.

Table 8.1 summarizes salient features of each chapter of the thesis.
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8.2 Research Contributions / Major Findings

Overall, our work in the thesis added the following contributions to the exist-

ing literature:

1. Explored and experimented with various supervised and semi-supervised
machine learning techniques for the anomaly (both, pertaining to cellu-
lar network management and cybersecurity domains) detection in cellular

networks by keeping efficiency, scalability, and timely detecting in focus.

2. Promoted call detail record (CDR) dataset utilization instead of KPIs which
has multi-fold advantages: (a) we proposed consolidated frameworks for the
detection of both, cellular outages and a situation leading towards conges-
tion which were previously done separately because of different KPIs utilized
for their detection; (b) since MDT dataset requires additional resources for
collection, we can avoid unnecessary resource utilization by utilizing CDRs
which are already present in the networks. After the coarse-grained anal-
ysis which was largely done in our work, KPIs can then be requested for
a fine-grained analysis if required. (¢) Unlike many studies which employ
subscriber content-based algorithms and compromise user privacy, CDRs
contain the activity values instead of the actual contents and the models
that utilize CDRs (employed in our works) preserve subscriber privacy. (d)
Better location accuracy is achieved as compared with MDT measurements,

which helps in pinpointing the anomalous region.

3. Demonstrated the powerful utility and a natural combination of integrating
deep convolutional neural networks (CNNs) with mobile edge computing
(MEC). This enables the anomaly detection framework to be applied in a

large-scale and more efficient manner.

4. Presented a consolidated framework for the detection of various availability-
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related attacks towards the cellular networks.

8.3 Potential Future Research Directions

8.3.1 Transfer Learning to Tackle Data-Shortage Chal-

lenge

Throughout our work, we highlighted a limitation of having inadequate data
to train on. Deep learning (DL) models require a large number of examples and
their acquisition may take long observation time. An inherent assumption in
the machine learning algorithms applied in this research is that the training and
future instances belong to the same feature space having the same distribution.
This limits the scope of the application of deep learning (DL) models to the
targeted scenarios only and hinders in their generalization.

If we can elevate from the above-mentioned limitation and have two datasets
from different feature spaces having different distributions: Dataset A containing
copious examples pertaining to a base station (relevant when applying a feed-
forward DNN model as done in Chapter 4) or a cluster of base stations (relevant
when applying a CNN model as done in Chapter 5), and Dataset B containing
small amount of examples pertaining to another base station or cluster of base
stations. We train a DL model for anomaly detection using Dataset A (known as
pre-training phase) and then the knowledge (learned parameters) of the trained
model is transferred to another model which is utilizing Dataset B (known as
fine-tuning phase). This will enable the latter model to train on small number of
examples (Dataset B) but yield results as if it was trained using a dataset having
copious example (Dataset A).

This method is known as Transfer Learning [131]. It is a promising direction

to explore because learning from low-level features at the initial layers of a DL

151



8. Conclusions and Future Insights

model trained on Dataset A might be helpful and come handy when learning from

the Dataset B.

In practice, an extensive data collection drive can be initiated to acquire data
(denoted as Dataset A) from selected cell sites. The selection can be done on
the basis of unique location that these sites cover so that the acquired cellular
traffic data represent the user behaviors in those locations. Such cell sites may
include the ones covering parks, sports venues, restaurants, hospitals, schools and
universities, subway stations, places of worship, etc. A secondary short-duration
drive can be launched to capture another set of base station or cluster of base

stations (compiling Dataset B).

The benefit of this method is the significant reduction in data observation time
of a base station or cluster of base stations during which the data is collected.

This implies a quicker anomaly detection setup in a cellular network.

8.3.2 MEC-based Fully Proactive Anomaly Detection Sys-

tem

The Forecaster component in Chapter 6 accepted a single base station’s activ-
ity data and yielded traffic predictions which were later utilized by a feed-forward
DNN model for anomaly detection. We can integrate mobile edge computing
(MEC) paradigm to scale-up the proactive anomaly detection operation by mod-
ifying the Forecaster to rather accept and output images. Then, a CNN model
can be applied (like in Chapter 5) to detect anomalies in numerous base stations

at a time.
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8.3.3 Applicability of Anomaly Detection Frameworks for

IToT Networks

As mentioned in Section 1.3, cellular networks and industrial Internet of
Things (IToT) networks share a common goal: reduction in operational expendi-
tures (OPEX). Efforts can be made to modify our methods, especially the ones
involving MEC, for anomaly detection in the context of IIoT networks. However,

this need further investigation and thorough analysis.

8.3.4 A Consolidated Alarm System for Outage, Conges-

tion, and Cyber-attacks in Cellular Networks

We can integrate both objectives in this thesis related to cellular network
management and cybersecurity to propose a single framework for the detection
of outages, situation leading towards congestion, and various cyber-attacks since

they can are detected by utilizing call detail record (CDR) dataset.
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