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ABSTRACT 

As a technical application in artificial intelligence (AI), a social robot is one of the 

branches of robotic studies, which emphasizes socially communicating and 

interacting with human beings. Distinct from other humanoid and industrial robots, 

which usually have limited human-like features, the state-of-art (SOTA) social 

robots are usually equipped with a screen-based head, interfaced with an animated 

or human-like face, to respond and meet the need of human being.  

Similar to interpersonal interaction, trustworthiness towards a social robot is crucial 

in human-robot interaction since the social robot, in daily lives, usually acts as a 

“listener and responder”, providing not only practical assistance but also emotional 

support for humans. In this view, it is important that it should be considered as a 

trustworthy “partner or friend”. However, to communicate facial trustworthiness 

for a social robot is still a challenging problem where few studies have tried to 

address this issue in a comprehensive way. This thesis tries to fulfill this research 

gap by deliberately exploring the concept, structurally identifying significant 

features, examining, modeling the effects for statistic and dynamic features, and 

providing practical guidelines.  

Different from the constructs from human trustworthiness, facial anthropomorphic 

trustworthiness could have four distinct dimensions: capability, anthropomorphism, 

positive affect, and ethics concern. Accordingly, facial anthropomorphic 

trustworthiness could be initially summarized as impression-based trustworthiness 

where people rely on facial cues of social robots to evaluate their capability, ethics 



concern, anthropomorphism, and positive affect. As for the essential features 

communicating facial anthropomorphic trustworthiness, four facial categories 

emerged accordingly: internal features, external features, combinations of features, 

and emotional expressions. 

For static features, internal features (eye shape and mouth shape), external features 

(fWHR and face shape), and feature combination (feature sizes and positions) were 

analyzed. In general, eye shape and mouth shape have a significant impact on facial 

anthropomorphic trustworthiness where a robotic face with round eyes (vs. narrow 

eyes) and upturned or neutral mouth (vs. downturned mouth) enjoyed a higher 

level of facial anthropomorphic trustworthiness. fWHR has a significant impact on 

facial anthropomorphic trustworthiness where a robotic face with high fWHR (vs. 

low fWHR) enjoyed a higher level of facial anthropomorphic trustworthiness. Eye 

size and positions of eyes and mouth have a significant impact on facial 

anthropomorphic trustworthiness for social robot where a robotic face with large 

eyes (vs. small eyes), medium horizontal and vertical position of eye and mouth (vs. 

high or low horizontal and vertical positions) enjoyed a higher level of facial 

anthropomorphic trustworthiness. Moreover, a model for facial anthropomorphic 

trustworthiness in static features was developed and a validation study via 

variations in planned and random stimuli was conducted to confirm the reliability 

of the current model. 

For dynamic features, facial valence and arousal, and their interaction with 

regulatory-focused contexts were analyzed. In general, facial valence and its 

interaction with regulatory contexts have a significant impact on facial 



anthropomorphic trustworthiness where a robotic face with positive (vs. negative 

expressions) enjoyed a higher level of facial anthropomorphic trustworthiness while 

positive expressions were compatible with the promotion-focused context and 

negative expressions were compatible with prevention-focused context, in signaling 

facial anthropomorphic trustworthiness. Similarly, a model for facial 

anthropomorphic trustworthiness in dynamic features was developed. 

This research would advance the theory of human-robot interaction. This study, for 

the first time, set out to explore and develop the meaning of facial anthropomorphic 

trustworthiness, providing a relatively holistic picture when evaluating the 

trustworthiness of a social robot at first sight. In addition, through a series of 

experiments, this research tried to adopt both subject and physiological measures to 

examine the difference and similarities between human facial features and robot 

facial features in signaling perceived trustworthiness and further model and discuss 

the mechanism leading to such phenomenon. 

As for practical implications, although the current market has various social robots 

and some of them even won some honors, detailed and specific guidelines are still 

missing to some extent that companies design a social robot primarily relying on 

their own understandings and intuitions. Accordingly, this research advanced the 

design guidelines of a social robot, which could work as preliminary instructions in 

helping robot designers to make a trustworthy robot and increasing purchase 

intentions for the consumers. 
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CHAPTER ONE. INTRODUCTION 

This chapter introduces the motivations, the relevant terms, philosophies, research 

objectives, research questions regarding trustworthiness, and robot design. It aims 

to provide a philosophical background and significance of the current study. 

 

1.1 Motivation and Research Background 

Following the evolution of technology and its application in various daily contexts 

(Del Río et al., 2020; González-González et al., 2020, 2019a; Torres-Carrión et al., 

2019), the latest innovation is the social robot, which is an advanced artificial 

intelligence (AI) system to communally interact with humans (Fasola and Mataric, 

2015; Fernández-Rodicio et al., 2020; González-González et al., 2019b). Distinct from 

established robots (e.g., mechanical-looking or industrialized robots), which have 

seldom human characteristics, some advanced robots (anthropomorphic robots, i.e. 

Pepper, NAO, ASIMO, Kaspa, Cozmo, and Buddy robot) are featured with a screen 

that renders an animated anthropomorphic face to interact with human (Oh and Ju, 

2020; Westlund et al., 2016). For example, Figure 1.1 illustrates the Buddy robot, 

which is characterized by its anthropomorphic facial features to affectionately 

support humans and satisfy their needs. Because social cognition of 
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anthropomorphic objects could generalize people’s understanding of human-

relevant knowledge toward a social robot (Prakash and Rogers, 2015), it could be 

needed to have a face-like interface for facilitating interaction in human-robot 

relationships (McGinn, 2019; Stroessner and Benitez, 2019). 

 

 

Figure 1.1 An example of a social robot – Buddy®  

 

In social robots, the characteristics people perceive such as dominance, friendliness, 

and attractiveness, trustworthiness plays a crucial role in human-robot 

relationships based on two reasons (Mathur and Reichling, 2016). First, 

trustworthiness plays an essential role in interpersonal communication because it 
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has a critical influence on persuasion (Salem et al., 2015; Song et al., 2020). Second, 

social robots indeed work as “close friends or even family members,” providing not 

only physical assistance but also affectionately encouragement toward humans. 

Accordingly, social robots should be appropriately designed to be trusted and be 

relied on (Yu et al., 2015). 

Gompei and Umemuro (2018) indicated that several types of factors play essential 

roles in influencing the perceived trustworthiness in the context of social robots: 

robot-related factors (i.e. the specific features and activities of the robot), human-

related factors (i.e. the particular need and situational awareness), and scenario-

related factors (i.e. the specific application of task, collaboration culture, and 

interpersonal communication). Within these factors, robot-related factors are 

considered as the most vital because they influence the perceived trustworthiness 

judgment in HRI (Hancock et al., 2011; Saunderson and Nejat, 2019). More 

specifically, such factors might be related to social robots’ actions, reliability, 

predictability, level of automation, and the degree of anthropomorphism (Hancock 

et al., 2011). For instance, related studies have indicated that rendered 

anthropomorphic faces are more likable and tend to make people experience more 

arousal (Luo et al., 2006; McGinn, 2019; Sproull et al., 1996), eventually resulting in 

a higher level of perceived trustworthiness toward the social robot (compared social 

robots with mechanical faces) (Prakash and Rogers, 2015). 



4 
 

Humans examine faces or facial characteristics on humans and objects, such as 

robots, in an extremely short time (Landwehr et al., 2011). A prior study suggested 

that 100 ms was enough for individuals to examine various personality features, i.e. 

trustworthiness, competence, and aggressiveness evaluation (Willis and Todorov, 

2006). The reason for this judgment might lie in the human him/herself, namely 

cephalization, meaning how the physical organs and neural systems tend to 

concentrate in the upper part of the body (i.e., the head) (Holliday, 1993). While 

examining an anthropomorphic robot, individuals might process concrete facial 

features or expressions in robots by comparing specific characteristics with human 

and evaluating the difference between a robot and human face (Maeng and 

Aggarwal, 2018; McGinn, 2019; Stroessner and Benitez, 2019). 

When a person encounters another person or sees a robot, he or she might form a 

mental image of them quickly. This is called a first impression, and it is crucial in 

people’s daily lives; it not only occurs in human perception but also the formation 

of an attitude toward a person or social robot (Maeng and Aggarwal, 2018; 

Stroessner and Benitez, 2019; Verberne et al., 2015). Moreover, first impressions 

occur unconsciously, difficult to recognize, and influence people’s decision-making 

process (Bar et al., 2006; Yan et al., 2015). One study discussed positive attitudes and 

social perceptions toward specific appearances in the context of humans, suggesting 

a rule-of-thumb named the “beauty premium” or “plainness penalty” (Etcoff et al., 

2011). 
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Specifically, facial features are strong predictors of the first impression. They work 

as significant indicators in the formation of a mental image and an initial evaluation 

of someone’s attributes (Sofer et al., 2015). People with specific facial features tend 

to have a higher likelihood of being trusted, being liked, and ultimately obtaining 

more actual benefits (Etcoff, 1994; Etcoff et al., 2011). This “halo” effect of particular 

facial features could be interpreted by people’s subconscious facial-feature 

processing; specific features could contribute to various positive interpretations or 

expectations about others (Aharon et al., 2004). For example, some facial features 

such as a smile could be considered a social signal of being friendlier, more capable, 

more confident, and more outstanding (Etcoff, 1994). 

Among various social perceptions, human trustworthiness plays a crucial role in 

human relationships and related behavioral responses (Calvo et al., 2017; Lyons et 

al., 2020; Song and Luximon, 2019). Indeed, humans are skilled in evaluating facial 

trustworthiness based on physical traits (Hoff and Bashir, 2015). For example, Wout 

and Sanfey (2008) suggested that people had a higher intention to interact, 

cooperate, and invest with trustworthy-looking individuals in an interactive risky 

decision-making game. 

Facial features could influence the anthropomorphic trustworthiness of artificial 

intelligence agents (Ghazali et al., 2018; Gompei and Umemuro, 2018; Saunderson 

and Nejat, 2019). Related review research on facial trustworthiness has largely 

focused on outlining trustworthiness and analyzing general perceptions of 
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trustworthiness within human-computer/human-robot relationships. However, the 

concept “trustworthiness” is a multi-construct term that contains two examination 

steps, the initial examination during the first impression and the latter examination 

during continuous interaction (Willis and Todorov, 2006). Moreover, though 

research has attempted to evaluate the influence of various human facial features 

in signaling the perceived trustworthiness (Santos et al., 2016), it might not be 

directly included in HRI because of the anthropomorphic distinction of AI agents, 

compared with human (Prakash and Rogers, 2015).  

Indeed, the literature on the facial design of AI agents is multi-disciplinary research 

that is seldom comprehensively examined and occasionally involved by other 

literature. To specify, there are at least three main disciplines that are related to the 

current research (Song, 2020). First, because humans and AI agents, such as social 

robots, might share similar facial features, i.e. nose, ear, or eyes, facial 

trustworthiness originated from cognitive psychology could potentially shed light 

and bring inspiration to the anthropomorphic trustworthiness of AI agents (Stirrat 

and Perrett, 2010). In addition, anthropomorphic robots in the commercial market 

might also be sparked from the object or product appearance in the contexts of 

marketing and engineering design, which has explored the way to design 

trustworthy-looking anthropomorphic objects or products (Creusen and 

Schoormans, 2005), i.e. the frontal face of a car or a plug (Miesler et al., 2011). For 

instance, Maeng and Aggarwal (2018) indicated that the front looking of a car with 
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a low level of facial width-height ratio (fWHR) could have a high level of perceived 

trustworthiness. Although anthropomorphic robot design is sporadically relevant 

with product design, it could offer sparks for making a trustworthy-looking robot 

as well, as they all enjoyed similar facial characteristics in signaling trustworthiness. 

Last, though the research on AI agents has primarily concentrated on the 

anthropomorphic trustworthiness from a general perspective, it could still shed 

sparks as a basis for a better understanding of trustworthiness in HRI (Prakash and 

Rogers, 2015).  

 

1.2 Research Objectives  

To obtain a better understanding of what creates facial anthropomorphic 

trustworthiness and how facial features influence it, a structural and in-depth 

exploration of its specific meaning and an examination of facial features in 

communicating anthropomorphic trustworthiness is required. Moreover, to 

contribute to the detailed design guidelines for creating a trustworthy robot, a facial 

anthropomorphic model is desired to structurally model related features to enjoy 

relatively holistic insights. To fulfill these aims, the research objectives of the current 

study were as follows: 
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 Objective 1: To investigate the meaning of facial anthropomorphic 

trustworthiness and its sub-dimensions in robot evaluation and to develop 

and validate a scale for further empirical studies. 

 Objective 2: To examine the effect of separate and combinations of static 

features on facial anthropomorphic trustworthiness and develop a model 

that empirically predicts the relationship between facial features and 

perceived trustworthiness.  

 Objective 3: To further examine the effect of dynamic features on facial 

anthropomorphic trustworthiness under different contexts. 

 Objective 4: To summarize specific guidelines for improving facial 

anthropomorphic trustworthiness in robot design. 

 

1.3 Scope and Research Questions 

The majority of research on facial trustworthiness has mainly been conducted on 

human features, such as the eyes (Zebrowitz et al., 1996), mouth (Calvo et al., 2017), 

and nose (Santos and Young, 2011), which is comprehensively discussed in Chapter 

two; however, limited research has attempted to explore the effects of different 

facial features on anthropomorphic trustworthiness in the context of a social robot. 

The current thesis attempted to fulfill this research gap by deliberately exploring 
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the concept, structurally identifying significant features, and examining and 

modeling the effects for statistic and dynamic features. 

Trustworthiness evaluation mainly contained two phases: the initial evaluation and 

evaluation in the latter stage through continuous interaction (Song and Luximon, 

2020a). Although the latter stage—trustworthiness evaluation through continuous 

interaction—is vital in HRI (Song and Luximon, 2020a), the current technical level 

of robot response and action might still constrain user experience. People might still 

perceive the unnatural or even wired behavior of social robots, which might have 

influenced the accuracy and reliability when integrating continuous interaction 

factors for the current study. Accordingly, the scope of this thesis would primarily 

focus on an impression-based evaluation of facial trustworthiness at first sight, 

where people would rely on both static and dynamic facial features to make the 

evaluation. 

Accordingly, this thesis works as an initial step in developing a relatively 

comprehensive understanding of facial anthropomorphic trustworthiness. The 

current exploration and examination merge two streams of knowledge in the 

research scope: human facial trustworthiness in different daily contexts, which 

considers specific facial features for signaling trustworthiness, and 

anthropomorphism, which considers specific robot attributes, as depicted in Figure 

1.2. 
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Figure 1.2 The scope of this research 

 

The examination and modeling of HRI are indeed a sophisticated procedure that 

requires extensive data-driven experiments and simulation for different parameter 

configurations (Foo et al., 2017; Sim and Loo, 2015). In addition, although numerous 

human facial features exist, only a few potential features could play a significant 

role in communicating trustworthiness (Dotsch et al., 2017). Therefore, this study 

was limited to the examination and validation of specific potential features in 

previous studies that facilitate communicating facial trustworthiness.  
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The research questions (RQs) that guided the current study were as follows: 

 RQ1: What is the facial anthropomorphic trustworthiness for a social robot?  

 RQ2: How do static features influence facial anthropomorphic 

trustworthiness? 

o RQ2-a: How do the separate static features influence facial 

anthropomorphic trustworthiness?  

o RQ2-b: How do the combinations of static features influence facial 

anthropomorphic trustworthiness? 

 RQ3: How do dynamic features influence facial anthropomorphic 

trustworthiness in daily contexts? 

RQ1, RQ2, and RQ3 follow a hierarchical rationale where RQ1 serves as the 

theoretical foundation from a macro perspective while RQ2 and RQ3 further 

analyze the effect of different features on facial anthropomorphic trustworthiness 

from a micro level. 

Particularly, RQ1 (study 2) mainly involves exploring the definition of facial 

anthropomorphic trustworthiness, which signals the directions of the impact. 

Indeed, the RQ1 works as an introduction and theoretical foundation for RQ2 and 

RQ3. It not only investigated the meaning of facial anthropomorphic 

trustworthiness for a social robot but also empirically assessed different 
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dimensions of this concept. With the development of this scale, RQ1 helps to 

provide a toolkit and protocol to measure this concept.  

Based on the results of RQ1, RQ2 and RQ3 further explore the directions of the 

relationship between different facial features and anthropomorphic 

trustworthiness. To be more specific, RQ2 (studies 2-5) focuses on the role of static 

features (separated and combinations) in signaling facial anthropomorphic 

trustworthiness while RQ3 (studies 6-7) emphasizes the role of dynamic features 

and contextual factors in signaling facial anthropomorphic trustworthiness.  

With the exploration of RQ1-3, a relatively holistic view of facial anthropomorphic 

trustworthiness and its associated influential factors was determined: the meaning, 

sub-dimensions, and scale of facial anthropomorphic trustworthiness were initially 

established while various levels of factors (both static and dynamic features) were 

investigated and modeled for a relatively comprehensive understanding of facial 

anthropomorphic trustworthiness.  

 

1.4  Significance of the Current Study 

This research would advance the theory of human-robot interaction. Firstly, this 

study, for the first time, sets out to explore and develop the meaning of facial 

anthropomorphic trustworthiness, which is rarely discussed in prior literature. 

Through synthesizing the theories among interpersonal trustworthiness, the 
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uncanny valley, and general robot trustworthiness, it could try to provide a 

relatively holistic picture when we evaluated the trustworthiness of a social robot 

at the first impression. In addition, through a series of behavioral experiments, the 

current study tried to validate that facial trustworthiness features could be applied 

to social robot design and improve people’s trustworthiness and attitude toward 

the social robot. Moreover, via examining different facial features in communicating 

facial anthropomorphic trustworthiness, this research tried to adopt both subject 

and physiological data to examine the difference and similarities between human 

facial features and robot facial features in signaling perceived trustworthiness and 

further model and discuss the mechanism leading to such phenomenon. 

As for practical implications, although the current market has various social robots 

and some of them even won some honors (CES, 2018), detailed and specific 

guidelines are still missing to some extent that companies design a social robot 

primarily relying on their own understandings and intuitions (Vanderborght et al., 

2012). Regarding the risk in intuition-based design that might dampen user 

experience and potential market performance (Ulrich, 1992), this research provides 

preliminary instructions for designing a trustworthy social robot. This research 

advanced the design guidelines of a social robot, which could work as preliminary 

instructions in helping robot designers to make a trustworthy robot and increasing 

purchase intentions for the consumers. 
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1.5 Research Framework 

 

Figure 1.3 The research path diagram with three phases in this study 

 

The research framework is shown in Figure 1.3:  

Chapter 1 introduces the research background and motivations. The research 

objectives are proposed, and the scope and research questions are identified. The 

significance and value of the study are discussed. 
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Chapter 2 provides a review of the literature on potential features for 

communicating facial anthropomorphic trustworthiness. It reviews literature from 

three sources, robot trustworthiness, human trustworthiness, and product 

trustworthiness. Then it discusses and compares the feature differences in the 

context of humans and robots. Last, it summarizes the potential significant features 

like the research rationale for further chapters.  

Chapter 3 describes the research methodology for this study. A mixed methodology 

was employed. Qualitative research provides an in-depth understanding of the 

concept's meaning and dimensions while quantitative research generalizes the 

quantified relationships between specific features and further develops 

anthropomorphic trustworthiness for designers. 

Chapter 4 outlines the first phase of the study – a hybrid mixed method (via 

crowdsourcing and natural language processing) is introduced to explore people’s 

understanding of facial anthropomorphic trustworthiness and its sub-dimensions 

(RQ 1). It also focuses on scale development and validation for facial 

anthropomorphic trustworthiness via iterative exploratory factor analysis and 

confirmative factor analysis. This chapter addresses objective 1 and RQ 1. 

Chapters 5-8 outline the second phase of the study – a series of experiments is 

introduced to examine the effect of different static features (RQ 2-a), their 
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combinations, and their modeling (RQ 2-b) on facial anthropomorphic 

trustworthiness. This study addresses objective 2 and RQ 2. 

Chapter 9 outlines the third phase of the study – a lab experiment (via subjective 

and physiological measures) is introduced to examine the effect of different 

dynamic features on facial anthropomorphic trustworthiness under different daily 

contexts (RQ 3). This study addresses objective 3 and RQ 3. 

Chapters 10-11 synthesize a general model (static and dynamic features) for facial 

anthropomorphic trustworthiness. Further, it summarizes and discusses the 

conclusions, limitations, and future studies of this research. Last it addresses the 

major finding and contributions for the theory and practice. This study addresses 

objective 4.  
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CHAPTER TWO. LITERATURE REVIEW 

This chapter illustrates a literature review of the relevant concepts, knowledge, and 

theories regarding facial trustworthiness and robot design. Through structurally 

reviewing literature from human trustworthiness, product trustworthiness, and 

robot trustworthiness, this chapter aims to provide a holistic picture of the 

theoretical background of the current study.  

 

2.1 Trustworthiness for Human, Product, and Robot 

Although human trustworthiness, product trustworthiness, and robot 

trustworthiness are correlated and interwoven with each other, where 

trustworthiness refers to the ability to be relied on as honest or truthful (Frith, 2009; 

Guido and Peluso, 2009; Song and Luximon, 2020a; Xu, 2019), there are still 

difference among those concepts. While product trust focused on the assured 

expectations of a product’s reliability and inclination in scenarios involving risk of 

its user (Delgado‐Ballester, 2004; Munuera-Aleman et al., 2003), human 

trustworthiness is a mental interpretation of the possibility or the confidence that 

other social actors would act in line with his or her words (Ames et al., 2010; Walker 

et al., 2011).  
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Prior research has tried to explore and analyze the sub-dimensions of human 

trustworthiness: ability, benevolence, and integrity. To specify, ability in 

interpersonal trustworthiness refers to the individual’s evaluation whether others’ 

related capability and knowledge in the given task (Mayer et al., 1995). This 

evaluation is the initial expectation of others’ experience or endorsement (for 

example, the academic certificate of a doctor). When it comes to HRI, it might refer 

to the belief that a social robot has the functions to accomplish its task (Thatcher et 

al., 2011). As for integrity, it refers to the individual’s evaluation of whether others 

would obey a set of social rules in the interpersonal interaction (Mayer et al., 1995). 

This evaluation is the confidence initial expectation of the perceived risk and 

confidence in others’ behavior. With regard to HRI, people might show various 

ethical concerns about robots. On the one hand, people would concern more about 

the integrity of the robot creator or designer since they are “the man behind the 

curtain” (Fosch-Villaronga et al., 2019). On the other hand, people might be anxious 

about the self-awareness of such emerging technology and even doubt they will 

stick to their program (Chanseau et al., 2016). As to benevolence, it refers to the 

degree that people tend to do well to themselves, even beyond their profit 

motivation (Mayer et al., 1995). This evaluation is the effective expectation of the 

kindness of other people, either in physical or psychological interaction. Regarding 

its role in HRI, people might expect the personality of a social robot should be 

altruistic and emotionally approachable (Stuck and Rogers, 2018).  



19 
 

Indeed, human and product trustworthiness has different objects: one considers its 

partner as a human where their conducts would generally follow social rules while 

the other treats it as a nonhuman item where the existence of an object is just to 

fulfill human needs (Ames et al., 2010; Bart et al., 2005; Kocsor and Bereczkei, 2017; 

Song and Luximon, 2020a; van ’t Wout and Sanfey, 2008). Considering robot 

trustworthiness, its special difference between human trustworthiness and product 

trustworthiness lies in its anthropomorphic nature (Rosenthal-von der Pütten et al., 

2019; Y. Zhang et al., 2019). On one hand, social robots are taking various kinds of 

social roles and actively engaging and bonding with humans, which makes them 

friends or companions for humans (Hoorn, 2018). On the other hand, they were 

initially designed as a humanlike machine that aims to help people get works done 

(Al-Qaderi et al., 2018; Förster et al., 2019). Therefore, robot trustworthiness stands 

in the middle between human trustworthiness and product trustworthiness, which 

would be influenced by not only the affective reactions, i.e. human trustworthiness, 

but also the logical reasoning, i.e. product trustworthiness. 

 

2.2 Anatomy of Facial Features of Trustworthiness 

The nature of this Ph.D. research decides its multiple disciplinary directions, which 

requires various areas to respond to the issues. Particularly, the current research 

involves theories from human trustworthiness, anthropomorphism, and robot 
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design. Accordingly, the review of literature on particular features of humans, 

products, or robots in communicating trustworthiness can be categorized into two 

main groups: static features and dynamic features.  

Both static features and dynamic features rely on specific states of features in 

communicating facial trustworthiness. For example, the eye and mouth regions are 

considered the most salient characteristics for both static and dynamic features 

(Calvo et al., 2019; Riegelsberger et al., 2004), though both of them have their distinct 

features, such as fWHR for static features and regulatory-focus for dynamic features. 

While static attributes of the eye and mouth regions, such as shape and size of eye 

and mouth, play a significant role in facial trustworthiness (Ferstl et al., 2016), 

dynamic attributes of the eye and mouth regions, such as smile or anger, also have 

a critical impact on trustworthiness evaluation (Centorrino et al., 2015). 

Based on an extensive literature review, this research focuses on not only the static 

attributes of specific features, which constitute internal features, external features, 

combinations of features, but also discusses their dynamic attributes, such as the 

emotional expressions (see Table 2.1 and Appendix A). To specify, internal features 

contained static attributes of eye and mouth shape; external features contained 

features like fWHR and face shape; combinations of features involve a group of 

features that enjoy certain typicality, such as baby schema; and dynamic features 

mainly involves dynamic attributes of eye and mouth regions for emotional 

expressions, such happiness or depression (Cowell and Stanney, 2005).  
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Table 2.1 Summarized facial features on trustworthiness 

Static Features  
Dynamic Features Emotions 

Internal Features External Features Combinations 

Eye size fWHR  Babyface Eye movement Anger 

Eye color Brow-nose-chin  Masculine/feminine Mouth movement Sadness 

Eye shape  Forehead-sellion-nose  Symmetry Smile (Authentic/Fake) Fear 

Eye gaze Hair Look similar Other movements Happiness 

Eyebrow Forehead Look typical   Disgust 

Nose Ears       

Mouth  Beard      

Lips Chin        

Teeth Glasses       

Cheek Tattoo       

Color cue   Age       

Luminance contrast  Ethnicity    

 

2.3 Anthropomorphic Facial Features 

2.3.1 Internal Facial Features 
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The eye region is believed to be one of the most crucial fields which could have an 

essential impact on the evaluation of facial trustworthiness, both for humans and 

robots (Ichikawa et al., 2011; Kaisler and Leder, 2016; Kleisner et al., 2013; Landwehr 

et al., 2011; Santos and Young, 2011; Windhager et al., 2010; Zebrowitz et al., 1996). 

Several specific features, such as eye size, shape, gaze, and color, as well as the 

eyebrows, could signal facial trustworthiness (Santos and Young, 2011; Todorov et 

al., 2008a). Research indicated that individuals could be believed to have a high 

level of trustworthiness with round eyes (compared to narrow eyes) (Ferstl et al., 

2017; Masip et al., 2004) and larger eyes (compared with smaller eyes) (Kleisner et 

al., 2013; Linke et al., 2016) because those features both experience the evolution 

advantage from baby-appearance  (Brownlow, 1992; Haselhuhn et al., 2013; Maoz, 

2012). During the human physical growing process, maturation procedure and the 

force of gravity make a typical adult face, which is significantly different from a 

baby's appearance (Zebrowitz et al., 2013). Generally, a baby was considered as 

more vulnerable, innocent, and reliant than an adult (Montepare and Zebrowitz, 

1998). It needs to have apparent signals, such as specific cues in the eye region, 

which could be instantly and automatically recognized and processed by adults to 

support their needs and survival (Masip et al., 2004). Specifically, compared with 

the growth process of other facial features, the eye region does not evolve 

significantly (eye size and eye shape grow slowly) (Montepare and Zebrowitz, 1998). 

Accordingly, a baby tends to have relatively round and big eyes, which becomes 

one of the most apparent symbols for baby-appearance looking. For example, large 
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and round eyes could promote the perceived honesty, kindness, and 

trustworthiness (Berry, 1991) regardless of people’s true age (Montepare and 

Zebrowitz, 1998). Moreover, both eye gaze and eyebrows might result in promoting 

one’s trustworthiness since eye gaze and its associated eyebrows play a critical role 

in attracting attention for social recognition and interaction. To be more specific, 

numerous studies have proposed that a direct-gaze (compared with averted-gaze) 

looking while thin (compared with thick) and up-turned (vs. down-turned) inner 

ridge eyebrows could be expected to both trustworthy and attractive (Kaisler and 

Leder, 2016; Kompatsiari et al., 2019; Ma et al., 2015; Masip et al., 2004; Santos and 

Young, 2011; Todorov et al., 2008a; Xu et al., 2012). However, there exists a nuanced 

relationship between eye gaze and trustworthiness evaluation in the context of a 

social robot. For example, Stanton and Stevens (2017) indicated that a constant gaze 

(vs. an averted gaze) could stimulate signaling perceived dominance instead of 

trustworthiness. Furthermore, eye color is not a solitary characteristic but relevant 

to typical ethnic groups, which is originated from specific cultures (Stanley et al., 

2011). For example, Kleisner and his colleagues inferred that, compared with blue 

eyes, brown eyes are believed to have a high level of trustworthiness (2013). 

Nevertheless, they additionally cleared that the observed difference of perceived 

trustworthiness could be associated with other implicit bias and misinterpretation. 

Moreover, the area of nose and mouth is also believed to be an essential area that 

influences individuals’ facial trustworthiness. Literature suggested the central area 
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of the face, where nose and mouth lie in, works as a positive predictor for attracting 

one’s attention and forming perceived trustworthiness (Okubo et al., 2013). 

Concerning the shape of the mouth, related research indicated its categorization in 

three kinds: an up-turned mouth, a down-turned mouth, and a neutral mouth 

(Landwehr et al., 2011). A noticeable distinction among these three kinds in 

signaling trustworthiness lie in, a face, whether human or robot, with an up-turned 

or neutral mouth (compared with a down-turned mouth), was perceived to have a 

high level of trustworthiness, warmness, and attractiveness (Arminjon et al., 2015; 

Kleisner et al., 2013; Landwehr et al., 2011; Maeng and Aggarwal, 2018). In addition, 

cheek, lips, and teeth might have a significant impact on facial trustworthiness: 

individuals with pronounced cheekbones, wide chins, thin lips, and complete front 

teeth, could be perceived to have a higher level of trustworthiness than those with 

shallow cheekbones, thin chins, full lips, and missing front teeth (Todorov et al., 

2008a; Willis et al., 2008). As for the region of the nose, prior empirical evidence has 

shown the contrast effects of nose area on perceived trustworthiness: while a few 

works of the literature suggested that an individual with a small nose (compared 

with a big nose) could be believed to a low level of robustness and trustworthiness 

(Kleisner et al., 2013), the other research has suggested that individual with a short 

nose and shallow nose sellion (compared with a long nose) tended to have a high 

level of trustworthiness (Linke et al., 2016; Todorov et al., 2008a). In accordance with 

evolution psychology, individuals have a high level of intention to trust babies 

whose faces are usually featured with a pug nose (Masip et al., 2004; Xu et al., 2012). 
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Kleisner and his colleagues (2013) further explained this inconsistency in perceiving 

the area of the nose, suggesting individuals might tend to examine the 

characteristics of the nose and its relationship with other features in a whole, such 

as sellion, rather than examining feature separately (Xu et al., 2012).  

With regard to color cues and luminance, different research has tried to explore 

their effect on related social judgments (Etcoff et al., 2011; Roberts et al., 2017). 

Indeed, a large number of pieces of literature have suggested that the perception of 

attractiveness is significantly associated with a different skin condition and the 

represented color (Fink et al., 2001). For evaluation of facial trustworthiness, 

scholars indicated that appropriate cosmetics (compared with plain) could promote 

complexion, brightness, and luminance, which in turn promoted social judgments, 

such as likability, trustworthiness (Etcoff et al., 2011), and health status (Roberts et 

al., 2017). 

 

2.3.2 External Facial Features 

External features, such as face shape and fWHR, work as an essential role in 

signaling facial trustworthiness. Within these features, fWHR might be the most 

obvious secondary sexual characteristics of humankind, which are also the most 

frequently explored its influence in social judgments in related research (Maeng and 
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Aggarwal, 2018). To specify, in the context of human perception, face with a large 

fWHR, compared with a small fWHR, is believed to have a high level of dominance, 

aggressiveness, unattractiveness, and untrustworthiness (Ferstl et al., 2017; Linke et 

al., 2016; Stirrat and Perrett, 2010). Nevertheless, in the context of human-robot 

interaction, the most counter-intuitive phenomenon might be a robotic face with a 

large fWHR that could enjoy more popularity because it plays a critical role in 

signaling one’s social status, i.e. dominance (Maeng and Aggarwal, 2018). 

Correspondingly, other facial ratios, such as the brow-nose-chin and forehead-

sellion-nose ratios, are proved to be negatively associated with perceived 

trustworthiness (Ma et al., 2015). Nevertheless, the association of facial ratios and 

facial anthropomorphic trustworthiness could differ in different scenarios. For 

instance, the ratio of brow-nose-chin did not have a significant effect on samples of 

different ages or genders (Ma et al., 2015).  

Furthermore, other research has explored diverse features in signaling facial 

trustworthiness (Masip et al., 2004; Santos and Young, 2011; Xu et al., 2012). For 

instance, some literature (Masip et al., 2004) implied babies, who naturally have a 

relatively big forehead, short chin, and small ears could enjoy a high level of 

trustworthiness due to evolution psychology (Kleisner et al., 2013; Maeng and 

Aggarwal, 2018). Furthermore, Hellström and Tekle (1994) indicated that 

individuals wearing glasses (compared with no glasses) or having a beard 

(compared with no beard) were usually believed to have a high level of helpfulness 
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and trustworthiness. Moreover, individuals with hair (compared with no hair or 

bald) or no facial tattoos (compared with having facial tattoos) might also 

significantly lead to more favorable social judgments, such as likability, 

trustworthiness, and leadership (Bakmazian, 2014; Funk and Todorov, 2013). 

Nevertheless, this phenomenon might depend on specific professions. On the one 

hand, salesman, normally believed to have hair and did not wear glasses, have been 

considered to have relatively less favorable judgments, such as believing to be 

untrustworthy, unintelligent, and suspicious, which might, in turn, decreases sales; 

on the other hand, individuals with education, i.e. academic researchers, normally 

believed to wear thick glasses and bald, were considered to have more favorable 

social judgments, such as trustworthiness, intelligence, and helpfulness (Bonnefon 

et al., 2013; Hellström and Tekle, 1994).  

Age and ethnicity of the human face might also play a critical role in signaling facial 

trustworthiness (Cowell and Stanney, 2005; Masip et al., 2004; Roberts et al., 2017; 

Santos and Young, 2011; Xu et al., 2012). Prior literature has mentioned there might 

exist a U-shape association between perceived age and facial trustworthiness. To 

specify, a young-aged face (baby) and an old-aged face (old men) could experience 

a high level of facial trustworthiness when compared with a medium-age face 

(adults) as a result of the baby schema effect. The baby schema describes a 

stereotype that kids tend to be believed to be innocent and naive (Cowell and 

Stanney, 2005; Masip et al., 2004). Moreover, through the human evolution could 
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unconsciously and continuously adapt individuals’ visual features to strengthen or 

less heritable cues to affect social judgments, diverse ethnical groups (e.g., Asian vs. 

Caucasian (Etcoff et al., 2011) or Caucasian vs. African vs. Asian (Birkás et al., 2014)) 

indeed developed similar evaluation strategies to evaluate facial trustworthiness 

with no significant difference. Nevertheless, particular ethnical groups, such as 

Hungarians (Birkás et al., 2014; Cowell and Stanney, 2005), could be biased and 

have a more favorable attitude toward facial features with the characteristics of 

their own ethnicity (Stanley et al., 2011). 

With regard to the nonhuman object, the face shape of an AI agent could have an 

impact on facial trustworthiness as well. From a broader perspective, there might 

generally exist two types of object shape: rounded shape and rectangular shape 

(Westerman et al., 2012). Though prior research has tried to examine the association 

between product shape and the associated judgments, there might still exist 

inconsistency on this relationship. For one point, based on the history of the robotic 

form, the rectangular form of the robotic face was believed to be a typical 

component in robotic design (Meeden and Blank, 2006). Furthermore, typicality in 

object form might assist individuals to have a better allocation and understanding 

of certain categories (Loken and Ward, 1990) and enhance its associated judgments 

(Blijlevens et al., 2012). For the other point, individuals tend to have an overall 

preference and positive attitude for rounded designs (Westerman et al., 2012). Thus, 
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it would be theoretically interesting to explore, in the context of robot design, which 

form might have a better evaluation of trustworthiness. 

 

2.3.3 Combinations of Facial Features 

Among different combination facial features, a baby schema might play a key role 

in eliciting facial trustworthiness (Glocker et al., 2009a). To specify, baby schema 

(also called ‘Kindchenschema’) describes a phenomenon that a certain set of 

infantile physical characteristics, such as relatively large head, cute facial features, 

short extremities, and plump body, could induce spontaneous positive evaluations 

and related behavioral reactions in the human, such as perceived cuteness and 

associated caretaking or nurturing behavior for babies (Lorenz, 1943). Accordingly 

to the evolution theory, such a phenomenon could provide adaptive benefits for 

humans, eliciting their caring behavior and the survival rate of offspring (Glocker 

et al., 2009a). Thus, spontaneous reactions to baby schema might work as the basic 

foundations of human social cognition. 

The latest neuroscientific studies have further explained this altruistic instinct by 

illustrating the crucial role of the brain reward system when exposing to babies or 

even cute faces (Venturoso et al., 2019). Specifically, based on the observation from 

functional magnetic resonance imaging (fMRI), Glocker and his colleagues (2009b) 
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suggested baby schema could trigger the essential area for reward processing, the 

nucleus accumbens, in nulliparous women. In addition, similar to fixation patterns 

when processing adult faces, people also could recognize and differentiate baby 

faces from adults' faces in a limited amount of time, confirming the automatic and 

immediate facial processing pattern in infants (Brosch et al., 2007).  

Regarding the facial features in the baby schema, two basic regions, eye and mouth, 

are playing a significant role in attracting attention and communicating 

trustworthiness (Penton-Voak et al., 2001). Facial babyishness typically tended to 

have large eyes, a high brow ridge, a small chin, a pug nose, short ears, and thin 

lips (Ma et al., 2015; Maeng and Aggarwal, 2018; Masip et al., 2004). As illustrated 

in Figure 2.1, the typical face proportion contains dimensions in three perspectives: 

the upper face length (forehead length), inter-pupillary distance (eye distance), and 

lower face length (chin length) (Hildebrandt and Fitzgerald, 1979).  
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Figure 2.1 An illustration of the measurement parameters in an infant facial 

proportion 

 

To be more specific, as for the size of the eye and mouth, infants (normally under 

one-year-old by definition) typically have round and large eyes (Ferstl et al., 2017; 

Masip et al., 2004). That is to say, individuals with round and large eyes would 

enjoy a high level of trustworthiness. However, people tend to have a nuanced 

preference toward mouth size: while a baby usually has a small mouth (Glocker et 

al., 2009b), people with big mouths might also be considered as more trustworthy 

and capable (Re and Rule, 2016). With regard to the position of eye and mouth, 

infant facial features tend to have a centralization (inward) positioning tendency 

(Lee, 2013; Miesler, 2011): babies normally have a higher forehead (namely, the 

lower vertical position of eyes; larger AC or AB) (Gorn et al., 2008; Miesler, 2011; 
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Miesler et al., 2011), closer pupils (namely, closer horizontal position of eyes; 

smaller DE) (Venturoso et al., 2019), and a more centralized chin (namely, higher 

vertical position of mouth; larger FG) (Zebrowitz and Montepare, 2008).  

Similar to the facial babyishness, a feminine face (compared with a masculine face) 

could also be believed to be a high level of trustworthiness due to their relatively 

larger eyes while smaller eye distance (Buckingham et al., 2006; Todorov et al., 2015). 

Accordingly, individuals usually consider a male face to have a high level of 

dominance and a low level of cooperation and honesty, compared with a female 

face (Dzhelyova et al., 2012; Kleisner et al., 2013).  

Moreover, individuals tend to have a high evaluation of facial trustworthiness for 

the ones who shared similar facial features with the evaluator, the ones who have 

cultural typicality in facial features, the ones whom the evaluator met before, and 

the ones who a high degree of facial symmetries (Farmer et al., 2014; Kocsor and 

Bereczkei, 2017; Okubo et al., 2013; Sofer et al., 2015; Verberne et al., 2015; Zebrowitz 

et al., 1996). The explanations accounting for people’s preference for similarity and 

typicality might lie in the role of familiarity, which, in turn, have a more favorable 

trustworthiness perception (Farmer et al., 2014; Okubo et al., 2013; Sofer et al., 2015). 

In addition, interacting with relevant social actors might have an impact on our 

expectation of the general facial model, assisting the unfamiliar facial signal 

processing, which is usually based on the experience of daily lives (Kocsor and 

Bereczkei, 2017). Moreover, previous literature also discussed the relationship 
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between facial symmetry and perceived trustworthiness from the perspective of 

evolution: Facial symmetries might work as a significant signal for communicating 

physically attractive and healthy (Zebrowitz et al., 1996).  

 

2.3.4 Dynamic Features, Emotional Expressions, and Associated Contexts 

In order to have a more comprehensive understanding of emotional expressions, 

emotions and their associated facial regions/features should be emphasized. Russell 

(1980) has identified two fundamental constructs, valence and arousal, and further 

proposed the ‘Circumplex Model of Affect’ (CMA) to explain the involved 

mechanism and process. To specify, CMA works as a framework to categorize, 

position, and summarize emotion terms in orthogonal axes of a plane. While 

valence serves as the horizontal axis (negative emotions position at the left and 

positive emotions position at the right), arousal serves as the vertical axis (inactive 

emotions position at the bottom and active emotions position at the top). Different 

emotion terms, such as exited or depressed, were mapped in a circumplex shape 

while the center of the plane indicates a neutral emotion with a medium level of 

valence and arousal. Accordingly, given emotional states could be depicted with 

specific configurations of valence and arousal (see Figure 2.2).  
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Figure 2.2 Circumplex model of affects (J. A. Russell, 1980) 

 

A previous study has indicated four typical emotions positioned at 45 degrees of 

each quarter in the model (Jaeger et al., 2019): excited emotion locates at the top-

right of the circumplex model with a high level of valence and arousal; afraid 

emotion locates at the top-left with a low level of valence and a high level of arousal; 

depressed emotion locates at the bottom-left with a low level of valence and arousal; 

relaxed emotion locates at the bottom-right of the model with a high level of valence 

and a low level of arousal (Aguado et al., 2011). Regarding dynamic features 

signaling these emotional expressions, they mainly concentrate on two facial areas: 
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the eye/brow and mouth region (Calvo et al., 2019, 2017; Gutiérrez-García and 

Calvo, 2016a). To specify, positive emotions, excited or relaxed expressions, is 

usually featured with an upturned U-shaped mouth while lip corners and eyebrows 

are raised while negative emotions, depressed, or afraid expressions, are 

characterized by an inverted U-shaped mouth while lip corners and eyebrows are 

lowered (Calvo et al., 2017; Gill et al., 2014; Johnston et al., 2010; Ma et al., 2015). 

Indeed, different emotional expressions have particular social-functional values 

which could assist human to communicate information in interpersonal interactions 

(Oosterhof and Todorov, 2008). Numerous traditional studies tried to analyze the 

specific meaning and effect of facial expressions (Galinsky et al., 2020; Kocsor et al., 

2019; Landwehr et al., 2011; Liu et al., 2013; Vesker et al., 2018; Vrticka et al., 2012). 

Among those research, Darwin (1872) was the first to introduce and summarize the 

adaptation and evolution of facial expressions over time. To be more specific, 

humans tend to, to some extent, share universality across different cultures, ages, 

and gender in emotional detection and recognition, which works as the basis for 

instant social inferences toward others (Steinel et al., 2008). A recent neuroscientific 

study has also provided evidence that brain areas that are mainly involved with 

impression and judgment formation, such as the amygdala, medial prefrontal 

cortex (mPFC), and superior temporal sulcus (STS), would experience a significant 

activation and stimulation when exposing to emotional expressions (Ames et al., 

2010). For example, positive expressions, such as smiles, which are featured by the 
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use of the orbicularis oculi (enlargement of the pupil and the muscle surrounding 

the eyes) (Q. Liu et al., 2019) in combination with the zygomatic major (raising the 

corners of the mouth) (Calvo et al., 2019), are considered to be evolved to facilitate 

partnership and collaboration among people (Calvo et al., 2017).  

A large number of prior research has tried to unveil the magic of smiles: smiles 

indeed assists to signal good intent and to build a friendly relationship, which could 

facilitate interpersonal communication, cooperation, and interpersonal rapport 

(Engell et al., 2010; Hall et al., 2010; Oosterhof and Todorov, 2009; Sofer et al., 2017; 

Todorov et al., 2015, 2008a, 2008b, 2005; Willis and Todorov, 2006). Though the 

positive emotions are equally shared and immediately recognized by individuals 

regardless of their races, cultures, and ethnicity, the subtle difference in various 

kinds of positive representations still could be perceived and noticed. For example, 

people might find it easy to identify and differentiate various kinds of smiles, such 

as authentic smiles and fake smiles while individuals tend to have a significantly 

favorable attitude to collaborate with others with authentic smiles (Johnston et al., 

2010; Krumhuber et al., 2007). Additionally, positive expressions are strongly 

associated with perceived trustworthiness and enjoy more visual attention (Calvo 

et al., 2017; Dunn and Schweitzer, 2005; Pavlov et al., 2015; Sanchez et al., 2014). For 

example, Calvo and his colleagues (2019) mentioned, “facial happiness (i.e., an 

expresser’s smiling face) is significantly related to the perception of trustworthiness 

by observers. People showing happy expressions are judged as more trustworthy 
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than those with non-happy faces (while facial anger is perceived as untrustworthy)” 

while Sancheza and Vazquez (2014) used experiments to indicate, “both the 

emotional and cognitive components of subjective well-being were related to a 

general bias to attend to happy faces and avoid sad faces”. However, few studies 

have explicitly explored the effect of facial arousal and found a nuanced relation 

between facial trustworthiness and visual attention. On the one hand, the majority 

of research on facial expressions treated facial emotions either separately as 

different types, such as smile and anger (Chiller-Glaus et al., 2011; Karbauskaite et 

al., 2020; Sanchez and Vazquez, 2014; Weiβ et al., 2019), or within different facial 

valences, such as positive, neutral, and negative (Calvo et al., 2019; Gantiva et al., 

2019; Lane et al., 1999). Considering different types of emotions might have their 

specific coordinates in the circumplex model of affects (J. A. Russell, 1980), it might 

be probably to infer the effect of arousal on facial trustworthiness and visual 

attention. For instance, facial sadness and anger might be paired negative emotions 

with different arousal where sadness might be believed to be a negative emotion 

with inactive arousal and anger might be considered as a negative emotion with 

active arousal by definitions (Marriam-Webster, 2002). However, prior research has 

suggested no significant difference between these two emotions in communicating 

trustworthiness and attracting visual attention (Okubo et al., 2018; Sanchez and 

Vazquez, 2014). On the other hand, the intensity of facial expressions might 

influence visual attention. For example, Ngan and Yu (2019) conducted an eye-

tracking experiment to illustrate the longest fixations occurred on smiles with teeth 



38 
 

showing (a more intense smile), compared with a smile without teeth showing (a 

less intense smile).  Thus, it might be possible that facial arousal could play a 

significant role in signaling facial trustworthiness and visual attention.  

Moreover, dynamic emotional expressions did not exist alone but were embedded 

in daily contexts with different regulatory focus (Bargh and Shalev, 2012). 

According to regulatory focus theory (RFT), it divides contexts into two categories: 

promotion-focused or prevention-focused to guide people’s behavioral regulation 

(Aaker and Lee, 2006). To specify, daily contexts with different regulatory focus 

differ in their strategic tendency for obtaining inclined states. When exposing to 

promotion-focused contexts (promotion foci), people are activated to be inclined 

toward the need for improvement and achievement and seek goals and dreams by 

promptly striving towards them. The promotion system triggered by a promotion 

focus could be considered as continuous striving to be successful through taking as 

many opportunities as possible to exploit action for positive outcomes. When 

exposing to prevention-focused (prevention foci), people are activated to be 

inclined toward the need for security and safety and pursue the fulfillment of 

responsibilities by strategically avoiding possible failure or risks in goal attainment. 

The prevention system elicited by a prevention focus goes for success by acting 

vigilantly to avoid errors of commission (Ewe et al., 2018). Regarding both foci vary 

situationally as well as chronically between individuals, a large number of studies 

have confirmed the regulatory focus theory: the contextual cues, such as the 
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framing of a reward-pursuing or risk-prevention priming of contextual messages, 

could influence people’s situational regulatory focus (Avnet and Higgins, 2006; 

Crowe and Higgins, 1997; Higgins, 2000) 

Further, recent neuroscientific evidence from fMRI measures has shown that the 

overlapping of the human amygdala to facilitate the processing of facial valence 

with gains and losses during decision-making where positive facial expression is 

associated with gains and negative facial expression is associated with losses 

(Gupta et al., 2016). Thus, in daily contexts, individuals might have a more favorable 

attitude and behavioral intention when they are exposed to an emotional expression 

and a message that are congruent with their regulatory focus (Ludolph and Schulz, 

2015; Nabi et al., 2020). This situational combination, an appropriate match between 

the people’s situational regulatory state and the emotional expressions, makes a 

regulatory fit (Aaker and Lee, 2006; Avnet and Higgins, 2006). 

When there is a fit between regulatory focus and emotional expression, people 

could feel appropriate and right, which makes intuitive judgments based on the 

feeling, and have a more positive attitude toward the information sender (Crowe 

and Higgins, 1997; Higgins, 2000, 1998). That is, the information sender might be 

considered as more trustworthy and the contextual message might be considered 

more persuasive when a promotion-focused (prevention-focused) contextual 

message is presented in positive (negative) facial expressions. For example, Jin 

(2010) indicated the regulatory fit could enhance people’s perceived 
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trustworthiness toward the information sender, which, in turn, increases the 

perceived informational and educational values in the context of health messages 

spread. Considering different regulatory focuses could influence people’s 

processing of nonverbal cues, such as emotional expressions  (Sassenrath et al., 

2014), the regulatory fit between nonverbal cues, such as emotional expressions, 

and an individual’s self-regulatory orientation could increase the effectiveness of 

the message in a given context (Bosmans and Baumgartner, 2005). Therefore, a 

regulatory fit plays a crucial role in enhancing the trustworthiness of the 

information sender in a certain situation.  

 

2.4 Summary and Research Gap 

Drawing intuitions of particular features in the contexts of the human face, 

appearance for the product, and facial anthropomorphic features for a robot, 

chapter two tried to comprehensively summarize facial features from various 

perspectives, which provide sparks for additional design implication for a social 

robot. However, the problem may still exist considering the meaning of facial 

anthropomorphic trustworthiness for social robots and the way to merge various 

facial features to design an appropriate face for a social robot.  



41 
 

Regarding the nature of abstract illustration of a rendered presentational face for 

the social robot (Dehn and Van Mulken, 2000), merely perfecting individual feature 

then merging them as a whole cannot guarantee the overall trustworthiness 

evaluation, which might take risk of creating a “Frankenstein-like” appearance for 

the robot (Jentsch, 1997; Spotts, et al., 2004). In order to address this problem, salient 

facial features, regions, and balance should be emphasized for social robot design 

(Engell et al., 2010). Together with the current technological levels in the rendered 

face (Kalegina et al., 2018) and universality in robot design (Kiesler et al., 2018; 

Walters et al., 2008), the most promising facial features are given priority while 

other factors are controlled in this thesis. For example, following the ethical 

guidelines of the robot and AI (Torresen, 2018; Winfield, 2019), robot design should 

avoid any potential racism and ethnical related issues. Accordingly, eye color, color 

cue, luminance contrast, tattoo, and ethnicity were controlled in the thesis. In 

addition, facial features should also follow the guidelines of on-screen animation 

characters (Chen et al., 2010; Dehn and Van Mulken, 2000; Kalegina et al., 2018; Luo 

et al., 2006), nose, eye gaze, eyebrow, and other features were not appropriate for 

animation representation (Luo et al., 2006) and rarely adopted in actual practice 

(Blue Frog Robotics, 2018; CES, 2018). Accordingly, based on the literature 

mentioned before, four essential research gaps are identified: 
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 A clear definition of facial anthropomorphic trustworthiness for social robot 

and its sub-dimensions are still missing in the current literature (Objective 1 

and RQ 1). 

Considering the significant role of trustworthiness in HRI, facial 

anthropomorphic trustworthiness indeed plays a crucial role in building the 

initial credibility and the approaching intention at a later stage (Hoorn, 2015). 

Within the domain of social robots, it lacks a valid scale to measure the 

construct of interest: facial anthropomorphic trustworthiness. A reliable and 

valid measurement to assess facial anthropomorphic trustworthiness is 

necessary for the context of social robots, assisting empirical studies in HRI. 

 A clear causal relationship between separate and combination of essential 

static features (internal features, external features, and their combinations) 

and facial anthropomorphic trustworthiness has not been clarified 

(Objective 2 and RQ 2). Particularly,  

For the internal features, the shape of eye and mouth for social robots could 

be the most essential features  (Kaisler and Leder, 2016; Kompatsiari et al., 

2019; Ma et al., 2015; Masip et al., 2004; Santos and Young, 2011; Todorov et 

al., 2008a; Xu et al., 2012) because the eyes might work as a salient facial factor 

to catch one’s attention while its shape is significantly related to human 

evolution (Haselhuhn et al., 2013; Maoz, 2012). Similarly, as one of the central 
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facial properties, the shape of mouth (upturned, neutral, and downturned) 

is also perceived to be a significant feature that has an impact on people’s 

evaluation of trustworthiness (Landwehr et al., 2011).  

With regard to external features, face ratios (e.g., fWHR) are the most 

obvious and essential secondary sexual characteristics in human evaluation 

(Maeng and Aggarwal, 2018) and one of the most noticeable characteristics 

during human-robot interaction (Kramer, 2015); moreover, robots’ face 

shape would also significantly influence their anthropomorphic 

trustworthiness, especially considering people’s ambiguous attitude toward 

typicality and rounded shape preference (Blijlevens et al., 2012). For example, 

literature regarding the influence of fWHR in signaling facial trustworthiness 

have indicated that humans featured with a high level of fWHR (compared 

with a low level of fWHR) are believed to have a low level of trustworthiness 

and attractiveness (Ferstl et al., 2017; Stirrat and Perrett, 2010). Nevertheless, 

Maeng and Aggarwal implied that social robots featured with a high level of 

fWHR (compared with a low level of fWHR) are indeed enjoying more 

popularity and likability. Thus, it is necessary to further explore the effect of 

both fWHR and face shape on facial andromorphic trustworthiness. 

For a combination of static features, the baby schema, which enjoys the 

advantage of the evolution in interpersonal interaction, is featured by the 

belief of youthfulness and naiveness. It might play a critical role in signaling 
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facial trustworthiness (Miesler et al., 2011). Therefore, the combination of 

feature size and feature position might have a considerable impact on facial 

anthropomorphic trustworthiness. For instance, Borgi and his colleagues 

(2014) suggested that robots with babyish features might enjoy higher 

popularity and that people indeed are inclined to wish to see such robot 

designs. 

However, in the context of a social robot, empirical evidence on the 

relationship between internal/external/combinations of facial features and 

anthropomorphic trustworthiness has not been addressed before, which is a 

research gap in the current study. 

 A clear causal relationship between essential dynamic features and facial 

anthropomorphic trustworthiness in different contexts remains ambiguous 

(Objective 3 and RQ 3). 

Dynamic facial features, which mainly involve the movements of the eye and 

mouth region, are the most obvious characteristics in emotional expressions 

(Menne and Schwab, 2018). Considering that emotions can be categorized 

into two dimensions, namely valence and arousal (Zhu et al., 2018), its effect 

on facial anthropomorphic trustworthiness is still unclear which needs 

empirical analysis. Further, emotional expressions did not exist alone but 

were embedded in daily contexts with different regulatory focus (promotion-
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focused or prevention-focused) (Ludolph and Schulz, 2015). According to 

regulatory fit theory (Aaker and Lee, 2006), positive emotion fits the 

promotion-focused context while negative emotion fits the prevention-

focused context. However, the current study still lacks empirical evidence to 

assess this relationship in the context of the social robot. 

 Detailed practical design guidelines for making a trustworthy-looking robot 

are still missing in the current literature (Objective 4). 

In order to fill the research gaps, a series of studies was developed to address 

the research questions.  This research explored the meaning of facial 

anthropomorphic trustworthiness and its associated sub-dimensions. Then, 

three behavioral experiments were introduced to empirically investigate the 

effect of static features on facial anthropomorphic trustworthiness. Based on 

the results of experiments, a static features model was developed and 

validated. Similarly, another lab experiment was conducted to inspect the 

effect of dynamic features on facial anthropomorphic trustworthiness under 

different regulatory-focused contexts. Based on this result, a model for 

dynamic features was also developed. Last, detailed design guidelines were 

summarized according to the results above. The methodology to address 

each research question is discussed in the next chapter. 
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CHAPTER THREE. RESEARCH METHODOLOGY 

This chapter discusses the chosen research methodology, to be more specific, 

describing the mixed methods used in different studies.  

 

3.1 General Methodology Description 

To achieve this study’s objectives, we had to use scientific design methods to narrow 

down the RQs. Accordingly, mixed-method research was conducted to address the 

RQs. 

Since the current research involves theories from human trustworthiness, 

anthropomorphism, and robot design. Each theory secures the mainstream 

approach for analysis. For example, human facial trustworthiness has mainly been 

examined using advanced physical apparatus (e.g., eye tracker and electrodermal 

activity) in experiments to examine the effect of particular facial features on 

individuals’ evaluation (Samal and Iyengar, 1992; Tranel and Damasio, 1985; 

Warrington and James, 1967). Anthropomorphism research has mainly relied on 

the theory about related social science, examining RQs from the perspective of 

human psychology (Kurniawati, 2017; van Rompay et al., 2009; Van Rompay and 

Pruyn, 2011). Robot design literature separates into two fields: the first stream 
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might base on the engineering theory to analyze the structure and function of robots 

from the perspective of ergonomics (Dul et al., 2012; Karwowski, 2005; Stanton et 

al., 2006), whereas the second stream has been more interested in user reaction 

(Bellotti and Bly, 1996; Falck and Rosenqvist, 2012; Green et al., 1981). In this way, 

regarding the multidisciplinary nature of facial anthropomorphic trustworthiness, 

a mixed methodology, which utilizes both quantitative and qualitative methods, is 

introduced to address the RQs. 

Moreover, the academic orientation of research might be in accordance with the 

particular paradigm which fits the related RQs (Johnson and Onwuegbuzie, 2004). 

With regard to the influential factors of facial anthropomorphic trustworthiness, a 

pragmatic method might be required due to its minimal requirements of 

speculations. As a result, it might give the researchers a large degree of freedom to 

conduct a particular investigation that attracts their interest. Furthermore, 

pragmatism naturally explores the research question like “what works”, to examine 

particular features signaling facial anthropomorphic trustworthiness (Collins, 1990; 

Johnson and Onwuegbuzie, 2007). Furthermore, data triangulation might work as 

a critical approach for exploring and validating the same scenario from various 

disciplines (Lougen, 2009). Thus, seven studies in three phases were planned to 

address different research objectives, of which the details are explained later (see 

chapters 4-9). 
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3.1.1 Qualitative Method: Diary Study via Crowdsourcing 

Before launching a new robot in the market, user experience teams seek to utilize 

traditional qualitative methods, such as semi-structured interviews or focus groups, 

to explore insights into a user experience that reflect their opinions toward the given 

robot or service (Lee and Lee, 2009). While semi-structured interviews can be 

conducted to obtain descriptive messages on people’s consideration, recognition, 

and behavior, as well as its underlying mechanism, focus groups are instructive for 

gathering information from the pre-decided sample, who are invited to a discussion 

planned on a given subject (Lederman, 1990). 

Based on the collected data, trained researchers screen the transcripts, remove 

redundancies, and form the initial corpus for further review. Through manual 

coding and clustering, the statements of the corpus would be grouped toward 

certain themes. Sometimes, the generated themes can even have a hierarchical 

relationship (Jiao et al., 2006). Finally, based on the extracted themes, researchers 

can identify and summarize the user experience.  

Although the traditional method has enjoyed sufficient reliability and validity in 

exploring user experience, it still might face some problems, such as having a 

relatively small sample (Bhattacherjee, 2002) and being time-consuming and 

expensive (Ratislavová and Ratislav, 2014). To address these problems, the latest 

qualitative research has attempted to utilize a diary study to collect qualitative data. 
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Compared with interviews and focus groups, a diary study has several advantages. 

First of all, a diary study could gather deep insight into the subject at hand easily 

and provides more flexibility for people to show their ideas (Frey and Fontana, 

1991). Facial anthropomorphic trustworthiness is indeed an evaluation of the 

specific object based on their own experience, and thus, we must obtain a thoughtful 

insight into the opinions they really hold (Lederman, 1990). However, the duration 

of the interview or focus group for one participant could be extended longer than 

the time spent for others, which could make the result less orientated and clear, 

leading to bias in the results (Frey and Fontana, 1991). Furthermore, interviews and 

focus groups have a higher probability of facing moderator bias. When the 

moderator conducts an interview or focuses group to gather qualitative inputs, this 

process might have an impact on the quality of data in an unconscious manner (Frey 

and Fontana, 1991). For instance, the attributes of the moderator, such as age, 

gender, voice, overall appearance, wearing, tone, or even speed could lead to 

systematic influences, thus resulting in moderator bias.  

Furthermore, the latest diary research has attempted to collect data from online 

sources, such as user-generated content (UGC) and crowdsourcing platforms 

(Boynton and Richman, 2014; Stone et al., 2020). Although UGC is a data source, its 

quality varies widely, and it mainly depends on a specific website and cannot reach 

particular populations outside the given theme on the website (Johnson et al., 2012). 

Different from UGC, qualitative data can be actively collected from crowdsourcing 
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platforms, which might enjoy similar quality compared with traditional methods in 

various disciplines (Goucher-Lambert and Cagan, 2019). Specifically, 

crowdsourcing, a combination of the words “crowd” and “outsourcing,” refers to 

the distribution of microtasks to others online (Shank, 2016). Based on personalized 

services from workers, crowdsourcing is very helpful since it can provide diverse, 

innovative, and numerous solutions (Lovett et al., 2018). 

Among all the crowdsourcing platforms, Amazon Mechanical Turk (hereinafter 

“MTurk”) is the largest and most popular, having more than 800,000 registered 

workers (commonly called “mturkers”) across more than 200 countries with more 

than 600,000 microtasks (so-called Human Intelligence Tasks [HITs]) a day (AMT, 

2021). Considering the number, age, diversified locations, and affiliations of 

registered MTurkers, MTurk has become an efficient tool and a reliable data 

collection source for scientific research, ranging from recruiting behavioral 

experiment participants (Song and Luximon, 2019) and labeling specific image or 

video (Khare et al., 2015) to retrieving consumer insight (Lutz and Newlands, 2018). 

Much research has suggested the data on MTurk exhibit adequate quality and 

reliability even compared with physical lab experiments (Lovett et al., 2018). 

 

3.1.2 Quantitative Method: Experiment 
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The experiment is a frequently used quantitative approach that serves as a mature 

analytical tool to examine a particular hypothesis (Kruglanski and Higgins, 2008). 

It is especially beneficial to evaluate the causality association between various 

factors via controlling other factors for the same (Fox and Denzin, 1979). 

Accordingly, it is natural that the experiment fits to examine the particular influence 

of specific facial features on trustworthiness evaluation. For instance, the area of the 

eyes is a typical characteristic in facial trustworthiness evaluation. When adding or 

modifying eye-related features in robot design, other relevant cofounding factors 

must be kept the same to exclude their influences. Thus, the causal association 

between eye-related features and their influence on facial anthropomorphic 

trustworthiness can clearly be evaluated and determined.  

Experiments could have different categories based on their various attributes. For 

example, online experiments, lab experiments, and field experiments are the most 

frequently used methods in the context of social science. Among the three kinds, 

online experiments and lab experiments might be appropriate solutions to control 

the confounding effects while maintaining internal validity. To be more specific, an 

online experiment might be more could be generalizable since its sampling could 

reach a large population. Furthermore, with help from the particular 

crowdsourcing platform, i.e. Amazon Mechanical Turk (MTurk), the online 

experiment might recruit participants to a large distribution while checking their 

attention during the experiment (Babbie, 2008). MTurk is a web-based platform that 
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can help to recruit registered workers to finish given work for compensation 

(Mortensen and Hughes, 2018). Numerous research studies in various disciplines 

have been conducted using this platform because it is reliable (Deal et al., 2016), 

accurate (Song et al., 2020), effective (Harber and Leroy, 2015), and diverse 

(Mortensen and Hughes, 2018). Thus, we considered that it might be appropriate 

and reliable for recruiting subjects to obtain an enhanced understanding of 

trustworthiness and attitudes toward the social robot (Song and Luximon, 2021). In 

addition, a lab experiment would be especially suitable for conducting data 

triangulation when examining dynamic features in the communication of 

trustworthiness (Hedt and Pagano, 2011; Kam et al., 2007). By making related 

dynamic expressions and introducing them in a prototype, a lab experiment could 

help to measure both subjective rating and objective measures, such as eye-tracking 

technique and electrodermal activity, in a controlled environment (Hedt and 

Pagano, 2011; Kam et al., 2007). 

 

3.2 Summary of the Methodology Framework 

To comprehend the meaning of facial anthropomorphic trustworthiness and 

examine the effect of different facial features on anthropomorphic trustworthiness, 

a methodology framework was developed, which is presented in Figure 3.1.  
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Following a mixed-methods design (qualitative exploration first followed by 

quantitative examination), this methodology framework contained three phases to 

address RQs 1–3. Specifically, in phase 1, study 1 was conducted to address RQ1 for 

a conceptual exploration of facial anthropomorphic trustworthiness, which worked 

as a foundation for phases 2 and 3. In phase 2, studies 2–5 were conducted to 

empirically examine and model the effect of static features on facial 

anthropomorphic trustworthiness. In phase 3, studies 6 and 7 were conducted to 

empirically analyze the effect of dynamic features and their interaction with 

different daily contexts on facial anthropomorphic trustworthiness. 

 

 

Figure 3.1 Overview of the methodology framework 

 

3.3 Analysis Technique 

3.3.1 Content Analysis and Natural Language Processing 
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Qualitative data were analyzed through content analysis and natural language 

processing. Content analysis is a structural and reliable reduction approach for 

summarizing qualitative data from the bulk of a corpus (Neuendorf, 2020), whereas 

natural language processing is an advanced computational technique for extracting 

and analyzing qualitative data (Deng, 2014). Although content analysis works as an 

efficient method of compiling main ideas in a structural manner, it might be time-

consuming and the sample size might be relatively small (Frey and Fontana, 1991). 

Considering the efficiency and efficacy of processing qualitative data, natural 

language processing is becoming increasingly popular in the latest research 

(Timoshenko and Hauser, 2019). Accordingly, it might be beneficial to consolidate 

these two methods to obtain an enhanced understanding of the meaning of facial 

anthropomorphic trustworthiness.  

Semi-structured interviews were adopted as a pilot study in study 1 to explore 

people’s preliminary understanding of facial anthropomorphic trustworthiness 

when exposed to a social robot. Then, a diary study through crowdsourcing 

collected numerous qualitative data to probe people’s comprehension of facial 

anthropomorphic trustworthiness toward a social robot. Natural language 

processing was then utilized to analyze, categorize, and summarize the rich corpus 

regarding anthropomorphic trustworthiness. Therefore, significant dimensions of 

this concept were revealed and organized into related constructs and topics. 
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Through other quantitative validations, relatively thorough insights into this 

concept were illustrated. 

 

3.3.2 Experimental Analysis and Behavioral Modeling 

The experiment results were measured according to subjective ratings on a 

trustworthiness scale. Participants were required to indicate their agreement with 

statements from strongly disagree to strongly agree (Likert Scale: 1–9) when 

exposed to the given robot stimuli. 

All quantitative data were analyzed in SPSS. An alpha level of .05 was used for the 

statistical analysis. Descriptive data analysis was conducted for the factors of user 

characteristics, such as gender (male or female), age (in years), robot use experience 

(never, 0–1 year [1 year not included], 1–2 years [2 years not included], 2+ years), 

and educational level (high school graduate or lower, some college education, 

college graduate or above), including mean, median, standard deviation (SD), and 

frequency. Pearson and Spearman correlation analyses were used to analyze the 

possible relationships between user characteristics and navigation behavior. In 

addition, analysis of variance (ANOVA; between-subject, within-subject, and mixed 

design) was used to evaluate the interaction effects of the variables on dependent 

variables. Furthermore, a generalized linear regression analysis was used to model 
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the relationship between different facial features and anthropomorphic 

trustworthiness. 

Lastly, reliability, which reflects the degree of repeatability or consistency of the 

findings by other literature, was also examined in the subjective ratings. For 

example, when conducting a survey or distributing questionnaires, Cronbach’s 

alpha works as a significant coefficient for reliability, calculating the correlation of 

the items within a particular dimension. As suggested in prior literature (Johnson 

and Onwuegbuzie, 2004), if the Cronbach’s alpha value is larger than 0.7, it could 

be considered as having statistically adequate reliability for evaluating a given 

dimension. 

 

3.4 Summary of Chapter Three 

To sum up, regarding the research questions and the context of facial 

anthropomorphic trustworthiness, the mixed method works as a good solution to 

address the given questions. Under the guidance of pragmatism, the data 

triangulation, from qualitative and quantitative data, helps to confirm the effect of 

facial anthropomorphic trustworthiness. 

To specify, phases 1-3 are according to address different research questions and 

related research objectives. Phase 1 mainly focuses to analyze and understand the 



57 
 

meaning of facial anthropomorphic trustworthiness via a hybrid method while 

phase 2-3, with the related finding from study 1, would tend to analyze and model 

the effect of static and dynamic features on anthropomorphic trustworthiness 

evaluation.  

Within different phases, appropriate protocols and advanced analysis methods 

would be developed and performed for studies 1-6. Besides, internal validity, 

external validity, and reliability would also be concerned and checked during the 

analysis since they would help to control confounding variables and replicability. 
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CHAPTER FOUR. EXPLORING FACIAL ANTHROPOMORPHIC 

TRUSTWORTHINESS 

This chapter explores the meaning and sub-dimensions of facial anthropomorphic 

trustworthiness. Through a hybrid mixed method, this chapter innovatively collects 

qualitative data from a crowdsourcing platform, applies the state-of-art natural 

language processing technique to form the scale of facial anthropomorphic 

trustworthiness, and performs iterative factor analysis to validate the scale, 

contributing to a better understanding of facial anthropomorphic trustworthiness.  

 

4.1 Introduction 

When considering the relationship between human and robot trustworthiness, it is 

natural that facial anthropomorphic might share some common dimensions of 

interpersonal trustworthiness (Atkinson et al., 2012). Mayer and his colleagues 

(1995) suggested that interpersonal trustworthiness could have three dimensions: 

ability, benevolence, and integrity. These dimensions are theoretically distinct from 

each other because they could be classified into the cognitive and affective 

attributions of trustworthiness (Bhattacherjee, 2002; Song et al., 2020). Although 

these dimensions could provide a theoretical basis for us to get a relatively 
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comprehensive understanding of trustworthiness evaluation, they are 

parsimonious to some extent that other dimensions of trustworthiness literature 

could be reconciled and complemented to the original dimensions, especially in the 

social robot research.  

In addition to the potential dimension of facial trustworthiness of anthropomorphic 

robots, there are specific and significant characteristics that are unique for robot 

design: the uncanny valley (Appel et al., 2020). It suggests to a situation the 

relationship between people’s emotional reaction towards a robot and the degree 

of a robot resemblance to humans does not follow a linear pattern: people would 

feel unsettling when meeting a robot with imperfect human traits, especially in 

facial features (Ho and MacDorman, 2017). Accordingly, it is possible that people 

might prefer and trust a robot with appropriate facial features, which are neither 

too robotic nor too humanoid. Nevertheless, its related evidence is missing to some 

degree which needs further exploration. 

 

4.2 Method and Results 

To develop the scale of facial anthropomorphic trustworthiness for social robots, 

we used content analysis, data collection via crowdsourcing, natural language 

processing, exploratory factor analysis (EFA), and confirmative factor analysis 
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(CFA) to address our research aim. Specifically, based on the literature review, we 

firstly ran a pilot study (interview) to provide preliminary evidence of various 

constructs of facial anthropomorphic trustworthiness and further confirmed the 

validity of the questions used in the second step. Then, we distributed the 

questionnaire via a crowdsourcing platform to collect a relatively large sample of 

qualitative data. With the help of the state-of-art (SOTA) natural language 

processing technique, the qualitative data were clustered into several clusters. 

Together with the items retrieved from the literature, we formed the initial item 

pool. Last, we followed the standard scale development procedure to form the items 

pool and further examined and validated the validity of our scale via EFA, CFA, etc 

(see Figure 4.1). This Ph.D. study was approved by the Research Committee of 

Hong Kong Polytechnic University (see Appendix. B). 
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Figure 4.1 Overview of the research model of study 1 

 

4.2.1 Item Generation via a Hybrid Method 

Before the main study, we initially conducted a pilot study via a convenience 

sample of ten participants (mean age = 31.5; 5 Chinese and 5 non-Chinese; 2 males 

and 8 females). Participants were first informed about the aim and were instructed 

to see a set of 80 robot faces (Mathur and Reichling, 2016). The interviewer explored 

their experience toward the set of robot face and the reasons for a robot to look 

trustworthy or untrustworthy. After fully transcribing and manually coding, the 

content analysis showed: 1) participants agreed that they have an unconsciously 

facial trustworthiness evaluation on a social robot at first sight; 2) four themes 
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(“capability”, “positive affect”, “ethics concern”, and “anthropomorphism”) 

emerged and were partially consistent with previous literature (Mayer et al., 1995). 

Thus, a deep-learning-based theme generation was adopted to a larger sample to 

confirm the finding in the pilot study. 

For the main study, the scale development process starts by generating an item pool 

for further exploration. This process could be conducted by two approaches: a 

deductive approach (e.g. retrieving items from previous literature) and an inductive 

approach (e.g. retrieving items from an interview).  

With a deductive approach, two researchers familiar with the literature on HRI, 

human perception, and cognitive psychology conducted an extensive literature 

review on facial anthropomorphic trustworthiness. They discussed, theorized, and 

summarized all the related items from prior studies, then collected and removed 

the replicated items, last agreed on main themes (see Table 4.1). 

With the inductive approach, a questionnaire was distributed via MTurk. 200 

participants were recruited to give their opinions on facial anthropomorphic 

trustworthiness towards social robots. Specifically, they have initially informed the 

general information of this study. After contending to participant in this research, 

they were asked to report their demographic information and prior robot 

interaction experience (mean age = 36.31, SD = 10.47; 112 males and 88 females; 19 

with high school graduate or lower, 60 with some college, 122 with college graduate 
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or above; 128 with never use a robot, 39 with 0-1 year use experience, 19 with 1-2 

years use experience, 14 with more than 2 years use experience). Then, they were 

randomly exposed to a robot face from a robot face dataset (Mathur and Reichling, 

2016), which structurally summarized eighty typical robot faces in the current 

market. Last, they were instructed to reflect on their reasons why the robot face 

showed looks trustworthily/untrustworthy. 

Next, we utilized NLP techniques to process the collected responses in the four 

steps: preprocess the content, identify informative content, clustering, and meaning 

extracting (see Figure 4.2).  

 

 

Figure 4.2 The architecture of the item pooling process in study 1 



64 
 

 

4.2.2 Natural Language Processing (NLP) Approach 

Natural language processing (NLP) is a multidisciplinary field of artificial 

intelligence, languages, information extracting and representation, and data science, 

which aims to explore the associations between mathematical representations and 

natural languages, especially in the field of processing and analyzing a large-scale 

human language via coding (Deng, 2014). There are generally two subfields of NLP 

techniques that are related to this study: word2vec (word-to-vector) embedding, 

and Bidirectional Encoder Representations from Transformers (BERT). Semantic 

words or sentences are trained to be mathematically represented (vectorized) as 

real-valued mappings (around 20-400 dimensions). In this way, similar words or 

sentences are mathematically close to each other in the vector space (Goldberg and 

Levy, 2014). This technique indicates the mechanism in the word2vec or sentence 

embedding (either average, sum, or contacting a set of word vectors to produce 

sentence embedding): words or sentences which co-occurred in a similar context 

would share similar linguistic connotations (Goldberg and Levy, 2014). Moreover, 

after training a large number of a specific corpus, word2vec embedding could 

reveal not only the extent of similarity between words or sentences but also the 

semantic relationships between words and sentences (Mikolov et al., 2013). For 

example, after training on the corpus of Google News, word2vec embedding could 

reflect the following relationship: the vector distance between the word “king” and 
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“queen” is similar to the vector distance between the word “man” and “woman” 

(Mikolov et al., 2013) (Figure 4.3). 

 

 

Figure 4.3 Word representation example in vector space in phase 1 

 

However, traditional word2vec has two main drawbacks: it cannot solve neither 

word polysemy problem nor the complex characteristics of a sentence. Word2vec 

starts from the distributed hypothesis of word meaning (the meaning of a word is 

given by words that frequently appear in its context), and the result is a look-up 

table, where each word is associated with a unique dense vector (Goldberg and 

Levy, 2014). Indeed, each word in different contexts may have different meanings: 

its numerical values should not be a fixed vector (Verhelst and Moons, 2017). 

However, the word representation generated by word2vec is static, regardless of 
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context. In other words, a look-up-styled word2vec embedding is difficult to adapt 

and perform well to all downstream tasks, thus a variety of adapted models are 

introduced for different tasks, which are basically generated by adding their own 

inductive biases for each task (Lan et al., 2019). 

In order to address those drawbacks of word2vec, in 2018, Jacob Devlin and the 

research team (Devlin et al., 2018) from Google Co. introduced BERT as a state-of-

art (SOTA) technique for NLP. Generally speaking, BERT is a method of pre-

training language representations, namely, a general “language comprehension” 

model trained through numerous corpora, such as Wikipedia (around 2,500 million 

words) and a book corpus (around 800 million words), then is utilized for 

downstream language tasks (after fine-tuning), such as classification and 

autonomous conversions (Devlin et al., 2018). The major innovation of BERT is the 

proposed pre-train method. To specify, it relied on the mask language modeling 

(MLM) and the next sentence prediction (NSP) to capture the representation of text 

and sentence level, respectively. Compared with traditional word2vec embedding, 

BERT has two significant advantages: on one hand, BERT uses a transformer 

(encoder) as a feature extractor to solve the polysemy problem through 

representing each word as a function of the whole sentence and extracting context 

information for each word in the forward and backward directions (Chen et al., 

2017). Cooperating with de-noising targets such as the masked language model 

(MLM) on large-scale corpora, the generated representations are constructive for 
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downstream tasks, such as classification. Therefore, compared with the word 

embedding method represented by word2vec, BERT has a more noticeable 

improvement which is more dynamic and can model the phenomenon of polysemy. 

On the other hand, pre-trained models are designed to include different levels of 

language features at different network layers since different tasks rely on different 

levels of features differently (Devlin et al., 2018): some tasks might rely on more 

abstract information, while others focus more on grammatical information. In this 

way, BERT can selectively use the information at all levels, which could reflect 

different levels of features on different network layers due to its learning in a "deep" 

network (Y. Liu et al., 2019). Accordingly, BERT was adopted in the following four 

stages. 

 Preprocess Content.  

Previous qualitative research has suggested that each sentence in the corpus is a 

natural unit that could potentially reflect user opinion or experience (Rietjens, 2015). 

Thus, all the qualitative responses from AMT was split into a set of sentences via an 

unsupervised sentence split toolkit (Kiss and Strunk, 2006). Then, we cleaned them 

by removing the stop-words, converting all letters to lowercase, transferring 

numbers into number signs, removing punctuations, accent marks, and other 

diacritics, removing white spaces, and processing abbreviations (Timoshenko and 

Hauser, 2019).  
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 Identify Informative Content.  

In this stage, we labeled a relatively small set of sentences into two categories 

(informative/non-informative) and then applied BERT embedding to each sentence, 

filtering out non-informative sentences (sentences not relevant to this study) from 

the rest of the corpus. With BERT identification, researchers would focus more on 

informative sentences (Timoshenko and Hauser, 2019). 

 BERT sentence embedding clustering.  

Considering similar sentences should have close distance in the BERT embedding 

vector space, the set of sentences were then grouped into the cluster via K-Means 

clustering algorithm, which is a method of vector quantization commonly used in 

text clustering studies (Xiong et al., 2017). To specify, K-means clustering is to 

divide the n observations (x1, x2, ..., xn) into k (≤ n) set S = {S1, S2, ..., Sk}, ensuring 

the minimization of the within-cluster sum of squares. 

argmin ∑ ∑‖x − ni‖
2

𝑥∈𝑆𝑖

=

𝑘

𝑖=1

 argmin ∑|𝑆𝑖|

𝑘

𝑖=1

Var𝑆𝑖 

where ui is the mean of points in set Si 

To identify an optimal number of clusters, the elbow method was widely used to 

determine Y clusters (Marutho et al., 2018). This method relies on calculating the 

sum of squared distance as different clusters of k increase to choose the optimal 
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number of k when the sum of squared distance is only reduced marginally. As 

shown in Figure 4.4, four might be an appropriate number of clusters for this dataset, 

which is also consistent with results in a pilot study and inductive approach (Syakur 

et al., 2018). 

 

Figure 4.4 The elbow method to determine the optimal clusters in study 1 

 

 Meaning Extracting.   

In order to get an insight into the abstract opinions on facial anthropomorphic 

trustworthiness, we invited two experienced qualitative researchers to retrieve the 

relevant intuitions from the clusters. Together with the result of the pilot study and 
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inductive approach, four themes are similarly identified and resulted in the 

generation of 82 items in total (see Table 4.1 and Appendix C).  

 

Table 4.1 The source and example of the item pool in study 1 

Variables Methods Source and Example 

Ethics Concern 

Deductive 

Schaefer (2016), Hancock et al., (2011), Tay et al., (2014), Wheless and Grotz (1977), 

Colquitt and LePine (2007), Yogoda and Gillan (2012), Bhattacherjee (2002), Büttner & 

Göritz (Park and Mowen, 2007) 

Inductive 
“I’d trust the one learned from a compassionate creator in a safe loving environment” 

“People can write various codes and programs to make robots do evil things”  

Capability 

Deductive 

Schaefer (2016), Hancock et al., (2011), Tay et al., (2014), Wheless and Grotz (1977), 

Colquitt and LePine (2007), Yogoda and Gillan (2012), Bhattacherjee (2002), Büttner & 

Göritz (Park and Mowen, 2007) 

Inductive 
“They are good robots and competent enough to their programmed task” 

“I want to see them as robots that will perform their duties in an efficient manner”  

Positive Affect 

Deductive 

Schaefer (2016), Hancock et al., (2011), Tay et al., (2014), Wheless and Grotz (1977), 

Colquitt and LePine (2007), Yogoda and Gillan (2012), Bhattacherjee (2002), Büttner & 

Göritz (Park and Mowen, 2007) 

Inductive 
“Overall, the robot should be cute as that makes me feel protective of it and more trustful” 

“The robot looks like a robot it feels more honest and open”  

Anthropomorphism 

Deductive Ho & MacDorman (2017), Walters et al., (2008) 

Inductive 

“If it’s making a poor attempt at looking humanlike I immediately distrust it and am afraid of it”  

“Trusting robots that look like classic robots is easier than a robot that is made to look like a 

human”  
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4.2.3 Item Refinement and Polishing  

Item refinement follows a two-step item refinement. To specify, a group of five 

professors and Ph.D. candidates in various disciplinary, such as design, sociology, 

business, evaluated the content validity of the items. Every researcher was informed 

with four dimensions associated with facial anthropomorphic trustworthiness and 

an example item. Next, followed the suggestions by Blijlevens et al. (2017) and Bloch 

et al. (2003), researchers were asked to classify each of 82 items to one of four 

dimensions or a “none of these” category. Items were removed when they cannot 

be classified to a particular category by at least four researchers. Thus, this process 

resulted in 45 remaining items. 

Then, the 45 items of four dimensions were served as the input for a second step 

categorization task. Ten more researchers (different from the above researchers) 

with various disciplinary background have informed the definition of each 

dimension and then asked to rate the extent of representation of remaining items 

on a 5-point Likert scale (1 = “not representative of the dimension”, 5 = “very 

representative”). The average scores of each item served as the reference for the 

panel discussion among ten researchers. The panel discussion was aimed to 

negotiate and determine whether the item was representative enough to the given 
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dimension until reaching a consensus (Xie and DeVellis, 1992). This process 

resulted in 23 items. Then, two native English-speaking researchers modified the 

items to the given structure which served as the input for the item reduction (i.e. 

“this robot looks [adjective]”). 

 

4.2.4 Item Reduction and Exploratory Factor Analysis 

This step consisted of item reduction and exploratory factor analysis. The process 

and stimuli were the same as in the pilot studies. Participants were informed that 

they see and evaluate a set of social robot faces. Upon exposure to the stimuli, they 

were requested to specify their agreement with a set of items via a 9-point Likert 

scale (1 = strongly disagree, 9 = strongly agree). A total of 154 people were recruited 

from the crowdsourcing platform, AMT. Of these 154 participants, incomplete 

responses or responses with only consecutive or extreme values (1-9) were screened 

out from the questionnaire. The EFA analysis was conducted with a total of 125 

participants (mean age = 36.35, SD = 10.29; 77 male and 48 females; education level: 

12 with high school graduate or lower, 48 with some college, 65 with college 

graduate or above; robot use experience: 102 with never use, 16 with 0-1 year use [1 

year not included], 6 with 1-2 years use [2 years not included], 1 with more than 2 

years use). 
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All items were scored via a 9-point Likert scale where higher scores suggested a 

higher level of facial anthropomorphic trustworthiness for a social robot. Before the 

exploratory factor analysis, we initially ran the Kaiser-Meyer-Olkin (KMO) measure 

of sampling adequacy and Bartlett’s test of sphericity to check whether the sample 

was appropriate for EFA (Kaiser, 1974). Results showed the KMO value was 0.914 

and a significant Bartlett test (p < 0.001), suggesting the current dataset was 

appropriate for EFA. Following the initial item reduction of the scale development 

procedure (Bloch et al., 2003), the corrected item-total correlations estimation was 

calculated on the whole set of 23 items. Considering the threshold of the corrected 

item-total correlations (0.4 or above), two items were removed since they did not 

meet satisfactory item-total correlations. Then, a preliminary EFA via varimax 

rotation was conducted on the remaining set of 21 items. Three items were removed 

since they were conceptually irrelevant to the other items that loaded on the specific 

construct: “typical representation” (construct typicality) and “diverse 

representation” (construct variety) (Blijlevens et al., 2017), and one item was 

removed due to its failure to exhibit simple structure on any factors (Bloch et al., 

2003). Again, we re-performed the EFA on the remaining set of 17 items. All the 

corrected item-total correlations were beyond the threshold; thus, the remaining 17 

items were retained. Besides, the EFA indicated a 17-item scale with four 

dimensions (cluster relied on its eigenvalues were one and above): ethics concern, 

capability, affective perception, and the uncanny valley effect. Regarding 

Cronbach’s alphas of each dimension, 0.89 was for “ethics concern”; 0.94 was for 
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“capability”; 0.94 was for “positive affect”; 0.88 was for “anthropomorphism” 

(Table 4.2). 

 

Table 4.2 The 17 items of the final scale 

Ethics concern (5) Capability (4) 

EC1. This robot does not look evil CAP1. This robot looks competent in its work 

EC2. This robot looks as if its creator is not intending to 

harm humanity 

CAP2. This robot looks like it can perform its duties in an 

efficient manner 

EC3. The designer has ethically programmed this robot 
CAP3. This robot looks like it can be successful in the matter it is 

programmed to do 

EC4. This robot seems to act following its program 
CAP4. This robot looks like it can provide appropriate 

information 

EC5. This robot seems reasonable when interacting with a 

human 
 

Positive Affect (4) Anthropomorphism (4) 

AFF1. This robot looks kind AN1. This robot face looks neither too living nor too inanimate 

AFF2. This robot looks cute AN2. This robot face looks neither too humanoid nor too robotic 

AFF3. This robot looks considerate AN3. This robot face looks neither too real nor too synthetic 

AFF4. This robot looks like it cares about my welfare 
AN4. This robot face strikes a balance between a human-like 

face and a machine-like face 
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4.2.5 Validation 

The same survey procedure was conducted in section 4.2.3: the same stimuli 

exposure, screening, and recruitment process was conducted to examine the final 

set of 17 items. As a result, 282 participants were included in the validation (mean 

age = 36.38, SD = 10.65; 177 male and 105 females; education level: 27 with high 

school graduate or lower, 81 with some college, 174 with college graduate or above; 

robot use experience: 201 with never use, 53 with 0-1 year use [1 year not included], 

19 with 1-2 years use [2 years not included], 9 with more than 2 years use).   

Before the main analysis of confirmative factor analysis (CFA), we ran EFA first to 

confirm the validity of the four dimensions. Based on the eigenvalues (greater than 

one), the current result was consistent with the conclusion of section 4.2.3, 

suggesting the same four dimensions with the same items. The exploratory factor 

analysis of the final scale is depicted in Table 4.3.  

 

Table 4.3 The exploratory factor analysis of the scale in study 1 

 Factors 

Capability Ethics Concern Anthropomorphism Positive Affect 

CAP1 0.848    

CAP2 0.794    

CAP3 0.766    
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CAP4 0.752    

EC2  0.752   

EC1  0.696   

EC5  0.653   

EC3  0.635   

EC4  0.615   

AN2   0.898  

AN3   0.832  

AN1   0.725  

AN4   0.673  

AFF3    0.744 

AFF2    0.743 

AFF1    0.715 

AFF4    0.692 

Eigenvalues 8.662 2.136 1.438 1.024 

% of variance 50.953 12.564 8.459 6.021 

Note: Extraction Method: Principal Axis Factoring. Rotation Method: Varimax with Kaiser Normalization. 

Rotation converged in six iterations with loading values more than 0.5. 

 

As for CFA, the analysis was conducted through AMOS 25 for structural equation 

modeling (SEM) (J. Zhang et al., 2019). Particularly, SEM was utilized to examine 

whether the proposed model was structurally fitted with the sample. Specifically, 

the identified items on the same factors from EFA should be treated as the proposed 

model in the validation. Thus, the four-factor model (ethics concern, capability, 

positive affect, and anthropomorphism) from section 4.2.3 was used to test the data 

obtained in the second study through SEM (Blijlevens et al., 2017).  
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According to the result, it was shown the model fit index achieved adequate values, 

confirming the general appropriateness of the model from EFA (Fornell and Larcker, 

2006). To specify, the goodness of fit measure (GFI) was 0.892 (threshold: 0.9 and 

above); incremental fit index (IFI) was 0.957 (threshold: 0.9 and above); the normed 

fit index (NFI) was 0.929 (threshold: 0.9 and above); the comparative fit index (CFI) 

was 0.957 (threshold: 0.9 and above); the adjusted goodness of fit measure (AGFI) 

was 0.854 (threshold: 0.8 and above), and the root-mean-square error of 

approximation (RMSEA) was 0.07 (threshold 0.05-0.08). In addition, all items had 

significant factor loadings, varying from 0.71 to 0.91 (see Figure 4.5), and all 

explained variances (squared multiple correlations, SMC) of our items varied 

between 0.49 and 0.83.  
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Figure 4.5 The path diagram of facial anthropomorphic trustworthiness scale in 

study 1 

 

As for reliability and convergent validity, the average variance extracted (AVE) for 

every construct had achieved a satisfactory value (0.50 and above), suggesting the 

current sample had sufficient convergent validity (Fornell and Larcker, 2006). As 

suggested by Fornell and Larcker (2006), the composite reliability (C.R.) of each 

constructs all achieved adequate value (0.60 and above). 
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Table 4.4 The correlation matrix of different constructs in study 1 

 CR AVE MSV EC CAP AN AFF 

Ethics Concern (EC) 0.89 0.63 0.63 0.79    

Capability (CAP) 0.92 0.74 0.46 0.68*** 0.86   

Anthropomorphism (AN) 0.90 0.69 0.31 0.51*** 0.36*** 0.83  

Positive Affect (AFF) 0.93 0.76 0.63 0.79*** 0.62*** 0.56*** 0.87 

Note: * p<0.1; ** p<0.05; *** p<0.01  

      

Regarding the discriminant validity within the model. The discriminant validity 

between the four constructs was measured by whether the square root of the AVE 

(diagonal values in Table 4) is larger than the rest of the inter-construct correlations 

and the maximum shared variance (MSV) (Fornell and Larcker, 2006). Results 

suggested all four constructs have reached adequate discriminant validity.  

 

4.3 Summary and Discussions  

With increased technology and equipment applied in social robots, it is becoming a 

medium or a communication partner between human and digital data in our daily 

lives, supporting us in physical and emotional ways (Hoorn, 2015). Considering the 

significant role of ethics evaluation at the initial step of HRI, facial anthropomorphic 



80 
 

trustworthiness indeed plays a crucial role in building the initial credibility and the 

approaching intention at a later stage (Hoorn, 2015). Within the domain of social 

robots, it lacks a valid scale to measure the construct of interest: facial 

anthropomorphic trustworthiness. In order to address the research gap above, this 

thesis tries to develop a reliable and valid measurement to assess facial 

anthropomorphic trustworthiness in the context of social robots. Thus, the current 

scale could be utilized in future empirical studies in HRI that aim to assess the 

determinants influencing trustworthiness, especially at first sight. As a result, four 

dimensions were illustrated that could be applied to assess facial anthropomorphic 

trustworthiness: ethics concern, capability, positive affect, and anthropomorphism. 

This conclusion was consistent with the theory of robot communication (TORC). 

According to TORC, there are generally two parallel paths for humans to interact 

with a social robot: robot mediated communication (a slow and reflective route; 

RMC) and human-robot communication (a quick and affective route; HRC) (Hoorn, 

2015). People might have these two routes at the same time though the one might 

dominate the other or constantly switch with the other, which were consistent with 

dimensions found in the current study: the affective route (ethics concern and 

positive affect) and reflective route (capability, and anthropomorphism). 

There are several points worth noting. Different cultures might have different 

preferences in processing facial trustworthiness features. For example, 

Japanese/Israeli people would consider their own-culture typical faces to be more 
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trustworthy than other-culture typical faces (Sofer et al., 2017). It is also interesting 

to explore the effect of cultural issues on perceived trustworthiness when 

encountering and interacting with the same social robot. Thus, a future study is 

needed to check whether cultural factors could influence the dimensions of facial 

anthropomorphic trustworthiness. 
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CHAPTER FIVE. STATIC INTERNAL FEATURES IN 

COMMUNICATING FACIAL ANTHROPOMORPHIC 

TRUSTWORTHINESS  

This chapter explores the effect of internal static features on facial anthropomorphic 

trustworthiness. Through examining internal facial features (eye shape and mouth 

shape), this chapter empirically investigates their influence on perceived 

trustworthiness, contributing to our knowledge of internal features in influencing 

facial anthropomorphic trustworthiness. 

 

5.1 Introduction 

As indicated in Chapter Two, the eye shape and mouth shape are considered as the 

most significant features that could influence people’s evaluation of 

trustworthiness, both for human and robot (Ichikawa et al., 2011; Kaisler and Leder, 

2016; Kleisner et al., 2013; Landwehr et al., 2011; Santos and Young, 2011; 

Windhager et al., 2010; Zebrowitz et al., 1996). Although prior research has 

discussed the effect of facial biological features, such as eye shape, mouth shape, 

positioning, and movement, on trustworthiness evaluation, the majority of research 
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concentrated in the context of human facial perception. Limited research has 

addressed the relationship between specific facial features of the robot and its 

trustworthiness evaluation. Similar to human facial features, the facial features of a 

social robot also refer to the size, shape, positioning, and movement of a facial 

organism (Liu et al., 2013). McGinn (2019) suggested social robot would be ideally 

equipped with facial features that could provide social interaction by attention 

attraction, and, eventually, be perceived to be like a real human or a partner in 

human-robot interaction. However, to date, it is unclear whether there is the “halo” 

effect in social robots’ perception and whether the rules in human facial perceptions 

could be applied and still work as significant drivers for trustworthiness evaluation 

for social robots. Thus, it is both theoretical and practically important to explore the 

effect of specific facial features, such as eye and mouth shape, on a robot’s 

trustworthiness evaluation. Based on the literature above, we might have the 

theoretical model and following hypotheses (see Figure 5.1):  

H 5.1: People tend to have a higher trustworthiness perception toward a robot 

with round eyes design (vs. narrow eyes design). 

H 5.2: People tend to have a higher trustworthiness perception toward a robot 

with an upturned or a neutral mouth design (vs. downturned mouth design). 
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Figure 5.1 Overview of research model of study 2 

 

5.2 Method 

5.2.1 Stimuli and Experiment Design 

Figure 5.1 shows the research model of study 2. We conducted a 2 (eye shape) * 3 

(mouth shape) between-subject experiment design which included six scenarios: 

two eye shape (round vs. narrow) and three mouth shape (upturned vs. neutral vs. 

downturned). A robot designer made all the robot stimuli (Figure 5.2). Cooperated 

with a designer, we carefully controlled the potential confounders to avoid 

influences from an existing social robot or other related fields. Besides, we kept 

other robotic features, such as body height, width, positioning, posture, color, and 

background, unchanged. 
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Figure 5.2 Mouth and eye shape interaction on trustworthiness evaluation in 

study 2 

 

5.2.2 Participants and Experiment Procedure 

211 participants took part in this experiment study (mean age = 35.74, SD = 10.7; 113 

males and 98 females; see Table 5.1). After consenting to participate, they were 

randomly selected to expose to one of six stimuli and were asked to fill in the 

questionnaire.  
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Table 5.1 Demographic characteristics of participants in study 2 

 Gender Age 

 Scenarios Male Female Mean SD 

Round + Neutral 19 15 35.41 10.30 

Round + Upturned 22 14 37.01 11.74 

Round + downturned 19 16 35.43 9.24 

Narrow + Neutral 17 20 35.42 12.83 

Narrow + Upturned 20 12 36.70 10.21 

Narrow + downturned 16 21 34.62 9.97 

 

As for the measurement items, one thing that worth noticing is that the facial 

trustworthiness in studies 2-5 was estimated by five items on a nine-point Likert 

scale (I think this robot looks credible/ I think this robot looks sincere/ I think this 

robot looks honest/ I think this robot looks believable/ I think this robot looks 

convincing) (Gorn et al., 2008). The reason why I did not use the developed scale of 

facial anthropomorphic trustworthiness study 1 lies in my learning schedule of 

related analytical techniques. During this Ph.D. study, to address the issue of 

subjective interpretation of qualitative data, a more objective and state-of-art 

technique, natural language processing, in particular, was necessary to be learned 

and contribute to the current research. Nevertheless, this SOTA technique keeps 

evolving and requires numerous pre-knowledge as the basis for practical 

implementation, such as knowledge of machine learning. Considering this self-
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learning process might take an uncertain amount of time and might meet 

unpredictable difficulties, I began to learn this technique for study 1 while explored 

the effect of specific features on facial anthropomorphic trustworthiness based on 

the existing scale for studies 2-5 at the same time.  

As discussed in section 2.3, the prior exploration of trustworthiness might focus on 

the overall perception of trustworthiness. For example, the scale developed by Gorn 

et al. (2008) mainly examines the trustworthiness perception from a general 

perspective (i.e. credible/ sincere/ honest/ believable/ convincing are all synonyms 

of trustworthiness according to the definitions of Merriam-Webster) (Marriam-

Webster, 2002). Numerous studies have discussed the difference between general 

scale (i.e. single item or synonym substitution item) and multiple-dimension scale 

(i.e. multiple items) and suggested each scale might have its own advantages and 

disadvantages (Bergkvist and Rossiter, 2007; Gardner et al., 1998; Loo, 2002): though 

a general-styled scale might enjoy fair reliability of measuring a subjective 

perception, a fine-grained scale with multiple dimensions might help people to 

understand the meaning of a concept more comprehensively.  

Thus, considering the practicality, the trustworthiness scale developed by (Gorn et 

al., 2008) was adopted in studies 2-5 while the FATSR-17 was adopted in study 6 

after the acquisition of necessary knowledge. Although study 6 have suggested 

both scales from Gorn (2008) and study 1 enjoyed adequate reliability and validity 
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to measure facial anthropomorphic trustworthiness, it might still be a limitation and 

was discussed in detail in chapter ten. 

 

5.3 Data Analysis and Result 

A two-way ANOVA was conducted with eye shape (round vs. narrow) and 

mouth shape (upturned vs. neutral vs. downturned shape) as the independent 

variables, and perceived trustworthiness as the dependent variable. To specify, 

the Cronbach's alpha coefficients showed a high internal consistency of five items 

(0.939), indicating a high consistency of the current measurement. The results 

showed the main effect of mouth and eye design on trustworthiness evaluation 

was significant while the interaction effect was not significant. To be more specific, 

people in the round eyes scenario (Mean = 6.02 vs. 5.51, SD = 1.69 vs. 2.14) showed 

significantly higher trustworthiness than those who exposed to the robot with 

narrow eyes (F(1, 205) = 3.70, p = 0.05). In addition, people in the upturned and 

neutral mouth scenario tended to have a higher trustworthiness evaluation than 

those in the downturned mouth scenario (Mean = 6.16 vs. 6.15 vs. 5.02; SD = 1.80 

vs. 1.67 vs. 2.11, respectively; F(2, 205) = 8.49, p < 0.05) while there is no statistically 

significant difference between upturned and neutral mouth scenario (p = 1.00). 

There is no interaction effect between mouth and eye on trustworthiness 
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evaluation (F(2, 205) = 0.25, p = 0.78). Thus, H 5.1 and H 5.2 were supported (see 

Figure 5.3).  

 

 

Figure 5.3 The effect of mouth and eye shape on trustworthiness toward the social 

robot in study 2  

Note: ** means significant < 0.05; ns means non-significant 

 

Last, additional investigation was performed to analyze the correlation relationship 

between demographics and facial anthropomorphic trustworthiness, results of the 
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Pearson test showed no significant correlation between facial anthropomorphic 

trustworthiness and age (p = 0.11) or gender (p = 0.74). 

 

5.4 Summary and Discussions 

Although trustworthiness is one of the most fundamental social attributions and 

numerous research has explored the relationship between specific facial features 

and trustworthiness perception (Calvo et al., 2017; Ma et al., 2015; Stirrat and Perrett, 

2010), the majority of prior research has focused on the facial trustworthy features 

in the context of human in which facial trustworthy features for social robots have 

largely neglected. Regarding trustworthiness toward social robots also plays a 

crucial role in human-robot interaction, this research tries to address this research 

question by examining the effect of specific facial features, eye and mouth shape, 

on robot trustworthiness evaluation. According to the results, this research 

validated that 1) round eyes (vs. narrow eyes) and an upturned-shape mouth or 

neutral mouth (vs. downturned-shape mouth) for social robots could significantly 

improve people’s trustworthiness evaluation in social robots; 2) round eyes (vs. 

narrow eyes) and an upturned-shape mouth or neutral mouth (vs. downturned-

shape mouth) for social robots could also significantly improve people’s 

trustworthiness evaluation in social robots; 3) there was no interaction effect 

between eye and mouth shape on trustworthiness evaluation.  
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The current research contributed to the field of human-robot interaction. Prior 

research on facial trustworthiness has suggested people might consider round eyes 

(vs. narrow eyes) are strong indicators for the baby-face appearance traits 

(Haselhuhn et al., 2013; Maoz, 2012), thus improving trustworthiness (Ferstl et al., 

2017; Masip et al., 2004). Similarly, compared with a downturned mouth (sad mouth) 

and a neutral mouth (Landwehr et al., 2011), people with an upturned mouth 

(smiling mouth) were believed to be more trustworthy and friendlier (Arminjon et 

al., 2015; Kleisner et al., 2013; Landwehr et al., 2011; Maeng and Aggarwal, 2018). 

However, it was unclear whether the rules might work in the facial design of the 

social robot and influence the related social perceptions. Consistent with the 

previous conclusion, the current research, for the first time, provided the initial 

evidence to prove social robots with round eyes and an upturned mouth (or neutral 

mouth) could improve people’s trustworthiness toward the social robot.  
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CHAPTER SIX. STATIC EXTERNAL FEATURES IN 

COMMUNICATING FACIAL ANTHROPOMORPHIC 

TRUSTWORTHINESS  

This chapter explores the effect of external static features on facial anthropomorphic 

trustworthiness. Through examining external facial features (fWHR and face shape), 

this chapter empirically investigates their influence on perceived trustworthiness, 

contributing to our knowledge of external features in influencing facial 

anthropomorphic trustworthiness. 

 

6.1 Introduction 

fWHR is one of the most significant features in communicating social attribution, 

such as perceived dominance and trustworthiness, from various facial features 

(Ferstl et al., 2017; Gomulya et al., 2017; Re and Rule, 2016). To specify, prior 

research has suggested that fWHR is negatively related to facial trustworthiness 

and general facial attitude (likeness) while positively associated with facial 

dominance. Indeed, individuals could have a more favorable acceptance and 

attitude toward the object which could fulfill their desires (Ajzen, 2001). 
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Contradicted with the result that people with a high level of fWHR could experience 

a low level of facial attractiveness and people with a low level of fWHR could enjoy 

a low level of popularity, a recent neuroscientific study has indicated that objects 

with a high-level fWHR could rather have a high level of powerfulness and a more 

favorable attitude (a high rewarding status) because dominant appearance could 

assist individuals to experience an empowered self (Maeng and Aggarwal, 2018). 

Thus, it is possible that social robots with a high level of fWHR could assist 

individuals to experience an empowered image, during which the dopaminergic 

effects on the reward system make individuals have a high level of perceived 

trustworthiness.  

Moreover, considering the crucial effect of shape in designing objects (Hsiao and 

Huang, 2002), the face shape of social robots could have an impact on individuals’ 

trustworthiness as well. There are generally two shapes in objects, round shape, and 

rectangular shape (Westerman et al., 2012). Although many efforts have been made 

to examine the association between object shape and relevant attribution, there still 

exists controversy on the relationship between shape and related attribution. On 

the one hand, a rectangular face stands as a typical visual component for robot 

design (Meeden and Blank, 2006). The symbolized typicality could assist 

individuals to easily categorize one object and increase the associated evaluation 

(Blijlevens et al., 2012). On the other hand, individuals have indicated a more 

positive attitude toward round shape (vs. rectangular shape) (Westerman et al., 
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2012). In light of this, we might argue that, despite rectangular typicality in the robot 

form, preference for round shape could still promote facial anthropomorphic 

trustworthiness perceptions (see Figure 6.1). Namely, 

H 6.1: People tend to have a high level of facial anthropomorphic trustworthiness 

toward a social robot with a high level of fWHR face (vs. a low level of fWHR 

face). 

H 6.2: People tend to have a high level of facial anthropomorphic trustworthiness 

toward a social robot with a round face (vs. rectangular face). 

 

 

Figure 6.1 Overview of research model of study 3 

 

6.2 Method 

6.2.1 Stimuli and Experiment Design 
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With regard to the experiment design, a two (face shape: round vs. rectangular shape) 

by three (fWHR: high vs. medium vs. low) between-participants experiment was 

planned. In total, the trial included 6 various schemes. A professional robot designer 

was recruited to design all six trial stimuli (see Figure 6.2). Within the progress of 

robot design, the robot designer was instructed to keep the potential influential 

components, for example, the emotional expressions, other facial features, robot 

body configurations (height and width), color selection, and presented the 

background, staying the same.  
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Figure 6.2 The effect of different fWHR and face shape of experimental stimuli in 

study 3 

 

6.2.2 Participants and Experiment Procedure 

In order to test the effect of fWHR and face shape on facial anthropomorphic 

trustworthiness, an online sample from Amazon Mechanical Turk (MTurk) was 

recruited in this study. Since MTurk is a reliable crowdsourcing platform that invites 

individuals to finish the assigned work for compensation (Mortensen and Hughes, 

2018), much research, ranging from psychology, behavior, to HCI, have adopted this 

platform for scientific research. Regarding its satisfactory accuracy (Khare et al., 2015) 

and reliability (Deal et al., 2016) compared with physical lab experiments (Brañas-

Garza et al., 2018), it was deemed as an appropriate data collection method to 

analyze the association between specific components of robot design and facial 

anthropomorphic trustworthiness.  

As for the manipulation check, individuals were instructed to express the degree 

they agreed with two particular items on a 9-point scale (Item contained: “I think 

the face of this robot is wide”; “I think the shape of this robot’s face is round”). Then, 
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individuals were instructed to show their agreement of the extent of facial 

anthropomorphic trustworthiness toward the given robot on a 9-point scale, which 

works as the dependent variable in this study (Gorn et al., 2008). 

As a result, a total number of 240 individuals was recruited in the study (mean age 

= 36.63; SD = 11.19). They were randomly and equally assigned to six schemes (each 

scheme contained forty individuals). Table 6.1 showed detailed demographic 

information in study 3. 

 

Table 6.1 Demographic characteristics of participants in study 3 

  Frequency Percent   Frequency Percent 

Gender   Education   

Male 144 60.0% High school graduate or lower 27 11.3% 

Female 96 40.0% Some college education 58 24.2% 

   College graduate or above 155 64.5% 

Age      

18–25 30 12.5% Robot interaction experience   

26–30 59 24.6% Never 169 70.4% 

31–40 81 33.8% 0–1 year (1 year not included) 44 18.3% 

41+ 70 29.1% 1–2 years (2 years not included) 23 9.6% 

      2+ years 4 1.7% 

 



98 
 

6.3 Data Analysis and Result 

Prior to the main study, the manipulation check for fWHR and face shape was 

examined in advance. The investigation of the one-way ANOVA between fWHR 

and face shape suggested a significant difference between various fWHR (mean = 

6.15 vs. 7.29 vs. 7.78; SD = 2.08 vs. 1.68 vs. 1.37; F(2, 237) = 18.35, p < 0.01) and face 

shapes (mean = 2.81 vs. 6.45; SD = 2.57 vs. 2.31; F(1, 238) = 132.59, p < 0.01). This 

result confirmed the successful manipulations of fWHR and face shape.  

Regarding the main study, we then examined the effect of fWHR and face shape on 

the facial anthropomorphic trustworthiness within different schemes.  

To be more specific, a two-way ANOVA, with three levels of fWHR (high vs. 

medium vs. low) and two levels of face shape (round vs. rectangular) as the 

independent variables and with facial anthropomorphic trustworthiness as the 

dependent variable, was conducted. The internal consistency of all measurement 

items was tested via Cronbach’s alpha (0.951), indicating adequate reliability for 

facial anthropomorphic trustworthiness, (Song and Luximon, 2020b). As for the 

results of the two-way ANOVA, it suggested that the significant main effect of 

fWHR on facial anthropomorphic trustworthiness (F(2, 234) = 6.01, p < 0.01), and 

the insignificant effect of face shape (F(1, 234) = 0.28, p = 0.60) and the interaction 

(F(2, 234) = 0.12, p = 0.89) on facial anthropomorphic trustworthiness. To specify, 

the post-hoc results unveiled that social robots with a high level of fWHR or 



99 
 

medium level of fWHR had a high level of facial anthropomorphic trustworthiness 

than those with a low level of fWHR. Nevertheless, social robots with a medium 

level of fWHR did not have a significant difference in facial anthropomorphic 

trustworthiness with robots with a high level of fWHR. Thus, H 6.1 is supported 

while H 6.2 is not supported (see Table 6.2, Table 6.3, and Figure 6.3). 

 

Table 6.2 Descriptive statistics for trustworthiness in different fWHR and face 

shape scenarios in study 3 

    fWHR (Mean ± SD) 

    Low Medium High Total 

Face shape 

Rectangular 5.38 ± 1.41 5.92 ± 1.84 6.08 ± 1.53 5.79 ± 1.62 

Round 5.35 ± 1.79 6.05 ± 1.35 6.29 ± 1.37 5.90 ± 1.56 

Total 5.36 ± 1.60 5.99 ± 1.61 6.18 ± 1.45 5.85 ± 1.59 

 

Table 6.3 The Post-hoc comparisons and effect sizes for trustworthiness between 

different fWHR scenarios 

  
Mean 

difference 
SE 

t 

statistic 

Cohen’s 

d 

Effect 

size 
p (Tukey)  

95% CI 

Lower bound Upper bound 

Low–Medium −0.624 0.247 −2.526 −0.389 Medium < 0.05 −1.206 −0.041 

Low–High −0.819 0.247 −3.318 −0.537 Large < 0.01 −1.401 −0.237 

Medium–High −0.196 0.247 −0.792 −0.128 Small 0.708 −0.778 0.387 

Note: Effect size classification follows Cohen’s work (2013) 
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Figure 6.3 The effect of fWHR and face shape on facial anthropomorphic 

trustworthiness in study 3  

Note: ** means p < 0.01 

Last, additional investigation was performed to analyze the correlation relationship 

between demographics and facial anthropomorphic trustworthiness, results of the 

Pearson test showed no significant correlation between facial anthropomorphic 

trustworthiness and age (p = 0.06) or gender (p = 0.51). 

 

6.4 Summary and Discussion 



101 
 

Considering limited research has tried to examine how robotic appearance, such as 

the fWHR and shape of robot face, in influencing facial anthropomorphic 

trustworthiness. To address this research question, this study adopted an 

experiment to analyze the influence of fWHR and face shape in signaling facial 

anthropomorphic trustworthiness. Results showed that: 1) fWHR works as a salient 

element in impacting on facial anthropomorphic trustworthiness; 2) individuals are 

inclined to have an increased facial anthropomorphic trustworthiness toward social 

robots with a high level of fWHR (vs. a low level of fWHR); 3) there seems no 

significant difference evaluating facial anthropomorphic trustworthiness between 

a high level of fWHR and a medium level of fWHR and between a low level of 

fWHR and a medium level of fWHR; 4) neither face shape nor its interaction effect 

has a significant impact on facial anthropomorphic trustworthiness. 

This experiment could have the following academic contributions. To begin with, 

though prior studies about facial trustworthiness have long attracted theoretical 

interest, they might be concentrated in the context of human facial processing. 

Limited research has tried to bolster this boundary to a larger stage. For example, 

through a social robot with an anthropomorphic head was examined to have a 

positive effect on people’s robot attitude (McGinn, 2019), it is still fixed on the 

overall morphology of the social robot, neglecting consideration of particular facial 

features. Correspondingly, it could be intriguing to scrutinize if the social robot 

would enjoy similar trustworthiness benefits when introducing and applying 
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human facial trustworthiness features in robot design. Through an experimental 

method, this work indicated that external facial features, such as fWHR, might be 

applied in robot design to promote facial anthropomorphic trustworthiness. 

Moreover, this research advances our understanding of human-robot interaction by 

illustrating how external facial features, such as fWHR, could significantly influence 

facial anthropomorphic trustworthiness. Prior literature on human-robot 

interaction has scrutinized the overall association between robot design principles, 

such as “beauty premium” or “plainness penalty,” and individuals’ associated 

attitudes; nevertheless, there seem few attempts into the potential influence in facial 

anthropomorphic trustworthiness. Hinged on the theoretical background of human 

trustworthiness, the current study suggests that, regarding facial cues of social 

robots, there might exist a counter-intuitive facial evaluation association between 

robot and human. Although individuals with a high level of fWHR could be 

considered as less trustworthy, social robots with a high level of fWHR could be 

deemed as more trustworthy. 
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CHAPTER SEVEN. STATIC FEATURE COMBINATIONS IN 

COMMUNICATING FACIAL ANTHROPOMORPHIC 

TRUSTWORTHINESS  

This chapter explores the effect of static feature combinations on facial 

anthropomorphic trustworthiness. Through examining feature combinations (size 

and position of facial features), this chapter empirically investigates their influence 

on perceived trustworthiness, contributing to our knowledge of feature 

combinations in influencing facial anthropomorphic trustworthiness. 

 

7.1 Introduction 

Considering the significance of the baby schema in reproductive success, such 

instinct affective reactions might also arise especially regarding the artificial entities, 

such as social robots, with similar facial features of the baby schema (Miesler et al., 

2011). On the one hand, the latest research has provided preliminary evidence that 

we might also be sensitive and have specific responses to the social robot with 

babyish features (Borgi et al., 2014). For instance, social robots that looked childlike 

might be acknowledged as more approachable, warm, and trustworthy (Reeves et 
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al., 2020). The presence of lifelike eyes, rather than abstract or absence of eyes, is 

believed to be more personable and suitable for the home (Luria et al., 2018) while 

the absence of mouth, rather than presence, might aid emotional expressions 

(Pollmann et al., 2019). Moreover, Kalegina and her colleagues (2018) systematically 

summarized the most common features in the current market and created a 

synthetic face as the benchmark. By altering only one-dimension feature, they found 

that the presence of one face element (blue eyes, extreme close eyes, ears, eyelids, 

hair, no mouth, no pupil, small eyes, white face) might decrease people’s perceived 

trustworthiness. On the other hand, the difference between a screen-based face and 

a human face was still distinct that could not be neglected. Different from a general 

human face, a rendered screen, though convenient and flexible, might be able to 

create faces with feature displacements, such as a “scattered” feature face (eye and 

mouth are scattered on a face; interocular eye distance is high with the low vertical 

position of the mouth) or a “huddled” feature face (eye and mouth are positioned 

closely together; interocular eye distance is low with a high vertical position of the 

mouth). Therefore, a social robot could have different combinations of feature size 

and displacement. Indeed, people are highly sensitive to feature displacement in 

both human and nonhuman faces (Yovel and Duchaine, 2006). Inappropriate or 

unnatural feature displacement might significantly reduce social judgments (Jones 

et al., 2001; Penton-Voak et al., 2001), such as perceived facial attractiveness 

(Friedenberg, 2001). Although the inward tendency of facial features might 

stimulate baby schema, its effect could be neutralized by extremely close 
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positioning of eye and mouth. Accordingly, a medium vertical and horizontal 

positioning might enjoy a high level of trustworthiness.  

Based on the prior research on evolutionary psychology and HRI, this study tries to 

extend the theory on facial anthropomorphic trustworthiness via a systematic size 

and position displacement of eye and mouth. Thus, we have the following 

hypotheses (see Figure 7.1): 

H 7.1: Social robot with big (vs. small) eye size would be perceived as more 

trustworthy. 

H 7.2: Social robot with a small (vs. big) mouth size would be perceived as more 

trustworthy. 

H 7.3: Social robot with a medium (vs. high or low) vertical eye position would be 

perceived as more trustworthy. 

H 7.4: Social robot with a medium (vs. high or low) horizontal eye position would 

be perceived as more trustworthy. 

H 7.5: Social robot with a medium (vs. high or low) vertical mouth position would 

be perceived as more trustworthy. 
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Figure 7.1 Overview of research model of study 4 

 

7.2 Method 

7.2.1 Stimuli and Experiment Design 

All the robot stimuli were designed as planned. To be more specific, detailed 

configurations were coded as follows: three levels of eye size (small/medium/big), 
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three levels of mouth size (small/ medium/ big), three levels of horizontal positions 

of eyes (far/ medium/ close), three levels of vertical positions of eyes (high/ medium/ 

low), three levels of vertical positions of mouth (high/ medium/ low). Regarding the 

shape of a baby's head, facial features, and the head traditions of the current social 

robots, detailed facial variations were manipulated on the prior research (Ferstl et 

al., 2017, 2016). For instance, high fWHR (vs. low fWHR) was settled as the default 

facial ratio (Song and Luximon, 2021). Other factors were also controlled to reduce 

the effect of potential confounding factors. Figure 7.2 shows the configured metrics 

for the social robot. In addition, other confounding factors, i.e. names, logos, or 

division, were maintained and removed to confirm the current distinctness in the 

market. Similarly, additional characteristics, i.e. emotional expressions, robot shape, 

robot posture, or presentation background, were all controlled the same. Thus, a 

configuration set of 243 (3 by 3 by 3 by 3 by3) various robot faces were made (see 

Appendix. D). 
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Figure 7.2 The detailed facial feature metrics of the social robot in study 4 

 

In addition, not only the facial features of the social robot could influence 

trustworthiness evaluation, but also people’s prior robot experience might have an 

impact on this process. For instance, as an emerging creature in our daily lives, most 

people might not be familiar with it (De Rie, 2016). To deal with uncertainties in 

knowledge, beliefs, and reasoning of users, Bayes infers user states from prior 

theory and data, updated by observations (Kardes et al., 2004). Therefore, prior 

experience on the social robot would act as an influential factor, which should be 

controlled to have a more precise examination. 

 

7.2.2 Participants and Experiment Procedure 



109 
 

A mixed experiment was designed with the size of the eye and mouth as between-

subjects variables and vertical and horizontal positions of eyes and mouth as 

within-subject variables. A total number of 270 participants were enrolled to take 

part in this research via the Amazon Mechanical Turk platform (AMT). To specify, 

the average age of this sample was 36.49 years (SD = 10.498). Table 7.1 showed 

detailed demographic information. 

 

Table 7.1 The demographic information of the sample for the study of feature 

combination in study 4 

Index Frequency Percentage Index Frequency Percentage 

Age     Education Level     

  17-25 24 8.9%   High school graduates or lower 22 8.1% 

  26-30 79 29.2%   Some college 71 26.3% 

  31-35 59 21.9%   College graduate or above 177 65.6% 

  36-40 29 10.7%    

  41- 79 29.3% Robot Experience   

     Never used before 165 61.1% 

Education     0-1 year use (exclusive for 1 year) 58 21.5% 

  Male 174 64.4%   1-2 years use (exclusive for 2 years) 36 13.3% 

  Female 96 35.6%   More than 2 years use 11 4.1% 
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For the manipulation check, people were asked the extent of agreement on five 

statements via a nine-point Likert scale when exposed to the certain robot design (I 

think this robot's eyes are big; this robot's mouth is big; this robot's eyes are 

positioned high on the face; this robot's eyes are spaced far apart; this robot's mouth 

is positioned low on the face). Regarding the measurement items on facial 

anthropomorphic trustworthiness, people were asked to agree on the extent of five 

items via a nine-point Likert scale (Gorn et al., 2008). 

After consenting to participate, 270 individuals were recruited and briefly 

introduced to the current study. Then, they were asked to provide the demographic 

information and randomly assigned to one of nine experiment scenarios with 

different sizes of eye and mouth (each scenario contained thirty individuals 

equally). In each scenario, they would expose to twenty-seven robot faces with 

various eye positions (three different vertical and three different horizontal 

positions) and mouth positions (three different vertical positions). Specifically, the 

sequence of twenty-seven robot faces was randomized to control the learning effect 

in within-subjects design (Bosmans and Baumgartner, 2005). For each stimulus, 

they were asked to pay attention to the robot face, complete the questionnaire, and 

the related modification checks. After finished the questionnaire, they were told 

that they have finished the experiment. 
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7.3 Data Analysis and Result 

In order to examine the hypotheses regarding the effect of baby schema on facial 

anthropomorphic trustworthiness, SPSS was utilized to perform descriptive 

analysis, manipulation check, and five-way mixed ANOVA of facial feature size 

and position. 

To examine the normality of univariate, we performed the kurtosis and skewness 

test on five items. Results suggested all the kurtosis and skewness of each item was 

within the threshold, suggesting a general normal distribution (Groeneveld and 

Meeden, 1984). Then, we conducted a descriptive analysis of different factors in this 

study (see Table 7.2) 

In addition, manipulation check were performed by a mixed ANOVA (between-

subjects variables: eye size and mouth size; within-subjects variable: eye and mouth 

positions), revealing all the five modifications were successful:  robots with bigger 

eyes were considered as having bigger eyes (Mean = 6.86 vs. 5.59 vs. 3.96; F(2, 267) 

=  42.95, p < 0.01); robots with bigger mouth were considered as having bigger 

mouth (Mean = 5.32 vs. 4.62 vs. 3.17; F(2, 267) =  16.98, p < 0.01); robot's eyes 

positioned high were considered as positioned high (Mean = 4.99 vs. 4.00 vs. 3.81; 

F(2, 538) =  101.23, p < 0.01); robot's eyes spaced far apart were considered as 

positioned far apart (Mean = 5.71 vs. 4.13 vs. 3.68; F(2, 538) =  162.74, p < 0.01); robot's 
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mouth positioned low were considered as positioned low (Mean = 6.68 vs. 4.97 vs. 

4.12; F(2, 538) =  180.66, p < 0.01). 

 

Table 7.2 A summary of descriptive analysis of different factors for the study of 

feature combinations in study 4 

  

Mean SE 

95% Confidence Interval 

Factors   Levels Lower Bound Upper Bound 

Eye size 

small 5.77 0.13 5.52 6.01 

medium 5.89 0.13 5.64 6.13 

big 6.20 0.13 5.95 6.45 

Mouth size 

small 5.84 0.13 5.60 6.09 

medium 6.07 0.13 5.82 6.32 

big 5.94 0.13 5.69 6.19 

Eye height 

low 5.83 0.08 5.66 5.99 

medium 6.07 0.07 5.93 6.21 

high 5.95 0.08 5.80 6.11 

Eye width 

close 5.79 0.08 5.63 5.95 

medium 6.17 0.07 6.03 6.30 

far 5.89 0.08 5.75 6.05 

Mouth height 

low 5.60 0.09 5.42 5.77 

medium 6.13 0.07 5.98 6.28 

high 6.12 0.07 5.98 6.27 
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Five items on trustworthiness were averaged and treated as a whole with a 

satisfactory Cronbach's alpha coefficient (0.98), suggesting a high consistency of the 

current measurement. Then, a five-way mixed ANCOVA (between-subjects 

variables: eye size and mouth size; within-subjects variable: eye and mouth 

positions; covariate variable: prior robot experience) was then conducted. Table 7.3 

shows the summarized results of ANCOVA. We mainly focus on the main effect of 

feature size and position since they are theoretically relevant to the research 

questions at hand. 

 

Table 7.3 A summary of main and significant interactions in the ANCOVA in 

study 4 

Sources df F-statistic p-Value Effect size 

Experience (EXP) 1.00 26.60 p < 0.01 0.09 

Eye size (ES) 2.00 3.15 p < 0.05 0.02 

Mouth size (MS) 2.00 0.79 0.45 0.01 

Eye height (EH) 2.00 13.89 p < 0.01 0.05 

Eye width (EW) 2.00 41.75 p < 0.01 0.14 

Mouth height (MH) 2.00 53.19 p < 0.01 0.17 

EW * ES 4.00 13.61 p < 0.01 0.09 

MH * ES 4.00 5.01 p < 0.01 0.04 

EH * EW 4.00 3.37 p < 0.01 0.01 

EH * MH 4.00 28.21 p < 0.01 0.10 

EW * MH 4.00 6.95 p < 0.01 0.03 
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EH * EW * MH 8.00 3.29 p < 0.01 0.01 

EH * MH * ES 8.00 2.23 p < 0.05 0.02 

EW * MH * ES 8.00 3.31 p < 0.01 0.02 

EW * ES  *  MS 8.00 2.93 p < 0.01 0.04 

 

As for the main effect of feature size, we have found a significant impact of eye size 

(F(2, 260) = 3.15, p < 0.05, η2 = 0.02) and robot experience (F(1, 260) = 26.60, p < 0.01, 

η2 = 0.09) while the effect of mouth size was nonsignificant (F(2, 260) = 0.79, p = 0.45, 

η2 = 0.01). Specifically, (1) Robots with bigger eye size enjoyed a higher level of 

trustworthiness: A post-hoc Bonferroni corrected comparisons showed the 

significant difference between big and small eye size (p < 0.05) while the difference 

of eye size between big and medium and between medium and small was not 

significant (see Table 7.4); (2) There seems a nonsignificant difference between 

different mouth size: people showed no clear preference for a specific mouth size; 

and (3) we can also find a significant effect of the covariate variable, robot 

experience: people with more robot experience have an increased tendency to trust 

a robot. Thus, H 7.1 was supported while H 7.2 was not supported. 

 

Table 7.4 A summary of the comparison of different levels and hypotheses testing 

in study 4 
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      95% Confidence Interval   

  Difference SE Lower Bound Upper Bound Hypothesis 

Eye size           

small vs. medium -0.12 0.18 -0.55 0.31 
H1 was 

supported 
small vs. big -0.43* 0.18 -0.86 0.00 

medium vs. big -0.31 0.18 -0.74 0.11 

Mouth size           

small vs. medium -0.22 0.18 -0.66 0.21 
H2 was not 

supported 
small vs. big -0.09 0.18 -0.52 0.34 

medium vs. big 0.13 0.18 -0.30 0.56 

Eye height           

low vs. medium -0.25** 0.05 -0.36 -0.13 
H3 was 

supported 
low vs. high -0.13 0.05 -0.26 0.00 

medium vs. high 0.12* 0.05 0.01 0.23 

Eye width           

close vs. middle -0.38** 0.04 -0.47 -0.28 
H4 was 

supported 
close vs. far -0.11 0.05 -0.22 0.01 

middle vs. far 0.27** 0.04 0.18 0.36 

Mouth height           

low vs. medium -0.53** 0.06 -0.68 -0.38 
H5 was 

supported 
low vs. high -0.52** 0.06 -0.67 -0.37 

medium vs. high 0.01 0.04 -0.08 0.10 

Note: * denotes difference significant at 0.05; ** significant at 0.01 

 

 

The significant interaction of eye size with eye width (F(4, 520) = 13.61, p < 0.01, η2 

= 0.10) and of eye size with mouth height (F(4, 520) = 18.83, p < 0.01, η2 = 0.04) 
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demonstrated that although increased eye size with an inward tendency of facial 

features could generally enjoy a high level of trustworthiness, this desire might be 

counteracted by extreme close displacement of facial features (big eyes with the 

close horizontal position of eye or big eyes with a high vertical position of the 

mouth), resulting in a declining trustworthiness perception (see Figure 7.3).  
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Figure 7.3 Bar chart representing the results of the 2-way interactions in facial 

trustworthiness ratings in study 4: (A) eye width x eye size; (B) mouth height x 

eye size.  

Note: Error bars represent ±1 SE. 

 

Similar observations could also be found at three-way interactions of eye size with 

eye width and mouth height (F(8, 1040) = 3.31, p < 0.01, η2 = 0.02). When the mouth 

was moved upward (from bottom to medium), people would experience an 

increased level of trustworthiness when eyes were displaced inward (horizontally 
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positioned from far to medium), regardless of eye size. When mouth was continued 

shifting upward (from medium to high), people would show their reluctance to the 

concentrated facial features (horizontally positioned from medium to close), 

especially regarding big eye size. Correspondingly, eye size similarly interacted 

with eye height and mouth height (F(8, 1040) = 2.23, p < 0.05, η2 = 0.02), revealing 

as the eye size increases, people’s trust toward high mouth keeps decreasing (See 

Figure 7.4 & 7.5). 

Last, additional investigation was performed to analyze the correlation relationship 

between demographics and facial anthropomorphic trustworthiness, results of the 

Pearson test showed no significant correlation between facial anthropomorphic 

trustworthiness and age (p = 0.58) or gender (p = 0.52). 
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Figure 7.4  Bar chart representing the results of the 3-way interactions in facial 

trustworthiness ratings in study 4: (A) mouth height x eye height at small eye size; 

(B) mouth height x eye height at medium eye size; (C) mouth height x eye height 

at big eye size.  

Note: Error bars represent ±1 SE. 
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Figure 7.5 Bar chart representing the results of the 3-way interactions in facial 

trustworthiness ratings in study 4: (A) mouth height x eye width at small eye size; 

(B) mouth height x eye width at medium eye size; (C) mouth height x eye width at 

big eye size.  

Note: Error bars represent ±1 SE. 

 

As depicted in Table 7.3, the result of ANCOVA revealed a strong main effect for 

eye height (F(2, 520) = 13.89, p < 0.01, η2 = 0.05), eye width (F(2, 520) = 41.75, p < 0.01, 

η2 = 0.14), and mouth height (F(2, 520) = 53.19, p < 0.05, η2 = 0.17): a general inward 
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tendency for feature displacement was associated with an increased level of facial 

trustworthiness, however, extreme concentrated feature displacement might have 

a counteracted effect on facial trustworthiness. In other words, although the inward 

tendency of feature displacement might lead to more facial trustworthiness, people 

did not desire a “huddled” feature displacement (i.e. centered eye position with a 

high vertical mouth).  Thus, H 7.3, H 7.4, and H 7.5 were all supported. 

We could also find similar observations at the interaction effects among feature 

positions. As expected, eye height interacted with mouth height, F(4, 1040) = 28.21, 

p < 0.01, η2 = 0.10; eye height interacted with eye width, F(4, 1040) = 3.37, p < 0.01, 

η2 = 0.01; eye width interacted with mouth height, F(4, 1040) = 6.95, p < 0.01, η2 = 

0.03, showing people generally have an increased level of trustworthiness toward 

the centering direction of eye and mouth positioning (see Figure 7.6). However, as 

the distance between eye and mouth was getting closer, people’s facial 

trustworthiness perception would decrease. Moreover, a reliable three-way 

interaction of eye height, mouth width, and mouth height also exemplified this 

conclusion, F(8, 2080) = 3.29, p < 0.01, η2 = 0.01. No other theoretically significant 

effects were observed. 
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Figure 7.6 Bar chart representing the results of the 2-way interactions in facial 

trustworthiness ratings in study 4: (A) eye height x mouth height; (B) eye height x 

eye width; (C) eye width x mouth height.  

Note: Error bars represent ±1 SE. 

 

According to the results of ANCOVA, we could reveal the top three examples of 

social robots with the most and least trustworthy facial features (see Figure 7.7). In 

order to further validate whether the examples of the social robot could indeed be 

perceived as more babyish. We additionally recruited 180 participants (Mean age = 
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37.43, SD = 12.02; 118 males and 62 females; As for education level, 7 reported high 

school graduates or lower, 39 reported some college, and 134 reported college 

graduate or above. Regarding the robot use experience 74 participants never used 

it, 46 participants had 0-1 year use (exclusive for 1 year), 42 participants had 1-2 

years use (exclusive for 2 years), and 18 participants had more than 2 years use) 

from the same resource and conducted a between-subject one-way ANCOVA (the 

six examples were treated as between-subject independent variables, robot 

experience was treated as a covariate, and perceived babyishness was treated as 

dependent variables). The perceived facial babyishness was measured on a 9-point 

Likert scale (a single item measure: I think this robot looks baby-faced; Berry, 1991). 

Results of one-way ANCOVA revealed a significant effect of different examples, F(5, 

173) = 11.28, p < 0.01, η2 = 0.25, indicating people faced with trustworthy robots 

might experience a significant higher level of facial babyishness (Mean = 6.89; SD = 

2.07) than those faced with untrustworthy robots (Mean = 4.62; SD = 2.10). 
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Figure 7.7 Bar chart representing the results of the 1-way ANCOVA in facial 

babyishness ratings in study 4 

Note: Error bars represent ±1 SE. ** significant at 0.01. 

 

7.4 Summary and Discussion 

The current study tried to examine the effect of major facial anthropomorphic 

features on trustworthiness in HRI. Through a full-factorial mixed experiment, the 

result of this study indicated: (1) eye size has a significant impact on facial 
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anthropomorphic trustworthiness: big eye could enjoy a relatively high level of 

facial anthropomorphic trustworthiness; (2) mouth size does not have a significant 

impact on facial anthropomorphic trustworthiness: either big mouth or medium 

mouth could enjoy a relatively high level of facial anthropomorphic trustworthiness; 

(3) eye positions have a significant impact on facial anthropomorphic 

trustworthiness: medium vertical and horizontal position of eye could enjoy a 

relatively high level of facial anthropomorphic trustworthiness; (4) mouth positions 

have a significant impact on facial anthropomorphic trustworthiness: both high and 

medium vertical position of mouth could enjoy a relatively high level of facial 

anthropomorphic trustworthiness; (5) people generally trust a social robot with 

inward facial features, however, those features should not be “huddled together”. 

Study 4 tries to contribute to the literature of trustworthiness in HRI from three 

perspectives. To begin with, this study provided preliminary evidence that certain 

facial features of baby schema could be applied and extended into the context of 

social robots to improve facial anthropomorphic trustworthiness toward the social 

robot. Moreover, this study further examined the effect of close displacement of 

facial features, which rarely appears on the human face. Considering the flexibility 

of rendering faces, it might be relatively convenient to have different combinations 

of feature size and positioning. Few works have attempted to explore extreme 

feature displacement in an anthropomorphic medium, i.e. social robot, thus the 

results of this study might facilitate our understanding of peculiar features in 
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signaling facial trustworthiness. Last, although prior research has discussed the 

relationship between facial feature displacement and perceived trustworthiness, it 

might focus more on the one-dimension effect of separate facial features and neglect 

to analyze the effect of co-dependency on anthropomorphic trustworthiness. 

Through a mixed experiment design, the current work tries to analyze both separate 

and interaction effects of feature size and positioning, providing a relatively 

comprehensive understanding of eye and mouth in communicating facial 

trustworthiness.   
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CHAPTER EIGHT. STATIC FEATURE MODELING IN 

COMMUNICATING FACIAL ANTHROPOMORPHIC 

TRUSTWORTHINESS  

This chapter conducts a modeling study to examine the effect of static features on 

facial anthropomorphic trustworthiness. Through modeling various static features, 

this chapter empirically investigates their influence on perceived trustworthiness, 

the difference for ethnic groups, and for anthropomorphic trustworthiness 

prediction. Based on the result of a series of experiments, the model enjoys 

satisfactory reliability, contributing to our knowledge of static features in 

influencing facial anthropomorphic trustworthiness. 

 

8.1 Introduction 

Through the results of studies 2-4, the effect of internal features, external features, 

and their combinations on facial anthropomorphic trustworthiness has been 

empirically examined. The objective of this chapter is three-fold: Firstly, the dataset 

from previous studies was utilized to model the relationship between different 

features and facial anthropomorphic trustworthiness in a relatively holistic way. 



131 
 

Second, based on the model, the results from prior social robot design and predict 

the social robot design, which does not be explored before, were predicted and 

validated. Thus, additional participants were recruited to validate the predicted 

values. Last, this chapter may also explore whether cultural differences have an 

impact on facial anthropomorphic trustworthiness. In other words, this study 

would further validate the conclusion from human facial trustworthiness that facia 

trustworthiness enjoyed a universal evaluation pattern: both Chinese and 

Caucasians shared similar cues in facial trustworthiness judgments (Xu et al., 2012).  

 

8.2 Method 

8.2.1 Modeling and Validation Rationale 

We followed a structural rationale for modeling and validation study (see Figure 

8.1). 
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Figure 8.1 The overview of research model of study 5 

 

Firstly, the dataset was extracted from studies 2-4 and was merged as a whole for 

further analysis (991 observations in total; Age = 36.36, SD = 10.69; 61% Male). 

Moreover, based on the configurations from previous studies 2-4, the current 

modeling study followed the same configuration patterns. To be more specific, 

fWHR ranged from 1/2 to 2; distribution was coded 1 for centered and 2 for 

scattered distribution; eye shape was coded 1 for narrow and 2 for round shape; eye 

size ranged from 1 to 4; mouth size ranged from 1 to 6. 

A stepwise modeling regression was conducted to model the static features and 

provided the 95% prediction interval for different configurations. With regard to 

the validation process, it was divided into five different steps (see Figure 8.2). To 



133 
 

specify, social robot design was categorized into the planned design and random 

design.  

For planned design (step 1-4 in Figure 8.2), it focused on the stimuli within the 

previous settings (discrete configurations from studies 2-4): it contained the tested 

stimuli (for validating the previous results) and untested stimuli (for confirming the 

prediction validity). Accordingly, validation with planned design stimuli has two-

fold objectives: 1) to validate whether the rating values from the validation 

experiment is consistent with the 95% prediction interval of the model; 2) to 

examine the difference between the US and Chinese participants in evaluating facial 

anthropomorphic trustworthiness. 

For random design (step 5 in Figure 8.2), it focused on the stimuli beyond the 

previous setting (continuous configurations from studies 2-4). Planned design (both 

tested and untested stimuli) was still within the theoretical configuration, however, 

some parameters for the facial feature could have continuous, rather than discrete, 

configurations. With the help of an Excel random number generator, random 

configurations were generated for validation. Thus, additional participants were 

recruited (in step 5) to investigate the reliability of the prediction for the model. 
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Figure 8.2 The rationale for validation process in five steps in study 5 

 

8.2.2 Validation Stimuli and Experiment Design 

Followed the validation rationale in Figure 8.2, different stimuli were generated 

with specific configurations as shown in Figure 8.3. 
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Figure 8.3 The stimuli with specific configurations in study 5 

 

To specify, a one-way experiment was designed with 13 planned designs and 10 

random designs as within-subjects variables while facial anthropomorphic 

trustworthiness was the dependent variable (Gorn et al., 2008).  

 

8.2.3 Participants and Experiment Procedure in Validation Study 

The planned design scenario recruited 60 participants from China and the US (30 

Chinese participants were recruited via Wenjuanxing while 30 American 

participants were recruited from AMT). Random design scenario recruited 

additional 35 Chinese participants from the same source.  
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For the experiment procedure, after consenting to participate, individuals were 

recruited and briefly introduced to the current study. Then, they were asked to 

provide demographic information. In each scenario, they would expose to thirteen 

different stimuli. Specifically, the sequence of robot design (thirteen for planned 

design and ten for random design) was randomized to control the learning effect in 

within-subjects design (Bosmans and Baumgartner, 2005). For each stimulus, they 

were asked to pay attention to the robot face and complete the questionnaire. After 

finished the questionnaire, they were told that they have finished the experiment.  

Table 8.1 showed the detailed demographic information of participants in study 5. 

 

Table 8.1 The demographic information of the sample in study 5 

Group Index Values Percentage 

Planned 

Design 

(Chinese 

Participants) 

Age   

  18-20 8 26.67% 

  21-22 12 40.00% 

  23-25 6 20.00% 

  26-30 2 6.67% 

  31- 2 6.67% 

  Mean 22.67  

  Standard Deviation 3.58  

Gender   

  Male 13 43.33% 

  Female 17 56.67% 

Education Level   

  High school graduates or lower 0 0.00% 

  Some college 3 10.00% 
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  College graduate or above 27 90.00% 

Robot Experience   

  Never used before 17 56.67% 

  0-1 year use (exclusive for 1 year) 8 26.67% 

  1-2 years use (exclusive for 2 years) 3 10.00% 

  More than 2 years of use 2 6.67% 

Planned 

Design 

(American 

Participants) 

Age   

  18-20 1 3.33% 

  21-22 2 6.67% 

  23-25 4 13.33% 

  26-30 4 13.33% 

  31- 19 63.33% 

  Mean 34.17  

  Standard Deviation 8.48  

Gender   

  Male 20 66.67% 

  Female 10 33.33% 

Education Level   

  High school graduates or lower 5 16.67% 

  Some college 10 33.33% 

  College graduate or above 15 50.00% 

Robot Experience   

  Never used before 13 43.33% 

  0-1 year use (exclusive for 1 year) 10 33.33% 

  1-2 years use (exclusive for 2 years) 4 13.33% 

  More than 2 years of use 3 10.00% 

Random 

Design 

(Chinese 

Participants) 

Age   

  18-20 9 25.71% 

  21-22 19 54.29% 

  23-25 4 11.43% 

  26-30 3 8.57% 

  31- 0 0.00% 

  Mean 21.60  

  Standard Deviation 1.87  

Gender   

  Male 17 48.57% 
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  Female 18 51.43% 

Education Level   

  High school graduates or lower 0 0.00% 

  Some college 3 8.57% 

  College graduate or above 32 91.43% 

Robot Experience  0 

  Never used before 18 51.43% 

  0-1 year use (exclusive for 1 year) 11 31.43% 

  1-2 years use (exclusive for 2 years) 5 14.29% 

  More than 2 years of use 1 2.86% 

 

 

8.3 Data Analysis and Result 

8.3.1 Data Analysis and Result for Static Feature Modeling  

In order to conduct modeling analysis and consequent validations on facial 

anthropomorphic trustworthiness, SPSS was utilized to perform the stepwise 

regression for modeling analysis and one-way ANOVA for validation research.  

As for modeling analysis, significant factors were revealed and added in the 

stepwise regression in a sequence (factors: fWHR, distribution, eye shape, mouth 

size, a quadratic term of mouth size): fWHR showed a positive relationship with 

facial anthropomorphic trustworthiness; people would have a higher level of facial 

anthropomorphic trustworthiness toward an inward feature distribution (medium 

vertical and horizontal positions of eyes and mouth) than scattered feature 
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distribution (high vertical and horizontal positions of eyes and low vertical position 

of the mouth); round eye or big eye might enjoy a higher rating in facial 

anthropomorphic trustworthiness; mouth size and facial anthropomorphic 

trustworthiness followed an inverted-U shape relationship: both big and small 

mouth could have a relatively low level of trustworthiness. Followed the 

suggestions of stepwise regression (Thompson, 1995), a quadratic term of mouth 

size was also introduced in the model, thus, six factors were all added in the 

modeling. Therefore, the merged dataset was utilized and stepwise modeled to 

illustrate the effect of different features on facial anthropomorphic trustworthiness. 

Table 8.2 shows the summarized results of the stepwise regression using 

standardized and unstandardized coefficients (β). 

 

Table 8.2 The summarized result of stepwise regression in study 5 

Model 1 2 3 4 5 6 

fWHR 0.09*** 0.15*** 0.18*** 0.14*** 0.14*** 0.16*** 

Distribution  -0.20*** -0.25*** -0.26*** -0.26*** -0.24*** 

Eye shape   0.17*** 0.17*** 0.17*** 0.20*** 

Eye size    0.12*** 0.12*** 0.13*** 

Mouth size     -0.01 0.36** 

Mouth size^2      -0.38*** 

Note: * denotes significant at 0.05; ** significant at 0.01; *** significant at 0.001 

See equations for unstandardized models 1-6: 
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1) Facial Trustworthiness = 5.37 + 0.18 fWHR  

2) Facial Trustworthiness  = 6.03 + 0.27 fWHR – 0.79 Distribution 

3) Facial Trustworthiness  = 4.12 + 0.35 fWHR – 0.98 Distribution + 0.99 Eye shape  

4) Facial Trustworthiness  = 4.10 + 0.27 fWHR – 1.04 Distribution + 0.99 Eye shape + 0.20                             

Eye size  

5) Facial Trustworthiness  = 4.10 + 0.27 fWHR – 1.04 Distribution + 0.99 Eye shape + 0.20                            

Eye size - 0.002 Mouth size  

6) Facial Trustworthiness  = 2.94 + 0.31 fWHR – 0.96 Distribution + 1.13 Eye shape + 0.22                             

Eye size + 0.42 Mouth size – 0.06 Mouth size^2 

 

Consistent with previous studies, the results, as a whole, indicated that the robots 

with higher fWHR (β = 0.16, p < 0.001) and round eyes (β = 0.20, p < 0.001) tended 

to have a higher level of facial anthropomorphic trustworthiness. Also, the eye size 

(β = 0.13, p < 0.001) and feature distribution (β = -0.24, p < 0.001) were found to be 

associated with facial anthropomorphic trustworthiness positively and negatively 

respectively. Moreover, mouth size and perceived trustworthiness followed an 

inverted-U shape: a positive relationship with mouth size (β = 0.36, p < 0.01) but a 

negative relationship with its quadratic term (β = -0.38, p < 0.001). Then, this model 

was utilized to make a 95% prediction interval for planned and random design with 

specific configurations, as suggested in Figure 8.3. 

 

8.3.2 Data Analysis and Result for Validation Study  
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A validation study (steps 1-5) recruited 95 participants were conducted accordingly 

(see Figure 8.2). To specific, as for planned design for a social robot (step 1-4), a one-

way ANOVA was conducted with 13 planned stimuli. Based on the modeling 

analysis, 95% prediction intervals were calculated for each stimulus. Table 8.3 

shows: 1) the observed values from previous studies 2-4; 2) the results (60 

individuals as a whole) from the current validation experiment; 3) the 

trustworthiness evaluation difference between American (30 individuals) and 
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Results showed high reliability of prediction for the model: all the results from the 

current experiment were consistent with the 95% prediction intervals for each 

configuration. In addition, one-way ANOVA further confirmed no significant 

difference between American and Chinese in evaluating 13 robot stimuli from steps 

1-4: Chinese and Americans might share similar patterns or perceptions in 

evaluating facial anthropomorphic trustworthiness for various robots. 

 

Table 8.3 The summary of the prediction of steps 1-4 and the comparison of 

different ethnical groups in study 5 (N = 60) 

Steps Stimuli Observed Values 
95% Prediction 

Interval  
Results US CN 

US-CN 

Sig 

Step 1 1 5.20 4.83-5.47 5.13 5.38 4.89 ns 
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2 5.98 5.80-6.42 6.05 6.27 5.83 ns 

3 7.11 6.79-7.38 6.92 7.04 6.81 ns 

Step 2 

4 6.15 5.99-6.55 6.09 6.25 5.94 ns 

5 6.25 6.05-6.61 6.16 6.28 6.11 ns 

6 6.83 6.46-6.83 6.65 6.79 6.51 ns 

Step 3 

7 - 2.35-3.72 3.28 3.65 2.92 ns 

8 - 5.43-6.05 5.59 5.62 5.57 ns 

9 - 5.59-6.01 5.93 6.15 5.72 ns 

10 - 5.71-6.60 6.22 6.31 6.13 ns 

Step 4 

11 - 2.45-3.78 3.01 3.19 2.83 ns 

12 - 5.29-6.85 5.56 5.71 5.41 ns 

13 - 5.54-6.32 6.19 6.20 6.17 ns 

 

 

In order to have further reliability testing, an additional experiment was conducted 

with 10 random stimuli (step 5). A similar process was performed, and Table 8.4 

shows the 95% prediction interval and the results of step 5.  Results indicated that 

9 entries were within the 95% prediction interval (90% successful rate), suggesting 

satisfactory reliability of the current modeling.  

 

Table 8.4 The summary of the prediction of step 5 in study 5 (N = 35) 

Steps Stimuli 
95% Prediction 

Interval  
Results 

Step 5 
14 4.16-5.16 4.17 

15 5.79-6.56 6.31 
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16 3.58-4.74 3.49 

17 5.75-6.17 6.01 

18 5.31-5.84 5.77 

19 4.83-5.66 4.92 

20 4.82-5.49 5.36 

21 6.50-6.90 6.79 

22 4.49-5.45 4.54 

23 6.25-6.64 6.55 

 

 

8.4 Summary and Discussion 

Study 5 tried to model the effect of static features on anthropomorphic 

trustworthiness and further validate the model and cultural difference between 

Chinese and Americans. Through a stepwise modeling analysis, this study has 

provided the preliminary modeling metrics of different levels for static facial 

features in determining anthropomorphic trustworthiness.  

Results of modeling analysis were consistent with the previous studies 2-4:  

1) fWHR showed a positive relationship with facial anthropomorphic 

trustworthiness (effect size = 0.16, p < 0.001) in which high fWHR leaded to a high 

level of facial anthropomorphic trustworthiness;  
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2) Feature distribution revealed a negative relationship with facial 

anthropomorphic trustworthiness (effect size = -0.24, p < 0.001) where people would 

have a higher level of facial anthropomorphic trustworthiness toward an inward 

feature distribution (medium vertical and horizontal positions of eyes and mouth);  

3) Eye shape unveiled a positive relationship with facial anthropomorphic 

trustworthiness (effect size = 0.20, p < 0.001) where round eyes might enjoy a higher 

rating in facial anthropomorphic trustworthiness. 

4) Eye size also indicated a positive relationship with facial anthropomorphic 

trustworthiness (effect size = 0.13, p < 0.001) where big eyes might enjoy a higher 

rating in facial anthropomorphic trustworthiness. 

5) Mouth size suggested an inverted-U shape relationship with facial 

anthropomorphic trustworthiness (mouth size, effect size = 0.36, p < 0.01; quadratic 

term, effect size = -0.38, p < 0.001). 

With regard to validations, a series of validation experiments (steps 1-5) was 

conducted to examine the reliability of the current model and further explore the 

cultural difference in influencing facial anthropomorphic trustworthiness. 

According to the results of steps 1-4, there is no statistically significant difference 

for Chinese and American to facial anthropomorphic trustworthiness evaluation, 

suggesting American and Chinese tended to share a similar pattern in perceiving 
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the trustworthiness of robot faces. More importantly, almost all the results were 

within the 95% prediction interval estimated by the model (only one, configuration 

16, was slightly outside of the interval), reaching a 95.6% accuracy rate (22/23*100%). 

Thus, it showed that the current model achieved relatively high reliability for 

predicting facial anthropomorphic trustworthiness with different configurations. 

One thing worth noting is the role of culture in signaling human facial 

trustworthiness. As trustworthiness evaluation plays a paramount role in almost 

every ethnic group, Xu et al., (2012) indicated that people would use facial cues as 

an intuitive tool for social judgments, especially meeting at the first time when 

extensive personality information is missing. As suggested in chapter 3, previous 

literature has shown a nuanced influence of facial anthropomorphic 

trustworthiness. On the one hand, different ethnic groups, e.g. Chinese vs. 

Caucasian (Xu et al., 2012) or Caucasian vs. African vs. East Asian vs. South Asian 

(Birkás et al., 2014), tended to share and adopt similar perceptions of 

trustworthiness and attractiveness toward the same facial stimuli. On the other 

hand, different ethnic groups, i.e. Japanese/Israeli, might have preferences for faces 

of their own ethnicity (Sofer et al., 2017). The reason accounting for this 

phenomenon is that the former literature is exploring the effect of different ethnic 

groups on the same stimuli while the latter literature is focusing on the effect of 

various ethnic groups on the different stimuli (contained stimuli of their own 

ethnicity and other ethnicities). In the current experiment setting, different ethnical 
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groups, Chinese and American in particular, are responding to the same robot facial 

stimuli. Thus, in accordance with the previous research that different ethnic groups 

have similar trustworthiness perception toward the same stimuli (Birkás et al., 2014; 

Xu et al., 2012), the current study expands human face to robot face, contributing to 

the literature of AI agent.  
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CHAPTER NINE. DYNAMIC FEATURES IN COMMUNICATING 

FACIAL ANTHROPOMORPHIC TRUSTWORTHINESS 

This chapter explores the effect of dynamic features on facial anthropomorphic 

trustworthiness in different daily contexts. Through exploring the fine-grained 

nature of emotional expressions, valence, and arousal, this chapter empirically 

investigates their specific influence for perceived trustworthiness and their 

interaction with context with a different regulatory focus in shaping facial 

anthropomorphic trustworthiness. Through two experiments (Study 6 and 7), the 

chapter discusses the potential optimum combination of dynamic expressions and 

contexts with a different regulatory focus, contributing to our knowledge of 

dynamic features in influencing facial anthropomorphic trustworthiness. Besides, 

study 7 also compared the scale from Gorn (2008) and study 1, suggesting both 

scales could enjoy sufficient reliability and validity to predict facial 

anthropomorphic trustworthiness 

 

9.1 Introduction 
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Facial expressions and their associated emotions play a crucial role in interpersonal 

interaction (Weiβ et al., 2019). Previous research on the dynamic features mainly 

concentrates on two facial areas: the eye/brow and mouth region. To specify, 

positive emotions, excited or relaxed expressions, in particular, is usually featured 

with an upturned U-shaped mouth while lip corners and eyebrows are raised while 

negative emotions, depressed, or afraid expressions, in particular, are characterized 

by an inverted U-shaped mouth while lip corners and eyebrows are lowered (Calvo 

et al., 2017; Gill et al., 2014; Johnston et al., 2010; Ma et al., 2015). When expressing 

positive emotions, the mouth region might attract more visual attention which 

works as a salient predictor for facial happiness and trustworthiness (Calvo et al., 

2017). However, when expressing negative emotions, that observer might rely less 

on the mouth region but more on the eye/brow region for additional information 

(Calvo et al., 2019). 

Generally speaking, facial valence might work as a significant predictor for 

anthropomorphic trustworthiness where the positive emotions are believed to have 

a high level of trustworthiness and visual attention while negative emotions are 

believed to have a low level of trustworthiness and visual attention (Gutiérrez-

García and Calvo, 2016a; Oosterhof and Todorov, 2009; Woodall et al., 1980). 

However, as for visual arousal,  few studies have explicitly explored the effect of 

facial arousal and found a nuanced effect on facial trustworthiness and visual 

attention (Chiller-Glaus et al., 2011; Karbauskaite et al., 2020; Sanchez and Vazquez, 
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2014; Weiβ et al., 2019). On the one hand, facial sadness and anger showed no 

difference in communicating trustworthiness attracting visual attention (Okubo et 

al., 2018; Sanchez and Vazquez, 2014). On the other hand, the intensity of the smile 

was significantly correlated with visual fixations (2019).  

Besides, emotional expressions should also consider the associated contexts (Song 

and Luximon, 2020a). For example, when facing a prevention-focused scenario, 

such as warning information, Reed and DeScioli (1974) suggested the best 

combination (regulatory fit) would be warning information repressed by an 

emotional fearful expression, instead of a neutral face or even happy face. This 

indicated that negative expression could also promote trustworthiness in certain 

contexts when it fitted its scenario. Thus, regulatory focus theory, therefore, can 

serve as a theoretical framework providing helpful insights into message framing 

in daily contexts. Tailored messages demonstrating a different regulatory focus 

(promotion vs. prevention) can influence the target audience’s trustworthiness 

evaluation in daily contexts, such as reminding. However, there is still a lack of 

empirical evidence on whether the emotional expressions of social robots and the 

contextual messages with different regulatory focus could also create the regulatory 

fit and promote facial anthropomorphic trustworthiness toward message senders 

in the context of human-robot interaction. The current study tries to investigate the 

role of a regulatory fit, using different dynamic facial expressions paired with a 

message describing a daily context, in determining the facial anthropomorphic 
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trustworthiness toward the social robot. Specifically, we first analyze the dynamic 

expressions with different valence and arousal in communicating anthropomorphic 

trustworthiness in a context-free scenario (study 6); then, we examine the regulatory 

fit between different dynamic expressions and contexts in communicating facial 

anthropomorphic trustworthiness (study 7; see Figure 9.1). Based on the results of 

study 7, a dynamic features model was developed. Thus, the hypotheses are 

summarized as follows: 

H 9.1: For facial valence, social robots with positive (vs. negative) facial 

expressions would be perceived as more trustworthy. 

H 9.2: For visual arousal, social robot with active (vs. inactive) facial expressions 

would be perceived as more trustworthy. 

H 9.3: For facial valence, social robots with positive (vs. negative) facial 

expressions would attract more visual attention (fixation duration/ counts). 

H 9.4: For facial arousal, social robots with positive (vs. negative) facial 

expressions would attract more visual attention (fixation duration/ counts). 

H 9.5: When individuals in promotion-focused contexts are exposed to positive 

expressions of social robots, the occurrence of regulatory fit will evoke an 

increased level of trustworthiness (a low level of EDA) toward social robots than 

when no regulatory fit occurs. 
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H 9.6: When individuals in prevention-focused contexts are exposed to negative 

expressions of social robots, the occurrence of regulatory fit will evoke an 

increased level of trustworthiness (a low level of EDA) toward social robots than 

when no regulatory fit occurs. 

 

 

Figure 9.1 The overview of research model of study 6 and 7 

 

9.2 Method 

9.2.1 Physiological and Subjective Measures 

This study utilized subjective ratings of facial anthropomorphic trustworthiness and 

physiological measures (eye-tracking and electrodermal activity) to explore facial 
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anthropomorphic trustworthiness, visual patterns, and related stress during the 

human-robot interaction.  

Eye-tracking is an apparatus of estimation of an individual’s attention either from 

the direction of gaze (the position where an individual is looking at) or from the 

movement of eyes during a period of time (Riegelsberger et al., 2004). In order to 

measure it, an eye tracker work as a device for recording eye directions, positions, 

and motion in the given duration (Calvo et al., 2019). Indeed, it has been applied in 

various kinds of disciplines, such as marketing (Riegelsberger et al., 2004), 

psychology (Calvo et al., 2019), and HCI (Guo et al., 2019). 

Within the field of facial analysis, eye-tracking is also widely used to analyze the 

relationship between emotional faces and people’s attention (Ellingsen et al., 2019). 

To specify, fixation duration and its ratio are the most common indicators to 

measure visual attention when interacting with selective engagement (Pavlov et al., 

2015). For instance, attractive images could enjoy a longer fixation duration than 

unattractive ones (Guo et al., 2019). A similar observation of the positive association 

between facial trustworthiness and visual attention could also be found in the field 

of facial evaluation: eye-tracking assessment works as an efficient tool to evaluate 

facial trustworthiness where a trustworthy face enjoys longer fixation duration, 

compared with a non-trustworthy face (Calvo et al., 2019; Ellingsen et al., 2019; 

Leder et al., 2011; Ma et al., 2015; Mollahosseini et al., 2018; Oh and Ju, 2020; Sanchez 

and Vazquez, 2014; Stanton and Stevens, 2017; Toet et al., 2017). To further examine 

the visual patterns for specific facial regions of a social robot, the ratios of fixation 

duration of a specific area of interest (AOI) for each expression was used to illustrate 
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the featural attention allocation within the particular expression. Specifically, as 

depicted in Figure 9.4, four typical emotional expressions (afraid, depressed, excited, 

and relaxed expressions) were analyzed in study 6. Within each expression, the 

ratios of fixation duration of facial expressions were examined, as depicted in Figure 

9.7. 

Considering there was no substantial difference in fixation patterns between human 

and robot face detection (Palinko et al., 2015), the eye-tracking assessment could 

work as an effective tool to evaluate anthropomorphic trustworthiness for a social 

robot.  

Besides, the electrodermal activity skin conductance (EDA) of the human body 

adjusts with the developments in the function of the skin sweat glands (Braithwaite 

et al., 2013). These measurable changes (the unit of measurement is micro-Siemens, 

μS) in skin electrical activity are also called skin conductance (SC). Figure 9.2 shows 

the EDA electrodes attaching to fingers (left). 

Compared with heart rate and respiration (Stellar et al., 2015), EDA is especially a 

highly sensitive signal of stress or arousal in physical interaction since it is an 

indicator of sympathetic nerve activity (Haag et al., 2004). It is associated with the 

variation of the electrical conductance of the skin in response to sweat secretion 

(Ding et al., 2020). When the human body is stimulated by the outside or affected by 

psychological emotions, its sympathetic nerves are excited, and the sweat glands 

secrete sweat, which contains water and electrolytes, through its postganglionic 

nerve fibers, thereby increasing skin conductance, which could be recorded via an 

EDA device (Sharma et al., 2016). The mean of skin conductance (SC mean; unit: 
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micro-Siemens, μS) within a specific time domain was a common signal, which 

works as the indicator for measuring EDA (Ding et al., 2020). As depicted in Figure 

9.2 (right), as the stimulus disappears, the skin conductance returns to the original 

level (Sharma et al., 2016). 

 

   

Figure 9.2 The setup (left) and procedure (right) of skin conductance response in 

study 7 

 

EDA is especially appropriate long been applied in the area of trustworthiness 

research, such as deception (Pennebaker and Chew, 1985) and lie detection (Tomash 

and Reed, 2015). Prior research suggested the reasons (Aguado et al., 2011): when 

people meet and interact with those individuals they trust, they tend to be relaxed 

and comfortable, thus having a lower level of stress (lower EDA). On the contrary, 

when people meet and communicate with those individuals they distrust, they tend 

to stay alert and vigilant, thus having a higher level of stress (higher EDA). 
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In order to explore the effect of dynamic features on facial anthropomorphic 

trustworthiness, eye-tracking, and EDA, this study examines the effect of dynamic 

features via a robot prototype in a lab experiment. Hence, it is expected that both 

attention-based and electrode-based measures correlate substantially and 

specifically with the corresponding subjective reports. 

 

9.2.2 Stimuli and Experiment Design for Study 6 

With regard to stimuli preparation of dynamic expressions, we followed three stages 

to ensure that the dynamic expressions were accurate and appropriate (see Figure 

9.3) was the first step was especially for study 6 and the second and third steps were 

for study 7. 

 

 

Figure 9.3 The stimuli preparation process for study 6 and 7 

 

 Neutral and Emotional Expressions Preparations  
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An animation designer made all stimuli of dynamic expressions as requested 

(excited, afraid, depressed, and relaxed). Dynamic expressions were designed 

following human facial dynamic characteristics (Campellone and Kring, 2013; 

Gutiérrez-García and Calvo, 2016a; Hildebrandt and Fitzgerald, 1979; Kramer, 2015; 

Vesker et al., 2018). For example, positive expressions have an enlarged and 

upturned mouth, while negative expressions have a shrink downturned mouth 

with a frown. Similarly, we also discussed the presentational features of facial 

arousals, such as enlarged pupils (Q. Liu et al., 2019). Several versions of drafts were 

made and iterated to ensure the overall style as natural as possible. As a result, we 

agreed on and designed the dynamic facial transitions from a neutral expression to 

emotional expressions, which included four different emotional scenarios, two 

levels of valence (positive vs. negative) by two levels of arousal (arousal vs. non-

arousal). They were used as the stimuli both for context-free scenarios and context 

scenarios (see Figure 9.4).   
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Figure 9.4 The neutral and dynamic expressions in study 6 

 

9.2.3 Stimuli and Experiment Design for Study 7 

 Context, Message, and Dubbing  

After finishing the facial animations, four messages from specific contexts merged 

with different regulatory focus. We set the same social roles of the robot, as a 

reminder, in scenarios to control the potential confounding factor of a specific social 

role. To be more specific, the message of the contexts followed the same structure 

of reminding things (Hello – Current Situation – Reasons – Suggestions) with 
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different degrees of regulatory focus (prevention-focused contexts for prevention-1 

and prevention-2 and promotion-focused contexts for promotion-3 and promotion-

4). Four scenarios focused on promotion-focused context and prevention-focused 

contexts were developed accordingly (see Table 9.1)  

 

Table 9.1 The summary of contexts with a different focus in study 7 

Focus Texts 

Prevention-1 
“Hello! The kitchen gas is still on! It's dangerous if you don’t close it quickly! Turn it off!” 

“你好！厨房煤气还没关呢！不赶紧关危险很大呐！赶紧关吧！” 

Prevention-2 
“Hello! You had too much Cola today! Too much Cola is bad for your health! Stop drinking!” 

“你好！你今天喝太多可乐啦！喝太多对身体不好！别再喝啦！” 

Promotion-3 
“Hello! I have prepared water for you! Water is good for your health! Have some water!” 

“你好！我特意为你准备了水！多喝水对身体好哦！喝点水吧！” 

Promotion-4 
“Hello! Your pizza is here! It smells so good! Open the door and get it!” 

“你好！你的披萨外卖到了！闻起来味道好香啊！快开门拿吧！” 

 

 

One professional voice actor with five-years relevant experience was recruited for 

dubbing. We carefully discussed and agreed on the tone and voice of a specific 

scenario. After a rehearsal several times, she dubbed her voice into a specific 

scenario appropriately. The duration for each scenario (around six seconds) stayed 

almost the same to exclude its potential cofounding effect of time.  

 



159 
 

 Finalization and Validation of Emotional Expressions  

The dynamic expressions and dubbing were carefully and appropriately 

synchronized together, generating 16 different scenarios (two levels of valence by 

two levels of arousal by four levels of regulatory focus). Each scenario lasted for 

around seven seconds which included one second for facial dynamic transition 

(from neutral face to the given emotions) and six seconds for the action of a given 

scenario (emotional expressions). As a result, four emotional expressions were 

generated for study 6 while eight scenarios were generated for study 7 (see Table 

9.2). 

 

Table 9.2 The experiment scenarios summarization in study 6 and 7 

Studies Valence Arousal Regulatory focus 

Study 6 

Negative Inactive - 

Negative Active - 

Positive Inactive - 

Positive Active - 

Study 7 

Negative Inactive Prevention-1/2 

Negative Active Prevention-1/2 

Positive Inactive Prevention-1/2 

Positive Active Prevention-1/2 

Negative Inactive Promotion-3/4 

Negative Active Promotion-3/4 

Positive Inactive Promotion-3/4 

Positive Active Promotion-3/4 
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A pilot study was conducted for manipulation check of the stimuli. A convenience 

sample of 15 people (Mean age = 30.93, SD = 11.25; 6 male and 9 female) was invited 

to rate their agreement on three statements of valence, arousal and regulatory focus 

via a 9-point Likert scale. A within-subjective ANOVA was performed, revealing 

all the three manipulation of stimuli were successful: robots with positive 

expression were considered as having positive expression (Mean = 2.62 vs. 7.17; F(1, 

14) =  179.10, p < 0.01); robots with arousal expressions were considered as having 

arousal expression (Mean = 2.53 vs. 6.95; F(1, 14) = 168.35, p < 0.01); promotion-

focused context was considered as promotion-focused (Meanprevention-1 = 2.13; 

Meanprevention-2 = 2.77; vs. Meanpromotion-3 = 7.25; Meanpromotion-4 = 7.43; F(3, 42) =  332.14, 

p < 0.01). 

 

9.2.4 Participants and Experiment Procedure 

As for the main experiment, thirty-five students enrolled in a design discipline class 

at a major university in southern China participated in study 6 as partial fulfillment 

of a research participation requirement for the discipline. To specify, the average 

age of this sample was 21.37 years (SD = 1.31). Detailed demographic information 

in studies 6 and 7 could be found in Table 9.3. 
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Table 9.3 The experiment scenarios summarization in study 6 and 7 

  Frequency Percent   Frequency Percent 

Gender   Robot interaction experience   

  Male 16 45.7%   Never 4 11.4% 

  Female 19 54.3%   0-1 year (1 year not included) 16 45.7% 

   
  1-2 years (2 years not 

included) 
8 22.9% 

Age     2- year 7 20.0% 

  18-20 6 17.1%    

  21-22 26 74.3% Education   

  23-25 2 5.7%   High school graduate or lower 0 0.0% 

  26-30 1 2.9%   Some college 0 0.0% 

  31- 0 0.0%   College graduate or above 35 100.0% 

 

The main experiment was conducted in a lab where the physical environment was 

controlled stable (around 23.5 degrees Celsius) to minimize the environmental 

influence in eye-tracking and EDA recordings (see Figure 9.5). Participants were 

recruited to the lab to finish the test while others are not allowed to disturb during 

the experiment. As for the experiment procedure, it contained two steps. The first 

step was intended to examine the effect of four emotional expressions in a context-

free scenario (study 6) while the later step was further to explore the effect of 

dynamic expressions in different contexts (study 7).  
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Figure 9.5 The process of an experiment in study 6 and 7: a participant was in 

study 6 (left), and a participant was in study 7 (right) 

 

To specify, study 6 was a within-subjective designed experiment. After consenting 

to participate, individuals were instructed to sit in an adjustable chair and have 

briefly been introduced to the aim of the current study. Then, participants were 

asked to provide the demographic information, asked to view a set of robot faces 

on the screen, and was instructed to “look at the face as you normally trust”. During 

this process, data of visual gaze was collected via a screen-based eye-tracking 

device (see Figure 9.6; X3-120, Tobii). A 23’’ monitor was arranged around seventy 

centimeters before the participants. Before each trial, the eye-tracker was calibrated 

for every individual through a five-point calibration approach embedded in the 

eye-tracking program. To be more specific, the eye-tracker was adjusted and 

recalibrated till the eye-tracking error rates reach within 0.5 degrees of the visual 

angle (for both x-axis and y-axis). During each trial, the eye-tracker recorded the 

coordinates of gaze information on the monitor (frequency equals to 250 Hz). 
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Regarding recorded fixation, eye movements that existed above the minimal 

fixation duration, fifty milliseconds (ms), within one degree of the visual angle were 

considered as eye fixations. Any loss of signal, which was caused by blinking or off-

screen gazes, was spontaneously screened. Four rectangle-shaped areas of interest 

(AOI) corresponded with four emotional expressions were also recognized and 

labeled for each trial (see Figure 9.6). 

 

 

Figure 9.6 The AOI for the eye-tracking experiment  

 

For study 6, each trial started with a blank screen for two to three seconds of 

duration, followed by a fixation cross located at the center of the monitor. To 
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proceed to the main task, individuals needed to focus on the cross for a minimum 

of two seconds. The target image was presented for ten seconds (see Figure 9.7). 

Last, they were instructed to finish a questionnaire (contains both trustworthiness 

scales from Gorn (2008) and FATSR-17) on facial anthropomorphic trustworthiness 

for four emotional expressions. 

 

 

Figure 9.7 The experiment process in study 6 

 

For study 7, participants were instructed to move to another area and sat at a 

distance of around sixty centimeters from the social robot in the same room. 

Electrodermal activity (EDA) was collected for the physiological signal, which was 

recorded and analyzed via the ErgoLAB human-machine-environment testing 

cloud platform (Kingfar International Inc., Beijing, China). A cotton swab with 

scrubbing cream was utilized to decrease the impedance of skin. Thus, EDA signals 
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were collected from the index and middle fingers of the left hand with a sample rate 

of 32 Hz. 

 

 

Figure 9.8 The experiment process in study 7 

 

Figure 9.8 indicates the trial procedure. First of all, the individuals were instructed 

on the aim of this study. Subsequently, the investigator assisted them to equip the 

EDA recording device on their non-dominant hand, as suggested in Figure 9.2. 

Then, the individuals were given two minutes to get used to the device. During 

their period of familiarization, the transmission quality of EDA signals was checked 

to ensure the signal was well received and recorded. Later, the robot began to 

interact with participants in a given scenario. To specify, the participants were 

asked to sit on a comfortable chair while the robot is in front of them (around 50-60 

cm apart). During each scenario, the social robot performed specific emotional 

expressions while introducing a specific context with a given regulatory focus. Each 

participant saw the robot with different expressions and focus in a randomized 
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sequence. Participants pay attention to the facial expressions of the robot and the 

contextual information sent by the robot, during which their skin conductance was 

recorded. Then, participants were asked to complete the questionnaire to evaluate 

the facial anthropomorphic trustworthiness they had just experienced (FATSR-17). 

After two minutes relax, another trial was iterated and conducted in a similar 

process. The whole experiment lasted about 90 minutes. The environment and 

temperature for both studies were the same, and Mandarin was used throughout 

all the trials. 

 

9.3 Data Analysis and Result 

9.3.1 Scale Validation for Trustworthiness Scale and FATSR-17  

As discussed in section 5.2.2, studies 2-5 adopted the trustworthiness scale from 

Gorn (2008) due to the parallel research during the period of exploration on the 

meaning of facial anthropomorphic trustworthiness and examination about the 

effect of specific features on trustworthiness evaluation. Accordingly, it would be 

necessary to compare the difference between FATSR-17 from study 1 and the 

trustworthiness scale from Gorn (2008) in study 6. 

Following a theory-driven approach for validating the trust-related scale 

(Bhattacherjee, 2002), the AMOS software and confirmatory factor analysis (CFA) 
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technique was adopted for scale validation between these two scales where five 

items from Gorn (2008) and seventeen items from study 1.  

The skewness and kurtosis were firstly severed as the indicator to check the normal 

distribution of the responses from study 6. Results showed the responses followed 

a normal distribution: the value of skewness ranged from −0.40 to -0.17 while the 

value kurtosis ranged from −1.15 to 0.75, which were all within their threshold 

(Groeneveld and Meeden, 1984). 

Further, the reliability and validity of all the factors were examined to check 

whether they have achieved adequate reliability and validity (J. Zhang et al., 2019). 

To specify, the composite reliability (CR) of all factors should exceed the threshold, 

0.7; the average variance extracted (AVE) should exceed 0.5. Table 9.4 summarized 

all the Cronbach's Alpha, CR, AVE of all the factors, suggesting they have achieved 

adequate reliability and validity.  

 

Table 9.4 The reliability and validity of two scales 

Factors 
Cronbach's 

Alpha 
Variable 

Standardized 

Factor Loading 

C.R.  

(t-value) 
SMC AVE 

Composite 

Reliability 



168 
 

Trustworthiness 

(Gorn, 2008) 
0.979  

TR1 

TR2 

TR3 

TR4 

TR5 

0.940 

0.941 

0.905 

0.896 

0.926 

- 

21.338 

19.017 

19.667 

22.793 

0.883 

0.885 

0.819 

0.803 

0.857 

0.903  0.925 

Ethics Concern 

(Study 1) 
0.960  

EC1 

EC2 

EC3 

EC4 

EC5 

0.910 

0.919 

0.911 

0.903 

0.909 

- 

18.503 

17.986 

17.542 

17.871 

0.827 

0.845 

0.829 

0.815 

0.825 

0.96 0.936 

Capability 

(Study 1) 
0.947  

CAP1 

CAP2 

CAP3 

CAP4 

0.891 

0.911 

0.903 

0.914 

- 

16.892 

16.513 

17.038 

0.794 

0.830 

0.815 

0.835 

0.808 0.947 

Anthropomorphism 

(Study 1) 
0.949  

AN1 

AN2 

AN3 

AN4 

0.877 

0.913 

0.889 

0.892 

- 

16.342 

15.368 

15.491 

0.769 

0.834 

0.790 

0.796 

0.848 0.94 

Positive Affects 

(Study 1) 
0.947  

AFF1 

AFF2 

AFF3 

AFF4 

0.912 

0.889 

0.913 

0.902 

- 

16.907 

18.21 

17.587 

0.832 

0.791 

0.834 

0.814 

0.874 0.946 

 

Next, a second-order factor model was established where four constructs of FATSR-

17 served as the latent first-order factors (ethical concern, capability, 

anthropomorphism, and positive affect) while the five items of trustworthiness 

served as the latent second-order factor. The results of the CFA analysis are shown 

in Figure 9.9 and Table 9.5. 
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The association between the theory and the empirical results was examined via the 

goodness-of-fit indicators. Following the previous literature (Bhattacherjee, 2002), 

chi-square (χ2) and adjusted chi-square (χ2 /df) were 563.33 and 2.75, respectively, 

which were all within the threshold, suggesting adequate model fit. Additional fit 

indices included IFI (Incremental Fit Index), NNFI (Non-Normed Fit Index), and 

CFI (Comparative Fit Index) and their threshold should all exceed 0.9. Estimation 

of IFI, NNFI, CFI for the second-order model were 0.92, 0.91, and 0.92, respectively, 

suggesting the current model adequately fits the responses.  

Further, path coefficients between trust and four dimensions and factor loading for 

each construct were examined. According to the previous literature that path 

coefficients should be significant (p < 0.05) and the loading factors should exceed 

0.7, each construct is explained by its items rather than error accordingly 

(Bhattacherjee, 2002). As depicted in Figure 9.9 and Table 9.5, all the factor loadings 

and path coefficients were within the threshold, suggesting a high correlation 

between the two scales.  

Thus, both scales enjoyed high validity and reliability to measure facial 

anthropomorphic trustworthiness. Considering the fine-grained nature of 

trustworthiness, it might be appropriate to evaluate facial anthropomorphic 

trustworthiness as a second-order construct since it could provide enriched 

information. 
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Table 9.5 The path coefficient for the second-order factor model 

Path 
Standardized 

coefficient 

Standard 

error 

C.R.  

(t-value) 

Trust - > Ethics Concern 0.974*** 0.059  18.445 

Trust - > Capability 0.968*** 0.064  17.076 

Trust - > Anthropomorphism 0.979*** 0.065  18.570 

Trust - > Positive Affect 0.974*** 0.063  16.781 

Note: * p<0.1; ** p<0.05; *** p<0.01    

 

 

Figure 9.9 The model fit and path analysis for the second-order factor model 
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9.3.2 Study 6: Emotional Expressions in a Context-free scenario  

With regard to subjective rating on facial anthropomorphic trustworthiness, the 

score was averaged of the ratings of 17 items in FATSR-17. A two-way ANOVA was 

performed, with valence (positive vs. negative) and arousal (active vs. inactive) as 

the independent variables and with FATSR-17 as the dependent variable. The 

results of the two-way ANOVA showed that the main effect of valence on 

trustworthiness evaluation was significant (F(1, 34) = 33.64, p < 0.01), while the effect 

of arousal (F(1, 34) = 0. 68, p = 0.42) and the interaction effect were not significant 

(F(1, 34) = 2.91, p = 0.10). Specifically, post-hoc tests revealed that robots with 

positive expressions showed significantly higher trustworthiness perceptions than 

those with negative expressions. Thus, H 9.1 was supported while H 9.2 was not 

supported (see Tables 9.6).  

 

Table 9.6 Descriptive statistics for trustworthiness, fixation duration, and fixation 

count for different facial valence and arousal in study 6 

Valence Arousal Mean SD 

Facial Anthropomorphic Trustworthiness (Likert scale) 

Negative Inactive 4.28 1.91 



172 
 

Active 3.74 1.86 

Positive 
Inactive 6.36 1.46 

Active 6.55 1.48 

Fixation Duration (Millisecond) 

Negative 
Inactive 949.83 462.51 

Active 1090.63 577.55 

Positive 
Inactive 1939.46 546.38 

Active 1860.31 1075.95 

Fixation Count (Frequency) 

Negative 
Inactive 6.11 3.11 

Active 5.31 2.23 

Positive 
Inactive 9.83 2.94 

Active 8.86 2.38 

 

As for eye-tracking measures on facial anthropomorphic trustworthiness, a similar 

two-way ANOVA was performed, with valence (positive vs. negative) and arousal 

(active vs. inactive) as the independent variables and with fixation duration and 

fixation count as the dependent variables. The results of the two-way ANOVA 

showed that the main effect of valence on fixation duration (F(1, 34) = 38.67, p < 0.01) 

and fixation count (F(1, 34) = 44.68, p < 0.01), while the effect of arousal on fixation 

duration (F(1, 34) = 0.06, p = 0.80) and fixation count (F(1, 34) = 3.56, p = 0.06) were  

not significant. Besides, the interaction effect of valence and arousal on fixation 

duration (F(1, 34) = 0.79, p = 0.37) and fixation count (F(1, 34) = 0.03, p = 0.85) were 

also non-significant. Thus, H 9.3 was supported while H 9.4 was not supported. 
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Last, additional investigation was performed to analyze the correlation relationship 

between demographics and facial anthropomorphic trustworthiness, results of the 

Pearson test showed no significant correlation between facial anthropomorphic 

trustworthiness and age (p = 0.35) or gender (p = 0.23). 

 

9.3.3 Study 7: Dynamic Expressions in Contexts with Regulatory Focus 

With regard to subjective rating on facial anthropomorphic trustworthiness 

(FATSR-17), a three-way ANOVA was performed, with valence (positive vs. 

negative), arousal (active vs. inactive), and focus (prevention-focused vs. 

promotion-focused) as the independent variables and with FATSR-17 as the 

dependent variable. Table 9.7 summarizes the descriptive statistics for 

trustworthiness and EDA for different facial valence, arousal, and focus in study 7. 

The results of the three-way ANOVA showed that the main effect of valence on 

trustworthiness evaluation was significant (F(1, 34) = 6.55, p < 0.05), while the main 

effect of arousal (F(1, 34) = 2.69, p = 0.11) and focus (F(3, 102) = 0.53, p = 0.66) were 

not significant. For interaction effect, only the interaction between valence and focus 

(F(3, 102) = 61.88, p < 0.01) while the other interactions were all non-significant (see 

Figure 9.10).  
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Figure 9.10 Bar chart representing the results of the 3-way interactions in facial 

trustworthiness ratings of study 6: (A) valence x focus at inactive; (B) valence x 

focus at active.  

Note: focus 1 refers to the scenario, prevention-1; focus 2 refers to the scenario, 

prevention-2; focus 3 refers to the scenario, promotion-3; focus 4 refers to the 

scenario, promotion-4; Error bars represent ±1 SE. Unit: Likert-scale 

 

Table 9.7 Descriptive statistics for trustworthiness and EDA for different facial 

valence, arousal, and focus in study 7 

   FATSR-17 EDA (uS) 

Valence Arousal Focus Mean SD Mean SD 

Negative Inactive 

Prevention-1 6.78 1.63 12.77 3.46 

Prevention-2 6.89 1.66 12.34 3.37 

Promotion-3 3.54 1.78 13.55 3.41 

Promotion-4 3.69 1.36 14.78 3.24 
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Active 

Prevention-1 7.28 1.40 12.89 3.36 

Prevention-2 6.32 1.30 12.48 3.46 

Promotion-3 4.26 1.53 13.44 3.39 

Promotion-4 4.17 1.36 14.97 3.27 

Positive 

Inactive 

Prevention-1 3.81 1.39 14.69 3.42 

Prevention-2 4.23 1.50 12.84 3.31 

Promotion-3 7.36 1.64 11.80 3.33 

Promotion-4 7.06 1.40 12.77 3.37 

Active 

Prevention-1 3.90 1.22 14.84 3.52 

Prevention-2 4.57 1.59 12.89 3.50 

Promotion-3 6.60 1.50 11.86 3.34 

Promotion-4 7.31 1.43 12.81 3.43 

 

 

As for the physiological measure of EDA in different scenarios, a three-way 

ANOVA was performed, with valence (positive vs. negative), arousal (active vs. 

inactive), and focus (prevention-focused vs. promotion-focused) as the 

independent variables and with EDA as the dependent variable. The results of the 

three-way ANOVA showed that the main effect of valence was significant (F(1, 34) 

= 57.34, p < 0.01), while the main effect of arousal (F(1, 34) = 2.89, p = 0.10) and focus 

(F(1, 34) = 0.24, p = 0.63) were not significant. For interaction effects, only the 

interaction between valence and context was significant (F(1, 34) = 1723.84, p < 0.01). 

To specify, the regulatory fit scenarios that positive expressions in promotion focus 

and negative expressions in prevention focus tend to have a low EDA and a high 

level of trustworthiness than the regulatory unfit scenarios that positive expressions 

in prevention focus and negative expressions in promotion focus. The other 
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interactions were all non-significant (see Table 9.7 and Figure 9.11). Thus, H 9.5 and 

H 9.6 were supported. 

 

 

Figure 9.11 Bar chart representing the results of the 3-way interactions in EDA of 

study 6. (A) valence x focus at inactive; (B) valence x focus at active.  

Note: Focus 1 refers to the scenario, prevention-1; focus 2 refers to the scenario, 

prevention-2; focus 3 refers to the scenario, promotion-3; focus 4 refers to the 

scenario, promotion-4; Error bars represent ±1 SE. Unit: uS 

 

9.3.4 Modeling for Dynamic Features 
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In order to conduct modeling analysis on facial anthropomorphic trustworthiness 

from dynamic features, SPSS was utilized to perform the stepwise regression for 

this modeling analysis.  

As for dynamic feature modeling, significant factors were revealed and added in 

the stepwise regression in a sequence. Factors included valence (coded one for 

negative expression while two for positive expression), arousal (coded one for 

inactive expression while two for active expression), regulatory-focus (the degree 

ranged one to four from prevention to promotion), and the interaction term of 

valence and focus. Table 9.8 shows the summarized results of the stepwise 

regression using standardized and unstandardized coefficients (β). 

 

Table 9.8 The summarized standardized result of stepwise regression in study 7 

Model 1 2 3 4 

Valence 0.06* 0.06* 0.06* -1.41*** 

Arousal  0.03 0.03 0.03 

Focus     0.15 -1.95*** 

Valence x Focus       2.54*** 

Note: * denotes significant at 0.05; ** significant at 0.01; *** significant at 0.001 

See equations for unstandardized models 1-4: 

1) Facial Trustworthiness = 5.13 + 0.24 Valence  

2) Facial Trustworthiness  = 4.92 + 0.24 Valence + 0.13 Arousal 

3) Facial Trustworthiness  = 4.86 + 0.24 Valence + 0.13 Arousal + 0.03 Focus  

4) Facial Trustworthiness  = 14.07 - 5.91 Valence + 0.13 Arousal - 3.65 Focus + 2.46 Valence * Focus 
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Last, additional investigation was performed to analyze the correlation relationship 

between demographics and facial anthropomorphic trustworthiness, results of the 

Pearson test showed no significant correlation between facial anthropomorphic 

trustworthiness and age (p = 0.40) or gender (p = 0.66). 

 

 

9.4 Summary and Discussion 

Considering few studies have expanded and validated results of human facial 

expressions in the context of HRI, studies 6 and 7 conducted two experiments to 

explore the effect of dynamic expressions on facial anthropomorphic 

trustworthiness via a combination of subjective rating and physiological measures. 

To specify, study 6 examined the effect of dynamic expressions on facial 

anthropomorphic trustworthiness in a context-free scenario, attentional allocation 

for each expression and further validated two scales for facial anthropomorphic 

trustworthiness; study 7 then examined the regulatory fit theory in the context of 

social robot via analyzing the role of dynamic expressions under different 

regulatory-focused contexts (prevention-focused or promotion-focused) in 

communicating facial anthropomorphic trustworthiness. Further,  
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To specify, before the main studies, the difference between FATSR-17 and the 

trustworthiness scale adopted in studies 2-5 were analyzed. According to the results 

of the second-order factor model, the evaluations of the trustworthiness scale by 

Gorn (2008) and FATSR-17 were correlated and both of them enjoyed a high validity 

and reliability. Considering the fine-grained nature of trustworthiness, FATSR-17 

could provide enriched information which makes it more appropriate to determine 

the facial anthropomorphic trustworthiness evaluation for a social robot. 

In study 6, we investigated the effect of four emotional expressions (two levels of 

valence by two levels of arousal) on facial anthropomorphic trustworthiness and 

physiological indicator (fixation duration/ counts). Consistent with the H 9.1, 

results showed that positive (vs. negative) emotional expressions enjoyed a higher 

level of facial anthropomorphic trustworthiness. Thus, H 9.1 was supported. 

However, arousal in emotional expressions and its interaction with valence did not 

have a significant influence on facial anthropomorphic trustworthiness. H 9.2 was 

not supported. In order to have a further examination of attentional allocation in 

processing faces, four facial expressions were identified and suggested different 

visual patterns when evaluating emotional expressions: faced with happy 

expressions, individuals automatically tend to have visual attention (fixation 

duration and counts), resulting in a higher level of trustworthiness evaluation, 

which is consistent with the literature regarding human facial recognition and 
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evaluation (Beaudry et al., 2014; Bombari et al., 2013; Calvo and Nummenmaa, 2008). 

Accordingly, H 9.3 was supported and H 9.4 was not supported. 

Based on the result from study 6, we further examined the effect of four dynamic 

expressions (two levels of valence by two levels of arousal) in contexts with 

different regulatory focus (prevention-focused or promotion-focused) via a lab 

experiment (study 7). Results showed that: 1) Similar to study 6, positive dynamic 

expressions have a high level of facial anthropomorphic trustworthiness and a low 

level of EDA; 2) facial arousal of social robot still did not have a significant impact 

on facial anthropomorphic trustworthiness and EDA; 3) inspection of the means of 

facial anthropomorphic trustworthiness and EDA demonstrated that participants 

had a higher level of perceived trustworthiness (a lower level of EDA) toward the 

social robot with positive expressions when they were presented with the message 

that was promotion-focused than when they were presented with the prevention-

focused context. Conversely, participants had a higher level of perceived 

trustworthiness (a lower level of EDA) toward the social robots with negative 

expressions when they were confronted with the prevention-focused context than 

when they were confronted with the promotion-focused. These results confirm H 

9.5 and H 9.6. 

Studies 6 and 7 might have the following theoretical contributions. First of all, 

although plenty of prior research has discussed the relationship between emotional 

expressions and facial trustworthiness, they were all within the field of human faces. 
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Few studies have attempted to explore the effect of emotional expressions on facial 

trustworthiness in the context of anthropomorphism. In order to fill this research 

gap, study 6 and 7 conducted an experiment to expand and generalize the 

conclusions of human facial trustworthiness to facial anthropomorphic 

trustworthiness, where people tend to share a similar strategy to evaluate both 

human and robot face (Palinko et al., 2015). Although due to technical constrain or 

ethical considerations, anthropomorphic faces might be distinct from human faces, 

instinct might prompt humans to identify and respond to anthropomorphic faces, 

during which similar perceptions might be automatically evoked as interacting 

with another human being (Sproull et al., 1996). Accordingly, this study contributes 

to the understanding of anthropomorphism and anthropomorphic objects (Epley et 

al., 2007). 

In addition, this study contributed to the research of anthropomorphic 

trustworthiness from both subjective rating and physiological measures. Although 

prior research on facial trustworthiness has adopted various methods, ranging from 

subjective rating to physiological measures, it mainly concentrates on the context of 

human facial evaluation (Dong et al., 2018; Todorov et al., 2008b; van ’t Wout and 

Sanfey, 2008). Few studies have tried to adopt both subjective and physiological 

approaches in analyzing facial anthropomorphic trustworthiness for a social robot. 

Through combining subjective evaluation and physiological measures, this study 
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provides a relatively reliable insight into the relationship between dynamic features, 

regulatory focus, and facial anthropomorphic trustworthiness. 

Still, a few limitations are worth noting. The participants in this study were college 

students. Although the previous study did not explicitly suggest age might work as 

an efficient factor influencing people’s attitude and behavioral intentions toward 

the social robot, they indeed had more opportunity to be exposed to advanced 

technology and show a more favorable attitude toward emerging creatures (Turner, 

2015). A future study could recruit different groups to validate the current findings. 

Furthermore, even within positive expressions, such as smile, prior works have 

suggested enjoyment smiles and non-enjoyment smiles varied in their degree of 

"genuineness" or "convincingness" (Johnston et al., 2010; Slessor et al., 2010). For 

example, Centorrino et al. (2015) indicated that smiles rated as more genuine 

strongly predict judgments about the trustworthiness of trustees, and willingness 

to cooperate. Regarding social robot could also have non-enjoyment smiles, it 

would be theoretically interesting to explore whether a human could recognize the 

fake “smile” on an anthropomorphic face and respond in a similar manner as it did 

in interpersonal relationship. Last, though the current sample size (N = 35) is 

adequate for a behavioral experiment, it might be relatively small to build a precise 

model for dynamic features and examine the difference between the two scales. A 

future study could try to draw a large sample to validate the current model and 

further discuss the difference between the two scales.   
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CHAPTER TEN. DISCUSSION AND FINALIZATION OF FACIAL 

ANTHROPOMORPHIC TRUSTOWRHTINESS MODEL 

This chapter discusses the results of each study to answer the research questions 

proposed in chapter one. By integrating the findings from various methods, the 

research proposes models of facial anthropomorphic trustworthiness for static and 

dynamic features. Moreover, a list of design guidelines for trustworthy social robot 

design and managerial implications were also discussed in this chapter. Last, It 

discusses the limitations of the research and proposes possible areas for further 

study. 

 

10.1 Discussion of Research Questions 

As the human mindset and its adaptive behavioral patterns are increasingly 

affected by their surrounding eco-system, people are still easily influenced by the 

appearance of an entity. Acting as various social roles in our daily lives, the social 

robot’s physical characteristics, such as facial features, could still shape its 

personality attribution, such as trustworthiness (Fortunati, 2015). As facial 

anthropomorphic trustworthiness plays an important role in HRI, it could prompt 
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communication and accelerate further interaction, even at first sight (Luo et al., 

2006). To address the RQs 1-3, this study focused on the effects of two groups of 

facial features, static and dynamic features, on facial trustworthiness in the first 

impression. 

 

10.1.1 Understanding of Facial Anthropomorphic Trustworthiness (RQ 1) 

A social robot is an artificial intelligence autonomous system, which is specially 

designed to communicate and interact with humans or other intelligent agents by 

following social behaviors or acting as one of the social roles. With increased 

technology and equipment applied in social robots, it is becoming a medium or a 

communication partner between human and digital data in our daily lives, 

supporting us in physical and emotional ways (Hoorn, 2015). Considering the 

significant role of ethics evaluation at the initial step of HRI, facial anthropomorphic 

trustworthiness indeed plays a crucial role in building the initial credibility and the 

approaching intention at a later stage (Hoorn, 2015). Within the domain of social 

robots, however, it still lacks a better understanding and a valid scale to measure 

the constructs of interest: facial anthropomorphic trustworthiness. Accordingly, 

study 1 (phase 1) fulfilled the RQ 1 by conducting a hybrid deep learning approach 

to explore the meaning and develop a scale to measure facial anthropomorphic 

trustworthiness toward social robots (FATSR-17).  
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The current result is partially consistent with the concept of human trustworthiness 

where it has three dimensions: ability, benevolence, and integrity. Particularly, 

ability in interpersonal trustworthiness, which refers to the individual’s evaluation 

whether others’ related capability and knowledge in the given task (Mayer et al., 

1995), is consistent with the capability dimension of a social robot, that concerns the 

evaluation of the power or ability of a social robot to get tasks done.  Benevolence 

in human trustworthiness, which refers to the degree that people tend to do well to 

themselves, even beyond their profit motivation (Mayer et al., 1995), might be 

related to the positive affect dimension of a social robot, where an individual 

subjectively experiences positive moods when interacting with a social robot, such 

as happiness and interest. Integrity, which refers to the individual’s evaluation of 

whether others would obey a set of social rules in the interpersonal interaction 

(Mayer et al., 1995), might be related to the ethics concern dimension for a social 

robot, which mainly concerns the ethical consideration toward the social robot, such 

as the anxiety toward the integrity of the programmer. However, trustworthiness 

for social robots indeed has its own distinction from human trustworthiness: its 

anthropomorphic nature (Rosenthal-von der Pütten et al., 2019; Y. Zhang et al., 

2019). While individuals might expect it to behave like a human and obey specific 

social norms, which makes them as friends or companions for humans (Hoorn, 

2018), others might consider an as a non-human object or a product without 

extensive emotional bonding (Ames et al., 2010; Bart et al., 2005; Kocsor and 

Bereczkei, 2017; Song and Luximon, 2020a; van ’t Wout and Sanfey, 2008). Therefore, 
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robot trustworthiness stands in the middle between human trustworthiness and 

product trustworthiness, which would be influenced by not only the affective 

reactions, i.e. human trustworthiness, but also the logical reasoning, i.e. product 

trustworthiness. Accordingly, anthropomorphism, which refers to the degree that 

attributing human characteristics, emotions, or intentions to non-human entities, 

would work as a distinct dimension from previous research  (Al-Qaderi et al., 2018; 

Förster et al., 2019) and facial anthropomorphic trustworthiness for social robots 

could be defined as “an impression-based trustworthiness where people relied on 

facial cues of social robots to evaluate their capability, ethics, anthropomorphism, 

and positive affect” (see Figure 10.1). 
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Figure 10.1 The meaning and constructs of facial anthropomorphic 

trustworthiness. 

 

Study 1 aims to contribute to the literature on HRI and scale development from 

three perspectives. First of all, this scale, for the first time, set out to develop a facial 

anthropomorphic trustworthiness scale, which tried to merge the theory among 

interpersonal trustworthiness, the uncanny valley, and general robot 

trustworthiness. To some extent, it could provide a relatively holistic picture when 

we evaluated the trustworthiness of a social robot in the first impression. In 

addition, this study used a relatively large sample of qualitative data as the input 

for the item generation process. Considering the relatively high cost (time and 
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money) of the traditional qualitative method (i.e. interview and focus group), the 

current study recruited a relatively larger sample of qualitative data via a 

crowdsourcing platform. Lastly, to avoid the unconscious bias in interpreting 

corpus of a qualitative method (Frey and Fontana, 1991), the current study used a 

SOTA natural language processing technique to cluster the corpus in a more 

objective way (Timoshenko and Hauser, 2019). With the rapid development in the 

field of deep learning, quantifying the qualitative data might be an emerging field 

that helps design research to examine the collected data from various perspectives, 

such as sentiment analysis, autonomous translation, etc.  

 

10.1.2 Static Features of Facial Anthropomorphic Trustworthiness (RQ 2) 

Based on the result of the literature review, the facial trustworthiness for social 

robots at first sight mainly depended on static features and dynamic features. 

Within the static features, studies 2-5 (phase 2) addressed RQ 2, which deliberately 

examined the separate features (eye shape, mouth shape, face shape, and fWHR) 

and their combinations (interactions effect of size and position of eye and mouth) 

in communicating facial anthropomorphic trustworthiness for a social robot.  

First of all, eye shape had a significantly positive impact on facial anthropomorphic 

trustworthiness where round eyes (vs. narrow eyes) were considered as more 
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trustworthy; mouth shape had a significantly positive impact on facial 

anthropomorphic trustworthiness where upturned and neutral shaped mouth (vs. 

downturned shaped mouth) were considered as more trustworthy. 

This finding on internal features was consistent with the prior research on facial 

trustworthiness where individuals might believe round eyes (vs. narrow eyes) as 

significant indicators for facial babyishness (Haselhuhn et al., 2013; Maoz, 2012), 

thus improving trustworthiness (Ferstl et al., 2017; Masip et al., 2004). Similarly, 

compared with a downturned mouth (sad mouth) (Landwehr et al., 2011), human 

faces with an upturned mouth (smiling mouth) or a neutral-shaped mouth might 

enjoy a high level of trustworthiness and friendliness (Arminjon et al., 2015; 

Kleisner et al., 2013; Landwehr et al., 2011; Maeng and Aggarwal, 2018). 

Accordingly, the current study, for the first time, tried to give preliminary evidence 

to suggest that the static facial features could also work for social robots: round eyes 

and an upturned mouth (or neutral mouth) could improve people’s trustworthiness 

towards the robot.  

In addition, fWHR had a significantly positive impact on facial anthropomorphic 

trustworthiness where high fWHR (vs. low fWHR) was considered as more 

trustworthy; face shape had a nonsignificant impact on facial anthropomorphic 

trustworthiness where rounded shape and rectangular shape shared similar 

perceived trustworthiness. 
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This finding on external features was, counter-intuitively, against the previous 

literature on fWHR. While people with high fWHR might be less evaluated 

(Haselhuhn et al., 2013; Kramer, 2015; Welker et al., 2016), a robot with high fWHR 

might be considered as more trustworthy. The reason might lie in the theory of 

extended self (Ladik et al., 2015) as individuals might consider the social robot as 

an extension of bodies. Since the face of the robot is processed in a similar manner 

as in processing human face, it is reasonable to predict that a robot with more 

capable and competitive looking could, instead, enjoy a high level of 

trustworthiness evaluation (Song and Luximon, 2021). Moreover, results on face 

shape were consistent with the previous finding that individuals’ preference for a 

specific shape depends on the specific situation. On the one hand, individuals have 

generally shown a preference for a rounded shape (Westerman et al., 2012) since it 

might be considered safe, natural, and approachable (Sevilla and Kahn, 2014). On 

the other hand, rectangular shape, as a typical component in the history of the robot 

(Hwang et al., 2013), might also be valued since it could help us easily categorizing 

a certain object (Meeden and Blank, 2006). Thus, the desire for a rounded shape 

might be, in turn, counteracted or neutralized by people’s typicality preference, 

resulting in the insignificant effect of face shape on trustworthiness evaluation. 

For feature combinations, eye size had a significantly positive impact on facial 

anthropomorphic trustworthiness where big eyes (vs. small eyes) were considered 

as more trustworthy; mouth size had a nonsignificant impact on facial 
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anthropomorphic trustworthiness where small mouth or big mouth enjoyed similar 

perceived trustworthiness; inward positioning had a significantly positive impact 

on facial anthropomorphic trustworthiness, however, extremely centralized feature 

positioning would dampen facial anthropomorphic trustworthiness.  

With regard to feature size, on the one hand, this finding is consistent with prior 

research on trustworthiness in humans and HRI: both people and robots with big 

eyes were considered to be more honest and innocent (Chen et al., 2010; Ferstl et al., 

2016; Kalegina et al., 2018). Even, people wearing glasses could be perceived as 

having bigger eyes and more trustworthy and intelligent (Leder et al., 2011). On the 

other hand, the nuanced relationship between mouth size and perceived 

trustworthiness might account for this nonsignificant effect. While a small mouth is 

often associated with an infant face (Glocker et al., 2009b), people have shown their 

preference for a face with a big mouth since it is a signal of confidence, capability, 

and trustworthiness (Re and Rule, 2016). According to the theory of robot 

communication (TORC), we sometimes treated social robots as “hyper-persons” 

whose negative cues are filtered out while positive features are filtered in (Konijn 

and Hoorn, 2017).  

As for feature positioning, these results were consistent with Berry and McArthur’s 

work (1985) which discussed the adaptive covariations between baby-faced cues 

and appearance-based stereotypes. Although the centralized tendency of eye and 

mouth positioning might enjoy a higher level of trustworthiness, unnatural 
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displacement, such as extremely concentrated positioning, might lead to 

undesirable reactions or responses (Chen et al., 2010; Miesler et al., 2011) and 

dampen facial anthropomorphic trustworthiness: compared with the most 

centralized position of eye and mouth, medium level of centralized (medium 

vertical and horizontal position of eyes, and medium/high vertical position of the 

mouth) was deemed highest level of trustworthiness. In other words, it is suggested 

that striking a balance between ordinal positions and extreme centralized positions 

in which the face of a social robot could retain the evolutionary benefits of the baby 

schema. This finding is also consistent with previous work that extremely close 

positioning of eyes would reduce the perceived trustworthiness (Kalegina et al., 

2018).  

Based on the observations from studies 2-4, study 5 modeled the static facial 

features to predict anthropomorphic trustworthiness in a holistic way. To be more 

specific, 911 observations were merged and examined via stepwise regression. 

Overall, the finding was consistent with the conclusions in studies 2-5 and 

configurated the different features in determining the subjective rating of facial 

anthropomorphic trustworthiness (see Figure 10.2).  
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Figure 10.2 Static features modeling for anthropomorphic trustworthiness 

 

In order to validate the trustworthiness model, a series of experiments, which 

contained planned design and random design for the social robot, was conducted. 

As for the planned design, additionally tested stimuli and untested stimuli were 

introduced and rated to be compared with the 95% predicted interval estimated by 

the model. The finding showed it reached a 95.6% accuracy rate (22/23*100%). Thus, 

it showed that the current model achieved relatively high reliability for predicting 

facial anthropomorphic trustworthiness with different configurations. 

Also, some variables are controlled in the current model. For example, study 5 

examined the difference between ethnic groups (Chinese and American) in 

perceiving facial anthropomorphic trustworthiness. Results indicated that there 
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seems no significant difference for different ethnic groups in evaluating facial 

anthropomorphic trustworthiness for a social robot, which is consistent with the 

previous literature (Birkás et al., 2014), suggesting different ethnical groups indeed 

developed similar evaluation strategies to evaluate facial trustworthiness with no 

significant difference (Etcoff et al., 2011). Moreover, age and gender were also 

examined from study 2-7. Results indicated that they have no significant influence 

in perceiving facial anthropomorphic trustworthiness, which was consistent with 

the finding in human facial evaluation (Ma et al., 2015). Other facial features, such 

as facial color and eye color, all severed as control variables, which were not 

included in the model due to ethical issues guidelines and universal design of the 

robot and AI (Torresen, 2018; Winfield, 2019). 

 

10.1.3 Dynamic Features of Facial Anthropomorphic Trustworthiness (RQ 3) 

Followed the results from static features, studies 6 and 7 (phase 3) addressed RQ 3, 

which investigated the effect of dynamic features on facial anthropomorphic 

trustworthiness and further examined their effect under different regulatory-

focused contexts on facial anthropomorphic trustworthiness via a lab experiment. 

By analyzing people’s subjective and physiological responses, studies 6 and 7 

provided sights into how dynamic expressions within different regulatory contexts 
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affect individuals’ trustworthiness evaluations. The findings of study 6 confirmed 

that facial valence worked as a significant factor in influencing facial 

anthropomorphic trustworthiness where positive expressions (vs. negative 

expressions) enjoyed a higher level of trustworthiness. However, facial arousal did 

not have a significant effect on facial anthropomorphic trustworthiness where 

active or inactive emotions tended to have similar trustworthy evaluations and 

visual attention.  

This result of facial anthropomorphic trustworthiness and fixations were consistent 

with the previous study that positive expressions (e.g. smile or happy face) are 

positively associated with facial trustworthiness while negative expressions (e.g. 

sad or unhappy face) are negatively associated with facial trustworthiness (Engell 

et al., 2010; Gutiérrez-García and Calvo, 2016b). Since positive expressions, such as 

a smile, are universally considered as indications of positive experience (Calvo et 

al., 2017; Elfenbein and Ambady, 2002), it usually could work as supplementary 

nonverbal signals for social judgments. Similar to human emotional expressions, 

avatars, or social robots with human facial features could also have related 

emotional expressions (Ku et al., 2005). Indeed, this study suggested that this 

phenomenon was not exclusive to the human facial recognitions only, instead, it 

could potentially be generalized to the field of a social robot: Robots with positive 

expressions could similarly enjoy a higher level of anthropomorphic 

trustworthiness. Considering the strong association between emotional expressions 
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and facial trustworthiness (i.e. happy faces are generally perceived to be more 

trustworthy), this finding tries to expand the visual processing pattern from 

interpersonal interaction to human-robot interaction.   

Regarding facial arousal, its effect on facial anthropomorphic trustworthiness, 

visual attention, and, EDA were not significantly. There are several explanations 

that might account for this phenomenon. To begin with, human-robot interaction 

could be a long duration where individuals and robots communicate, connect, and 

bond with each other (Sandry, 2015). However, in the experiment setting, it could 

be relatively hard to elicit a deeper bonding experience for the participants, thus 

less involvement in the interaction with robots. Even within the human context, 

there seems no significant difference between two comparable negative facial 

expressions, such as anger and sadness, in communicating trustworthiness 

attracting visual attention (Okubo et al., 2018; Sanchez and Vazquez, 2014). 

Compared with facial valence, facial arousal might play a minor role in attracting 

visual attention and eliciting facial anthropomorphic trustworthiness, especially at 

the first sight of a social robot. 

Moreover, the study analyzed the role of contexts with different regulatory focus 

interacted with different dynamic expressions. Regarding daily contexts could have 

different regulatory focus: promotion-focused events and prevention-focused 

events. The associations between different expressions and contexts are necessary 

to be explored to infer the appropriate combination.  Overall, as predicted by 
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regulatory fit theory, the result of scale rating and EDA found that promotion-

focused context would be compatible with positive expressions in eliciting a higher 

level of facial anthropomorphic trustworthiness and a lower level of EDA; 

prevention-focused context would be compatible with positive expressions in 

eliciting a higher level of facial anthropomorphic trustworthiness and a higher level 

of EDA. However, when negative expressions are met with the promotion-focused 

context or positive expressions met with prevention-focused context, individuals 

would experience great difficulty in trusting those social agents. Besides, arousal 

and its interaction with valence seem to have a non-significant influence in 

influencing facial anthropomorphic trustworthiness. 

This result was consistent with previous literature and tried to contribute to 

regulatory focus theory in terms of the situational activation of an individual’s self-

regulatory system via a nonhuman interaction that influences trustworthiness 

evaluation. As the extant literature provides evidence on the influence of message 

framing associated with a regulatory focus in the interpersonal context (Cesario et 

al., 2013; Ewe et al., 2018). The present study contributes to the existing knowledge 

by providing empirical evidence that a combination of anthropomorphic dynamic 

expressions and context associated with the regulatory focus can act as a prime to 

activate facial anthropomorphic trustworthiness. 

Further, based on the observations from study 7, it modeled the dynamic facial 

features to predict anthropomorphic trustworthiness. Overall, the finding 
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configurated the different dynamic features in determining the subjective rating of 

facial anthropomorphic trustworthiness (see Figure 10.3) while similar variables in 

static feature modeling, such as age and gender, were also controlled in this model. 

 

 

Figure 10.3 Dynamic features modeling for anthropomorphic trustworthiness 

 

10.1.4 Design Guidelines and Managerial Implications  

Based on the results from studies 1-7, this research explored how to configure facial 

features of the social robot to elicit people’s anthropomorphic trustworthiness at 

first sight. Through a novel approach of processing qualitative data, this study first 

examined the specific meaning of facial anthropomorphic trustworthiness for social 
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robots and its relevant sub-constructs to have an in-depth understanding of such 

emerging mediums. Then, the researchers conducted a series of experiments to 

investigate the effect of separate and combinations of static features and further 

model and validate the features for facial anthropomorphic trustworthiness. Last, 

this research extended subjective rating and physiological reactions to analyze the 

role of dynamic expressions and regulatory contexts in communicating facial 

anthropomorphic trustworthiness.  

By examining people’s trustworthiness reactions toward different facial 

configurations for the social robot, this study provides insights into how design 

patterns of social robots promote or dampen an individual’s facial 

anthropomorphic trustworthiness and further introduces a set of appropriate 

design considerations. A list of design implications and guidelines is developed 

with the objective to promote the robot designer’s understanding of 

anthropomorphic trustworthiness by facilitating more intuitive social robot design 

implications and guidelines, shown in Table 10.1. The design implications and 

guidelines contained five sections: the first section contained the general rules for 

designing a trustworthy robot, which works as the basis for comprehension of robot 

anthropomorphic trustworthiness; the other sections summarized the practical 

implications from the results of previous experiments. 

One thing that worth noticing is that, in the practical application of the guidelines 

for designing a social robot, robot designers might face vague design situations 
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where creators should appropriately arrange various design elements.  For example, 

if a robot company is famous for its sharp-styled design, it might be inappropriate 

to adopt guideline No.6 to introduce a round eye for the robot. Indeed, robot design, 

or product design in general, should follow design rules which emphasize balance 

and harmony (Song and Luximon, 2020a). Accordingly, the facial design 

implications for a social robot in Table 10.1 could serve as general directions for 

making a trustworthy-looking robot. Additional design elements, such as brand 

style and local specific preference, should also be considered during the design 

process.  

 

Table 10.1 Facial design implications and guidelines for a social robot 

Principles No. Design Implications and Guidelines 

General rules 1 To elicit affective reactions from a user, such as kindness, 

cuteness, and carefulness. 

2 To evoke confidence in the helpfulness of the social robot, 

such as the perceived capability. 

3 To strike a balance between a human-like appearance or a 

machine-like appearance. 

4 To have an integrity and reasonability image for the robot 

and its programmer. 

Internal 

features 

5 To design a relatively large eye size for a social robot, i.e. 

the diameter of the eye could be 1/3 of facial vertical height. 

6 To design a round eye shape for a social robot. 

7 To design an upturned or neutral mouth shape for a social 

robot. 
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8 Either big or small mouth size would be fine, i.e. mouth size 

could be either 1/12 or 1/2 of facial horizontal width. It 

should be depended on the overall facial style. 

External 

features 

9 To design a high fWHR face for a social robot, i.e. the width 

height ratio could be around 1/2 to 2/3. 

10 Either rectangular or rounded face shape would be fine. It 

should depend on the overall style. 

Feature 

combinations 

11 To have an inward positioning of facial features where 

features are centralized positioned while avoiding 

extremely close positioning, i.e. eye displacement could be 

positioned at around 1/3 of facial vertical and horizontal 

position while mouth could be placed at around 1/4 of facial 

vertical position. 

Dynamic 

expressions 

and contexts 

12 To have a positive expression for the social robot in a 

context-free scenario. 

13 Either active or inactive expressions would be fine. It 

should depend on the usage and overall facial style. 

14 Positive expressions are compatible with promotion-

focused contexts to increase perceived trustworthiness. 

15 Negative expressions are compatible with prevention-

focused context to increase perceived trustworthiness. 

 

As for managerial implications, the design guidelines for making a trustworthy-

looking appearance for a social robot not only provide intuitions for robot designers 

but also benefits the related business and market. For example, Song and Luximon 

(2021) adopted a social robot as the research context to show the significant role of 

facial anthropomorphic trustworthiness in influencing purchase intentions. To be 

more specific, individuals might have a more willingness to buy a social robot with 

a high level of facial anthropomorphic trustworthiness while having a less 

willingness to buy a social robot with a low level of facial anthropomorphic 
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trustworthiness. During this process, the effect of specific facial features on 

purchase intentions was mediated by facial anthropomorphic trustworthiness.  

Accordingly, the current design guidelines could, to some extent, help relevant 

business sectors to increase the related-use and business sales, which could, in turn, 

promote the acceptance of such emerging AI agents and benefit the ecosystem as a 

whole. 

 

10.2 Limitations and Future Work 

The current research explored the effect of different facial features of the social robot 

on facial anthropomorphic trustworthiness via a structurally mixed method. 

However, there are still some limitations in this study due to the social issues, 

limited time, and research scope. 

First, the current study mainly explored the different facial features in 

communicating trustworthiness for social robots via the current experiment settings. 

Despite a relatively limited exploration of facial features (such as size, position, and 

shape of eye and mouth) in this study, it could provide some preliminary evidence 

to illustrate the influence of facial features on the perceived trustworthiness. The 

current exploration of social robot either considers it in a context-free scenario or 

set it as a reminder. However, specific affiliations or occupations might also 
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influence people’s initial trust. For instance, a salesman was strongly correlated 

with untrustworthiness and unintelligence while a highly educated job, such as a 

professor, was usually believed to be trustworthy, intelligent, and helpful 

(Bonnefon et al., 2013; Hellström and Tekle, 1994). Considering different social 

robots could take various social roles, such as a financial consultant or an 

educational tutor, it is both theoretically and practically interesting to examine the 

appropriate association between jobs and their typical looking. 

Second, the current study only focuses on facial anthropomorphic trustworthiness 

when interacting with social robots. Particularly, this research explored the specific 

meaning of facial anthropormophic trustworthiness via a structural approach of 

scale development. Although the process follows a rigous and systematic 

procedure of scale development, it might tend to provide a more descriptive 

conclusion. Futher study might use grouded theory to constructe hypotheses and 

theories to revalidate the current finding in this thesis. Besides, there are various 

kinds of potential perceptions or feelings that could be evoked during human-robot 

interaction. For example, when interacting with social robots, people would also 

have negative reactions, such as embarrassment (Bartneck et al., 2010), 

psychological distance (Kim et al., 2013), or even horribleness (Gray and Wegner, 

2012). How to dampen or ease up the undesirable consequences when interacting 

with such an emerging medium is also related to facial anthropomorphic design 

since previous research on human facial attractiveness has also long enjoyed 
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academic attention (Kim et al., 2013). The appropriate facial configuration could not 

only increase anthropomorphic trustworthiness but also lessen the negative 

reactions (Brenton et al., 2005). Reluctance to accept such an emerging medium is 

common in human-robot interaction, especially at first sight. Accordingly, future 

research could try to configurate facial features to avoid unfavorable perceptions or 

feelings aroused by social robot. 

Third, when conducting this Ph.D. study, I started to learn machine learning and 

deep learning knowledge from the very beginning since I do think it could help me 

to improve the quality of this research. Though I have a solid mathematical and 

statistical background in business research, the study of machine learning and deep 

learning still takes me a lot of time since 2018. That is the main reason why studies 

2-6 were conducted in parallel with study 1. Since study 1 is the study that I try to 

implement the NLP technique to explore the meaning of facial anthropomorphic 

trustworthiness and develop a scale. As discussed in study 6, although studies 2-5 

have used the human trustworthiness scale as a protocol (Gorn et al., 2008) and both 

of them seems to have adequate reliability and validity to measure facial 

anthropomorphic trustworthiness, it is still necessary to validate the result of 

studies 2-5 via FATSR-17 and further examined the difference between these two 

scales through a large sample. 

Fourth, although this Ph.D. project tries to control all other factors, such as gender 

and age, there are still some factors, such as prior experience interacting with the 
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robot, which could potentially influence facial anthropomorphic trustworthiness. 

Indeed, a social robot was an emerging creature in our daily lives that most people 

might not be familiar with it (De Rie, 2016). Accordingly, a relatively large sample 

size was needed since individuals might rely on their previous experience to help 

them make a decision (Kardes et al., 2004). However, this factor was only explored 

in study 4 since study 4 recruited the largest sample (N = 270) among all the studies, 

which could help to have a more precise estimation of its effect. A future study 

might recruit another large sample to validate the effect of robot experience on facial 

anthropomorphic trustworthiness evaluation. Moreover, the current study also 

makes efforts to address the potentially biased sampling issue in this study: this 

research combines both online experiments and lab experiments to explore the 

effect of anthropomorphic features on trustworthiness evaluation for social robot. 

To be more specific, online experiments could reach more diverse samples, recruit 

large subject pools, and could be conducted in a more efficient way, which could 

enjoy a greater external validity and generalizability (Salganik et al., 2006) while lab 

experiments could have strong experimental controls, which could confirm the 

reliability and internal validity (Bond et al., 2012). Considering the feasibility of 

experiment implementation, this study recruited an American online sample in 

studies 2-4 and a Chinese lab sample in studies 6-7 to ensure the validity and 

reliability of this research. Under this experiment sampling setting, the role of 

culture in signaling human facial trustworthiness for different ethnic groups could 

also be further discussed. Since people could use facial cues as an intuitive tool for 
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social judgments, especially meeting at the first time when extensive personality 

information is missing (Xu et al., 2012), little is known whether the conclusion from 

interpersonal cross-cultural trustworthy evaluation could be directly applied into 

the context of human-robot interaction. In accordance with the previous research 

that different ethnic groups have similar trustworthiness perception toward the 

same stimuli (Birkás et al., 2014; Xu et al., 2012), the current study provides 

preliminary evidence that different ethnical groups might share similar strategies 

or patterns to evaluate the trustworthiness for a social robot. Future studies would 

try to recruit an American sample for the lab experiments and a Chinese sample for 

the online experiments to reconfirm the current finding in this research. 

Last, although the current research has tried to conducting modeling studies to 

analyze the effect of different features on facial anthropomorphic trustworthiness, 

they are static features modeling and dynamic feature modeling separately. 

Considering merging two models as a whole, it might be difficult to integrate the 

dynamic features and static features since dynamic features might not be coded or 

double coded in different features for stepwise regression modeling. For example, 

happy and active expressions first started with a neutral face then turned into a 

happy face with an increased size of mouth and eyes. Thus, it would violate the 

assumptions of stepwise regression, thus be inappropriate to use this modeling 

technique (Thompson, 1995). Although other statistical or machine learning 

techniques are needed to introduce and address this problem, they might need a 
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relatively large amount of emotional expressions and human reaction responses as 

training sets and testing sets in order to get a reliable prediction rate (Ngiam et al., 

2011). Accordingly, a future study could try to employ the machine learning 

technique to generate a more comprehensive model, which tries to examine both 

static and dynamic features in a holistic way, to give an in-depth understanding of 

facial anthropomorphic trustworthiness. 
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CHAPTER ELEVEN. CONTRIBUTION AND CONCLUSION 

This chapter summarizes the major findings of the research and outlines its 

contributions and implications. 

 

11.1 Major Findings  

The research provides several important findings: 

 

 Based on the human features of facial trustworthiness, anthropomorphic 

features of robot facial trustworthiness in human-robot interaction was 

investigated. Overall, human features of facial trustworthiness could be 

adapted to and shed light for features of facial anthropomorphic 

trustworthiness for the social robot, promoting perceived trustworthiness 

toward the social robot. 

 Initial trustworthiness toward social robots could be summarized into four 

facial categories: internal features, external features, combinations of features, 

and emotional expressions. Essential features arising from the literature were 

outlined for further analysis: eye shape and mouth shape for internal features; 
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fWHR and face shape for external features; feature size and position for 

combinations of features; facial valence, facial arousal, and regulatory 

contexts for emotional expressions. 

 Different from the constructs from human trustworthiness, facial 

anthropomorphic trustworthiness could have four distinct dimensions: 

capability, anthropomorphism, positive affect, and ethics concern. 

Accordingly, facial anthropomorphic trustworthiness could be initially 

summarized as impression-based trustworthiness where people relied on 

facial cues of social robots to evaluate their capability, ethics concern, 

anthropomorphism, and positive affect. Furthermore, a scale of facial 

anthropomorphic trustworthiness (FATSR-17) was developed and validated, 

which could work as the foundation for relevant research in the future. 

 Internal features, eye shape, and mouth shape were analyzed. In general, eye 

shape and mouth shape have a significant impact on facial anthropomorphic 

trustworthiness where a robotic face with round eyes (vs. narrow eyes) and 

upturned or neutral mouth (vs. downturned mouth) enjoyed a higher level 

of facial anthropomorphic trustworthiness. 

 External features, fWHR, and face shape were analyzed. In general, fWHR 

has a significant impact on facial anthropomorphic trustworthiness where a 

robotic face with high fWHR (vs. low fWHR) enjoyed a higher level of facial 

anthropomorphic trustworthiness. However, face shape (rounded or 
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rectangular shape) did not have a significant effect on facial 

anthropomorphic trustworthiness. 

 A combination of features, feature size, and position, were analyzed. In 

general, eye size and positions of eyes and mouth have a significant impact 

on facial anthropomorphic trustworthiness for social robot where a robotic 

face with large eyes (vs. small eyes), medium horizontal and vertical position 

of eye and mouth (vs. high or low horizontal and vertical positions) enjoyed 

a higher level of facial anthropomorphic trustworthiness. However, mouth 

size (large or small) did not have a significant effect on facial 

anthropomorphic trustworthiness. 

 A model for facial anthropomorphic trustworthiness in static features was 

developed. In this model, facial anthropomorphic trustworthiness was 

significantly predicted by fWHR, facial distribution, eye shape, eye size, 

mouth size, and quadratic term of mouth size. A validation study via 

variations in planned and random stimuli was conducted and confirmed the 

reliability of the current model. 

 Dynamic features, facial valence and arousal, and their interaction with 

regulatory contexts were analyzed. In general, facial valence and its 

interaction with regulatory contexts have a significant impact on facial 

anthropomorphic trustworthiness where a robotic face with positive (vs. 

negative expressions) enjoyed a higher level of facial anthropomorphic 

trustworthiness while positive expressions were compatible with the 
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promotion-focused context and negative expressions were compatible with 

prevention-focused context, in signaling facial anthropomorphic 

trustworthiness. However, facial arousal (active or inactive) did not have a 

significant effect on facial anthropomorphic trustworthiness. A dynamic 

features model was also developed in this study. 

 

11.2 Contributions 

rThe findings presented in this thesis have important implications for theoretical 

exploration and design practice. As for theoretical contributions, this research 

advanced the knowledge of human-robot interaction: 

 

 This study, for the first time, set out to explore and develop the meaning of 

facial anthropomorphic trustworthiness, which is rarely discussed in prior 

literature. Specifically, this research explored the understanding of human 

facial trustworthiness toward AI agents via synthesizing the theories from 

two perspectives, interpersonal trustworthiness, and human-robot 

trustworthiness. While human facial trustworthiness was originated from 

evolutionary psychology, which emphasizes human facial features in 

signaling trust, human-robot facial trustworthiness arose from innate 
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intention for anthropomorphism, which focuses on the specific attributes of 

robots. Thus, this study emerges these two kinds of knowledge together to 

provide a relatively holistic picture when we evaluated the trustworthiness 

of a social robot at a first impression.  

 Prior research of facial trustworthiness was mainly within the context of 

human facial properties, thus only a limited number of researchers have tried 

to figure out whether the rules or conclusions could be applied in designing 

facial features for social robots. However, trust or trustworthiness, as one of 

the crucial social judgments, does not belong to human perceptions 

exclusively. Instead, it is a symbol by which people convey their expectations 

to themselves and others and this symbolic meaning is known to influence 

people’s preference for a robot. Accordingly, it is academically interesting 

and necessary to explore the similarities and differences when making facial 

trustworthiness evaluations toward humans or robots. Through a series of 

behavioral experiments and modeling, the current study adopted 

triangulated data to suggest: 1) facial trustworthiness features could be 

applied to social robot design and improve people’s trustworthiness and 

attitude toward the social robot; 2) some facial features, such as eye size, 

mouth size, eye shape, and mouth shape, shared similar effects on human 

facial trustworthiness and facial anthropomorphic trustworthiness; 3) some 

facial features, such as fWHR, might have a counter-intuitive or even 
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opposite effect on human facial trustworthiness and facial anthropomorphic 

trustworthiness. 

 Considering the emerging role of the social robot in our daily lives, limited 

research has tried to holistically examine the effect of different facial features 

on facial anthropomorphic trustworthiness. In order to address this research 

gap, it is necessary to investigate the separate and combinations of facial 

features in signaling trustworthiness in a more comprehensive way. Based 

on the data of series of experiments, the current study modeled the facial 

anthropomorphic trustworthiness for static and dynamic features. It might 

work as a pioneering study to address this research gap from an integrated 

perspective. By analyzing the degree of factors in advancing facial 

anthropomorphic trustworthiness, it could show the potential significant 

facial area and help to evaluate the perceived trustworthiness of different 

robots, contributing to the field of facial trustworthiness toward a social 

robot. 

 

As for practical implications, although the current market has various social robots 

and some of them even won some honors (CES, 2018), detailed and specific 

guidelines are still missing to some extent that companies design a social robot 

primarily relying on their understandings and intuitions (Vanderborght et al., 2012). 

Regarding the risk in intuition-based design that might dampen user experience 
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and potential market performance (Ulrich, 1992), this research provides 

preliminary instructions for designing a trustworthy social robot. This research 

advanced the design guidelines of a social robot, which could work as preliminary 

instructions in helping robot designer to make a trustworthy robot:  

 

 Considering the numerous kinds of social robots in the current market, it 

might be difficult to evaluate the robot design and trustworthiness 

perceptions associated with the robot design. Since trustworthiness might 

work as a significant step for further interaction, it is indeed necessary to 

develop a protocol to evaluate robot design from a more objective 

perspective. This study provides an assessment toolkit, facial 

anthropomorphic trustworthiness for the social robot (FATSR-17), to 

evaluate the trustworthiness of a current or newly designed robot, which 

helps robot designers or relevant researchers to have an insight into the robot 

design. For example, FATSR-17 has four dimensions. When evaluating a 

robot design, a robot could be evaluated through a total score for facial 

trustworthiness as well as separated scores for anthropomorphism, 

capability, positive affect, and ethics concern. Accordingly, robot designers 

and researchers could enjoy more specific directions for making a 

trustworthy-looking robot.  
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 As a creative process for designing a social robot, robot designers might rely 

on their past experience and intuitions to create an “ideal” social robot. 

However, this process might be uncertain since they might lack sufficient 

knowledge of relevant user studies for making a trustworthy-looking robot. 

By empirically investigating facial anthropomorphic trustworthiness in 

human-robot interaction, design guidelines were specifically developed for 

each facial anthropomorphic feature, such as eye size, eye shape, mouth size, 

and mouth shape. Thus, these guidelines could provide design directions for 

the specific facial feature, avoiding the intuition-based design strategy in 

robot design and facilitating trustworthiness understanding for robot 

designers, and contributing to the design system for a social robot. Further, 

this study provides a systematic model of facial anthropomorphic 

trustworthiness for static and dynamic features. With the help of the model 

of facial anthropomorphic trustworthiness for the social robot, it could assist 

designers to analytically evaluate a relatively large number of proposed 

social robot designs. By evaluating the effectiveness of different facial 

features, the results can help designers to decide how to effectively, focusing 

on the significant facial area to signal perceived trustworthiness and avoid 

the potential non-significant facial areas. It can also inform designers by 

identifying possible causes of untrustworthy robot examples, which could 

severe as a more objective evaluation. With future iterative improvement and 
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validation of the model, the advantages of this prediction tool will be further 

enhanced, and less time and fewer resources will be required. 

 This design guideline could also contribute to the market and business 

performance of the social robot, promoting the acceptance toward such 

emerging AI agents. As a rule-of-thumb design principle, “beauty premium” 

or “plainness penalty”, people are naturally prone to be attracted by a cute 

or beautiful appearance. Considering the vital role of trustworthiness in 

interpersonal interaction, individuals could enjoy more advantages of being 

looking trustworthy. Similarly, a trustworthy-looking social robot could also 

have the potential to attract the public. Take Buddy the Robot for example. 

The Paris-based company enjoyed a huge market success and had raised 

more than $600,000 since 2014. Parts of the reasons might go to its cute 

appearance and emotional expressions. However, seldom guidelines have 

been summarized for systematically designing a trustworthy-looking robot. 

Thus, the conclusion of this study could severe as a preliminary toolkit or 

protocol for designers to create a trustworthy-looking robot. In this way, the 

current research could help relevant stakeholders in the process of robot 

commercialization to have a high probability of market and business success.   
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Appendix A. Summarized facial features on anthropomorphic trustworthiness 

Authors Sample Country Application/ Purpose of study Measure Processing Technique Results 

Armii njon et al. (2015) 57  ii 
To t   est the ef  fect of ly ing c ues (LC) in 

gues  sing behav ior. 

Y e s or n o 

propor tion 

Repeated m easures 

ANOVA 

Co mpared wi th NLC, LC was   sig nificant to ly  ing de cisions 

an d is rela ted to the autom atic processing of lying dete   ction. 

Calvo et al. (2017) 64 Spanish 

To ex  plore the effe ct of the comb ination 

of differ ent mou th and eye on 

trustw orthiness evalu ation. 

1-9 Like rt scale;  

iNVT 

Repe ated mea sured 

AN   OVA 

Fac   es with an unfo lding sm ile and eye lo oked m ore 

trust  worthy. The contri bution of the m outh was gre ater for 

ha ppiness than for trustwo rthiness. 

Dijk et al. (2011) 196 Dutch 
To expl ore the effec t of blu shing on 

trustwor thiness. 

Tr ust gam  e choice; 

1-7 Li  kert sca le 
Two-w ay ANOVA The blus  hing people were pe  rceived to be m ore trustwo rthy. 

Et   coff et al. (2011) 149   
To eval uate the effect of color cos  metics 

on trustwor thiness. 
1-7 Likert scale 

A line ar mi xed-effects 

mo del 

Cosm etics can exa ggerate cues to sex  ual dimorp  hism, 

impro ving trustwo rthiness. 

Fer stl et al. (2017) 48   

To exp  lore the effect of faci  al feat  ures on 

the perce ived person ality and m oral 

decis  ions. 

1-7 Likert scale 
A gene ralized line ar 

mix  ed mo del 

Hum an faces trustwo rthy featu res mig ht not be co nsistent 

with abst  ract fa ces. 

G ill et al. (2014) 12   

To tes  t the effe ct of pheno typic 

mo rphology on the de fault so cial 

feat  ures. 

1-5 Likert scale Correlation Analysis 
The fac ial mov ement coul d predic tably modu  late perce ption 

of ba sic s  ocial featu res in fa ce mo rphology.  
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Hell ström and Tekle 

(1994) 
75 Swe dish 

To eval uate the effe cts of diff  erent fa cial 

attribu tes (glas  ses, bea rd, and h air) on 

charac teristic pro files. 

1-6 Likert scale Three -way AN  OVA 

The jud ges asso ciated wea ring gla sses w ith intell ectualism 

and goodn ess, being bal d with idea lism, and we aring a 

be ard with unconv entionality and goo dness. 

John ston et al. (2010) 30 
Ne w 

Zeal ander 

To inv estigate the eff  ect of diffe rent typ es 

of sm iling on atte ntion. 
1-7 Likert scale 

Re peated-me asures 

AN  OVA 

Enjo yment smi les are posi tively evalu ated and ar e 

conside red to have high er rates of coo peration. 

Lan dwehr et al. (2011) 263   
To in vestigate the ef  fect of rob ot fac ial 

des  ign on peo ple's liking. 
1000 points scale 

Repeated-me asures 

ANOVA 

Percepti on of friend liness is assoc  iated with the r obot with 

an uptu rned m outh, while aggres  siveness is assoc  iated wi th 

the r obot with both an u pturned mo uth and slan ted eyes.  

Kaisler and Leder 

(2016) 
70 Aust  rian 

To expl ore how eye co ntacting affects 

social and aesthetic evaluations. 
1-7 Likert scale 

Repeated-mea sures 

ANOVA 
Direct-loo king fac es are consi dered to be more trus  tworthy. 

Kleisner et al. (2013) 238 
Czech 

Rep ublic  

To test w hether eye co lor influences the 

percep  tion of trustworthi  ness. 
1-10 Likert scale 

A gener alized li near 

mixed mod el 

Br o wn-eyed faces were percei  ved as more trustw orthy and 

the r eason lies in the faci  al featur es associ ated with th em. 

L  u o  et al. (2006) 183   

To inv estigate wheth er or not the on-

screen chara cters representation 

influe nce trust  worthiness perce ption. 

1-7 Likert scale 
One w ay ANOVA a nd 

Paired t-test  s 

On-screen characte rs (OSCs) are co nsidered to be  more 

trust  worthy in ge neral. There is a mism atch betwe en the 

expect  ations and capa bilities of OSCs. 

 M   a et al. (2015) 139 Ch in ese 
To expl ore how child ren judge 

trustworthiness from faces 
1-3 Likert scale 

Stepw ise linear 

regressions 

8-years chil dren could us  e a sim ilar infer ence to eval uate 

trust  worthiness. 

Ma eng and A  ggarwal 

(2018) 
248   

To explo re the fac e width-to-height ratio 

(fWHR) can signal dominance and affect 

its overall evaluation 

1-7 Likert scale 

A linear m ixed-effects 

ana lysis usi ng lme4 

and lmerTest 

Hig  h fWHR ro bot is cons  idered to be mo re dom inant and 

lik ed m ore. 
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M  asip et al. (2004) 324 Spa nish 
To ex  amine the impact of fa  cial matu rity 

on impres  sions of truthfulness. 
1-7 L ikert sca le MANC OVA 

Baby-fa  ce and age are per ceived to be a si gnificantly sta tic 

c ue to ma ke trustwo rthiness eval uation. 

Mat  hur and R eichling 

(2016) 
334   

To inves  tigate wh ether hu man-robot 

interac t  ions m ay be comp  licated by 

Unc anny Val  ley (UV). 

M  ean dolla rs 

wager ed 
Polyno mial regress ion 

The Uncan ny Vall ey, in whi ch im perfect h uman-likeness 

c ues eli cits dis  like, could infl uence h uman p  erceptions of 

rob ots. 

Okub o et al. (2013) 100 Ja pan  ese 
To inv estigate the effect of a po sed sm ile 

on peo ple's att  itudes. 
res  ponse bi as Three-wa y ANOVA 

The left–left compo sites were per ceived to be  more 

trustw orthy when  posed with a happy face. 

Re ed and DeScioli 

(2017) 
218   

To test w hether fear exp  ressions add 

credibi lity to a s  peaker's warn ings of 

da nger 

1-7 Lik ert sc ale Chi-square 
Warni ng of dan ger with a fear exp  ression is co nsidered to be 

mo re trustw orthy. 

Sant  os and Y oung 

(2011) 

Study 

1: 24; 

Study 

2: 48 

UK 

To investi gate the imp ortance of holist  ic 

pro cessing in the inf  erence of so cial 

attri butes fro m fa ces. 

1-7 Lik ert sc ale 
Repeat  ed-meas  ures 

ANO   VA 

Experim ent 1: inte rnal featu res plays a m ore signif  icant role 

in trustw orthiness inf  erences. Ex  periment 2: differe nt facial 

cues a re used in diffe rent eva luations. 

So fer et al. (2015) 53 Isr ael 
To test w het  her face typi cality is an 

impor tant factor for socia  l perce ption. 
1-9 Li kert s  cale 

Rep eated-measures 

ANO  VA 

For a cont  inuum of fac  es th at v ary on a typ  icality-

attrac tiveness dime nsion, trustwor thiness evalua tions p eak 

arou nd the typi cal fa ce. 

Stan  ton and St  evens 

(2017) 
52 Aust  ralia 

To ex  plore the relatio nship between gaze 

and trust  worthiness evaluati on 

Me an answ er 

cha nge 
T wo-w  ay ANO  VA 

Pe ople might trust the rob ot mo re on h ard trials, compa  red 

wit  h on me dium trials. In ad dition, fe males are lea st li kely to 

tr ust a robot wh ich star ed at them. 

St  ir rat and Per rett 

(2010) 
62 U  K 

To ex  plore the eff  ect of fWHR on 

trust  worthiness evalua tion 

The proport  ion of 

tr ust in the ima ge. 

A lea st squ ares 

regres  sion 
W ide face in  men was pe rceived to be l ess trust  worthy. 
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Verberne et al. (2015) 111 Dut  ch 
To exami ne the effect of fa  cial simil arity 

on tru st evalu ation. 
1-7 Like rt sca le A on e-  way MA N  OVA 

A  s the ru les in huma n simi larity, the si milarity in th e vir tual 

age nt wou ld also be c  onsidered as m ore trus  tworthy. 

X u et al. (2012) 144 

Chin ese 

and 

Cau casian 

To expl ore the differ ence in the eth nical 

gro up in trustw orthiness eval uation. 
1-9 Lik ert sca le 

A leas  t squa res 

regres  sion 

Ch inese and Cauc asian sha red si milar cue s to ma ke 

trustw orthiness evalu ation. 

Zebrowitz et al. (1996) 103 US 
To in vestigate the eff  ect of ag e on 

trustwor thiness evalua tion.  
1-7 Li kert sc ale Corre lation anal ysis 

Babyfaceness, attrac tiveness, facial  symme try, and lar ge eyes 

had a sign ificant imp  act on trustwor thiness ev aluation. 
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Appendix C. Original item pool 

Ethics Concern Capability Positive Affect Anthropomorphism 

look evil  capable friendly uncanny 

sufficient integrity competent conscious an actual human face 

self-awareness perform duties kind natural appearance 

ethics in programing successful at the things cute appropriate features 

sense of justice. sufficient artificial 

intelligence 

happy too human-identical 

stick to its program.  confident well qualified  too close to humanity 

looks fair specialized capability concerned welfare  a minimum of human 

appearance 

behaviors are 

consistent.  

satisfy users' needs desires seem 

important 

machine-like features  

ethical concern expect good advice anything to hurt me  moderate lifelike  

sound principles dependable important to me weird face 

predictable. reliable help me complex detailed features 

standards autonomous interested in welfare neither too plain nor too 

weird 

operates 

scrupulously 

finish the task put my interest first neither too dull nor too freaky 

statements follow the advice responsible too boring nor too shocking 

methods are clear give me advice supportive balance between human and 

machine 

keeps promises rely on the advice pleasant neither too real nor too 

synthetic 

protect human function successfully join our team infantile like  
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openly communicate clearly communicate aggressive neither too humanoid nor too 

robotic 

perform as instructed frequent maintenance  neither too living nor too 

inanimate 

obey order better than a novice human 

user 

  

a competitor for job provide feedback   

hacked easily meet the need of the 

mission 

  

 provide appropriate 

information 
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Appendix D. Robot Stimuli in Study 5   

 Large eyes with a large mouth 

 

 

 

 Large eyes with a medium mouth 
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 Large eyes with a small mouth 

 

 

 

 Medium eyes with a large mouth 
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 Medium eyes with a medium mouth 

 

 

 

 Medium eyes with a  small mouth 
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 Small eyes with a large mouth 

 

 

 

 Small eyes with a medium mouth 
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 Small eyes with a small mouth 
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