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Abstract 

The rise of Geotagged Social Media Data (GSMD) has provided new data sources and tools to 

investigate traditional research issues. Semantic, spatial and temporal information can be 

attached to GSMD, enabling human mobility patterns and urban structure to be revealed by 

GSMD. However, previous methods/models show limited effectiveness in analytics of GSMD, 

due to the complexity of GSMD’s characteristics. 

Given above, the research objective of this thesis is to develop novel effective methods/models 

to handle GSMD, from three progressive perspectives: (1) semantic modelling, (2) spatial 

semantic modelling and (3) spatiotemporal semantic modelling. From each perspective, new 

models and data-handling methods are developed for tackling specific research problems and the 

performances are evaluated accordingly. 

For semantic modelling, a new hashtag network model is developed for topic modelling, and 

shows good performance on short social media texts. Statistical methods are traditionally used 

for topic modelling and geographical topic discovery. Nevertheless, statistical methods 

commonly require prior knowledge of the number of topics and large amounts of well-organized 

documents for training, which are inconsistent with the social media environment where prior 

knowledge is always lacking and short noisy texts predominate. Consequently, a new data-

driving topic modelling method is proposed, where the hashtags attached to GSMD is used to 

construct network model and divided into semantic communities. 

For spatial semantic modelling, a new scale-concerned model and a new data-driven model are 

proposed respectively for predicting regional desirability. The proposed scale-concerned model 

is an extension of traditional Hypertext Induced Topic Search (HITS) model, with consideration 
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of the size of the region, and predicts the regional desirability with better accuracy than previous 

methods. Further, a new data-driven model RegNet is proposed to predict regional desirability, 

using adaptive encoding-prediction structure of neural network. 

For spatiotemporal modelling, a new model is developed for event detection by finding 

spatiotemporal irregularities. The intuition is that a social event may cause irregular geographical 

patterns, especially irregular human mobility and interaction patterns. The proposed model thus 

constructs both global and local features/indicators to characterize spatial patterns of GSMD. 

The social events are then detected by finding feature irregularities. 

The experiments are conducted with real-world datasets and the results demonstrate the proposed 

models’ effectiveness and outperformance over previous baseline methods. 

In sum, this thesis serves as a systemic study on modelling of GSMD from several perspectives. 

Particularly, it focuses on the development of new models and data handling methods by 

combination of semantic, spatial and temporal information attached to GSMD, for the task of 

topic modelling, desirable region detection and event detection. The presented works in this 

thesis can benefit relevant urban study by providing effective and robust data handling 

models/methods, and also be potentially implemented as data-processing tools for tackling 

practical real-world problems. 
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Chapter 1 Introduction 

1.1  Background 

Geotagged Social Media Data (GSMD) refers to the social media posts with attached geographic 

information indicating the post location. Currently, the geotagged social media posts have been 

adopted by majority of the mainstream platforms, including Twitter, Instagram, Flickr, Weibo, 

TikTok and so on. 

Geotagged social media data reveals human footprints as well as activities at specific locations, 

and provides researchers with new tools to study traditional research problems. The use of 

geotagged social media data has enabled researchers to collect granular data in a more cost-

efficient way and been widely applied into various research fields, such as tourism (Chua et al. 

2016, García-Palomares, Gutiérrez and Mínguez 2015, Lee and Tsou 2018, Sinclair, Ghermandi 

and Sheela 2018), advertising and recommendation (Lai, Cheng and Lansley 2017, Bao et al. 

2015, Cai et al. 2018, Ding and Chen 2018, Gao et al. 2013) , disaster monitoring (Haworth and 

Bruce 2015, De Albuquerque et al. 2015, Zook et al. 2010, Peary, Shaw and Takeuchi 2012) , 

human mobility (Li and Yang 2017, Liu, Wang and Ye 2018, Chen et al. 2019), and urban study 

(Huang and Wong 2016, Jia et al. 2019, Paldino et al. 2016, Zhang et al. 2020, Longley and 

Adnan 2016). 

Various kinds of information can be attached to geotagged social media data. The kinds of 

information that are commonly attached mainly include, semantic, spatial and temporal 

information, as shown in Figure 1.1. The attached semantic information is mostly in the form of 

texts, indicating the activities or user’s opinions associated with the social media posts. The 

attached spatial information is to indicate the post location, which is mainly in the form of point 
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of interest (POI), i.e., a specific venue or region, rather than plain coordinates with latitude and 

longitude. The attached temporal information is to indicate the timestamps when the posts are 

made. Apart from the aforementioned information, some other kinds of information may also be 

attached, such as audio, picture and video. 

 

Figure 1.1 Geotagged social media data, with attached 1) semantic, 2) spatial and 3) temporal 

information. The figure is generated by the thesis author. 

As a newly emerging data sources, research with geotagged social media data suffers from 

certain challenges: 

• The first challenge is the issue of data availability. Currently, most geotagged social 

media data is collected from open APIs provided by the companies. This data collection 

procedure is highly uncertain and subject to the company strategies. Due to the privacy 

issue and commercial interest, the number of free open APIs has been diminishing, 

aggravating the difficulties for data collection. 

• The second challenge is the issue of data bias. The users of social media are only a 

skewed sample of the whole population and mainly consists of younger generation. 
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Besides, for specific users, their daily activities and mobility patterns can not be fully 

represented by the social footprints. The users may post on the locations they never 

visited or on the contrary, visit locations without posting online, which undermines the 

effectiveness to reconstruct users’ mobility with online footprints. How to quantify the 

data bias and improve the reliability of relevant research are still not fully addressed. 

• The third challenge is the issue of effective data handling. Due to the sudden rise of 

various social media, effective methods to analyze geotagged social media data are still 

lacking. 

This thesis focuses on addressing the aforementioned third challenge (i.e., the issues of effective 

data handling) by combining (1) semantic information, (2) spatial information, (3) temporal 

information, of GSMD. Specifically, this thesis aims to develop new data handling 

models/methods from the following three progressive perspectives: (1) semantic modelling, (2) 

spatial semantic modelling and (3) spatiotemporal semantic modelling. The previous works 

on GSMD analytics are given below. 

1.2  Previous works on GSMD analytics 

The previous works on (1) semantic modelling, (2) spatial semantic modelling and (3) 

spatiotemporal semantic modelling, of GSMD, are reviewed and described as below. 

1.2.1 Semantic modelling: geographical topic discovery 

The semantic information attached to GSMD and other kinds of spatial big data can be used to 

discover topics in a geographical context, which is the aim of research field geographical topic 

discovery (Yin et al. 2011).  
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Among the geographical topic discovery methods, statistical models such as Latent Dirichlet 

Allocation (Blei, Ng and Jordan 2003) are commonly used for geographic topic modelling. For 

example, Lansley and Longley (2016) explored the use of LDA method to classify geotagged 

Tweets into a small number of groups recorded during typical weekdays throughout 2013 in 

Inner London. The classification identified 20 topic groups. The classification results were 

further joined with analysis from the perspectives of temporal dimensions, spatial distributions, 

and user individual behaviors to gain insights into the content and coverage of Twitter usage 

across Inner London. By proposing a geographical hierarchical self-organizing map (Geo-H-

SOM), Steiger, Resch and Zipf (2015) analyzed the geospatial, temporal and semantic 

similarities of georeferenced tweets. Each tweet’s topic association and topic-word association 

which were found by LDA method were the semantic input components to Geo-H-SOM, a type 

of artificial neural network (ANN) which abstracted information from multi-dimensional primary 

signals and represented data properties in a two-dimensional topological connected output space. 

The geospatial and temporal components were also input into the neural network in order to 

explore clusters of high-dimensional geospatial and semantic information in output space. 

Zhang, Sun and Zhuge (2013) combined LDA and DBSCAN in different ways to generate three 

different methods for geographical topic modelling and evaluate the respective performance in 

terms of topic discovery and time efficiency.  

Nevertheless, a disadvantage of LDA method is that it has limited effectiveness in handling 

social media data. This is because that LDA was originally proposed to detect topics for long and 

well-structured documents, while in social media context, short noisy texts are predominant and 

a priori knowledge such as a predefined count of topics is unavailable (Prateek and Vasudeva 

2016). 
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As for the types of the model input, the spatial and textual information of spatial big data are 

traditionally used as input data.  However, some other types of information have also been used, 

such as images (Rykov, Nagornyy and Koltsova 2016) and heterogeneous unstructured articles 

(Adams and Janowicz 2012), to facilitate the process of topic discovery. Rykov et al. (2016) used 

a combination of semantic clustering and image recognition to study the geospatial pattern of 

geotagged Instagram photos in Saint-Petersburg. The study processed the images with Google 

Cloud Vision API service to assign artificial tags of the recognized entities to the photo and then 

constructed a semantic network where each vertex represented a Google-defined tag and each arc 

represented a measure of similarity based on normalized co-occurrence of a particular pair of 

tags assigned to the same image. The semantic network was clustered into different groups to 

generate topics. Apart from using volunteered geographic information, Adams and Janowicz 

(2012) proposed a topic modelling method to extract topics from heterogeneous and unstructured 

data from Wikipedia articles and travel blog entries. The paper geo-referenced a document by 

matching the document to the set of coordinates associated with the named place found in the 

document and then used kernel density estimation to identify contiguous regions that were 

thematically differentiable from other regions. 

1.2.2 Spatial semantic modelling: desirable thematic location recommendation 

After identifying the semantic topics of GSMD, how these topics distribute spatially and where 

are the desirable locations of these topics are interesting subsequent questions. A research topic 

related to these questions is desirable thematic location recommendation. 

The rise of GSMD and location-based social networks has given rise to novel recommender 

systems that seek to recommend desirable spatial-related locations (POIs or regions) to users. 

Technically, the traditional recommender systems mainly used two types of approaches: 
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collaborative filtering and content-based filtering (Jafarkarimi, Sim and Saadatdoost 2012). In 

Bao et al. (2015), the techniques for LBSN recommender systems were further classified into 

three main types: 1) content-based methods, which used information from users’ profile and 

features of locations for recommendations (Park, Hong and Cho 2007, Ramaswamy et al. 2009); 

2) collaborative filtering methods, which inferred users’ preferences from historical behaviors 

(Horozov, Narasimhan and Vasudevan 2006, Ye, Yin and Lee 2010, Lemire and Maclachlan 

2005); 3) link analysis-based methods, where link models were used to detect informative users 

and desirable places (Raymond, Sugiura and Tsubouchi 2011, Zheng et al. 2009). 

In terms of recommended objectives, there are mainly two types of stand-alone location 

recommender systems: POI and region recommender systems. The types of items recommended 

by POI recommender systems are mainly individual venues that match user interests or querying 

requirements. Various kinds of spatiotemporal and contextual features have been incorporated in 

the POI recommender models (Cai et al. 2018). Particularly, the spatial effects are widely 

considered, which differentiates POI recommenders from other kinds of recommender systems. 

For example, as users are likely to visit venues nearby, such spatial effects were modelled as 

exponential relationships, probability distribution, or power law relationships (Yang, Cheng and 

Dia 2008, Ye et al. 2011, Kurashima et al. 2013, Liu and Seah 2015). Some works also modelled 

the periodicity of check-ins (Yuan et al. 2013, Gao et al. 2013), social relationships of users 

(Cheng et al. 2012, Gao, Tang and Liu 2012) and POI tips (Yang et al. 2013). To address the 

variety and complexity of the features used in POI recommendation, machine learning and 

statistical techniques are both used for analysis (Li et al. 2016). However, there are still some 

problems that may undermine the effectiveness of machine learning approaches in POI 

recommendation, such as data bias and computational complexity (Wan et al. 2018). A recent 
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new trend is to introduce deep neural network (DNN) into recommender systems. The DNNs are 

capable of learning high-order features and the unknown interactive relationships for a specific 

task (LeCun, Bengio and Hinton 2015) and have been proven effective in recommending tasks. 

Cheng et al. (2016) jointly trained deep neural networks and wide linear models to use the 

advantages of both memorization and generalization, and evaluated their methodology on 

Google Play with good feedbacks. He et al. (2017) presented a neural network-based 

collaborative filtering framework for matrix factorization and recommendation. Regarding POI 

recommendation, Ding and Chen (2018) developed a DNN recommender system that 

incorporated the joint influences of co-visiting, geographical proximity and categorical 

correlation. 

The application of POI recommender systems can be limited when users want to find spatial 

areas with many venue options, which is compensated by region recommender system. In 

Kurashima et al. (2010), the authors extracted landmarks from geotagged photos and estimated 

the probability that a user visited certain regions. A similar work was done by Sun et al. (2015) 

where urban landmarks were identified and travel routes were recommended accordingly. In 

terms of calculating regional desirability, previous works mainly used presumed empirical 

models, such as power law distribution (Sun et al. 2015) and Hypertext Induced Topic Search 

(Zheng et al. 2009, Zheng and Xie 2011). However, there are several challenges inflicting 

current works regarding region recommendation. Firstly, among existing methods, few efforts 

have been made to integrate the related parameters of region spatial scale and users’ redundant 

user visits into the model, which may undermine the effectiveness of current region 

recommending strategies. Secondly, as the relations between regional desirability and user online 

footprints were rarely revealed, there is still a lack of convincing models that can accurately 
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predict the interactive mechanism between user check-in and regional desirability. 

1.2.3 Spatiotemporal semantic modelling: event detection 

The semantic, spatial and temporal information of GSMD can be combined and jointly used for 

answering the question: what (semantic-related) is happening at some place (spatial-related) and 

some time (temporal-related)? This question is the focus of research on event detection. 

Recently, the rise of various sensing techniques has greatly improved the ability of humans to 

detect natural and social events. However, a tricky issue regarding event detection with sensing 

technology is that the word ‘event’ has been widely used throughout literatures from various 

fields yet rarely clearly defined. Yu et al. (2020) introduced three definition of ‘event’ in a 

progressive way. The first definition of ‘event’ is ‘something that happens at a particular time 

and place’ (Allan et al. 1998). With this definition, an event can be represented from three 

dimensions: what, where and when. This definition is used in many fields, such as environment 

management and earth observation. The second definition is ‘a specific occurrence involving 

participants’, adding a new dimension ‘who’ into the previous event representation. The third 

definition is a ‘change of state’ in the monitored measurement (Kopetz 1991), and was applied in 

many signal processing approaches (Caudal and Nicolas 2005, Hühn 2009, Meira-Machado et al. 

2009). 

The sensing data sources for event detection can be categorized into four types (Yu et al. 2020): 

remote sensing, in-situ sensing, health sensing, and social sensing. For remote sensing, the data 

used for event detection mainly includes optical, thermal or radar image from remote sensing 

satellites. These remote sensed images provide information for various missions, such as 

agriculture monitoring, pollutants monitoring, and mineral inspection (Debba et al. 2005, 
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Manolakis et al. 2013, Adam, Mutanga and Rugege 2010). Different from remote sensing, in-situ 

sensing collects data from the instruments directly located in the scenes, such as various in-situ 

sensors and Internet of Things (IoT). These in-situ instruments enable environment monitoring 

with high temporal resolution or near real-time (Ajo-Franklin et al. 2019, Werner-Allen et al. 

2006, Boubrima, Bechkit and Rivano 2017). For health sensing, the wearable sensors are 

deployed to monitor the conditions of human body. The application of health sensing includes 

detecting accidental fall for elder or disable people (Mubashir, Shao and Seed 2013), 

investigating mental health issues (Rodrigues et al. 2015), recognizing behavior during sports 

game (Kautz, Groh and Eskofier 2015), and collecting patient information for doctors in remote 

places (Gao et al. 2016, Varatharajan et al. 2018). Another data source used for event detection is 

social sensing, which is to utilize the crowd-sourced data or user-generated content (UGC) to 

monitor social event or group behavior of human beings. 

Specifically, due to the rapid development of social sensing technology, the social media data or 

user-generated content has been a very popular data source for event detection. A challenging 

problem regarding event detection with social media data is to extract useful, structured 

representations of events from the disorganized corpus of noisy posts (Ritter, Etzioni and Clark 

2012). Sudden increases in the frequency (“bursts”) of sets of keywords have been popularly 

used for detecting new events in a data stream (Imran et al. 2018). Some other approaches 

include wavelet-based clustering of frequency signals, topic clustering with meta-data analysis 

and domain-specific approaches (Corley et al. 2013, Weng and Lee 2011). Schinas et al. (2018) 

grouped the event detection methods into three categories: (1) feature-pivot, i.e., detection of 

abnormal patterns in the appearance of features (Guille and Favre 2014, Weng and Lee 2011, 

Alvanaki et al. 2012, Zhang et al. 2015); (2) document-pivot, i.e., clustering documents with 
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similarity measures (Lee 2012, Petkos, Papadopoulos and Kompatsiaris 2012, Bao et al. 2013, 

Petkos et al. 2017); and (3) topic modelling, i.e., using statistical models to identify events (Hu et 

al. 2012, Diao and Jiang 2013, Wei et al. 2015, Zhou, Chen and He 2015). Becker, Naaman and 

Gravano (2011) highlighted four feature categories (temporal, social, topical, and Twitter-centric 

features) that can be used for modelling event features. These methods are mainly semantic-

based, that is, they use text mining techniques to investigate the change in social media semantic 

information for event detection. Other studies have used spatial-related methods. These have 

addressed issues such as measuring regional irregularities with post count and user count (Lee 

and Sumiya 2010), using content-based methods to detect event location (Paule, Sun and 

Moshfeghi 2019, Sakaki, Okazaki and Matsuo 2010), estimating the influenced area of an event 

with kernel density estimation (Gao et al. 2018), investigating the geographic extent to find 

localized events (Abdelhaq, Sengstock and Gertz 2013), assessing the impact area of a natural 

disaster (Panteras et al. 2015), and detecting events (outliers) by finding the weighted centroids 

outside the spatial standard deviation ellipse (Wachowicz and Liu 2016). Compared with 

semantic-based methods, these spatial-related methods basically focused on identifying the 

spatial information of the detected event or using the change in the frequency of the posts/users 

in certain spatial regions to detect events. 

1.3  Research scope and objectives 

In this section, the research scopes of the thesis are given firstly. Then, the gaps of previous 

works are described. Finally, the research objectives of the thesis are specified. 
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1.3.1 Research scope 

This thesis focuses on the issues of data handling by incorporating (1) semantic information, (2) 

spatial information, (3) temporal information, of GSMD. Specifically, this thesis aims to develop 

new data handling methods from the following three progressive perspectives: (1) semantic 

modelling, (2) spatial semantic modelling and (3) spatiotemporal semantic modelling. 

Specifically, the research scope to be investigated by this these is summarized as below: 

• Semantic modelling: What is the topic of the GSMD? (Topic Modelling) 

• Spatial semantic modelling: Where are the regions of specific themes, inferred from 

GSMD? Among all the regions of specific themes, which are the most desirable and 

attractive ones? Can we give a ranking of these regions, in terms of their desirability? 

(Desirable Thematic Region Detection) 

• Spatiotemporal semantic modelling: What is happening at some place and at some 

time, inferred from GSMD? (Event Detection) 

1.3.2 Previous gaps 

There are some previous works focusing on analytics of GSMD from the aforementioned three 

perspectives: (1) semantic modelling, (2) spatial semantic modelling and (3) spatiotemporal 

semantic modelling. This work is never the first attempt investigating this scope. However, there 

are still some gaps remain unfilled by previous works, which cast doubts on the effectiveness of 

previous data handling methods, as discussed in the Section 1.2. The previous gaps this thesis 

aims to address are as below: 

(1) Semantic modelling: how to effectively discover topics with short noisy social media 

content? 
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◼ One gap is how to effectively discover topics with short noisy social media 

content. Statistical methods, such as Latent Dirichlet Allocation (LDA), are 

traditionally used for geographic topic discovery, but, nevertheless, have limited 

effectiveness in handling social media data. A major reason is that statistical 

methods commonly require large amounts of well-organized documents as 

training data, which is inconsistent with the social media environment where short 

and noisy texts predominate; another reason is that some statistical methods 

require predefined parameters, such as counts of topics, which are quite arbitrary 

and unpredictable due to a lack of a priori knowledge. 

(2) Spatial semantic modelling I: how to develop a model to calculate regional 

desirability with consideration of varying spatial scales of regions? 

◼ Large regions may have more visits than small regions simply because large 

regions cover more venues. When calculating the regional desirability, the 

influence of spatial scales needs to be taken into consideration. This scale issue is 

specific to region, as venues are typically treated as points without consideration 

of sizes. 

(3) Spatial semantic modelling Ⅱ: how to develop an accurate model to calculate 

regional desirability when the interactions of relevant features are still unknown? 

◼ To predict regional desirability, traditional methods mainly use empirical models, 

like Hypertext Induced Topic Search (HITS), which are based on intuitive 

hypothetical relationships and can be inaccurate in predicting desirable regions, as 

potential perceptual bias is introduced. This results from the fact that the hidden 

interactions between user check-ins and regional desirability haven’t be clearly 
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explained or precisely modelled yet, so that the empirical models based on human 

empirical intuition and presumed relationship are used for rough approximation.  

(4) Spatiotemporal semantic modelling: how to model features by investigating 

geographic patterns of GSMD and detect events by finding irregular features? 

◼ Most research works on event detection with social media are using semantic-

based methods and text mining. Platforms, such as Twitter, provide accessible 

streaming data, which contains real-time text information, making it possible to 

detect emerging social events by examining the change of semantic-based 

features. However, a new event detection methodology can be proposed by 

investigating the geographical patterns of GSMD. The intuition is that a social 

event will affect how the objects spatially distribute across certain regions and 

how they mutually interact, thus causing irregular geographical patterns, 

especially irregular human mobility and interaction patterns (e.g., sports games 

causing intense human aggregation or terrorism attacks causing sudden 

evacuation from certain regions). By introducing depictive measuring features 

with GSMD and identifying the feature irregularity, such geographical patterns, in 

turn, can be used to distinguish social events.  

1.3.3 Research objectives 

This thesis aims to address the aforementioned gaps by developing new data handling 

methods/models. Specifically, the research objectives of this thesis are given as below, each 

corresponding to one of the above gaps: 

⚫ Objective 1-Semantic modelling: 
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o To develop a new model for topic modelling, with good performance on the short 

social media texts, as presented in Chapter 3. 

⚫ Objective 2-Spatial semantic modelling I: 

o To develop a new scale-concerned model to predict desirability of thematic 

regions, as presented in Chapter 4. 

⚫ Objective 3-Spatial semantic modelling Ⅱ: 

o To develop a new data-driven model to predict desirability of thematic regions, as 

presented in Chapter 5. 

⚫ Objective 4-Spatiotemporal semantic modelling: 

o To develop a new model for event detection, by finding spatiotemporal 

irregularities, as presented in Chapter 6. 

1.4  Thesis outline 

The outline of the thesis is given as Figure 1.2. Chapter 2 gives the key notations and problem 

definitions, which are used consistently throughout the thesis. Chapter 3 addresses the gap 

concerning semantic modelling by proposing a new model for topic modelling (Objective 1). 

Chapter 4 addresses one gap concerning spatial semantic modelling by proposing a new scale-

concerned model for calculating regional desirability (Objective 2). Chapter 5 addresses another 

gap concerning spatial semantic modelling by proposing a new data-driven neural network 

model for calculating regional desirability (Objective 3). Chapter 6 addresses the gap concerning 

spatiotemporal semantic modelling by proposing a new model to detect events by finding 

spatiotemporal irregularities (Objective 4). Finally, Chapter 7 summarizes the whole thesis and 

gives the conclusion. 
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Figure 1.2 Outline of this thesis 
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Chapter 2 Key notations and problem definitions 

The definitions related to the research questions are given in this chapter and used consistently 

throughout the thesis. For convenience, the key notations of the thesis are given firstly (shown in 

Table 2.1). 

Table 2.1 Key Definitions and Notations 

Variable Description 

tpc A semantic topic. A topic set TP is a collection of topics, 𝑻𝑷 =

{𝑡𝑝𝑐1, 𝑡𝑝𝑐2, … , 𝑡𝑝𝑐𝑛}. 

tg A textual hashtag. A hashtag set HT is a collection of hashtags, 𝑯𝑻 =

{𝑡𝑔1, 𝑡𝑔2, … , 𝑡𝑔𝑛}. 

v A POI with identifier, category, location and rating, 𝑣 =

(𝑣𝑖𝑑, 𝑣𝑐𝑎𝑡, 𝑣𝑙𝑜𝑐, 𝑣𝑟𝑎𝑡). 

u A unique user in the datasets. A user set U is a collection of users, 𝑼 =

{𝑢1, 𝑢2, … , 𝑢𝑛}. 

pst A geotagged social media post, including user, visited venue, post timestamp 

and attached hashtags,  𝑝𝑠𝑡 = (𝑢, 𝑣, 𝑡, 𝑡𝑔𝑠). A post set P is a collection of the 

posts, 𝑷 = {𝑝𝑠𝑡1, 𝑝𝑠𝑡2, … , 𝑝𝑠𝑡𝑛}. 

Rn A Region with spatial range, set of POIs and desirability rating and theme, 

𝑅𝑛 = (𝑅𝑎, 𝑉, 𝑅𝑡, 𝑡𝑝𝑐). A region set R is a collection of the regions, 𝑹 =

{𝑅𝑛1, 𝑅𝑛2, … , 𝑅𝑛𝑛} 
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RV A multi-dimension vector consisting of user visiting to regions, 𝑹𝑽 =

{𝑢𝑣1, 𝑢𝑣2, … , 𝑢𝑣𝑛}. 

evt An event with semantic, spatial and temporal identifier, 𝑒𝑣𝑡 = (𝑡𝑝𝑐, 𝑅𝑛, 𝑡). 

An event set 𝐸 is a collection of the events, 𝑬 = {𝑒𝑣𝑡1, 𝑒𝑣𝑡2, … , 𝑒𝑣𝑡𝑛}. 

Definition 1. Topic. A topic 𝑡𝑝𝑐 is the semantic subject of social media posts and events. A topic 

set TP is a collection of topics, 𝑻𝑷 = {𝑡𝑝𝑐1, 𝑡𝑝𝑐2, … , 𝑡𝑝𝑐𝑛}. 

Definition 2. Hashtag. A hashtag 𝑡𝑔 is a textual phrase preceded by the symbol # that indicates 

the potential topics of the accompanying text. A hashtag set HT is a collection of hashtags, 𝑯𝑻 =

{𝑡𝑔1, 𝑡𝑔2, … , 𝑡𝑔𝑛}. 

Definition 3. POI. A POI is a venue (e.g., a hotel or a shopping place) with unique 

identifications. In this thesis, a POI is denoted as 𝑣𝑖 with four attributes 𝑣𝑖 =

(𝑣𝑖𝑑 , 𝑣𝑐𝑎𝑡, 𝑣𝑙𝑜𝑐, 𝑣𝑟𝑎𝑡) where 𝑣𝑖𝑑 is a unique identifier, 𝑣𝑐𝑎𝑡 is the category, 𝑣𝑙𝑜𝑐 is the 

venue’s geographical location, 𝑣𝑟𝑎𝑡 is the user’s rating for venue 𝑣𝑖’s desirability.  

Definition 4. User. A unique user in the dataset. A user set U is a collection of users, 𝑼 =

{𝑢1, 𝑢2, … , 𝑢𝑛}. 

Definition 5. Geotagged post. A geotagged social media post 𝑝𝑠𝑡 is the item published by users 

𝑢 on the social media platform with location information 𝑣, timestamp 𝑡 and attached textual 

hashtag 𝑡𝑔𝑠, defined as  𝑝𝑠𝑡𝑖 = (𝑢, 𝑣, 𝑡, 𝑡𝑔𝑠). A post set 𝑃 is a collection of the posts, 𝑷 =

{𝑝𝑠𝑡1, 𝑝𝑠𝑡2, … , 𝑝𝑠𝑡𝑛}. The frequency of posts on a venue 𝑣𝑖 can be used to indicate its popularity. 

Definition 6. Region. A region is a spatial area with coverage of POIs. A region is denoted as 

𝑅𝑛𝑖 with four attributes 𝑅𝑛𝑖 = (𝑅𝑎, 𝑉, 𝑅𝑡, 𝑡𝑝𝑐), where 𝑅𝑎 is a polygon indicating the spatial 
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coverage of 𝑅𝑛𝑖, 𝑉 is the set of POIs 𝑉 = (𝑣1
𝑖 , 𝑣2

𝑖 , … , 𝑣𝑚
𝑖 ) within the spatial range of 𝑅𝑛𝑖, i.e., 

𝑣𝑚
𝑖 . 𝑣𝑙𝑜𝑐 ϵ𝑅𝑛𝑖. 𝑅𝑎,  𝑅𝑡 is the numerical rating of the region 𝑅𝑛𝑖’s desirability, 𝑡𝑝𝑐 is the theme of 

the region. A region set R is a collection of the regions, 𝑹 = {𝑅𝑛1, 𝑅𝑛2, … , 𝑅𝑛𝑛}. 

Definition 7. Region-Visit Vector. Given a region 𝑅𝑛𝑖, a set of users U and check-ins C, a 

region-visit vector is denoted as 𝑹𝑽𝒊 = {𝑢𝑣1
𝑖 , 𝑢𝑣2

𝑖 , … , 𝑢𝑣𝑛
𝑖 }, where n=|U| is the total count of 

users in user dataset U, 𝑢𝑣𝑘
𝑖 = |𝑠𝑢𝑏𝐶|, where 𝒔𝒖𝒃𝑪 = {𝑒| 𝑒 ϵ 𝐶 𝐴𝑁𝐷 𝑒. 𝑣 ϵ 𝑅𝑛𝑖 . V 𝐴𝑁𝐷 𝑒. 𝑢 =

𝑈. 𝑢𝑘}. 

Definition 8. Event. An event 𝑒𝑣𝑡 is uniquely identified by three attributes 𝑒𝑣𝑡 = (𝑡𝑝𝑐, 𝑅𝑛, 𝑡), 

where 𝑡𝑝𝑐 is the semantic content of the 𝑒𝑣𝑡, 𝑅𝑛 is the spatial range where 𝑒𝑣𝑡 takes place and 𝑡 

is the temporal range of 𝑒𝑣𝑡. These three attributes jointly answer the following question: what is 

happening at some place and at some time. An event set 𝐸 is a collection of the events, 𝑬 =

{𝑒𝑣𝑡1, 𝑒𝑣𝑡2, … , 𝑒𝑣𝑡𝑛}. 

The research scope (Section 1.3) of this thesis can therefore be respectively defined as below: 

Problem 1 (semantic modelling): Given a hashtag set 𝐻𝑇 and topic set 𝑇𝑃, the aim is to find a 

mapping relationship 𝑀 from 𝐻𝑇 to 𝑇𝑃, 𝑀: 𝐻𝑇 → 𝑇𝑃. 

Problem 2 (spatial semantics modelling): Given a social media post set 𝑃, the aim is to detect a 

thematic region set 𝑅 and recommend the top-k regions with the highest desirability 𝑅𝑡. 

Problem 3 (spatiotemporal semantic modelling): Given a social media post set 𝑃 and event set 

𝐸, the aim is to find a mapping relationship 𝐹 from 𝑃 to 𝐸, 𝐹: 𝑃 → 𝐸. 
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Chapter 3 Semantic modelling: a hashtag network model for topic modelling 

3.1  Introduction 

In this chapter, the following question is investigated: what is the topic of the GSMD? As 

illustrated in Chapter 1, statistical methods, such as Latent Dirichlet Allocation (LDA), are 

traditionally used for geographic topic modelling, which, nevertheless, have limited effectiveness 

in handling social media data. A major reason is that statistical methods commonly require large 

amounts of well-organized documents as training data, which is inconsistent with the social 

media environment where short and noisy texts predominate (Prateek and Vasudeva 2016); 

another reason is that some statistical methods require predefined parameters, such as counts of 

topics, which are arbitrary and unpredictable due to a lack of a priori knowledge. 

On the other hand, the consideration is that the semantic information, such as hashtags, attached 

to social media posts is sufficiently self-explanatory and the potential topics can be thus 

indicated. Accordingly, a new hashtag network model is developed in this chapter, to discover 

topics of the GSMD. The hashtags in the titles attached to the geotagged photos are extracted, 

based on which an undirected ‘hashtag network’ model is built where each hashtag is denoted as 

a network node and the co-occurrence frequency between hashtags is assigned as a weighting to 

the edge connecting the corresponding nodes in the ‘hashtag network’. A greedy optimization 

method is then implemented to explore the communities from the hashtag network, and a 

common topic is assigned to the hashtags of the same community. The topics of geotagged 

photos are further detected by introducing the topics of attached hashtags as an indicator, which 

enables multiple topics to be assigned to one social media post. This developed model for topic 

modelling is data-driven and requires no well-organized training data or a priori knowledge such 

as topic counts, thus reducing potential biases. 
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3.2  Methodology 

3.2.1 Proposed model: hashtag network 

As noted above, LDA methods have several limitations when dealing with geotagged social 

media data, so a new method is developed to investigate the pattern of topics of social media 

contents. The assumption is that the semantic information, such as hashtags, is highly relevant to 

the topics of a social media post, and that hashtags of similar semantic meaning have a high 

probability of co-occurrence. Consequently, in a rich hashtag environment, a ‘hashtag network’ 

model is built to investigate the geographic patterns of topics. Relevant data models are defined 

as below: 

As described in Chapter 2, let 𝑃 be a collection 𝑷 = {𝑝𝑠𝑡1, 𝑝𝑠𝑡2, … , 𝑝𝑠𝑡𝑛} of social media posts. 

Let 𝑯𝑻 = ⋃ 𝑝𝑠𝑡𝑖 . 𝑡𝑔𝑠𝑛
𝑖=1 = {𝑡𝑔1, … , 𝑡𝑔𝑚} be the hashtag union of 𝑝𝑠𝑡𝑖. 𝑡𝑔𝑠 (𝑖 =  1, … , 𝑛), i.e., 

if and only if 𝑖𝑡𝑒𝑚 ϵ 𝑝𝑠𝑡𝑖. 𝑡𝑔𝑠  (𝑖 =  1, … , 𝑛), 𝑖𝑡𝑒𝑚 ϵ 𝐻𝑇. 

The co-occurrence function 𝐶𝑅𝐶(𝑝𝑠𝑡𝑖, 𝑡𝑔𝑗 , 𝑡𝑔𝑘) is defined as follows: 

𝐶𝑅𝐶(𝑝𝑠𝑡𝑖, 𝑡𝑔𝑗 , 𝑡𝑔𝑘) = {
   1,     𝑖𝑓 𝑡𝑔𝑗  ϵ  𝑝𝑠𝑡𝑖. 𝑡𝑔𝑠  AND  𝑡𝑔𝑘 ϵ  𝑝𝑠𝑡𝑖. 𝑡𝑔𝑠 

0,                                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                  
                3.1 

Where 𝑝𝑠𝑡𝑖 is a post item from collection P, 𝑡𝑔𝑗 and 𝑡𝑔𝑘 are hashtags from 𝐻𝑇. 

A ‘hashtag network’ is further defined as 𝐻𝑇𝑁 = (𝑉, 𝐸), where V is a set of vertices, each of 

which denotes a hashtag 𝑡𝑔𝑖 in HT, and E is a set of undirected edges connecting the vertices. 

The edge weighting is calculated as: 

𝐴𝑗𝑘 = ∑ 𝐶𝑅𝐶(𝑝𝑠𝑡𝑖, 𝑡𝑔𝑗 , 𝑡𝑔𝑘)𝑛
𝑖=1                                           3.2 
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Where 𝐴𝑗𝑘 is the weighting assigned to the edge connecting vertices 𝑗(𝑡𝑔𝑗)  and 𝑘(𝑡𝑔𝑘). The 

weighting, calculated by summing the co-occurrence frequency of the corresponding pair of 

hashtags, represents the connectivity between nodes. 

3.2.2 Semantic community detection by dividing the hashtag network 

The ‘hashtag network’ is to be grouped into several communities based on their connectivity, so 

that the vertices within the same community have a dense connection and share the same topic. 

The concept of Modularity (Newman 2006) is imported as a measure of the strength of network 

division and connectivity. Modularity Q is often used in optimization methods for detecting a 

community in a network and is defined as follows (Blondel et al. 2008): 

𝑄 =
1

2𝑚
∑ [𝐴𝑖𝑗 −

𝑘𝑖𝑘𝑗

2𝑚
] 𝛿(𝑐𝑖, 𝑐𝑗)𝑖,𝑗                                        3.3 

Where 𝐴𝑖𝑗 is the weighting of the edge connecting vertices 𝑖 and 𝑗, 𝑘𝑖 = ∑ 𝐴𝑖𝑗𝑗  is the sum of the 

weightings of edges linking to the vertex 𝑖, 𝑚 =
1

2
∑ 𝐴𝑖𝑗𝑖,𝑗 , 𝑐𝑖 is the community to which vertex 𝑖 

belongs, the δ-function 𝛿(𝑢, 𝑣) is 1 if 𝑢 = 𝑣, and 0 otherwise. 

To detect communities, the Louvain algorithm is employed (Blondel et al. 2008). As a greedy 

method inspired by the optimization of modularity, the Louvain algorithm is data-driven and 

does not require an apriori selection of the community count, so that network communities can 

be detected with less potential perceptual biases. The algorithm is applied to the ‘hashtag 

network’ HTN and several hashtag communities can be detected. Based on the semantic 

meanings of hashtags, a topic can be assigned to each community (Figure 3.1). The topics of 

social media post 𝑝𝑠𝑡𝑖 = (𝑢, 𝑣, 𝑡, 𝑡𝑔𝑠) can be identified by referring to the topics of 𝑝𝑖. 𝑡𝑔𝑠, 

enabling to provide multiple topics for one post. 
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Figure 3.1 Hashtag community detection based on co-occurrence pattern and modularity, with 

node and edge size proportional to occurrence frequency and node color indicating community 

category. 

3.3  Evaluation approach 

The evaluation framework is illustrated in the Figure 3.2. Regarding the analytical workflow, 

evaluations are made at the two levels: semantic representativeness and topic identification. 

Geo-tagged 
photos

Hashtag 
Community

(C1,C2, ,Ci)

Content Topic

(T1,T2, ,Tj)

Community Semantic Consistency

Prediction 
Evaluation

Precision(0~1)

Recall(0~1)

F-Measure(0~1)

Representativeness

Identification

 

Figure 3.2 Evaluation Framework 

Each aspect needs to answer the following questions: 
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• Semantic Representativeness: How well can the semantic similarity between hashtags 

be represented by the connectivity between vertices in a ‘hashtag network’? In other 

words, from the semantic perspective, are the semantic communities detected internally 

consistent and externally different? 

• Topic Identification: To what extent can the topics of the social media content (i.e. 

photos) be accurately identified by the proposed model? 

By introducing quantitative measurements from these two levels, the effectiveness of the 

proposed geographic topic modelling method is evaluated. 

Measurements for Semantic Representativeness:  Google Word2vec is implemented to 

investigate the semantic similarity between hashtag communities. Word2vec is a group of neural 

network models that take a large corpus of text as training data and produces a multidimensional 

vector space, where each unique word in the corpus is represented by a corresponding vector. 

Words that share common contexts are located in close proximity to one another in the vector 

space and have a high cosine similarity (Mikolov et al. 2013) 

The corpus of the texts attached to geotagged photos is input as training data to create vector 

space. Let 𝐶𝑚 and 𝐶𝑛 be two detected hashtag communities, the community semantic similarity 

(abbreviated as CSS) between 𝐶𝑚 and 𝐶𝑛 is calculated as below: 

𝐶𝑆𝑆(𝐶𝑚, 𝐶𝑛) =
∑ ∑ 𝑠𝑖𝑚𝑗𝑖 (𝑡𝑔𝑖

𝑚,𝑡𝑔𝑗
𝑛)

𝑡𝑔_𝑐𝑛𝑡(𝐶𝑚)∗𝑡𝑔_𝑐𝑛𝑡(𝐶𝑛)
                                            3.4 

Where 𝑡𝑔𝑖
𝑚 is the 𝑖𝑡ℎ tag in 𝐶𝑚, sim(𝑡𝑔𝑖

𝑚, 𝑡𝑔𝑗
𝑛) is the cosine similarity between 𝑡𝑔𝑖

𝑚 and 𝑡𝑔𝑗
𝑛 in 

the Word2vec vector space, and tg_cnt(𝐶𝑚) is the total count of the tags of 𝐶𝑚. The higher the 

value of CSS is, the more similar the hashtag communities are from the semantic perspective. 
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Measurements for Topic Identification: three criteria: precision, recall and F-Measure, are used 

to measure the performance of photograph topic identification. These three criteria are 

commonly used in pattern recognition and information retrieval. Precision is the fraction of 

correct positive predictions among all positive predictions. Recall is the fraction of correct 

positive predictions among all positive instances. F-Measure is the harmonic mean of precision 

and recall. The higher the values of Precision, Recall and F-Measure are, the better the topic 

prediction performance is. 

3.4  Experiment 

3.4.1 Datasets and settings 

The geotagged social media photos are used in the analytical workflow. A set of geotagged 

photos from Hong Kong are retrieved using the Instagram API between Nov 2014 and Nov 

2015. The dataset has 1,774,596 geotagged photos generated by 57,662 users (as shown in 

Figure 3.3). A social media post includes the post ID, user ID, the attached hashtags, the 

timestamp of the online post and the location indicating the place of posting (Table 3.1). All user 

IDs are anonymized for privacy protection. 
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Figure 3.3 The map of original Instagram geotagged check-ins used for experiment 

Table 3.1 Field description of the retrieved social media datasets  

Fields Description 

pid A string uniquely indicating a post 

uid An encrypted string uniquely indicating a user 

hashtags The attached hashtags indicating the potential 

post topics 

stime The time that the user publishes the online post 
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location The post location 

An anomaly detection method is applied to remove commercial advertising accounts. The count 

of photos posted by each user is first investigated.  Figure 3.3 shows the proportions of users, by 

number of posts, with its long tail distribution. The calculation shows that the average count of 

posted photos per user, 𝜇, is 30.1 and the standard deviation 𝜎, 66.4. The three-sigma rule 

(Pukelsheim 1994) is introduced, which stated that, for both normally distributed and non-

normally distributed variables, most cases should fall within the three-sigma intervals. Therefore, 

those users with photo counts outside the three-sigma intervals (i.e., 𝜇 + 3𝜎, 229) is recognized 

as outliers and their posted photos removed from the photo dataset. After data cleaning, 

1,432,733 photos, generated by 56,878 users, remained.  

 

Figure 3.4 Proportion of users by number of posts 

3.4.2 Semantic representativeness 

The hashtag network HTN is built first with the experimental dataset. To strengthen the 

robustness of the division of HTN, hashtags appearing only once in the dataset are removed from 
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the network as such hashtags are highly probably generated by user typing mistakes and contain 

little semantic information. The Louvain algorithm is implemented into the HTN and several 

hashtag communities are detected. The divisions of HTN are visualized using a comparison word 

cloud of the representative hashtags in each community (Figure 3.4). 

 

Figure 3.5 A comparison word cloud of 20 hashtag communities 

Table 3.2 shows the semantic similarities between hashtag communities. For a hashtag 

community 𝐶𝑛,  intra community semantic similarity (intra-CSS) calculated by 𝐶𝑆𝑆(𝐶𝑛, 𝐶𝑛) is 

introduced (see Equation 3.4) to measure the internal semantic consistency within the hashtag 

community 𝐶𝑛 and inter community semantic similarity (inter-CSS) calculated by 𝐶𝑆𝑆(𝐶𝑛, 𝐶𝑚) 

(𝑛 ≠ 𝑚) to measure the semantic differences between communities 𝐶𝑛 and 𝐶𝑚. Semantically, 

high intra-CSS can indicate that the detected community is internally consistent; significant 

differences between intra-CSS and inter-CSSs can indicate the detected community is externally 

differentiable.  
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Table 3.2 Comparison of the semantic similarities between communities 

Hashtag 

Communities 

 inter-CSS 

intra-

CSS 

maximum inter-

CSS 

minimum 

inter-CSS 

average inter-

CSS 

Drinking&Bar 0.85 0.59 0.32 0.33 

Travel&Wander 0.90 0.65 0.27 0.37 

LifeStyle&Happiness 0.89 0.68 0.37 0.50 

Sports&Fitness 0.86 0.56 0.32 0.37 

Food 0.87 0.66 0.15 0.43 

DisneyLand&Toys 0.86 0.57 0.23 0.47 

Tattoo 0.91 0.34 0.22 0.24 

Coffee 0.84 0.49 0.22 0.32 

Pets&Animals 0.89 0.56 0.21 0.39 

Shop&Luxury 0.85 0.59 0.19 0.21 

Watch&SportsCar 0.91 0.37 0.26 0.29 

Concert&LiveMusic 0.89 0.58 0.23 0.39 

Bike&Cycling 0.92 0.45 0.23 0.25 

Vegetarian 0.86 0.49 0.13 0.33 
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Makeup 0.86 0.54 0.26 0.36 

Kids&Baby 0.91 0.49 0.26 0.30 

Movie&Video 0.88 0.53 0.29 0.35 

Muslism 0.85 0.48 0.19 0.30 

Big Bang Group 0.88 0.51 0.23 0.30 

Art&Design 0.85 0.48 0.22 0.30 

3.4.3 Topic identification 

The topics of geotagged photos are identified by referring to the attached hashtag topics.  To 

evaluate the effectiveness of the topic identification, photos assigned to the most popular topic 

‘food’ are manually examined, covering 358,471 photos (25.0% of the total dataset) in total. 

As shown in Table 3.3, photo samples identified as ‘food’ topic are drawn in sizes N, where N = 

1000, 2000, 3000, 4000, to assess the topic identification results. 

Table 3.3 ‘Food’ photo identification 

Sample 

Number 

True 

Positive, TP 

False 

Negative, FN 

False 

Positive, FP 

True 

Negative, 

TN 

Total Size 

1 251 19 31 699 1000 

2 520 40 59 1381 2000 

3 734 68 96 2102 3000 
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4 1124 83 152 2641 4000 

Figure 3.5 shows the precision, recall and F-measure calculated from Table 3.3. The fluctuations 

of precision, recall and F-measure is investigated with a varying sampling scale. As the size of a 

data sample grew, the values of the three measurements fluctuates and gradually stabilizes 

around 0.9. When N =4000, the precision is 0.881, recall is 0.931and the F-measure, 0.905. This 

means that on average, for every 10 photos identified as ‘food’ topic by the proposed model, 

there are at least 9 items that are actually food-relevant photos, and on the other hand, for every 

10 food-relevant photos posted by users, there are 9 items accurately identified and assigned to 

‘food’ topic by the method. Such a high ratio of true positive items demonstrates the good 

performance of the method for photograph topic modelling and identification. In Chapter 4 and 

Chapter 5, as the spatial cluster algorithm is implemented based on the spatial distribution of 

geotagged photos of specific topics, effective exploration of the thematic regions can also be 

demonstrated by good topic identification performance. 

 

Figure 3.6 Precision, Recall & F-measure of ‘food’ photos 
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3.5  Discussion 

The results in Table 3.2 indicates that the detected communities showed very high levels of 

intra-CSS (about 0.90). The top 3 intra-CSS scores are achieved by communities ‘Tattoo’, 

‘Watch&SportsCar’ and ‘Bike&Cycling’. These three communities also achieve relatively low 

values for average inter-CSS (ranging from 0. 24 to 0.29). By studying the text content and users 

in details, it is found that these three hashtag communities are mainly popular among population 

with strong specific interest. When they post photos of relevant topics on the social media 

platform, the attached hashtags are always very activity-oriented and even specialized, which 

means the hashtags in these communities are mainly related to very specific activities, e.g., 

tattooing or cycling, and the chances that such hashtags co-occurred with those of other 

communities are relatively low. For example, the hashtag ‘solotattoo’ from the ‘Tattoo’ 

communitiy, may occur frequently with ‘ink’, another popular ‘Tattoo’ community hashtag, but 

seldom co-occurs with the hashtags from other semantic communities such as ‘Vegetarian’ or 

‘Pets&Animals’. Consequently, such peculiar co-occurrence patterns with these three 

communities contribute to stronger internal than external community connectivity, leading 

finally to high intra-CSS and low inter-CSS. A similar explanation can also be applied to another 

relevant phenomenon. Community ‘LifeStyle&Happiness’ had a relatively high inter-CSSs 

value, indicating a strong external connectivity. A potential reason is that the hashtags in 

‘LifeStyle&Happiness’ are mainly emotion-related (e.g., ‘amazing’, ‘happy’, ‘enjoy’). These 

emotion-related hashtags tend to co-occur with other activity-oriented hashtags to express user 

emotional reactions and evaluations upon the activities, leading to communities with more 

external connectivity and higher inter-CSS values. Among all communities, the intra-CSSs 

mostly achieve very high values (over 0.85) and the differences between intra-CSSs and average 
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inter-CSSs are mostly over 0.4 (the exception is ‘LifeStyle&Happiness’, where the difference is 

0.39). The results verify, semantically, that the divisions of semantic communities are internally 

consistent and externally different. 

3.6  Summary 

Chapter 3 focuses on addressing the flowing gap:  how to effectively discover topics with short 

noisy social media content.  

Traditional statistical methods have limited effectiveness in handling social media data. This is 

mainly because that statistical methods commonly require large amounts of well-organized 

documents as training data, which is inconsistent with the social media environment where short 

and noisy texts predominate; another reason is that some statistical methods require predefined 

parameters, such as counts of topics, which are quite arbitrary and unpredictable due to lack of a 

priori knowledge. 

Consequently, a new unsupervised topic modelling method is proposed by using the self-

explanatory information (i.e., hashtags) attached to social media content. A ‘hashtag network’ is 

constructed where each network node represents a hashtag and the co-occurrence frequency 

between hashtags is assigned to the weight of the edge connecting the corresponding nodes. A 

greedy optimization method is used to segment the ‘hashtag network’ to explore semantic 

communities and the attractive regions are further detected by using a density-based clustering 

algorithm. 

The performance of the proposed model is evaluated by investigating the semantic similarity 

between semantic communities and the accuracy of identifying the topics of photos. The results 

show (1) the divisions of semantic communities are internally consistent and externally different, 
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(2) the topics of the photos can be identified with high accuracy, which demonstrates the good 

performances of the proposed topic modelling method. 
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Chapter 4 Spatial semantic modelling I: a scale-concerned model for calculating 

regional desirability  

4.1  Introduction  

In this chapter, the following questions are studied: where are the regions of specific themes, 

inferred from GSMD? How desirable are these regions? Previous work on location 

recommendation mostly focused on recommending venues and POIs (points of interest). These 

studies are limited in their range of application scenarios. For example, a user may prefer to visit 

a region with many shops in order to compare options, rather than be simply recommended a 

single venue with no alternatives. Under such circumstances, POI recommender systems are of 

limited value as they fail to offer guiding information when users’ demands are to explore 

thematic regions with multiple desirable venue options. A challenge is how to develop a 

recommending strategy which takes account of varying spatial scales. An example is that regions 

with large areas may have more visits than those with small areas because they have more 

venues. The spatial scale issue is specific to region recommendation, as venue recommendations 

treat the venue as points which do not have spatial sizes. 

To address the aforementioned challenge, a new model is developed to calculate regional 

desirability, which models mutual the reinforcement between region desirability and user 

expertise with the consideration of region’s spatial scale and user redundant visits. The workflow 

for calculating regional desirability is as below. Firstly, the geotagged photos (check-ins), whose 

topics have been identified using the method in previous chapter, are further processed by a 

density-based clustering algorithm to acquire the attractive regions. Secondly, derived from 

Hyper-Induced Topic Search (HITS) (Zheng and Xie 2011), a new model is developed to predict 

region desirability and user expertise with the input of attractive regions, topic-identified check-
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ins and venues in terms of the varying geographic range. Besides, a mobile application prototype 

that implements the developed methods is also introduced, to demonstrate the effectiveness of 

the methodology. 

4.2  Methodology 

4.2.1 Thematic region detection 

To discover attractive thematic regions, the DBSCAN spatial clustering method (Ester et al. 

1996) is applied to the geotagged posts of one specific topic (e.g., food, shopping, tourism), 

which is identified with the topic modelling method described in Chapter 3. DBSCAN can 

identify clusters of arbitrary shape with tolerance of data noise and does not require counts of the 

clusters as parameters. Two parameters are needed in the DBSCAN algorithm, e.g., the radius of 

a cluster (Eps) and the minimum number of points (MinPts) in a cluster. A two-step procedure is 

devised to select values for Eps and MinPts. Firstly, the value of Eps is determined according to 

k-dist plot (Ester et al. 1996), which is a graphical representation of points sorted in descending 

order of their k-dist values. By detecting the first ‘valley’ visually, the points to the left of the 

threshold are considered as noise and the k-dist value of the threshold is used as the Eps value for 

DBSCAN. Secondly, the MinPts is determined using the following equation proposed by (Zhou, 

Wang and Li 2012), by calculating the neighborhood of every point in the dataset: 

𝑀𝑖𝑛𝑃𝑡𝑠 =
1

𝑛
∑ 𝑝𝑖

𝑛
𝑖=1                                                          4.1 

Where 𝑝𝑖 is the number of points in Eps neighborhood of point i and n is the total number of all 

points. 
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4.2.2 Proposed model: regional desirability calculation with HITS-based model 

For discovered regions, a HITS-based model is used to predict user expertise and region 

desirability. The idea of Hyper-Induced Topic Search (Zheng and Xie 2011) model is illustrated 

in Figure 4.1. Users and regions are all perceived as nodes and a user check-in to one region is 

regarded as a directed link from user node to region node. The mutual reinforcement relationship 

is that a user who visits many attractive regions is more likely to be an experienced user and a 

region that is visited by many experienced users is more likely to be an attractive region. A hub 

score is assigned to a user and an authority score to a region respectively to indicate user 

expertise and region desirability. 

 

Figure 4.1 HITS-based candidate prediction model 

One problem is that a region visited frequently does not necessarily have high quality and 

desirability, as the chances that a region is visited are probably proportional to its spatial scale 

(more specifically, venue count). Another problem is that a user with a specific interest may 

affect the calculation of region desirability and user expertise if a user visits one specific region 

overmuch due to personal preferences. Consequently, data models are built as below: as 

described in Chapter 2, U is the user set with records of region visiting history (inferred from P, 
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see Chapter 2), and R is a region set with records of users who have visited (the regions are 

clustered by the method described in Section 4.2.1). For each user 𝑢𝑖ϵ𝑈 and each region 𝑅𝑛𝑖ϵ𝑅, 

a hub score ℎ(𝑢𝑖) and an authority score 𝑎(𝑅𝑛𝑖) are calculated respectively using the following 

equations: 

ℎ(𝑢𝑖) = ∑ (1 + ln (𝜎)) ∗ 𝑎(𝑅𝑛𝑖)𝑅𝑛𝑗 ϵ 𝑢𝑖.𝑅                                      4.2 

𝑎(𝑅𝑛𝑖) = ∑ (1 + ln (𝜆)) ∗ ℎ(𝑢𝑗)𝑢𝑗 ϵ 𝑅𝑛𝑖.𝑈 /𝑛(𝑅𝑛𝑖)                           4.3 

Where 𝑢𝑖 . 𝑅 are the regions that user 𝑢𝑖 visited, 𝑅𝑛𝑖. 𝑈 are the users who have visited region 𝑅𝑛𝑖, 

𝜎 is the number of visits of user 𝑢𝑖 to region 𝑅𝑛𝑗, 𝜆 is the number of visits of user 𝑢𝑗  to region 

𝑅𝑛𝑖, and 𝑛(𝑅𝑛𝑖) is the count of venues of a specific category (e.g., food venues, shopping 

venues, etc.) in region 𝑅𝑛𝑖. By applying the log function on the number of users’ visit (i.e., 

ln (𝜎) and ln (𝜆)), we introduce a decay effect so that the increase of single user’s influence 

decreases as the number of their visits increased.  Moreover, by introducing venue count into the 

model, the calculated authority value can reflect the average desirability of the venues within the 

region so that, taking account of the impact of region spatial scale, the desirability of the 

recommended region is predicted. 

4.2.3 Application prototype design 

The proposed region detection and recommendation workflow is implemented with an android 

mobile application. This phase starts when users initiate a query asking for a certain count of 

regions matching an interest (e.g., food) within a spatial range (e.g., 5 km). Regions meeting the 

criteria are selected from the candidate region set. Finally, a list of regions is ranked in 

descending order by desirability score and recommended to users. A user query is represented as 

below: 
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𝑞 = [𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡, 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝑠𝑝𝑎𝑡𝑖𝑎𝑙 𝑟𝑎𝑛𝑔𝑒, 𝑐𝑜𝑢𝑛𝑡 ]                                    4.4 

Algorithm 1: Query Response Method 

Input: (1) User Interest 𝑖 (2) Location 𝑙𝑜𝑐 (3) Spatial Range 𝑟𝑛𝑔 (4) Total Count of 

Recommended Regions 𝑐𝑛𝑡 

Output: A ranked list of region recommendations 𝐿 

Begin 

       Retrieve regions 𝑅’ that match user interest 𝑖    

       Select regions 𝑅’’ from 𝑅’, which are within the spatial range 𝑟𝑛𝑔 from 𝑙𝑜𝑐 

       for 𝑟𝑖 ϵ R’’ do 

              𝐴 ← 𝑟𝑖.auth // Get the authority score of region 𝑟𝑖 

       end 

       𝐿 ← Rank (𝑅’’, 𝐴, 𝑐𝑛𝑡) // Rank the regions in 𝑅’’ in terms of authority score 

       Return 𝐿 // Return the first 𝑐𝑛𝑡 recommended regions to the user 

End 

After receiving the query, the response module ranks the regions discovered in the candidate 

prediction module and recommends a list of regions that match the user interest within the spatial 

range of the location. The ranking is based on region desirability score, i.e., ranking the regions 

in descending order by authority score. The query response method is explained in detail in 

Algorithm 1. 
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A snapshot of the user interface of the application is shown in Figure 4.2. A typical usage 

scenario starts when a user logs into the application to obtain personalized recommendations. 

The user inputs query location, interest (e.g. food, coffee), spatial range and item count in the 

system. After clicking the “Go” button, a list of regions matching the request is returned on the 

screen (Figure 4.2 b). For the application architecture, Microsoft Access database is used to store 

the region attributes and spatial information and Google Maps API used for map viewing and 

geocoding. 

     

(a)                            (b) 

Figure 4.2 Application user interface. (a) home page;(b) recommendation list 
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4.3  Evaluation approach 

4.3.1 Evaluation measurements 

For evaluation of regional desirability, the following questions are answered: How effective is 

the recommending strategy? Do the recommended regions match user expectations? 

The effectiveness of the ranking and recommending strategy is measured with two quantitative 

criteria: MAE (mean absolute error) and nDCG (Normalized Discounted Cumulative Gain). MAE 

is commonly used to measure the agreement between system recommendation and user rating. In 

the experiments, MAE is calculated using the following equation: 

𝑀𝐴𝐸 = ∑
|𝑆𝑅𝑖−𝑈𝑅𝑖|

𝑛

𝑛
𝑖                                                         4.5 

Where 𝑆𝑅𝑖 is the system rating for the 𝑖𝑡ℎ region, 𝑈𝑅𝑖 is the user rating for the 𝑖𝑡ℎ region and n is 

the total region count. Before calculation, MAE, 𝑆𝑅𝑖 and 𝑈𝑅𝑖 are both normalized to be mutually 

comparable. The lower the value of MAE is, the closer the system ratings are to the user ratings 

in terms of region desirability. 

nDCG is a measurement of ranking quality. nDCG measures the gain of an item based on its 

position in the list, with the gain discounted at lower ranks. The nDCG accumulated at a 

particular rank position 𝑝 is calculated using (Yilmaz, Kanoulas and Aslam 2008): 

𝑛𝐷𝐶𝐺𝑝 = ∑
2𝑟𝑒𝑙𝑖−1

𝑙𝑜𝑔2(𝑖+1)

𝑝
𝑖=1 /𝐼𝐷𝐶𝐺                                              4.6 

Where 𝑟𝑒𝑙𝑖 is the graded relevance at position i, and IDCG is the ideal DCG calculated by 

sorting all the items by their relevance. A high value of 𝑛𝐷𝐶𝐺𝑝 indicates that the regions 

recommended by the system are of high desirability and match well with user expectations. 
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4.3.2 Baseline methods  

The regions recommended by the proposed model are compared with those recommended by 

three baseline methods: rank-by-users, rank-by-visits and rank-by-desirability. With the 

rank-by-users method, the more visitors a region receives, the more attractive the region is. With 

the rank-by-visits method, similarly, the more check-ins a region receives, the more attractive the 

region is. For the third baseline method, rank-by-desirability, the desirability of a region is 

calculated with the following mutual reinforcement equations: 

 ℎ(𝑢𝑖) = ∑ 𝜎 ∗ 𝑎(𝑅𝑛𝑗)𝑅𝑛𝑗 ϵ 𝑢𝑖.𝑅                                              4.7 

  𝑎(𝑅𝑛𝑖) = ∑ 𝜆 ∗ ℎ(𝑢𝑗)𝑢𝑗 ϵ 𝑅𝑛𝑖.𝑈                                              4.8 

Where 𝑢𝑖 . 𝑅 is the region set visited by users 𝑢𝑖 , 𝑅𝑛𝑖 . 𝑈 is the user set who have visited region 

𝑅𝑛𝑖, 𝜎 is the number of visits of user 𝑢𝑖 to region 𝑅𝑛𝑗, 𝜆 is the number of visits of user 𝑢𝑗  to 

region 𝑅𝑛𝑖, and the desirability of each region is decided by the authority score. Compared with 

the proposed model in this chapter described before (Equations 4.2 and 4.3), the rank-by-

desirability does not take the influences of user specific preferences and spatial scale of region 

size into consideration. 

4.3.3 Ground truth 

A survey of users’ ratings on the recommended regions is needed to evaluate the effectiveness of 

recommendation. As a region spans across certain spatial ranges and covers many venues, an 

indicator is needed to evaluate users’ general attitude towards the recommended regions as a 

whole. For each region 𝑅𝑛𝑖, the desirability score 𝑅𝑛𝑖 . 𝑅𝑡 is calculated as: 

𝑅𝑛𝑖. 𝑅𝑡 =
1

|𝑅𝑛𝑖.𝑉|
∑ 𝑣𝑗 . 𝑣𝑟𝑎𝑡𝑣𝑗ϵ𝑅𝑛𝑖.𝑉                                              4.9 
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𝑣𝑗 . 𝑣𝑟𝑎𝑡 (Definition 3) is the venue rating score retrieved from Foursquare platform. The user 

venue rating scores can be retrieved from Foursquare API. This rating score is calculated based 

on a variety of users’ real-world explicit feedback and has been validated for metropolitan 

regions for accuracy and reliability in indicating venue desirability (Yang and Sklar 2016). By 

using Equation 4.9, the user satisfaction level for a whole region can be derived. The 

effectiveness of the recommendation is evaluated by comparing the ranking and scoring results 

with the results generated based on 𝑅𝑛𝑖 . 𝑅𝑡. 

4.4  Experiment 

The effectiveness of the proposed model is evaluated with real-world datasets. 

4.4.1 Datasets and settings 

There are two kinds of data source needed in the proposed workflow: geotagged Instagram 

check-ins and Points of Interest (POIs). The geotagged Instagram check-ins are the same as 

described in Section 3.4. 

The POIs dataset is retrieved via Foursquare API and 32,485 venues are collected in Hong Kong 

in total. A POI item includes the venue ID, venue category, venue location (longitude and 

latitude), and venue rating (Table 4.1). The venue rating is a numerical score (0 through 10) 

calculated from a wide variety of signals derived from user explicit feedback, such as: liking or 

disliking a venue, leaving a positive or negative tip, as well as user implicit signals, such as: 

whether the venue tends to have many loyal customers, the credibility and expertise of the users 

and so on. This rating algorithm had been validated in metropolitan areas and trusted by users for 

accuracy and reliability in indicating venue desirability (Yang and Sklar 2016). This rating score 

calculated from actual crowdsource feedback may be more capable of indicating the 
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venue/region desirability than the user feedback in a controlled experiment, where, in most 

occasions, only limited amounts of subjects will be included and inquired. 

Table 4.1 Description of POIs field 

Fields Description 

vid A string uniquely indicating a venue 

vcategory A string indicating the category of venue 

location The post location 

vrating A numerical rating of the venue (0 through 10), which is 

calculated from a wide variety of signals derived from users’ 

explicit feedback (e.g. like or dislike, positive or negative 

tips) and implicit feedback (e.g. customer loyalty, user 

credibility and expertise) 

By using the k-dist plot and Equation 4.1, the DBSCAN method parameter is set as eps =71 and 

minPts =1820, and 21 ‘food’ theme regions are detected. By using Foursquare API, 1960 venues 

of food category are retrieved in those 21 regions. 
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4.4.2 Performance evaluation 

      

Figure 4.3 Top 5 recommended regions of 4 different themes. Green regions for ‘Food’ theme; 

Yellow for ‘Drinking&Bar’ theme, Blue for ‘Shop&Luxury’ theme; Red for ‘Art&Design’ 

theme 

Figure 4.3 shows the top 5 recommended regions of different themes: ‘Food’, ‘Drinking&Bar’, 

‘Shop&Luxury’, ‘Art&Design’. Table 4.2 lists the top 10 regions of ‘food’ themes recommended 

by each method. The rel in 𝑛𝐷𝐶𝐺𝑝 (Equation 4.6) is set based on UR, which means the region 

with higher UR had higher rel. The regions are sorted in descending order by UR. As there are 21 

detected regions in total, the rel of the first region in the list is set as 21. The rel decreases by 1 to 

the next region in the sorted list and finally the rel of the last region is set as 1. 

Table 4.2 Top 10 regions of ‘food’ themes recommended by each method 
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Rank The proposed 

model 

Rank-by-

users 

Rank-by-

visits 

Rank-by-

desirability 

Rank-by-UR 

(Ground Truth) 

1 Star Ferry Pier 

Station 

Lyndhurst 

Terrace 

Lyndhurst 

Terrace 

Lyndhurst 

Terrace 

Star Ferry Pier 

Station 

2 Canton Road 

(Tsim Sha Tsui) 

Causeway 

Bay 

Causeway 

Bay 

Causeway Bay Hong Kong 

Station-Man 

Cheung Street 

3 Tai Hang Cameron 

Road (Tsim 

Sha Tsui) 

Cameron 

Road (Tsim 

Sha Tsui) 

Cameron Road 

(Tsim Sha 

Tsui) 

Statue Square 

4 Hong Kong 

Station-Man 

Cheung Street 

Sunning 

Road 

Sunning 

Road 

Sunning Road Canton Road 

(Tsim Sha Tsui) 

5 Kingston Street-

Gloucester Rd 

Mody Road Mody Road Mody Road Lyndhurst Terrace 

6 Austin Road West Statue 

Square 

Statue 

Square 

Statue Square Rodney Road 

(Admiralty) 

7 Sunning Road Canton Road 

(Tsim Sha 

Tsui) 

Tung Wah Canton Road 

(Tsim Sha 

Tsui) 

Austin Road West 
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8 Statue Square Tung Wah Canton Road 

(Tsim Sha 

Tsui) 

Tung Wah Kingston Street-

Gloucester Rd 

9 Tung Wah Hong Kong 

Station-Man 

Cheung 

Street 

Southorn Southorn Sunning Road 

10 Rodney Road 

(Admiralty) 

Mong Kok 

West 

Hong Kong 

Station-Man 

Cheung 

Street 

Hong Kong 

Station-Man 

Cheung Street 

Tung Wah 

To evaluate the performance of recommendations in various spatial ranges, different values are 

assigned to p in 𝑛𝐷𝐶𝐺𝑝 (Equation 4.6), as shown in Table 4.3. It shows that for all ranking 

methods, the values of nDCGs increased with the increment of p and the best nDCGs are 

achieved when p =21. On average, the proposed recommending strategy can achieve nDCGs 

with an average value as much as around 0.91, which are much greater than those of the three 

baseline methods (0.2-0.4), indicating that regions with higher user ratings are given more 

recommendation priority by the proposed strategy. Such results show that items recommended 

by the proposed model could well match user expectations, demonstrating the advantages of the 

proposed model over the several baseline methods in terms of effectively ranking and 

recommending desirable regions. 

Table 4.3 Normalized Discounted Cumulative Gain (nDCG) for each ranking method 
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𝒏𝑫𝑪𝑮𝒑 The proposed 

model 

Rank-by-users Rank-by-visits Rank-by-

desirability 

𝑛𝐷𝐶𝐺10 0.905 0.225 0.220 0.221 

𝑛𝐷𝐶𝐺15 0.905 0.228 0.222 0.224 

𝑛𝐷𝐶𝐺21 0.914 0.389 0.384 0.386 

The agreement between the proposed scoring strategy and user rating is further investigated. The 

results are shown in Table 4.4. For rank-by-users and rank-by-visits strategies, the user count and 

visit count are used respectively as the desirability score for each region. The MAE (mean 

absolute error, Equation 4.5) indicates that the desirability scores predicted by the proposed 

model achieved a better agreement with ground truth than the baseline methods. 

Table 4.4 MAE (mean absolute error) based on ground truth 

 The proposed 

model 

Rank-by-

users 

Rank-by-

visits 

Rank-by-

desirability 

𝑀𝐴𝐸 0.353 0.424 0.458 0.444 

4.5  Discussion  

In this section, some worthy questions are further discussed to provide insights into the proposed 

methodology: (1) what is the intuition of the proposed HITS-based model? (2) How the ground-

truth regional desirability is obtained? Is it trustworthy? (3) Regarding the Algorithm 1, is it an 

efficient algorithm? What is the change of efficiency if the interest filter and spatial filter steps 

(first two lines of Algorithm 1) are swapped? 
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4.5.1 Intuition of proposed HITS-based model 

The proposed model is a HITS-based model, with consideration of (1) the mutual reinforcement 

between regional desirability and user expertise, and (2) the spatial scale/size of the region. For 

performance evaluation, the nDCG and MAE measurements are used. In calculating nDCG 

(Equation 4.6), the highly desirable regions are given more relevance than marginally desirable 

regions. Highly desirable regions appearing lower in recommendation list would be penalized as 

the graded relevance value is reduced logarithmically proportional to the position of the result. 

The proposed model clearly outperforms the other baseline methods in terms of nDCG (Table 

4.3) because it provided a more consistent recommendations order, especially among the highly 

desirable regions at the top of the list, in relation to ground truth, than baseline methods (Table 

4.2). This, in turn, demonstrated the method’s superiority over baseline methods in effectively 

meeting user needs in finding regions with high desirability.  

The top several regions recommended by the proposed model are all located in the downtown, 

mainly in Tsim Sha Tsui, Central, Mong Kok, and Causeway Bay, which are the major shopping 

and recreation areas in Hong Kong. For example, among all 21 recommended regions, 5 are 

located in Tsim Sha Tsui, 4 in Central, 2 in Mong Kok and 3 regions in Causeway Bay. Such 

highly concentrated spatial distribution of attractive regions, in some ways, indicates the high-

density urban living environment of Hong Kong.  

In addition, the proposed model is effective and useful in finding regions with small area yet 

high desirability, which meets the need of users to find regions where venues of superior quality 

are located within a reasonably accessible distance. The top 3 recommendations (Star Ferry Pier 

Station, Canton Road, Tai Hang) by the proposed model are all small-area regions with good 

quality venues attractive to users. In contrast, for the baseline methods, region size is given much 
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weight in deciding recommendation priorities. This is because, for the baseline methods, region 

desirability is strongly positively correlated with numbers of visits, which inevitably related to 

region size. For example, the experiments revealed that regions such as Lyndhurst Terrace, 

Causeway Bay and Cameron Road are highly recommended by the baseline methods, as these 

are large regions with large numbers of venues, which add to the amounts of visits and visitors 

and eventually, priority for recommendation. However, such priority ranking failed to effectively 

reflect user satisfaction levels with the regions, as the service quality of the venues varies from 

item to item and the user average rating to the whole region might be compromised by 

unsatisfying venues. The proposed strategy, however, takes account of both region size and user 

redundant visits so that region desirability is more accurately modelled. 

4.5.2 Rationale of calculating the ground-truth regional desirability 

In this thesis, to compute the ground truth of regions’ desirability, the consideration is that the 

average desirability of the venues within the region can be used as the desirability of the region. 

This way of computing ground truth is based on the condition that the reliable desirability scores 

of the venues can be attained. 

Some previous works use questionnaires to collect users’ rating score on the locations. However, 

this way of collecting desirability scores of venues is limited in the following two aspects. The 

first issue is that only limited amounts of subjects (people) can be included and inquired, which 

makes the attained results inevitably biased and incomplete. Another issue is that there may be 

hundreds or even thousands of venues within a region, so it is unrealistic or even impossible to 

have the subjects’ feedback on every venue as they may haven’t visited or even known this 

venue at all. 
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So, another source is used to attain the desirability of venues in this thesis. The user rating score 

on the venue is retrieved from Foursquare API. This rating retrieved from Foursquare is 

crowdsourced from individuals and comprehensively calculated from a wide variety of signals 

derived from users’ explicit and implicit feedback, such as liking or disliking a venue or leaving 

a positive or negative tip, as well as other signals such as whether the venue tends to have lots of 

loyal customers, the credibility and expertise of the users and so on (Yang and Sklar 2016). 

Besides, in previous study, this rating algorithm of Foursquare platform has been tested and 

validated in metropolitan areas and trusted by users for accuracy and reliability in indicating the 

venue desirability (Yang and Sklar 2016). This retrieved rating score calculated from a wide 

variety of actual crowdsourced feedback is more capable of indicating the venue desirability than 

the user feedback in a controlled experiment, where, in most occasions, only limited amounts of 

subjects will be inquired and incomplete venues’ information can be attained. This is the 

theoretical consideration of why the average of the venue ratings retrieved from crowdsourced 

platform is used as ground-truth regional desirability. 

4.5.3 Efficiency of Algorithm 1 

The efficiency of Algorithm 1 is investigated. An alternative algorithm is proposed by swapping 

the first two lines: first filter the regions, and then create a user-specific ranking. Experiments are 

conducted with sample data to test the efficiency of the original Algorithm 1 and the alternative 

algorithm. Based on the current experiment, both ways show no difference in algorithm 

execution time measured by even microsecond. This may be because that the application firstly 

reads the whole table from database into memory and then does spatial filtering and interest 

filtering. In the experiment, the most time-consuming step is data input/output while doing 

spatial filtering and interest filtering with the data stored in memory is very fast and whichever 
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filter is executed first, the efficiency yields no different results. Nevertheless, one speculation is 

that doing interest filter firstly and then spatial filter may be more algorithmically efficient for 

large-scale dataset, because interest filter tends to be faster than spatial filter as calculating and 

comparing spatial distance requires relatively more complicated algebraic operations than 

comparing the venue category with user interest. Doing interest filter first can reduce the total 

amount of spatial filter, as opposed to the other way around, and this can save more time and be 

more suitable for large amount of data. Admittedly, this is so far a speculation which requires 

more theoretical inference and practical experiments to verify.  

4.6  Summary 

Chapter 4 focuses on addressing the flowing gap:  how to develop a model to calculate regional 

desirability with consideration of varying spatial scales of regions.  

Regions with large areas may have more visits than those with small areas because they have 

more venues. This scale issue is specific to region recommendation, as venue recommendations 

typically treat the data as points and thus do not consider their sizes. 

Consequently, a new scale-concerned model is proposed to calculate the regional desirability 

with GSMD.  Basically, to select and rank recommendations from a set of candidate regions, 

three particular aspects are considered by the proposed model. Firstly, the consideration is that 

larger regions tend to include more venues and consequently attract more users and visits, and 

such influence of region spatial area on the effectiveness of calculating regional desirability 

needs to be modelled. Consequently, the proposed model develops new equations (Equation 4.2 

and 4.3) to quantify region desirability. Secondly, the influence of redundant visits by specific 

users is taken into account. The method assumption is that specific groups of users may have 
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particular tastes and certain venues may be frequently visited by them, however, such personal 

preferences can hardly represent the general opinion of the total user pool. A decay effect is thus 

introduced into the model so that the increase of single user’s influence decreases as the number 

of their visits increased. Thirdly, the interactive reinforcement effects are recognized in 

predicting the desirability of regions and the expertise of users. This is derived from the intuitive 

perception that the more a region is visited by experienced users, the more attractive the region 

is, and equally, the more a user visits attractive regions, the more experienced the user is likely to 

be. The proposed recommending strategy aimed to distinguish between local experts and 

common users so that the attractive regions are more accurately identified. 
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Chapter 5 Spatial semantic modelling Ⅱ: a data-driven model for calculating regional 

desirability  

5.1  Introduction 

In this chapter, a novel neural network model ‘RegNet’ is proposed to predict region desirability. 

The consideration is that traditional methods mainly use empirical models to predict regional 

desirability, like Hypertext Induced Topic Search (HITS) used in the previous chapter, which are 

quite intuitive and can be inaccurate in predicting desirable regions, as potential perceptual bias 

is introduced (Zheng et al. 2009, Zheng and Xie 2011, Liu et al. 2019). This results from the fact 

that the hidden interactions between user check-ins and regional desirability haven’t be clearly 

explained or precisely modelled yet, so that the empirical models based on human empirical 

intuition and presumed relationship are used for rough approximation.  

On the other hand, the recent development of artificial neural network enables to address the 

aforementioned challenge from a new perspective. A neural network is a collection of connected 

units, performing certain tasks like classification and regression (Specht 1991, Odom and Sharda 

1990). An advantage of the neural network is that it is data-driven, which means, given certain 

training data, the neural networks are theoretically capable of universally approximating 

functions (Hornik, Stinchcombe and White 1989) and learning the hidden unknown interactions 

of high-level features (LeCun et al. 2015) without prior knowledge, which is suitable for the 

research problem where the hidden interactive mechanisms of relevant features are still 

quantitatively unknown.  

Consequently, in this chapter, a novel neural network model (called ‘RegNet’) is proposed for 

predicting regional desirability. RegNet takes the pairs of user check-in history and regional 
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desirability score as training data. By adjusting the network weights through backpropagation 

algorithm, RegNet can adaptively learn the hidden interactions of high-level features and the 

unknown mappings from input to output, without prior knowledge. Compared with traditional 

empirical models, RegNet can achieve desirable region predictions with less perceptual bias and 

better accuracy. 

Specifically, RegNet consists of two main parts: a neural network encoder structure for feature 

learning and a hidden-layer structure for desirability prediction. The region-visit vectors are 

created firstly and input into the encoder for reduction of data redundancy and computational 

complexity. The encoded representations are then fed into the hidden-layer structure and a score 

for regional desirability will be predicted as output value. Evaluations are conducted with real-

world datasets and demonstrate that the proposed RegNet outperforms the popular state-of-the-

art methods. Besides, how the structure of encoder affects the performance of RegNet is also 

examined and suggestions are given on how to choose proper sizes of encoded representations. 

5.2  Proposed model: RegNet 

In this part, the details for the developed model are elaborated. The rationale and techniques for 

feature representation are given first, followed by an elaboration of the neural network model for 

region desirability prediction. 

5.2.1 Feature learning with autoencoder 

For location recommendation with GSMD, the frequency of check-ins is commonly used to 

indicate the popularity of a location. However, for region recommendation, the regional spatial 

scale needs to be considered: as stated in Chapter 4, a large region is likely to be visited more 

often due to more venue amount, but such high frequency of visits doesn’t necessarily indicate 
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average regional desirability (Liu et al. 2019). Consequently, the region-visit vector 𝒓𝒗𝑖 (see 

Chapter 2), is divided by regional spatial scale to construct new input feature 𝒓𝒗𝑖’: 

𝒓𝒗𝒊
′ =

𝒓𝒗𝒊

|𝑅𝑛𝑖.𝑉|
                                                                5.1 

The dimension of feature 𝒓𝒗𝑖’ is |U|, which may be very large given big dataset and lead to 

several problems in neural network training: (1) the connections between input layer and hidden 

layer can be very complex, causing overfitting due to the relatively small amount of training 

data. (2) the large dimensionality of features can give rise to computational inconvenience and 

even, infeasibility. Consequently, in this work, an autoencoder is adopted first for feature 

learning. The autoencoder is a pair of transforming and reconstruction functions to learn feature 

representation, mostly in the form of neural network (Liou, Huang and Yang 2008, Liou et al. 

2014) , with both reduction side for dimensionality reduction and reconstructing side for 

reconstructing the original input. By using autoencoder, the higher abstract features with reduced 

dimensionality can be learned for region desirability prediction, thus reducing the computational 

complexity and overfitting. 

An autoencoder neural network includes two structures: an encoder and a decoder (shown in 

Figure 5.1), which can be defined as two mapping functions (Vincent et al. 2010): 
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encoder decoder

code

input
output

 

Figure 5.1 An autoencoder in the form of a fully connected neural network. The encoder 

transforms the input vector with multiple dimensions into a short representation, and the decoder, 

reversely, transforms the short representation back into vectors with the same dimension as input 

vector, with the aim to minimize the reconstruction errors. 

Encoder: The encoder 𝑓𝜃(x) is in the form of neural network and transforms vector into a short 

representation (code). The mathematical formula can be illustrated as: 

𝒚 = 𝑓𝜃(𝐱) = 𝑠(𝑾𝒙 + 𝒃)                                                          5.2 

Where s() is a nonlinear function and the parameter 𝜃 = (𝑾, 𝒃) is the pair of weight matrix and 

bias vector. 

Decoder: The representing code y is transformed back using another neural network to a 
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reconstructed vector, 𝐳 = 𝑔𝜃′(𝐲): 

𝐳 = 𝑔𝜃′(𝐲) = 𝑠′(𝑾′𝒚 + 𝒃′)                                                     5.3 

With parameter 𝜃′ = (𝑾′, 𝒃′).  

The training process aims to minimize the reconstruction error through backpropagation 

algorithm. The mean squared error is used as loss function, so the minimizing reconstruction 

errors is defined as (Vincent et al. 2010): 

arg 𝑚𝑖𝑛𝜃,𝜃′ 𝐿(x, z) =
1

|𝒙|
(𝐱 − s′(𝑾′(s(𝑾𝒙 + 𝒃)) + 𝒃′))

2

                           5.4 

In this chapter, an autoencoder is trained first with the input and reconstruction of 𝒓𝒗𝒊’. After 

training autoencoder, the encoder from autoencoder is used independently for feature learning. 

5.2.2 Regional desirability prediction with encoding-prediction neural network 

The types of stand-alone location recommender systems can be classified into two: POI 

recommender and region recommender (Bao et al. 2015). For POI recommendation, the 

problems are usually defined as a binary classification, where a check-in into POI is denoted as 

positive and a non-check-in as negative (Ding and Chen 2018); For region recommendation, the 

problems are commonly defined as a problem of predicting regional attractiveness (desirability). 

Consequently, in this work, the regional desirability prediction problem is defined as a regression 

problem, where the regional desirability score is predicted based on the user visiting history, 

using the proposed neural network model RegNet. The structure of RegNet is presented in Figure 

5.2. 
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R1

R2

R3

R4

U1

U2
U3

U4

R5

R6

R7

U5
U6

user-region
check-in

rv |U|-diminput layer

encoder layers

(S0, W0, b0)

feature 
learning

encoded-dim

(Si, Wi, bi)

Rt 1-dim

regional 
attractiveness

prediction
hidden layers

output layer

code

 

Figure 5.2 The structure of fully-connected RegNet. The scaled region-visit vector and ground-

truth region rating, i.e. (rv’, Rt), are fed into RegNet pairwise for neural network training. 

The RegNet consists of several levels: an input layer, a neural network encoder for feature 

learning, several hidden layers for prediction and an output layer. The encoder network 

compresses the input feature into an encoded tensor, which is then input to the hidden-layer 

structure for final prediction. 

The workflow of RegNet can be defined as: 

𝒚𝑖 = {
 𝒓𝒗’ ,                      𝑖 = 0

𝑠𝑖−1(𝑾𝑖−1𝒚𝑖−1 + 𝒃𝑖−1) ,        𝑒𝑙𝑠𝑒
                                         5.5 
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where 𝒚𝑖 is the input vector of the 𝑖𝑡ℎ layer. For input layer (i.e., i=0), 𝒚0 is the network input 

feature 𝒓𝒗’ (see Equation 5.1). For encoder and other hidden layers, 𝑠𝑖(), 𝑾𝑖, 𝒃𝑖 are the 

activation function, weight matrix and offset vector for 𝑖𝑡ℎ layer respectively. For output layer, 

the 𝒚𝑖 is the predicted score for regional desirability. To reduce computational cost, the 

stochastic gradient descent (SGD) is adopted as the optimizer, which can be very effective for 

the problems with large-scale dataset (Bottou and Bousquet 2008). As the regional desirability 

prediction is defined as a regression problem in this work, the mean squared error is adopted as 

the loss function of RegNet training: 

𝐿𝑜𝑠𝑠 =
1

|𝑅|
∑ (𝑅𝑛𝑖. 𝑅𝑡 − 𝑌𝑖)2

𝑅𝑛𝑖ϵ𝑅                                                     5.6 

Where 𝑅𝑛𝑖 is a region in 𝑅 (see Chapter 2), 𝑌𝑖 is the predicted score for 𝑅𝑛𝑖 regional desirability 

prediction from RegNet (see Equation 5.5). The scaled region-visit vector and ground-truth 

region rating, i.e. (𝒓𝒗𝒊
′, 𝑅𝑛𝑖 . 𝑅𝑡), are fed into RegNet pairwise for neural network training, aiming 

to minimize the loss function by modifying (𝑾𝑖, 𝒃𝑖) through backpropagation algorithm. 

The desirability score for each region will be predicted. The top-k regions with the highest 

predicted desirability will be returned. 

5.3  Evaluation approach 

5.3.1 Evaluation measurements 

The evaluation measurements are the same as described in Section 4.3.1. 
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5.3.2 Baseline methods 

The baseline methods include: rank-by-users, rank-by-visits (as described in Chapter 4), HITS 

(Zheng and Xie 2011), HITS-based (Liu et al. 2019) (i.e., the scale-concerned model developed 

in Chapter 4). 

5.3.3 Ground truth 

The way to calculate ground truth of regional desirability is the same as described in Section 

4.3.3. 

5.4  Experiment 

5.4.1 Datasets and settings 

The datasets for experiment and evaluation consist of two sources: geotagged Instagram check-

ins identified as ‘food’ topic in Hong Kong from Nov 2014- Nov 2015, POIs from Foursquare. 

Compared with the datasets used in previous chapters (Chapter 3 and 4), the check-ins used in 

this chapter solely focus on the check-ins identified as ‘food’ topic, while the POIs dataset is 

exactly the same as described in Section 4.4. The basic description of the experimental datasets 

is given in Table 5.1. An Instagram check-in has following attributes: the check-in id, the 

corresponding user id, the timestamp of check-in, and the location. A POI item has following 

attributes: the POI identifier, the POI category, POI location and a numerical rating for POI 

desirability. The desirability rating is a score (0 to 10) retrieved from Foursquare platform and 

calculated from a wide variety of comprehensive signals derived from users’ explicit and implicit 

feedbacks. This rating algorithm has been validated in metropolitan areas and trusted by users for 

accuracy and reliability in indicating the venue desirability (Yang and Sklar 2016). 
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Table 5.1 Description of data sources 

Data sources Count Key fields Others 

Instagram check-

ins  

358,471 cid, uid, ctime, cloc check-ins of ‘food’ 

topic; Nov 2014 – 

Nov2015 

Foursquare POIs 32,485 vid, vcategory, vloc, 

vrating 

 

The spatial regions are needed for training RegNet, so DBSCAN method (Ester et al. 1996) is 

implemented on the Instagram check-ins for spatial clustering and the DBSCAN parameters Eps 

and MinPts are set as 7 and 18 respectively. 70% of the clustered regions are randomly selected 

as the training set and the remaining 30% as the test set for evaluation. For each region 𝑅𝑛𝑖, the 

desirability score 𝑅𝑛𝑖. 𝑅𝑡 is calculated with Equation 4.9. 

For RegNet, 35 is set as the dimension of the encoded representation y (Equation 5.2), Rectified 

Linear Unit (ReLU) 𝑓(𝑥) = 𝑚𝑎𝑥 (0, 𝑥) as the activation function of encoder, Softsign 𝑓(𝑥) =

𝑥

1+|𝑥|
 as the activation function of predicting hidden layers. 
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5.4.2 Performance evaluation 

 

Figure 5.3 The clustered food-themed regions with Instagram check-ins across Hong Kong. The 

majority of the regions are located in Causeway Bay, Tsim Sha Tsui, Mong Kok and Central, all 

of which are the major recreation and amusement areas in Hong Kong. 

The clustered regions (see Section 5.4.1) are shown in Figure 5.3. It can be seen that the 

clustered regions are mainly located in Causeway Bay, Tsim Sha Tsui, Mong Kok and Central. 

The results are consistent with Hong Kong urban situation, as all of these are the famous 

recreation areas, where quite a number of quality restaurants and street food are located.  

For each clustered region, the desirability values are respectively calculated with the comparison 

methods and proposed RegNet, then compared with the ground-truth for evaluation. The 
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performance of the proposed RegNet is compared with the popular methods for regional 

desirability prediction: rank-by-users, rank-by-visits, HITS (Zheng and Xie 2011), HITS-based 

(Liu et al. 2019) (proposed in Chapter 4). For the rank-by-users, the regional desirability is 

proportional to the total count of visitors to the region. For the rank-by-visits, the regional 

desirability is proportional to the total count of check-ins into the region. The HITS (Zheng and 

Xie 2011) method is to predict regional desirability based on the mutual reinforcement relation 

between user’s travel experience (hub score) and the desirability of a region (authority score). 

The HITS-based (Liu et al. 2019) method (proposed in Chapter 4) is a revised model of Zheng 

and Xie (2011)’s method, with consideration of regional scale and user weight decay.  
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Figure 5.4 The geographical distribution of the top 5 regions with the highest desirability values 

respectively by HITS (Zheng and Xie 2011) (blue), HITS-based (Liu et al. 2019) (green) and 

proposed RegNet (red) 

Top 5 regions by HITS (Zheng and Xie 

2011):

1. Hennesy Road-East Point Center-

Hysan Place

2. Portland Sreet-Langham Place

3. Landmark Atrium-Alexandra House

4. The peninsula

5. WinningHouse-Fortuna Building

Top 5 regions by HITS-based (Liu et al. 

2019):

1. Landmark Atrium-Alexandra House

2. Aberdeen Street-Police Married Quarters

3. Towning Mansion

4. The peninsula

5. Elgin Sreet-Wai Yuen Building

Top 5 regions recommended by 

RegNet:

1. Landmark Atrium-Alexandra House

2. Aberdeen Street-Police Married 

Quarters

3. Elgin Sreet-Wai Yuen Building

4. Jaffe Road-City Mansion

5. The Peninsula

(1) (2) (3) (4) (5)
 

Figure 5.5 The details of the top 5 regions with the highest desirability values respectively by 

HITS (Zheng and Xie 2011), HITS-based (Liu et al. 2019) and proposed RegNet 

The top 5 regions with the highest desirability values respectively by HITS (Zheng and Xie 

2011), HITS-based (Liu et al. 2019) and proposed RegNet are geographically mapped in the 

Figure 5.4. The details of each regions are shown in Figure 5.5. It can be seen that regions such 

as Landmark Atrium-Alexandra House, Aberdeen Street-Police Married Quarters, the Peninsula 

are predicted with high desirability by both proposed RegNet and comparison methods.  

The Table 5.2 lists several regions’ normalized desirability value and ranking by each method. 

From Table 5.2, it can be seen the top 10 desirable regions predicted by RegNet have a good 

agreement with the ground truth. The region 11, 55, 75, 42 are raking at the 1st, 4th, 9th, and 10th 

place according to the ground truth, while predicted at 3rd, 7th, 9th, and 10th place by the RegNet. 
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4 out of 10 most desirable regions are predicted correctly with slight ranking inconsistency 

against ground truth. 
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Table 5.2 Normalized Regional Desirability Calculated by Each Method 

Region 

ID 

Ground 

truth 

Rank-by-

user 

Rank-by-

visit 

HITS (Zheng 

and Xie 

2011) 

HITS-based 

(Liu et al. 

2019) 

RegNet 

rating rank rating rank rating rank rating rank rating rank rating rank 

11 1.000 1 0.235 11 0.260 8 0.250 9 0.397 5 0.983 3 

66 0.939 2 0.109 20 0.077 23 0.090 20 0.157 10 0.874 13 

124 0.909 3 0.011 42 0.007 42 0.008 42 0.014 40 0.682 34 

55 0.893 4 0.261 10 0.205 12 0.227 11 0.394 6 0.944 7 

10 0.863 5 0.044 28 0.035 29 0.038 29 0.068 18 0.816 22 

140 0.863 6 0.022 38 0.019 36 0.020 36 0.036 32 0.802 25 

92 0.848 7 0.069 24 0.071 24 0.070 24 0.052 25 0.832 19 

68 0.848 8 0.032 32 0.031 30 0.031 33 0.055 24 0.857 16 

75 0.840 9 0.208 13 0.209 11 0.208 12 0.174 9 0.924 9 
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42 0.832 10 0.091 22 0.084 20 0.086 21 0.149 11 0.921 10 

141 0.832 11 0.042 29 0.031 31 0.035 30 0.061 20 0.820 20 

122 0.832 12 0.040 30 0.028 33 0.033 31 0.058 22 0.815 23 

35 0.825 13 0.511 5 0.499 4 0.503 4 0.420 4 0.954 5 

105 0.817 14 0.000 45 0.000 45 0.000 45 0.000 45 0.508 42 

Different values are assigned to p to calculate 𝑛𝐷𝐶𝐺𝑝 (Equation 4.6), as shown in Table 5.3. The 

results show that, as p increments, the 𝑛𝐷𝐶𝐺𝑝 for both RegNet and comparison methods 

increases. With different p values, RegNet can stably achieve higher nDCGs (0.33-0.49) than the 

nDCGs of other comparison methods. 

From user’s perspective, it can be expected the users care more about being recommended highly 

desirable regions. Particularly, with p=5 and 15, RegNet achieves nDCG=0.329 and 0.438, 

which are consistently higher than comparison methods (i.e., 0.255, 0.375), indicating, for the 

highly desirable regions, the proposed RegNet has better predictions than other methods. From 

Table 5.2, it can be seen the top 10 desirable regions predicted by RegNet has a good agreement 

with the ground truth. 4 out of 10 most desirable regions are predicted correctly with slight 

ranking inconsistency against ground truth. The above results show that RegNet can achieve 

better ranking performance than comparison methods and demonstrate RegNet’s advantage in 

predicting highly desirable regions. 
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Table 5.3 Normalized Discounted Cumulative Gain for RegNet and comparison methods 

𝒏𝑫𝑪𝑮𝒑 RegNet Rank-by-

users 

Rank-by-

visits 

HITS 

(Zheng and 

Xie 2011) 

HITS-based 

(Liu et al. 

2019) 

𝑛𝐷𝐶𝐺5 0.329 0.000 0.000 0.000 0.255 

𝑛𝐷𝐶𝐺15 0.438 0.205 0.228 0.219 0.375 

𝑛𝐷𝐶𝐺25 0.456 0.281 0.300 0.294 0.384 

𝑛𝐷𝐶𝐺35 0.487 0.287 0.306 0.301 0.392 

𝑛𝐷𝐶𝐺45 0.487 0.325 0.344 0.338 0.422 

The agreement between the methods’ ratings and user rating (normalized to be comparable) is 

further measured with the MAE (Equation 4.5), shown in the Table 5.4. The user count is used as 

the desirability score for rank-by-users method and visit count for rank-by-visits method. The 

results show RegNet can achieve less MAE (0.19) than the comparison methods (around 0.53), 

indicating that the regional desirability ratings predicted by RegNet have better agreement and 

less deviation with the ground truth than the comparison methods. 

The RegNet is data-driven and, given enough training data, can model the hidden unknown 

interactions of high-level features and approximate the unknown mapping functions from input 

feature to output value. In the experiment, it shows the RegNet has better performance than the 

traditional empirical methods, in terms of both ranking quality and numerical rating agreement. 

Table 5.4 MAE (mean absolute error) for each method 
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 RegNet Rank-by-

users 

Rank-by-

visits 

HITS 

(Zheng and Xie 

2011) 

HITS-based 

(Liu et al. 2019) 

𝑀𝐴𝐸 0.193 0.528 0.534 0.531 0.532 

 

5.4.3 Parameter sensitivity analysis 

Region recommendation is a newly emerging research area with the recent rise of GSMD. 

Traditional region recommendation methods are mainly empirical models to predict regional 

desirability, which can be relatively intuitive and inaccurate. The underlying reasons are that the 

internal mechanism of the regional desirability is insufficiently known and a sound model to 

simulate the interaction between regional desirability and users’ check-ins is still missing. On the 

other hand, the massive volume of GSMD provides an alternative solution. The consideration is 

that the mechanism of regional desirability has already be implicitly contained by GSMD, and, 

with proper dataset and data-driven model, the hidden patterns can be well learned without priori 

knowledge. Consequently, in this chapter, a new neural network model RegNet are proposed for 

predicting regional desirability.  

The RegNet consists of an encoder structure for feature learning and several hidden layers for 

desirability prediction. Theoretically, the neural network has been proven to be capable of 

universally approximating functions (Hornik et al. 1989) and widely used for classification and 

regression. The user visiting history and rating are fed into the RegNet as training data and the 

hidden interactions of high-level features are learnt accordingly. The experiments demonstrate 

RegNet’s advantage over traditional empirical models in predicting regional desirability and, 
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especially, recommending highly desirable regions.  

A worthy question is how the encoder structure affects the method performance. The 

consideration is that the encoder is a lossy data compression, which means the feature 

information can be lost together with the data redundancy by dimensionality reduction with 

encoder. Inappropriate encoder settings may cause intense information loss and the model failing 

to learn the hidden patterns. Consequently, comparisons are made on how the dimension of the 

encoded representation (y in the Equation 5.2) affects the method performance (shown in Figure 

5.6). It shows that the MAEs achieved by RegNet remain relatively stable (around 0.20) with 

increasing encoded dimension. The MAE achieves its minimum when dimension is 35 and 

increases fluctuantly as dimension continues to grow. An explanation can be made by looking 

into the structure of RegNet. The RegNet consists of two parts of neural network: feature 

learning with encoder layers, regional desirability prediction with hidden layers. RegNet will fail 

to learn the interaction of features with too few encoded dimensions, as hidden patterns can be 

lost with intense dimensionality reduction, causing the encoded feature y incapable of well 

representing the original input vector x (Equation 5.2), which leads to underfitting problem. On 

the other hand, the interaction of hidden layers in the regional desirability prediction phase can 

be over complicated, with large encoded dimension and limited training dataset, causing RegNet 

performing well with training dataset and poorly with evaluation dataset, which is overfitting 

problem. A good performance can only be achieved with a proper medium size of encoded 

dimension. 
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Figure 5.6 Impacts of the Encoded Dimension 

5.5  Discussion  

In this section, some worthy questions are further discussed to provide insights into the proposed 

methodology: (1) what is the intuition of proposed RegNet? Why the RegNet can address the 

previous gap? (2) Is RegNet a relatively standard neural network framework? If so, what is the 

essential novelty of RegNet? (3) Since the ground truth of regional desirability has already be 

obtained from some platforms (e.g., Foursquare), what’s the point to calculate regional 

desirability with GMSD again? 

5.5.1 Intuition of proposed RegNet 

The motivation for this Chapter 5 is to develop a new neural network model which can achieve 

better performance over previous methods for predicting desirability scores of regions, as the 

hidden high-level features and unknown interactions between user check-ins and regional 

desirability can be learnt by the neural network model. 
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There are some previous works focusing on identifying and ranking desirable regions and this 

work is never the first attempt to do that. However, the consideration is that, compared with the 

massive works on POI recommenders, identifying and recommending desirable regions haven’t 

been adequately investigated as some key problems remain unaddressed. One gap is that when 

calculating desirability scores for regions, previous works mainly use empirical models, which 

can be inaccurate and bring in perceptual bias. By empirical models, it means that the presumed 

relationships and empirical formula, such as power law distribution (Sun et al. 2015) and 

Hypertext Induced Topic Search (Zheng et al. 2009, Zheng and Xie 2011) are used to predict the 

regional desirability from user check-in history. These empirical models are developed based on 

human intuition and past experiences and can be inaccurate as the presumed mathematical 

formulas are used for prediction. The underlying reason for using empirical models is that the 

hidden interactions between user check-ins and regional desirability haven’t be clearly 

quantitatively explained or precisely modeled yet, so that the empirical models with presumed 

relationship are used for rough approximation. 

Consequently, after analyzing the inaccuracy of previous models and the underlying reason, a 

new neural network model is proposed to address the above challenge. An advantage of neural 

networks is that it is data-driven, which means, given certain training data, the neural networks 

are theoretically capable of universally approximating functions (Hornik et al. 1989) and 

learning the hidden unknown interactions of high-level features (LeCun et al. 2015) without prior 

knowledge, which is suitable for the research problem where the hidden interactive mechanisms 

of relevant features are still quantitatively unknown. So, in this work, a novel neural network 

model (‘RegNet’) is proposed for predicting regional desirability. RegNet can adaptively learn 

the hidden interactions of high-level features and the unknown mappings from input to output, 
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without prior knowledge. The performance of the proposed RegNet is evaluated and RegNet’s 

better performance is demonstrated over traditional methods, i.e. rank-by-users, rank-by-visits, 

HITS (Zheng and Xie 2011), HITS-based (Liu et al. 2019) in terms of both ranking order and 

deviation from the ground-truth rating. 

Overall, the intuition of proposed RegNet is that a new neural network model can better learn the 

hidden interactions of high-level features and the unknown mappings from input to output, 

without presumed relationships and empirical formula, thus reducing perceptual biases and 

achieving better performance over previous methods for predicting desirability scores of regions. 

Compared with previous empirical models, RegNet can achieve desirable region predictions with 

better accuracy, which have been demonstrated by the experiments with real-world datasets. 

5.5.2 Novelty of proposed RegNet 

The novelty of the proposed RegNet lies in the encoding-prediction structure of RegNet, which 

is a novel neural network framework and initially developed in this thesis. In this newly 

developed RegNet, the value of embedded parameters in the RegNet can be tuned during model 

training, while the developed encoding-prediction framework remains constant. 

As explained in Section 5.2, RegNet are made up of two main components: a network encoder 

for feature learning, and a hidden-layer structure for prediction. (1) The encoder structure is 

trained from an autoencoder structure and capable of learning feature representation with 

reduced dimension, thus alleviating potential overfitting and computational complexity while 

preserving as much information as the original input; (2) The hidden-layer structure can learn the 

hidden unknown features and interactions through backpropagation, thus achieving better 

performance over previous methods. 
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This encoding-prediction framework of RegNet is a fixed and novel structure, which is initially 

developed in this work, while the value of embedded parameters in the network can be adjusted. 

The hidden-layer structure of RegNet is a network component with changeable settings such as 

the node count in layers, activation function, the optimizer, loss function. These parameters can 

be tuned in the training process. However, the encoding-prediction structure of RegNet remains 

constant. 

This encoding-prediction network structure hasn’t ever been applied or proposed in the field of 

calculating regional desirability. Previous works mainly use empirical models with presumed 

relationships, which brings in perceptual bias. While the proposed RegNet can adaptively learn 

the unknown interactions of high-level features without prior knowledge, which is suitable for 

the research problem where the hidden interactive mechanisms of relevant features are still 

quantitatively unknown. 

5.5.3 Meaningfulness of calculating regional desirability with GMSD 

The meaningfulness to model regional desirability from GMSD can be illustrated from two 

aspects: 

(1) From a practical perspective, modelling regional desirability from social media check-ins can 

be applied into the situation where Foursquare POIs are not available or effective. Firstly, 

generating ground-truth from Foursquare are dependent on the availability of Foursquare data, 

which is highly uncertain and subject to the company strategies. The fact is, the POIs from 

Foursquare API were collected for experiments previously, however this kind of POIs is no 

longer available anymore as the Foursquare company has changed the settings of Open APIs, 

which makes collecting complete POIs datasets in a specific region impossible. Although the 
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Foursquare search-for-venues API is still open, only partial venues within a spatial range can be 

returned and the complete datasets are not publicly retrievable anymore. Only by building 

academic or business connection with the company, the complete POIs in a spatial range can be 

potentially obtained, making it difficult to generate ground-truth regional desirability from 

Foursquare data. Secondly, the Foursquare platform is not ubiquitously reliable across all the 

countries. Previous study has proven the accuracy and trustworthiness of Foursquare rating 

algorithm in indicating the place desirability, in metropolitan areas (Yang and Sklar 2016). 

However, in regions where Foursquare is unpopular or even rarely used (e.g, China Mainland, 

Taiwan), the plausibility of the Foursquare rating system is questionable, as the scale of 

crowdsourced information is limited. Consequently, if the relationship between regional 

desirability and check-ins can be well modeled, the developed models can be used into the above 

situations, predicting regional desirability with the check-ins data, when the Foursquare data is 

not available or effective. 

(2) Besides, from a theoretical perspective, modelling the mutual relationship of regional 

desirability and social media check-ins can contribute to the knowledge discovery and help to 

answer worthy questions. Even the accurate regional desirability values can be obtained via some 

means, the connections between regional desirability and social media check-ins are still 

unknown. Is the relationship between check-ins to regional desirability quantitatively 

explainable? Is there an accurate depicting formula? If the relationships are still mathematically 

unknow, is it possible to build a black-box computation model from one side to another? These 

are the questions that are worth considering and can deepen our understanding about the known 

facts. This research can serve as a step into investigating these questions and adding more 

knowledge into the relationships between check-ins and regional desirability. 
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To sum up, from a practical perspective, modelling regional desirability from social media 

check-ins can be used into the situation where platform data (e.g., Foursquare POIs) is not 

available or effective, expanding the application scenarios of social media. Moreover, from a 

theoretical perspective, modelling the mutual interactions from one side to another can contribute 

to the knowledge discovery and add novel knowledge into the connections between check-ins 

and regional desirability. 

5.6  Summary 

Chapter 5 focuses on addressing the flowing gap:  how to develop an accurate model to calculate 

regional desirability when the interactions of relevant features are still unknown.  

Traditional methods mainly use empirical models to predict regional desirability, which are quite 

intuitive and can be inaccurate in predicting desirable regions, as potential perceptual bias is 

introduced. This results from the fact that the hidden interactions between user check-ins and 

regional desirability haven’t be clearly explained and precisely modelled yet, so that the 

empirical models based on human empirical intuition and presumed relationship are used for 

rough approximation. 

Consequently, a new multi-layer neural network model (RegNet) is proposed to address the 

aforementioned problems. The neural networks have been proven capable of universally 

approximating functions and adaptively learning the hidden unknown interactions of high-level 

features without prior knowledge. RegNet includes a neural network encoder structure for 

feature learning and a hidden-layer structure for desirability prediction. Pairs of user check-in 

history and ground-truth regional desirability rating are fed into RegNet as training data and 

regional desirability scores are calculated as the predicted values of the output layer. 
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The proposed RegNet is implemented with real-world datasets and the experiments prove the 

better performance of RegNet over baseline methods. Besides, sensitivity analysis is also made 

on how the dimension of the encoded representation affects the performance of the proposed 

model and it is found that only with a proper medium size of encoded dimension can a good 

performance be achieved, due to potential underfitting and overfitting issues. This research 

demonstrates the feasibility and effectiveness of data-driven methods (e.g., neural networks) in 

modelling the hidden unknow relationships and achieving a better performance for region 

desirability prediction over traditional empirical methods. 
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Chapter 6 Spatiotemporal semantic modelling: a model for event detection by finding 

spatiotemporal irregularities  

6.1  Introduction  

In this chapter, the following question is investigated: what is happening at some place and at 

some time, inferred from GSMD? Currently, most research on event detection with social media 

uses semantic-based methods and text mining. Platforms, such as Twitter, provide accessible 

streaming data, which contains real-time text information, making it possible to detect emerging 

social events by examining the change in semantic-based features.  

However, a new event detection methodology can be proposed by investigating the geographical 

patterns of GSMD. The intuition is that a social event will affect how the objects spatially 

distribute across certain regions and how they mutually interact thus causing irregular 

geographical patterns, especially irregular human mobility and interaction patterns (e.g., sports 

games causing intense human aggregation or terrorism attacks causing sudden evacuation from 

certain regions). By introducing depictive measuring features with GSMD and identifying the 

feature irregularity, such geographical patterns, in turn, can be used to distinguish potential social 

events. Previous works mainly detected social events by word frequency and semantic analysis, 

and there is still a need for a comprehensive methodology to effectively detect events by 

investigating irregular geographic patterns. 

Consequently, a major motivation for this chapter is to provide new insights into the following 

issues: what kinds of features can be used for detecting events, or from what aspects can a social 

event be differentiated with GSMD. Specifically, the novelty and point of this chapter is to detect 

social events by mining the geographical patterns of GSMD and using geography-based features. 
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To do so, a new model is proposed to construct event features by characterizing spatial patterns 

of GSMD. Social events are then detected by finding the feature irregularities. The detailed 

analytic workflow consists of three parts: (1) semantic community discovery, (2) geography-

based event representation, and (3) irregular event feature detection. First, the data-driven 

geographic topic modelling method described in Chapter 3 is used to detect hashtag communities 

and identify social media topics. Second, by introducing quantitative spatial autocorrelation 

indicators, event features are constructed for representing the potential events in the created 

feature space. A time series of the univariate event feature is then generated with variable 

temporal granularities. Third, an outlier test is adopted to detect event feature irregularity, and 

the event location are identified. A detailed event description can then be obtained using the 

detected semantic and spatiotemporal identification. The experiment is conducted with a real-

world dataset (104,000 geotagged Instagram check-ins) and the effectiveness of the proposed 

workflow and model is verified. 

6.2  Methodology 

In this section, the data model and analytic workflow of the proposed workflow are presented, 

followed by a detailed description of each data handling procedure. First, the topic modelling 

method is mentioned, which is the same as discussed in Section 4.2. Next, a novel event feature 

representation method is explained, based on the geographical patterns of the social media post 

distribution. Finally, the method for irregularity detection and location indication is described, 

based on the data model. 
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6.2.1 Analytic workflow 

To define an event, the question needs to be answered: what is happening at that place and that 

time? Consequently, the semantic and spatiotemporal information is needed for event 

identification. 

Specifically, in the proposed model, to detect social events, the following issues are considered: 

• What are the social events about? In other words, semantically, how can we identify the 

potential topics of the social events using social media data? 

• How should the social event be depicted from a spatiotemporal perspective? What is the 

event location and time? Is there any irregular geographical pattern (e.g., crowd 

aggregation, evacuation) caused by the event, and how can such patterns be represented 

with the geotagged social media posts? 

Based on above considerations, the event detection model can be defined as follows: 

                       𝐸 = 𝑊(𝑆, 𝐺, 𝑇)                                                             6.1 

where 𝐸 is the event detection result, 𝑆 is the semantic identification to indicate the event topics, 

𝐺 is the geographical patterns of human mobility revealed by GSMD, T is the temporal 

identification of the event. and 𝑊 is the analytic workflow. The underlying intuition behind the 

proposed workflow is that a social event may affect regular human mobility and interaction 

patterns. By introducing features derived from the quantitative measurements of such patterns, a 

new feature space can be created, and the social event can be represented and detected with the 

newly created features. 
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As represented in Equation 6.1, the semantic and geographical patterns are both considered in the 

model. Thus, to address the semantic and geographical issues, a threefold analytic workflow 

(Figure 6.1) is constructed, which consists of three interrelated modules: (1) semantic community 

discovery; (2) geography-based event representation; and (3) detection of event feature 

irregularity. 

 

Figure 6.1 Proposed workflow of event detection by finding spatiotemporal irregularities 

Semantic Community Discovery: In this step, the semantic content attached to the GSMD is 

investigated first to infer the user activity associated with the geotagged posts (e.g., geotagged 

photos). This step starts by retrieving geotagged media data from a relevant API (check-in 

dataset). Furthermore, the method described in Section 4.2 is adopted to detect semantic 
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communities of the hasthags. The topics of geotagged photos are further identified by 

introducing the topics of attached hashtags as an indicator, as shown in Figure 6.2 (Interest 

Identifying). 

 

Figure 6.2 Photo sample from Instagram. The photo has a title with multiple hashtags (e.g., 

#occupycentral, #umbrellarevulotion, #documentary) to annotate, indicating potential topics for 

the photo. (source: https://www.instagram.com/p/B5-iuDHp2HN/) 

Geography-based Event Representation: In this step, a new event feature representation method 

is developed. By introducing quantitative spatial autocorrelation indicators (Geographical Pattern 

Mining), a global index is constructed for representing the potential event in the created feature 

space (Feature Transformation & Event Feature Representation). A time series of the univariate 

event feature with different temporal granularity can then be yielded, by adjusting the temporal 

range parameter. 

Detection of Event Feature Irregularity: After mapping the geographical patterns into a new 

feature space, in this step, an outlier test is adopted to detect the feature irregularities. The global 
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index is then localized for identifying event location. By combing the semantic and location 

identification, a detailed description of the detected event can be obtained. 

The methods used for semantic community discovery is described in Section 4.2. The details of 

other modules are presented below. 

6.2.2 Proposed model: event feature modelling by spatial patterns mining 

After identifying the semantic topics of the geotagged posts, the next step is to construct 

geography-based features for event representation. The consideration is that a social event may 

lead to irregular human mobility (e.g., crowd aggregation), and such irregularity can be revealed 

by the geographical pattern of GSMD. Consequently, a geography-based event representation 

method is proposed. The spatial autocorrelation is introduced as a geographical description of the 

human mobility and Moran’s I  (Moran 1950) as the quantitative measurement. Given a set of 

features and an associated attribute, Moran’s I and z-score can be calculated to evaluate whether 

and to what degree the pattern expressed is clustered.  

To analyze the spatial autocorrelation, a spatial fishnet is created first and the geotagged posts 

are then mapped into the corresponding fishnet cells, according to the post locations. Let 𝑇 be the 

collection 𝑻 = {𝑡1, … , 𝑡𝑚} of continuous time segments 𝑡𝑖, and 𝐶  be the collection 𝑪 =

{𝑐1, … , 𝑐𝑛} of the fishnet cell 𝑐i =  (𝑟, 𝑛𝑢𝑚(𝑡𝑘)), where 𝑟𝑖 is the spatial region of 𝑐i, and 

𝑛𝑢𝑚(𝑡𝑘) is the number of the posts 𝑝𝑠𝑡𝑗, where 𝑝𝑠𝑡𝑗 . 𝑣 ϵ 𝑐i. 𝑟 AND 𝑝𝑠𝑡𝑗 . 𝑡 ϵ 𝑡𝑘 AND 𝑝𝑠𝑡𝑗 . 𝑡𝑔𝑠 

is of specific topics. 

The Global Moran’s I based on the post number can be further calculated as below (Anselin 

1995): 
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 𝐼𝑡𝑘
=

n

𝑆0

∑ ∑ 𝑤𝑖𝑗𝑧𝑖𝑧𝑗
𝑛
𝑗=1

𝑛
𝑖=1

∑ 𝑧𝑖
2𝑛

𝑖=1

                                                            6.2 

where 𝑧𝑖 is the deviation of 𝑐i. 𝑛𝑢𝑚(𝑡𝑘) from its average value (𝑐i. 𝑛𝑢𝑚(𝑡𝑘)  −  
∑ 𝑐j.𝑛𝑢𝑚(𝑡𝑘)𝑛

𝑗=1

𝑛
), 

𝑤𝑖𝑗 is the spatial weight between 𝑐i. 𝑟 and 𝑐j. 𝑟, and 𝑆0 is the summation of all the spatial weights. 

The value of Moran’s I ranges from [-1,1]. The more similar values cluster, the closer 𝐼 is to +1; 

the more dissimilar values cluster (similar values disperse), the closer 𝐼 is to -1; Moran’s I being 

+1 indicates perfect clustering of similar values, while Moran’s I being -1 indicates perfect 

dispersion. To construct the event feature, a global event index (𝐺𝐸𝐼) is developed as below: 

𝐺𝐸𝐼𝑡𝑘
 = −𝑐 · 𝑙𝑛(1 − | 𝐼𝑡𝑘

|)                                                  6.3 

where c is a scale coefficient for normalization. By using Equation 6.3, the 𝐺𝐸𝐼 value will 

acceleratedly increase as 𝐼𝑡𝑘
 approaches +1 (-1), indicating the transition from random to 

geographical clustering (dispersion). 

By sequentially sampling 𝐺𝐸𝐼 in the 𝑇 = {𝑡1, … , 𝑡𝑚}, a discrete time series will be yielded: 

𝑇𝑆 = {𝐺𝐸𝐼𝑡1
, 𝐺𝐸𝐼𝑡2

, … , 𝐺𝐸𝐼𝑡𝑚
}                                                6.4 

where each item is a transformed feature for event representation in the created one-dimensional 

feature space. Different temporal granularity for analysis can be obtained, by adjusting the span 

of time segment 𝑡𝑖. 

6.2.3 Event detection by finding feature irregularities in time series and spatial 

context 

In this module, the aim is to detect irregularity of event features and pinpoint the spatiotemporal 

identification of social event. Thus, for irregularity detection, the generalized extreme 
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studentized deviate (ESD) test (Rosner 1983) is adopted, which is a statistical test to detect one 

or more outliers in a univariate data set. The time series 𝑇𝑆 (see Equation 6.4) will be the input 

data set for test and the outliers of the 𝑇𝑆 will be found accordingly. The ESD test is explained in 

detail in Algorithm 2. 

𝑅𝐹𝑢𝑛𝑐(𝑋) finds the index 𝑘 that maximizes the value of 𝑅𝑘 =
|𝑥𝑘  − 𝑥|

𝑠
 , where 𝑥𝑘,x, 𝑠 denote 

the 𝑘𝑡ℎ item, mean value and sample standard deviation of dataset 𝑋, respectively. The 

𝐿𝑎𝑚𝑏𝑑𝑎(𝑖) are calculated as follows (Rosner 1983): 

𝐿𝑎𝑚𝑏𝑑𝑎(𝑖) =  
(𝑛−𝑖)𝑡𝑝,𝑛−𝑖−1

√(𝑛−𝑖−1+𝑡𝑝,𝑛−𝑖−1
2 )(𝑛−𝑖+1)

                                              6.5 

where 𝑛 is the item count of dataset X, 𝑡𝑝,𝑣 is the 100p percentage point from the 𝑡 distribution 

with 𝑣 degrees of freedom and 𝑝 = 1 −
𝛼

2(𝑛−𝑖+1)
, with 𝛼 being the significance level for ESD 

test. 

Apart from temporally detecting the happening of an event with the above ESD test, another 

important issue is where the event happened. To further identify the event location, the 𝐺𝐸𝐼 is 

localized to construct a local event index (𝐿𝐸𝐼), as below: 

𝐿𝐸𝐼𝑡𝑘
(𝑐i)  = −𝑙𝑛(1 − 𝑐|𝐼𝑡𝑘

(𝑐i)|)                                                     6.6 

where 𝐿𝐸𝐼𝑡𝑘
(𝑐i) is the calculated 𝐿𝐸𝐼 for fishnet cell 𝑐i in the time segment 𝑡𝑘, 𝐼𝑡𝑘

(𝑐i) is 𝑐i’s 

Local Moran’s I (Anselin 1995) calculated from 𝑐i. 𝑛𝑢𝑚𝑖(𝑡𝑘) being the attribute value, and c is a 

scale coefficient for normalization. The fishnet cell with high 𝐿𝐸𝐼 indicates particular 

geographical clustering or dispersion patterns of human mobility, which may be caused by 

special social events in that region. 
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By adopting the workflow described above, a potential social event can be detected, with the 

identification of semantic topic and the depiction of underlying spatiotemporal patterns. 
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Algorithm 2: Generalized Extreme Studentized Deviate Test 

Input: (1) Observation dataset 𝑋 (2) Upper Bound Count 𝑟 

Output: A list of detected outliers 𝐿 

Begin 

        for  𝑖 = 1 to 𝑟 do 

             (𝑅𝑘, 𝑘) ← 𝑅𝐹𝑢𝑛𝑐(𝑋) 

             𝜆𝑖 ← 𝐿𝑎𝑚𝑏𝑑𝑎(𝑖) 

             if 𝑅𝑘 > 𝜆𝑖 do 

                 𝐿. add(𝑋. item(𝑘))  // The 𝑘𝑡ℎ item in 𝑋 is added to 𝐿 

             end 

             X ← X.item_remove(𝑘)  // Remove the 𝑘𝑡ℎ item from 𝑋 

        end 

        Return 𝐿 // Return the list of detected outliers 

End 

6.3  Experiment 

6.3.1 Datasets and settings 

Similar to previous chapters, the check-in dataset used in this chapter is retrieved from Instagram 

API, which covered 127,630 geotagged check-ins in Hong Kong from Dec 6, 2014 to Jan 4, 

2015, generated by 26,420 users. A social media post includes the post ID, user ID, the attached 
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hashtags, the timestamp of the online post and the location indicating post place (Table 6.1). All 

the user IDs are anonymized for privacy protection. 

Table 6.1 Description of geotagged social media posts 

Fields Description 

pid A string uniquely indicating a post 

uid An encrypted string uniquely indicating a user 

hashtags The attached hashtags indicating the potential 

post topics 

stime The time that the user publishes the online post 

location The post location 

Some of the user accounts are for commercial advertising and might post redundant photos in 

specific venues. Consequently, an anomaly detection method is conducted to remove these 

outliers. The count of photos posted by each user is first investigated. The calculations shows 

that the average count of posted photos per user 𝜇 is 4.8 and the standard deviation 𝜎 is 8.8. The 

three-sigma rule is introduced, which states that, for both normally distributed and non-normally 

distributed variables, most cases should fall within three-sigma intervals. Therefore, in this 

section,  three-sigma intervals are used to set the threshold for filtering. The users whose photo 

numbers are out of the three-sigma intervals (i.e., 𝜇 + 3𝜎, 32) are recognized as outliers and their 

posted photos are removed from the photo dataset. After data cleaning, 104,366 photos generated 

by 25,996 users remained. For the parameter setting, the span of time segment 𝑡𝑖 is set as 24 

hours and the size of fishnet cell 𝑐i is set as 100*100 m. 
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6.3.2 Case study 

The experimental results are reported and the performance of the proposed workflow is 

evaluated accordingly. Evaluating event detection techniques is a very challenging and complex 

problem, and there is no commonly accepted standard yet (Weiler, Grossniklaus and Scholl 

2017). Theoretically, the results of event detection can be evaluated by quantitative and 

qualitative analysis. In practice, quantitative evaluation commonly requires a thorough ground 

truth data set, which is always unavailable and thus undermines the effectiveness and even 

feasibility of this evaluation approach. Therefore, in the experiment, the qualitative evaluation is 

adopted.  

After completing the semantic community discovery, several hashtag groups are detected, each 

of which shares a common topic. To demonstrate the usefulness of the proposed workflow, two 

hashtag groups are chosen for case studies. 

It is found one hashtag community whose semantic topic is mainly about the umbrella movement 

(See Figure 6.3). The umbrella movement is a political movement that emerged during the Hong 

Kong democracy protests of 2014. This movement lasted for 79 days, and many downtown 

streets are occupied during the event, which ended up in a police clearance operation. By 

studying the spatiotemporal patterns of the corresponding geotagged check-ins, the event can be 

investigated from a new perspective. 
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Figure 6.3 Word cloud for representative hashtags of the ‘Umbrella Movement’ community 

The 𝐺𝐸𝐼 is calculated with the geotagged check-ins that are identified as the ‘Umbrella 

Movement’ topic. Table 6.2 lists the distribution of time series 𝑇𝑆 of 𝐺𝐸𝐼. Each 𝐺𝐸𝐼 in time 

series 𝑇𝑆 represents the corresponding event feature for that time segment (i.e., that day). By 

implementing ESD test upon the 𝑇𝑆, the irregular event feature is detected. The visualized 

results are shown in Figure 6.4. It can be seen that, at the beginning, the 𝐺𝐸𝐼 value increases in 

an oscillatory manner and achieves its maximum as 37.43 at Dec 11, 2014, which is detected as 

the irregularity of the event features by the ESD method, and then decreases to its normal level 

after that. 

Table 6.2 Time series of 𝐺𝐸𝐼 with geotagged check-ins identified as the ‘Umbrella Movement’ 

Date Dec 6 Dec 7 Dec 8 Dec 9 Dec 10 Dec 11 Dec 12 … Jan 4 

𝑮𝑬𝑰 3.13 3.72 1.48 13.18 8.13 37.43 6.48 … 0.61 
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Figure 6.4 Detected feature irregularity as the ‘Umbrella Movement’ event on Dec 11, 2014 

Moreover, to identify the potential event location, the 𝐿𝐸𝐼 (see Equation 6.6) is further calculated 

for Dec 11, 2014. The spatial distribution of 𝐿𝐸𝐼 is shown in Figure 6.5. It is found that the 

regions with a high 𝐿𝐸𝐼 value are mainly around Admiralty, where the key governmental 

departments (i.e., the Hong Kong Central Government Offices, Legislative Council Complex and 

the High Court of Special Administrative Region) are located, and the place with highest 𝐿𝐸𝐼 is 

at [lat: 22.28, lon: 114.17], where the 𝐿𝐸𝐼 are achieved at 125.46, which, according to Equation 

6.6, indicates significant human aggregation in that region and the regions nearby.  

37.43, event feature irregularity
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Figure 6.5 Admiralty region with the high 𝐿𝐸𝐼 value of ‘Umbrella Movement’ check-ins, 

indicating significant human aggregation in that region and the regions nearby 

To determine the underlying reason causing this human movement pattern, the background news 

is searched with reference to the semantic identification ‘Umbrella Movement’ and detected 

spatiotemporal pattern ‘Admiralty, Dec 11, 2014’ (see Equation 6.1). By researching the local 

news, the relevant event, i.e., Admiralty Site Clearance, is detected (see Figure 6.6). On 

Thursday Dec 11, 2014, the Hong Kong police executed the first site-clearance operation to end 

the main sit-in of the ‘Umbrella Movement’ in Admiralty with the arrest of 247 people. The 

police released the announcement about the site-clearance before the operation. Therefore, many 

citizens came to the Admiralty site to witness this social event on that day, causing significant 

human aggregation in Admiralty, which consequently is indicated by the 𝐿𝐸𝐼 spike in the 

corresponding regions (Figure 6.5). 
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Figure 6.6 Site-clearance operation by Hong Kong police in Admiralty at Dec 11, 2014 (source: 

https://www.voachinese.com/a/central-occupy-hk/2554501.html) 

To further demonstrate the effectiveness of the proposed workflow, another case study is given. 

It is found another hashtag community whose semantic topic is mainly about fitness. The word 

cloud for the hashtags of that group is shown in Figure 6.7. 
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Figure 6.7 The word cloud for representative hashtags of ‘fitness’ community 

𝐺𝐸𝐼 is calculated with the geotagged check-ins identified as the ‘fitness’ topic (see Table 6.3) 

and the event feature irregularity is detected with the ESD test (see Figure 6.8). The event 

irregularity is detected at Dec 7, 2014, when the GEI value achieves its maximum as 32.47. 

Table 6.3 Time series of 𝐺𝐸𝐼 with geotagged check-ins identified as ‘Fitness’ 

Date Dec 6 Dec 7 Dec 8 Dec 9 Dec 10 Dec 11 Dec 12 … Jan 4 

𝑮𝑬𝑰 1.20 32.47 1.77 0.86 0.34 0.35 0.76 … 0.01 

 

32.47 event feature irregularity
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Figure 6.8 The detected feature irregularity of the ‘fitness’ event on Dec 11, 2014 

The location information is needed to pinpoint the social event; therefore, the 𝐿𝐸𝐼 is further 

calculated. Figure 6.9 shows the spatial distribution of 𝐿𝐸𝐼 calculated from the ‘fitness’ 

geotagged check-ins on Dec 7, 2014. A finding is that some areas in Chek Lap Kok had 

unusually high 𝐿𝐸𝐼, compared with other regions. The area with the highest 𝐿𝐸𝐼 is at [lat: 22.32 

lon: 113.94], where the 𝐿𝐸𝐼 are achieved at 189.23. This area is actually the AsiaWorld-Expo, 

which has the biggest purpose-built indoor-seated entertainment arena in Hong Kong.  

 

Figure 6.9 The Chek Lap Kok region with the high 𝐿𝐸𝐼 value of ‘fitness’ check-ins, indicating 

significant human aggregation 

The underlying event related to this irregularity of 𝐺𝐸𝐼 and 𝐿𝐸𝐼 is searched, by combing the 

semantic identification ‘fitness’ and spatiotemporal pattern ‘AsiaWorld-Expo, Dec 7, 2014’ (see 

Equation 6.1). After searching the relevant background knowledge, the Color Run Hong Kong 

event is identified. This event is the first Color Run event in Hong Kong and held on Dec 7, 2014 
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at the AsiaWorld-Expo (Figure 6.10). This is one of the most popular single day events for the 

Color Run in the Asian region, and there are approximately 16,000 fitness fans and runners 

participating in this event, bringing about immense human aggregation to the AsiaWorld-Expo 

and that is reflected by the detected irregularity of the calculated 𝐺𝐸𝐼 and 𝐿𝐸𝐼 (Figure 6.8 and 

Figure 6.9). 

 

Figure 6.10 Color Run event in Hong Kong AsiaWorld-Expo at Dec 7, 2014 (source: 

https://hk.ulifestyle.com.hk/activity/detail/100465/the-color-run-hong-

kong-%E6%9C%80%E5%BF%AB%E6%A8%82%E7%9A%845%E5%85%AC%E9%87%8C

%E8%B7%91) 

6.3.3 Urban structure understanding 

The workflow can also be used for studying the urban structure. Studying the urban structure on 

a large scale has traditionally been a challenge, which requires considerable labor and may result 
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in a partial depiction of reality. The consideration is that the geotagged check-ins that residents 

generate reveal the patterns of human mobility and aggregation in an urban context, which can 

be used for studying the structure and composition of a city. An application scenario is to study 

human mobility during a festival. How people move and interact within the urban region during 

a festival can reveal the distinctly functional areas of the city and residents’ perception about 

them. Consequently, in the experiment, the 𝐺𝐸𝐼 and 𝐿𝐸𝐼 for a festival event are calculated. One 

detected hashtag community is semantically about ‘Christmas’ (Figure 6.11). 

 

Figure 6.11 The word cloud for representative hashtags of ‘Christmas’ community 

To investigate the geographical patterns of human mobility and aggregation during Christmas, 

the 𝐿𝐸𝐼 is calculated with the ‘Christmas’ geotagged check-ins on Dec 25, 2014. In Figure 6.12, 

it can be seen, across the whole urban area of Hong Kong, the regions with high 𝐿𝐸𝐼 are mainly 

located within three regions, Tsim Sha Tsui, Lan Kwai Fong and Causeway Bay. This finding is 

consistent with the urban structure of Hong Kong. All three regions are, in Hong Kong, major 

recreational regions where residents visit for shopping and entertainment during the holidays. 

Specifically, the regions with highest 𝐿𝐸𝐼 are around Lan Kwai Fong, which is the most well-

known area in Hong Kong for drinking, clubbing and dining. This can be explained by the fact 
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that, in Lan Kwai Fong, various street performance and celebration activities are held every 

Christmas, which would attract many tourists and local residents to visit thus causing extreme 

human aggregation in that region. 

 

Figure 6.12 The 𝐿𝐸𝐼 value across Hong Kong urban area, calculated from the ‘Christmas’ check-

ins. The high-value regions are mainly in Tsim Sha Tsui, Lan Kwai Fong and Causeway Bay, 

which are all major recreational regions in Hong Kong. 

6.4  Discussion  

In this section, some worthy questions are further discussed to provide insights into the proposed 

methodology: (1) what is the intuition of the proposed workflow? (2) what is the originality and 

novelty of the proposed workflow? 

6.4.1 Intuition of the proposed workflow 

The major intuition of the proposed workflow is to take advantage of new geographical features 

for event detection, which means using the change (“outliers”) of the geographical patterns 

revealed by VGI to differentiate potential events.  
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Event detection with social media is not a novel topic and massive relevant works have been 

done. Some previous methods have shown good effectiveness. The kinds of events referred to in 

this chapter (i.e., political protest, ColorRun activity) can possibly be detected as well, by 

adopting some of previous methods. However, the points of this section lie in providing new 

insights into the following issues: what kind of features can be used for detecting events or, from 

what aspects, can a social event be differentiated with VGI data. Previous methods are mostly 

semantic-based and detect the “bursts” of certain semantic signals to identify events. While the 

consideration in this chapter is that a social event will also affect how the objects spatially 

distribute and mutually interact, thus causing irregular geographical patterns, and by introducing 

depictive features with VGI, such geographical irregularities can be quantified and used to 

distinguish social events. Based on above consideration, a comprehensive workflow is designed 

where the event feature is represented by investigating the geographical patterns (e.g., spatial 

autocorrelation) of VGI and the social events are detected thereby. 

After searching the relevant literature, some previous methodologies that incorporated spatial-

related components are indeed found. However, these works still detected events mainly by 

finding burst of semantic signal, while the spatial-related components mainly served as a 

complementary role to identify the spatial information of the detected event, such as detecting 

event location and assessing the influenced area rather than be used, per se, as major features to 

differentiate social events. Another previous study that might be potentially related to this work 

is Lee and Sumiya (2010) where the authors measured the regional regularities with tweet and 

user count, which is relatively simple and intuitive. While in this chapter, the consideration is 

that social events can not only lead to “bursts” of certain semantic signals and posts/users count, 

but also cause structural change of the geographical patterns like how objects spatially distribute 
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and interact with each other. So, in this chapter, rather than investigating the numeric change of 

post/user count, features are constructed to indicate the structural change of objects’ 

geographical distribution pattern. Specifically, the clustering patterns (e.g., spatial 

autocorrelation) are selected as a tentative attempt and designed the event features accordingly. 

The experiments are conducted and demonstrates the effectiveness of the design. 

6.4.2 Novelty of the proposed workflow 

The main novelty of the proposed workflow is to construct event feature based on the 

geographical patterns revealed by VGI and differentiate events by detecting feature irregularities. 

The originalities are mainly related to the second and third modules (i.e., Geography-based Event 

Representation, Detection of Event Feature Irregularity) of the proposed workflow in Figure 6.1, 

where both global and local indicators (features) are constructed by investigating the 

geographical patterns of VGI data and the feature irregularities are detected. 

While designing the analytical workflow, the problem-solving principle is “Entities are not to be 

multiplied without necessity” (Occam's razor). The intention of the proposed model is to make 

each component clearly straightforward and effective, rather than seemingly “sophisticated” or 

“fancy”. In this chapter, the intention is not to invent some novel topic modelling or outlier 

detection algorithms but to create new geography-based features for event representation and 

detection. 

As mentioned above, the point of this chapter study is to provide new insights into the following 

issues: what kinds of features can be used for event detection or, from what aspects, can a social 

event be differentiated with VGI data. Specifically, geography-based features are constructed 

based on the consideration that a social event might cause irregular geographical patterns and 
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such geographical irregularities could be used, in turn, to differentiate social events. By 

experiments with sample datasets, this study demonstrates the feasibility to detect social events 

with geography-based features and could be complementary to the current semantic-based event 

detection method. This can be a potentially promising direction as relatively fewer relevant 

works have been done before, compared with the massive volume of the semantic-based event 

detection methods. 

On the other hand, some parts of the proposed methodology can be further refined to be more 

“sophisticated” and “effective”. One worthwhile question is what other geographical patterns and 

transformation formula can be used to create event feature so that the social events can be more 

differentiable in the new feature space. In this chapter, the clustering patterns (e.g., spatial 

autocorrelation) is picked and logarithmic formula used for event transformation. This is an 

initial attempt but proves the feasibility of detecting events with the geography-based feature. 

And the current work may be extended into a comprehensive analytic framework where different 

kinds of geographical pattern indicators and feature transformation operations are tested and 

incorporated. 

6.5  Summary 

Chapter 6 focuses on addressing the flowing gap:  how to detect events by investigating irregular 

geographic patterns? 

Most research works on event detection with social media are using semantic-based methods and 

text mining. Platforms, such as Twitter, provide accessible streaming data, which contains real-

time text information, making it possible to detect emerging social events by examining the 

change of semantic-based features. However, a new event detection methodology can be 
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proposed by investigating the geographical patterns of GSMD. The intuition is that a social event 

will affect how the objects spatially distribute across certain regions and how they mutually 

interact thus causing irregular geographical patterns, especially irregular human mobility and 

interaction patterns (e.g., sports games causing intense human aggregation or terrorism attacks 

causing sudden evacuation from certain regions). By introducing depictive measuring features 

with GSMD and identifying the feature irregularity, such geographical patterns, in turn, can be 

used to distinguish potential social events. 

Consequently, a new event detection method is proposed by finding the spatiotemporal 

irregularities of the GSMD.  Basically, to detect social events from geotagged social media data, 

three aspects are considered by the data model. First, the consideration is that the semantic 

meaning should be investigated to identify the topics for social events. Therefore, a data-driven 

topic modelling method (the method proposed in Chapter 3) is adopted to detect hashtag 

communities and identify potential topics for the posts, in the rich-hashtag environment. Second, 

besides semantic identification, spatiotemporal identification is also considered by the model to 

pinpoint the events. This is derived from the intuition that across an area, the activities of the 

same category may take place at different places and times, which means that only by combing 

semantic and spatiotemporal identification can a particular event be specified. Consequently, in 

the model, a comprehensive workflow is implemented that included both global and local 

indexes to indicate the temporal and spatial information of the events, respectively. Third, to 

differentiate social events, a novel geography-based event representation method is developed. 

Previous works mainly detected events by investigating the semantic feature of the streaming 

social media data, while the consideration is that social events may also lead to irregular 

geographical patterns of human mobility, and such geographical irregularity, in turn, can be used 
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to detect social events. Specifically, in this study, a one-dimensional event feature is constructed 

based on the quantitative measurement of crowd aggregation (spatial autocorrelation) and the 

event is detected by finding the feature irregularity. By experimenting with sample data, several 

events (e.g., site-clearance operation and Color Run) are detected. It shows that, as a matter of 

popularity, those events attract a large number of citizens to the site, causing unusual human 

aggregation in corresponding areas and, subsequently, event feature irregularity. Such 

irregularities are captured and finally, the events are detected, using the proposed method. 
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Chapter 7 Conclusions 

7.1  Research summary 

7.1.1 Research scope and previous gaps 

The rise of geotagged social media data (GSMD) has provided researchers with new tools to 

study traditional research questions. This thesis focuses on the semantic, spatial and temporal 

information attached to GSMD and develops new data handling methods from three progressive 

perspectives: (1) semantic modelling, (2) spatial semantic modelling and (3) spatiotemporal 

semantic modelling.  

The scopes of this thesis are as below: 

• Semantic modelling: What is the topic of the GSMD? (Topic Modelling) 

• Spatial semantic modelling: Where are the regions of specific themes, inferred from 

GSMD? How desirable are these regions? (Desirable Thematic Region Detection) 

• Spatiotemporal semantic modelling: What is happening at some place and at some 

time, inferred from GSMD? (Event Detection) 

There are other previous research works studying similar scopes as this thesis. However, some 

challenging gaps still remain unaddressed by previous works: 

(1) Semantic modelling: how to effectively discover topics with short noisy social media 

content? 

◼ One gap is how to effectively discover topics with short noisy social media 

content. Statistical methods have limited effectiveness in handling social media 

data. A major reason is that statistical methods commonly require large amounts 
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of well-organized documents as training data, which is inconsistent with the social 

media environment where short and noisy texts predominate; another reason is 

that some statistical methods require predefined parameters, such as counts of 

topics, which are arbitrary and unpredictable due to a lack of a priori knowledge. 

(2) Spatial semantic modelling I: how to develop a model to calculate regional 

desirability with consideration of varying spatial scales of regions? 

◼ Regions with large areas may have more visits than those with small areas 

because they cover more venues. When calculating the regional desirability, the 

influence of spatial scales needs to be taken into consideration. This scale issue is 

specific to region, as venues are typically treated as points without consideration 

of sizes. 

(3) Spatial semantic modelling Ⅱ: how to develop an accurate model to calculate 

regional desirability when the interactions of relevant features are still unknown? 

◼ Traditional methods mainly use empirical models to predict regional desirability. 

These empirical models are intuitive and inaccurate in predicting desirable 

regions, as potential perceptual bias is introduced. This is mainly because that the 

hidden interactions between user check-ins and regional desirability haven’t be 

clearly explained and precisely modelled yet, so that the empirical models based 

on human empirical intuition and presumed relationship are used for rough 

approximation. 

(4) Spatiotemporal semantic modelling: how to model features by investigating 

geographic patterns and detect events by finding irregular features? 
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◼ Most research works on event detection with social media are using semantic-

based methods and text mining. However, a new event detection methodology can 

be proposed by investigating the geographical patterns of GSMD. The intuition is 

that a social event will affect how the objects spatially distribute across certain 

regions and how they mutually interact thus causing irregular geographical 

patterns, especially irregular human mobility and interaction patterns (e.g., sports 

games causing intense human aggregation or terrorism attacks causing sudden 

evacuation from certain regions). By introducing depictive measuring features 

with GSMD and identifying the feature irregularity, such geographical patterns, in 

turn, can be used to distinguish potential social events.  

7.1.2 Contributions of this thesis 

Consequently, this thesis develops new methods from the above perspectives, to tackle the 

aforementioned challenges. The contributions of this thesis are summarized as below: 

(1) Semantic modelling: 

◼ A new hashtag network model is developed for topic modelling, with good 

performance on short social media texts. By dividing the network into different 

communities, the hashtags are clustered to different topics. This workflow is data-

driven and requires no well-organized training data or priori knowledge such as 

topic counts, thus reducing potential perceptual biases. 

(2) Spatial semantic modelling I: 

◼ A new scale-concerned model is proposed for calculating regional desirability. 

The proposed model is based on Hypertext Induced Topic Search (HITS) with the 

consideration of spatial scales of the regions. 
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(3) Spatial semantic modelling Ⅱ: 

◼ A new data-driven model RegNet is proposed for calculating regional desirability. 

The RegNet is a multi-layer neural network framework. Given training data, the 

proposed RegNet is data-driven and can model the hidden unknown patterns 

between user check-ins and regional desirability without prior knowledge and 

presumed relationships, thus alleviating the inaccuracy and presumed bias 

introduced by intuitive empirical models and achieving better prediction results. 

(4) Spatiotemporal semantic modelling: 

◼ A new model is developed for event detection by characterizing spatial patterns of 

GSMD and finding spatiotemporal irregular patterns. The workflow first uses 

topic modelling to detect the hashtag communities with GSMD semantic data. 

Then, the proposed model constructs both global and local features/indicators to 

characterize spatial patterns of GSMD. An outlier test is then implemented and a 

local feature map is generated, to spatiotemporally identify the potential social 

events. 

The experiments are conducted with real-world datasets and demonstrate the effectiveness of the 

proposed models. 

The work of this these is summarized as Table 7.1. 

Table 7.1 Summary of thesis 

Logic flow of 

thesis 

Research scopes Previous gaps Thesis 

contributions 
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Sematic 

modelling 

What is the topic of the 

GSMD? (Topic 

Modelling) 

How to effectively 

discover topics 

with short noisy 

social media 

content? 

A new hashtag 

network model 

for topic 

modelling, with 

good 

performance on 

short social 

media texts 

Spatial semantic  

modelling 

Where are the desirable 

regions of specific 

themes, inferred from 

GSMD? (Desirable 

Thematic Region 

Detection) 

I: How to develop 

a model to 

calculate regional 

desirability with 

consideration of 

varying spatial 

scales of regions? 

A new scale-

concerned model 

for calculating 

regional 

desirability 

Ⅱ: How to develop 

an accurate model 

to calculate 

regional 

desirability when 

the interactions of 

A new data-

driven model 

RegNet for 

calculating 

regional 

desirability 
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7.2  Limitations and future work 

Admittedly, analytics of GSMD in this thesis has certain limitations. The limitations and 

potential future work are list as below:  

(1) Semantic modelling: 

◼ Regarding the evaluation approach, the evaluation of the proposed topic 

modelling method is not thorough. Although Chapter 3 has verified the proposed 

model’s effectiveness by investigating the semantic similarity within and between 

the hashtag communities, a comparative study of the proposed model against 

other existing topic modelling methods is still lacking. Further efforts may be 

made towards a comprehensive evaluation of the proposed model, by including 

comparative study. 

relevant features 

are still unknown? 

Spatiotemporal 

semantic  

modelling 

What is happening at 

some place and at some 

time, inferred from 

GSMD? (Event 

Detection) 

How to model 

features by 

investigating 

geographic 

patterns and detect 

events by finding 

irregular features? 

A new model for 

event detection 

by 

characterizing 

spatial patterns 

of GSMD and 

finding 

spatiotemporal 

irregular patterns 
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(2) Spatial semantic modelling: 

◼ Regarding the interpretability of the proposed model, RegNet suffers from black 

box issue. As the RegNet approximates the mapping function from user check-ins 

to regional desirability, it does not necessarily give knowledge on the structure of 

the function being approximated or how to do parameter tuning. The network 

weights are not capable of inferring the form of approximated function. Further 

studies are needed so that the internal mechanisms between regional desirability 

and user online footprints can be formulaically explained.  

◼ Regarding the size of thematic regions, how to select a proper region size remains 

challenging. To train RegNet, spatial regions need to be clustered. A small region 

size may cover insufficient POIs and check-ins, making the regional rating and 

user check-ins unrepresentative, while a large region size may cause limited 

amount of total clustered regions, leading to lack of training data and overfitting. 

How to choose a proper region size and balance the trade-off can be a potential 

direction for future work. 

◼ Regarding detecting the thematic regions, the boundaries of the regions are 

manually defined to match the approximate geographical distribution of the 

check-ins, causing inaccurate prediction of region desirability and user expertise. 

Research to develop an improved region boundary outlining method would be of 

future benefit. 

◼ Regarding the optimal size of encoded dimension of RegNet, whether the current 

optimal value is a local or global optimum remains to be further investigated. 
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◼ Regarding the experiment datasets, there may be spatial inconsistency between 

the GSMD check-ins and POIs. This thesis clusters thematic regions with 

geotagged check-ins and calculate the ground-truth desirability of regions by 

summating the desirability of ratings. Theoretically, each check-in can be 

assigned to a POI. However, in practice, the check-in dataset and POIs dataset 

came from different platforms, and there is no accurate way of mapping check-ins 

to POIs. Since a mutual reinforcement process between users and POIs is used for 

inferring desirability and expertise, such mismatches might negatively affect the 

effectiveness in predicting the region desirability. 

◼ Regarding generalization of the conclusions, due to the issue of data availability, 

this thesis is related to only one city, Hong Kong, and the generalization is 

limited. More cities, of different sizes can be analyzed when data becomes 

available. 

(3) Spatiotemporal semantic modelling: 

◼ Regarding the geographic patterns considered in the proposed event detection 

workflow, the categories of geographical patterns that are used to construct event 

features are still relatively simple and lacking in variety. In this study, the 

clustering patterns (e.g., spatial autocorrelation) and logarithmic formula are used 

for event transformation. This is an initial attempt, however, it proves the 

feasibility of detecting events using geography-based features. In the future, it is 

hoped that the current work can be extended into a comprehensive analytic 

framework where different kinds of geographical pattern indicators and feature 
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transformation operations are tested and incorporated so that social events can be 

more effectively differentiated. 

◼ Regarding the evaluation approach, the evaluation methods are still limited in 

their effectiveness. In the experiments, there are small parts of the irregularities 

that could not be meaningfully interpreted due to a lack of relevant background 

information. However, these only accounts for a very minor portion of the total 

detected events. Most of the detected irregularities, when combined with the 

semantic and spatiotemporal identification (Equation 6.1), could be clearly 

interpreted and assigned to the corresponding social events. Due to the 

unavailability of a thorough ground truth data set (event set 𝐸 in Chapter 2), the 

current evaluation of the detection results is conducted using qualitative methods, 

and quantitative evaluations are absent. An authoritative ground truth dataset can 

be very helpful in achieving plausible quantitative evaluations. 

◼ Regarding the dynamics of an event, our approach can so far give a static 

description of the spatiotemporal span of the event (grid cells for spatial scale and 

time slices for temporal scale), yet can not explore how the event evolves 

spatiotemporally, which may be an important direction for future work. 

(4) Bias of GSMD 

◼ Regarding the bias and representativeness issue, analytics of GSMD inevitably 

suffers from data bias issues because social media users are a skewed sample of 

the entire population, mainly consisting of specific groups of people and the 

younger generation. How to quantify and alleviate the influence of data bias and 
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improve the effectiveness of the proposed models could be a potential future 

research direction. 
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