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Abstract

The thesis explores linear quadratic (LQ) mean field (MF) large population

(LP) systems. Three topics are considered:

1. The MF social optima (which is also called MF team (MFT)) problem for

a LP system.

2. The MFT problem for a major-minor LP system.

3. The relation among the MF type control (MFC) problem, the MF game

(MFG) problem and the MFT problem.

In the first topic, the MF approximation method is applied to the social optimal

problem. In this problem, the agents’ states and strategies access the diffusion

terms. In addition, the control weight for the cost functional might be indefi-

nite. Firstly, we consider the convexity of the social cost functional. We derive

some low-dimensional criteria to determine this convexity via algebra analy-

sis. Secondly, under the person-by-person optimality principle, we apply some

stochastic variational techniques and MF approximation to obtain the decen-

tralized auxiliary control. Thirdly, to resolve the solvability of the consistency

condition, which is represented as a MF forward-backward stochastic differen-

tial equations (MF-FBSDEs) system, we apply the decentralizing method to

convert it to a general FBSDEs system. Furthermore, we apply the decoupling

method and obtain a Riccati equation. Lastly, because the agent states access

the diffusion term, we should consider the convergence of the average of a se-
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ries of weakly coupled BSDEs. Through the decoupling method, we obtain two

Lyapunov equations, and their uniform boundness ensure the convergence.

In the second topic, the social optima of the major-minor LP system are con-

sidered. In our model, a considerable number of minor agents are cooperative

to minimize the social cost as the sum of individual costs, while the major

agent and minor agents competitively aim for Nash equilibrium. Moreover, as

in topic one, the agents’ states and strategies access the diffusion terms, and

this brings essential difficulty to the proof of asymptotic optimality. In our

research, we firstly study the decentralized control of the major agent. By

freezing the minor state-average, we obtain the auxiliary control problem for

the major agent. Furthermore, under the person-by-person optimality principle

and applying some MF approximation, we obtain the auxiliary control prob-

lems for the minor agents. The consistency condition is also a MF-FBSDEs

system. The well-posedness of the consistency condition system is obtained by

the discounting method. The related asymptotic optimality is also verified.

In the third topic, we study the relation among the MFC, MFG and MFT

problems. Notably, the individual admissible controls are constrained in a lin-

ear subset. By introducing a new type of Riccati equation, we obtain a uniform

convexity condition which is weaker than the “standard condition” widely used

in previous literature. Also, using this new type of Riccati equation, we ob-

tain the constrained feedback form optimal control and MF strategies for MFC,

MFG and MFT problems respectively. Moreover, through analysing the corre-

sponding Hamiltonian systems of these three problems, it can be concluded that

under some mild conditions, the MF strategies of the MFG and MFT problems
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are equivalent to the optimal control of the MFC problem. Lastly, we also find

that the MFT strategy obtained via the direct approaching method is identical

to that obtained by the fixed-point approaching method.
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Chapter 1 Introduction

1.1 Background

The purpose of this thesis is to study the mean field (MF) social optima problem

which also known as the MF team (MFT) problem, and the connections among

the MF type control (MFC) problem, the MF game (MFG) problem and the

MFT problem. A common feature shared by these three types of problems is

the existence of considerable interactive agents. Thus, such systems are also

called large population (LP) systems.

1.1.1 LP system

LP systems have been widely applied in various areas, including economics,

biology, engineering, and social science (see, [1, 2, 3]). The most salient feature

of the LP system is the existence of considerable insignificant agents whose

dynamics and cost functionals are interrelated via the state-average or control-

average. Although the effect of an individual agent is negligible, the combined

effects of their statistical behaviors cannot be ignored at the population scale.

Recently, the dynamic decisions of LP systems have attracted more attention

because of the rapid growth of practical models with large-scaled interactions.

However, when the number of agents is sufficiently large, we have to face two

severe problems: (i) Complex coupling features arise with the growth of the

population and it is unrealistic for a given agent to obtain all other agents’

information (centralizing information) to solve this coupling problem. (ii) Be-

cause of the coupling structure, a large population leads to high dimensionality
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and is thus subjected to the so-called “curse of dimensionality” (see [4, 5]). As a

consequence, the computational complexity increases exponentially in practical

numerical analysis.

Consequently, the MF method has drawn increasing research attention because

it provides an effective scheme to obtain an asymptotically optimal decentralized

controls based on the limited information of individual agents with a much

lower computational burden. In particular, via the MF method, each agent

takes advantage of MF interaction to transform the analysis of the original LP

problem (centralizing and high-dimensional) to an optimization problem of itself

(decentralized and low-dimensional) with responding to aggregation effects of

the other agents. Interested reader are referred to [6, 7] for application of the

MF method in economics, [8, 9, 10] in engineering, [11, 12] in biology, as well

as [13, 14] in management science and operational research.

1.1.2 MFG problem

The MF method has also been widely applied in games model framework (see

[1, 2, 15, 14, 16]). The agents in these aforementioned works are competitive,

and thus we call such models MFG. The derivation of MFG can be traced

back to the parallel works of Lasry and Lions [16] and Huang, Caines, and

Malhamé [14]. Specifically, in [14] an ε-Nash equilibrium is designed via the

Nash certainty equivalence (NCE) approach which is also called the consistency

condition (CC).

In [16], MFG is studied using two limiting coupled partial differential equation

systems which are inspired by physical particle systems. The first one is the

Hamilton-Jacobi-Bellman equation which describes the reaction of agents to

2



the population aggregation. The second one is the Fokker-Planck-Kolmogorov

equation which describes the behaviors of population aggregations. For more

detailed discussion of MFG, interested readers are referred to [17, 18, 19] for

linear-quadratic-Gaussian (LQG) MFG; [20] for probabilistic analysis in MFG;

[21] for risk-sensitive MFG; [22] for discrete-time MFG; and [23, 24, 25] for

robust MFG.

1.1.3 MFT problem

Apart from noncooperative MFG, cooperative multi-agent decision problems

(social optima) are also a research hotspot due to interest in their theoretical

analysis and real application potentials. In the MFT problems, all agents usually

work cooperatively to minimize a social cost which is generally framed as the

sum of the N individual costs containing MF coupling.

The recent research into MFT largely follows two routes. One is called the fixed-

point approach. Usually each agent first establishes an auxiliary control problem

through applying the variational method, duality and MF approximations to the

social cost functional. Then by solving the auxiliary control problem, the agent

can obtain an auxiliary optimal control involving some pre-frozen MF terms.

Lastly the agent would determine the MF terms by formalizing a fixed-point

problem and this is why it is called the fixed-point approach. For more details

of the fixed-point approach method, readers are referred to [15, 26, 14, 27].

The other route is called the direct approach, where each agent starts by di-

rectly formally solving the MFT problem as a high dimensional control problem.

Usually, an optimal control equation with feedback form representation would

be obtained via some “Riccati-type” equations which would converge to some
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standard Riccati equations. The next step is to derive the limit of optimal

control via the limiting Riccati equations as the population size tends to infin-

ity. For more discussion of the direct approach method, readers are referred to

[28, 29, 30].

Existing MFT studies are tremendously rich and for more comprehensive de-

tails, interested readers may refer to [27] for the centralized and decentralized

controls in a linear-quadratic-Gaussian (LQG) MFT problem where the asymp-

totic optimality of the MF strategies is also illustrated; [31] for the MF social

solution to consensus problems; [32] for social optima of MF LQG control mod-

els with Markov jump parameters; and [33] for an LQG MFT problem involving

a major player.

1.1.4 MFC problem

In the aforementioned MFT problem, each agent has the free will to choose

its own control. On the other hand, if one considers a system of interacting

agents under centralized control, then it would lead to a MFC problem (see

[34, 35, 36]). Such a MFC problem shares a similar form to that proposed in

MFT problem, but the MF term is now uniformly determined by a centralizing

system instead of being affected by the aggregation of the population. The

MFC problem is aimed at assigning a strategy to all agents at once, such that

the resulting population behavior is optimal with respect to the costs imposed

on a central planner. In the MFC problem, the MF term is influenced by the

agent individually, and the problem is thus a control problem. Indeed, the state

equation also contains the probability distribution of the state and thus is called

the McKean–Vlasov SDE, a kind of MF forward stochastic differential equation

(MF-FSDE), which was suggested by Kac [37] in 1956 as a stochastic toy model
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for the Vlasov kinetic equation of plasma, and a study of this was initiated by

McKean [38] in 1966.

1.2 Contributions and organization of the thesis

As for the novelty, this thesis mainly considers the MF method in LP systems.

Details can be summarized as follows:

1.2.1 Contributions and organization of chapter 2

In Chapter 2, we consider the social optima problem in a weakly-coupled LP

system with N individual agents. Our setup has the following features in its

structure.

• All agents are highly interactive and coupled in their dynamics and cost

functionals due to the presence of the state-average x(N). In particular,

the individual cost functionals depend on u = {u1, u2, · · · , un}, the control

profile of all agents owning to such weak-coupling. Thus, all agents frame

a LP system of MF type. Such a system arises in various fields, as seen

in [1], [20], [39], [40], [16] and [41]. Because of such MF structure, the

related dynamic optimization is subject to the curse of dimensionality

and complexity in numerical computation. Consequently, decentralized

controls which are based on the local information set will be used instead

of centralized controls which are based on the full information set. Note

that the decentralized control for multi-agent system are well documented

in literature (see [11], [14], [26] [42]).

• Unlike the noncooperative game in [43], [44], [45], where agents try to min-

imize their own individual cost functionals, all agents in our model aim

to minimize the social cost functional which is the summation of the cost
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functionals of all agents. Thus, the relevant analysis is also very different:

all agents aim to reach the same criteria of social (Pareto) optimality.

They are seeking social optimal points instead of the Nash equilibrium.

Also, in the presence of weakly-coupled interactive agents, some varia-

tional analysis should be applied to the person-by-person optimality to

obtain some necessary condition for such Pareto optimality criteria. Note

that social optima is also well studied in literature, and readers can refer

to [46], [47], [48],[49], [50], [51].

• Based on the state dynamics and cost functional, our work should be

framed as a MF social optima problem with numerous cooperative agents.

Note that such kind of problems have drawn increasing research attention

in recent years, see [27], [52] on LQG social optima with constant noise,

[32] for related analysis in Markov LQG setup, [53] for related analysis in

economic social welfare problem and [52] for robust LQG social optima

with drift uncertainty.

Note that, in our state dynamics, a generalized setting is considered. The state

process xi(·), control process ui(·) and state-average x(N) enter the diffusion

term when C,D, F̃ ̸= 0, while in the recent research of MF social optima

(see [14], [52], [30]), only constant volatility situation is studied. In particular,

when D ̸= 0, the diffusion term is dependent on the control directly, and the re-

lated LQG problem can be referred to as a multiplicative-noise control problem.

The inclusion of the control variable in diffusion is well motivated by various

real applications. One such example comes from the well-known mean-variance

portfolio problem ([54], [55], [56], [57]) where the control process (risky portfo-
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lio allocation) naturally enters the dynamics for given wealth process. There is

various literature on the discussion of related LQG problems, and readers can

refer to [58], [59], [60], [61], [62].

Our control-dependent setup is different from [63], [43], [14], [27], [52] in which

D = 0 and only drift is directly control-dependent. Such problems can be

referred as additive-noise LQG control problem, and has already been well in-

vestigated (see [43], [14], [41], [32]). In principle, the additive-noise problem has

no essential distinction to deterministic or constant volatility LQG (see [43],

[27], [52]). Actually, with the help of constant variation method and separable

property for linear system, the state can be represented by linear functional on

state and control separately.

Besides, in this chapter, the weight matrices of the cost functional are indefinite.

Recently, the LQG frameworks with indefinite weight matrices have been stud-

ied extensively in [58] and [59]. This setting has some interesting applications

in mathematical finance (see [62], [57]). However, in recent literature on social

optima (e.g., [27], [52], [30]), only positive semi-definite weight is considered.

Consequently, our research might be the first to formulate a social optima prob-

lem under such generalized setting with realistic significance. However, such

extension also brings some practical difficulties to our research.

Compared with previous works, the difficulties appear in our research are as

follows:

1. In contrast with the conditions in [63], [27], [44], [52], the weight coeffi-

cients in our model can be indefinite, and the convexity of the social cost
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functional need to be discussed. Unlike the MFG problem, where each

agent only aims to minimize its own low-dimensional personal cost func-

tional, our social optima problem is essentially a high-dimensional control

problem. Hence, due to the dimensionality, it is very difficult to verify

its convexity directly. However, the convexity is crucial to the problem

solvability (see [58]). In this chapter, we provide some low-dimensional

criteria for the convexity of the social cost functional using some algebraic

techniques.

2. In general, for classic MFG problem (see [1], [17], [64]), the auxiliary

control problem can be obtained directly by freezing the state-average as

some deterministic term. However, in searching for the social optima,

this scheme will bring some ineffective strategy, which can not achieve the

asymptotic optimality. Thus, variational techniques are used to distin-

guish the high-order infinitesimals after MF approximation. In particular,

N + 1 additional dual processes need to be introduced to deal with the

cross-terms in the cost functional variation and a new type of auxiliary

control problem is derived.

3. The proposed CC system in this chapter is a highly coupled MF forward-

backward stochastic differential equations (MF-FBSDEs) system, instead

of an ordinary differential equations (ODEs) system as in some other gen-

eral cases. Because C, F̃ ̸= 0, the adjoint terms of the backward equations

enter the drift term. Thus, the dynamics of the MF terms cannot be ob-

tained by taking expectation. It is complicated to investigate its solvability

directly by decoupling method. Thus, by applying decentralizing method,
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we transform it to a linear FBSDE system, and study the well-posedness

of the new system.

4. Unlike some previous works, such as [27], [52], [32], we use the linear

operator method and Fréchet derivative to prove the asymptotic social

optimality. Because C,F, F̃ ̸= 0, the error estimates are very hard to

obtain directly, since some of them are coupled without explicit expression.

To overcome such difficulty, we decouple them via Lyapunov equations and

estimate them in proper order.

The main contributions of this chapter are summarized as follows:

• We setup a class of LQG control problem where both the drift and diffusion

terms are dependent on state process, control process and state-average,

as well as propose an approach for obtaining the social optimal solution.

• By discussing the weight coefficients, some low-dimensional criteria for

the convexity of the social cost functional, which is a high-dimensional

system, are obtained.

• A highly coupled CC system (MF-FBSDE) is transformed to an equivalent

FBSDE by decentralizing transformation. The existence and uniqueness

of the CC system solution is characterized by a Riccati equation.

• By using the perturbation method to analyse the Fréchet derivative of cost

functional, the decentralized MF strategies we derived are proved to be

asymptotically optimal. In addition, to prove its asymptotical optimality,

9



we apply some classical estimates of SDEs, and investigate the optimality

loss.

Chapter 2 is organized as follows: In Section 2.1, we formulate the social op-

timal LQG control problem. In Section 2.2, the convexity of the social cost

functional is discussed. We construct an auxiliary optimal control problem

based on person-by-person optimality and design the decentralized control in

Section 2.3 and Section 2.4 respectively. In Section 2.5, some prior lemmas are

given, and based on them the asymptotic social optimality is proved. A numer-

ical example is provided to simulate the efficiency of decentralized control in

Section 2.6. Section 2.7 conclude this chapter.

1.2.2 Contributions and organization of Chapter 3

In Chapter 3, within the MF modeling, we investigate a new class of stochastic

LQG optimization problems involving a major agent and a large number of

weakly-coupled minor agents. Specifically, the minor agents are cooperative to

minimize the social cost as the sum of individual costs, while the major agent

and minor agents are competitive, aiming for Nash equilibrium in a nonzero-

sum game manner. To the best of our knowledge, this is the first time this

kind of problem is being studied. In MFG problems, the major agent and all

the minor agents are competitive so as to achieve a Nash equilibrium; while in

social optimal problems, all the agents are cooperative to find the social optimal

strategies. Besides the new framework, our study also offers other new features.

For instance, in the state equations of the major agent and minor agents, the

control process enters both the drift and diffusion coefficients.
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Our setup is an extension of the well-studied two-player (non-cooperative) game

in which two agents make competitive decisions based on individual but central-

ized information. In our setup’s extension: one agent no longer engages in such

centralized decision-making, instead, all its sub-units or branches would apply

distributed information to jointly optimize the original cost (e.g., [65], [66] and

[67]), which is reformulated as some team-cost form now. Thereby, all sub-units

become “minor” agents and formalize a (cooperative) team, while another agent

still applies centralized information, becoming a “major” and non-cooperative

player, from the viewpoint of all “minor” agents described above.

Somewhat similarly, [68] studies the competition between a centralized firm and

a decentralized firm. In this case the centralized firm is treated as a “major”

agent, while all sub-units of decentralized firm are treated as “minor” agents

of a same team. Moreover, in [69] the centralized and decentralized charging

options for electric vehicles are studied.

In our study, the problem is solved in the following way. Firstly, for the major

agent, we freeze the state-average as a process only depending on the major

noise. Thus, the auxiliary control problem for the major agent can be obtained.

By the result in [62], the auxiliary optimal control for the major agent can

be derived, which depends on the frozen MF term. Secondly, for the minor

agents, based on the person-by-person optimality principle, by applying vari-

ational techniques and introducing some MF terms, the original minor social

optimization problem is also converted to an auxiliary LQG control problem

which can be solved using some traditional scheme in [62] as well. Thirdly, to

determine the frozen MF terms, we construct a CC system by some fixed-point
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analysis. The MF terms can be obtained by solving the CC system, while the

solvability of the CC system can be determined through the discounting method.

Lastly, by using some asymptotic analysis and standard estimation of (SDEs),

we show that the MF strategies really bring us an efficient approximation (i.e.,

the optimal loss tend to 0 when the population N tends to infinity).

Chapter 3 is organized as follows: In Section 3.1, we give the formulation of

the mixed LQG social optima problem. In Section 3.2 and Section 3.3, we use

the MF approximation and person-by-person optimality to find the auxiliary

control problem of the major agent and minor agents, respectively. The CC

system is derived in Section 3.4. Meanwhile, the well-posedness of the CC

system is also established. In Section 3.5, we obtain the asymptotic optimality

of the decentralized strategies. In Section 3.6, a numerical example motivated

by electric charging network model is computed to illustrate the theoretical

results of this chapter.

1.2.3 Contributions and organization of Chapter 4

The main contributions of Chapter 4 can be summarized as follows:

1. We study the MFG, MFT and MFC problem under a unified mathemat-

ical form with input constrained on a linear subspace. By using some

algebraic techniques and modified SMP, we obtain a new type of Hamil-

tonian system which is related to the characterization of the constrained

optimal control and MF strategy. We also obtain a new type of Riccati

equation which is related to the uniform convexity of cost functional and

feedback form representation of the constrained control.
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To the best of our knowledge, the current study is the first to introduce

such Hamiltonian system and Riccati equation, and with the help of them,

the optimal control and MF strategy can be represented explicitly. In

contrast, in other relevant literature, the designed control can only be

represented implicitly; that is, it will be embedded into an projection

mapping coupled with the dual process (see equation 2.10 in [64], page

905 in [18] and equation 18 in [70]). Notably, our explicit representation

of the designed control would provide great practical advantage especially

in numerical computation.

2. We also study the uniform convexity of the MFC problem on the con-

strained admissible control set. Note that the uniform convexity of a cost

functional on the whole space does imply the same on a linear subspace,

but not the other way around. We futher provide a counter example to

illustrate it. In this sense, some previous works (e.g., [61, 13, 1]) can be

treated as special cases of the current study.

Through the aforementioned new-type Riccati equation, we obtain the

uniform convexity condition of the MFC problem. Our condition is much

weaker than the so-called “standard assumption” which is widely applied

in other relevant literature (e.g., [61, 13, 1]). Under standard assump-

tion, the weight coefficients in the cost functional should be positive semi-

definite. In contrast, in our condition such coefficients could be indefinite,

and we also provide an example to illustrate this.

3. We study the relation of the uniform convexity between the MFC problem

and the related augmented control problem which is mentioned in [61] but
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has not been discussed. We find that generally, the uniform convexity of

the related augmented control problem implies the same of MFC problem,

but not the other way around.

4. We obtain the relation among the optimal control of MFC problem and

the MF strategies of MFG and MFT problem. Through analyzing the

Hamiltonian system of MFC problem and the CC systems of MFG and

MFT problem, we find that the optimal control of MFC problem is equiv-

alent to the MF strategy of MFT problem. Such result provides a shortcut

for dealing with MFT problem in practical application. Each agent in the

system could directly calculate its own related MFC problem instead of

deriving an auxiliary control problem (fixed-point approach) or computing

the limit of the centralized optimal control (direct approach).

Moreover, we also find that in certain cases, the optimal control of the

MFC problem is also the MF strategy of the MFG problem. Such result

is consistent to that in [13], which can be treated as a special case of the

current study. Lastly, we compare the MF strategies of MFT problem

derived by fixed-point approach and direct approach and also find that

they are identical. These two routes lead to a same MF strategy.

Chapter 4 is organized as follows: Section 4.1-4.3 discusses MFC, MFG and

MFT problem with input constrained on a linear subspace respectively. Sec-

tion 4.4 analyzes the relation among the optimal control of MFC and the MF

strategies of MFG, MFT problem. Section 4.5 concludes this chapter.
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1.3 Preliminaries and notations

The following basic notations will be used throughout this paper

• ∥ · ∥: standard Euclidean norm

• ⟨·, ·⟩: standard Euclidean inner product

• Tr(M): the trace of matrix M

• ∥M∥: the matrix norm of matrix M , where ∥M∥ :=
√
Tr(MTM)

• ∥M∥max: the max-norm of matrix M , which is equal to the maximum

absolute value of all elements

• xT : transpose of a vector (or matrix) x

• Sn: the set of symmetric n× n matrices with real elements

• ∥v∥2S: for any vector v and symmetric matrix S, ∥v∥2S := ⟨Sv, v⟩ = vTSv

• M > (≥)0: M ∈ Sn is positive (semi)definite

• M ≫ 0: for some ε > 0, M − εI ≥ 0

• λmax(M): the maximum eigenvalue of matrix M

• λmin(M): the minimum eigenvalue of matrix M
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• v⊥Λ: the vector v is vertical to the linear subspace Λ (i.e., for any vector

v′ ∈ Λ, ⟨v, v′⟩ = 0).

Throughout this paper, we suppose that (Ω,F ,F,P) is a complete filtered prob-

ability space, and W (·) = (W0(·),W1(·), · · · , WN(·)) is a (N + 1)-dimensional

standard Brownian motion defined on it. Let σ-algebra Ft := σ{Wi(s), 0 ≤ s ≤

t, 0 ≤ i ≤ N}, and F i
t := σ{Wi(s), 0 ≤ s ≤ t}, 0 ≤ i ≤ N . F := {Ft}t≥0

is the natural filtration generated by W (·) augmented by all P-null sets in F ,

and Fi := {F i
t}t≥0 is the natural filtration generated by Wi(·) augmented by all

P-null sets in F . Next, for any given Euclidean space H and filtration G, we

introduce the following spaces:

• L2(0, T ;H) =
{
x : [0, T ] → H

∣∣ ∫ T

0
∥x(t)∥2dt < ∞

}
• L∞(0, T ;H) =

{
x : [0, T ] → H

∣∣ x(·) is bounded and measurable
}

• C([0, T ];H) =
{
x : [0, T ] → H

∣∣ x(·) is continuous}
• L2

G(Ω;H) =
{
x : Ω → H

∣∣ x is G-measurable, E∥ξ∥2 < ∞
}

• L2
G(0, T ;H) =

{
x : [0, T ] × Ω → H

∣∣ x(·) is G-progressively measurable,

∥x(t)∥2L2 := E
∫ T

0
∥x(t)∥2dt < ∞

}
• L2

G(Ω;C([0, T ];H)) =
{
x : [0, T ] × Ω → H

∣∣ x(·) is G-progressively mea-

surable, continuous, E supt∈[0,T ] ∥x(t)∥2 < ∞
}

Next, we introduce some inequalities which are commonly used in stochastic

estimation
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Theorem 1.1 (Burkholder-Davis-Gundy inequality). In the complete filtered

probability space (Ω,F ,F,P) defined above, let

L2,loc
F (0, T ;H) =

{
x : [0, T ]× Ω → H

∣∣ x(·) is F-progressively measurable,∫ T

0

∥x(t)∥2dt < ∞, P− a.s.
}
.

Then for any process x(·) ∈ L2,loc
F (0, T ;H), and any real number p > 0, there

exists a constant K(r) > 0 (only depends on r) such that for any stopping time

τ ,

1

K(r)
E
[∫ τ

0

∥x(s)∥2ds
]p

≤ E

[
sup
0≤t≤τ

∥∥∥∥∫ t

0

x(s)dW

∥∥∥∥2p
]
≤ K(r)E

[∫ τ

0

∥x(s)∥2ds
]p

.

For more details of Burkholder-Davis-Gundy inequality, please refer to [62,

Chapter 1, Theorem 5.4]. Actually, in this thesis we only need the following

corollary of Burkholder-Davis-Gundy inequality:

Corollary 1.1. In the complete filtered probability space (Ω,F ,F,P) defined

above, for any process x(·) ∈ L2
F(0, T ;H), there exists a constant K(r) > 0

(only depends on r) such that for any time τ ∈ R+,

E

[
sup
0≤t≤τ

∥∥∥∥∫ t

0

x(s)dW

∥∥∥∥2
]
≤ K(r)E

[∫ τ

0

∥x(s)∥2ds
]
.

We also introduce the following version of Grönwall’s inequality which may be

applied in this thesis.
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Theorem 1.2 (Grönwall’s inequality). Let x(·) be a [0, T ] → H contin-

uous function. a(·), b(·) are non-negtive increasing function. If x(t) ≤

a(t)+b(t)
∫ t

0
x(s)ds, then it holds that

x(t) ≤ a(t)eb(t)×t.
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Chapter 2 MF Strategy in Social Optima

2.1 Problem formulation

In this chapter, we consider a weakly-coupled LP system with N agents denoted

by {Ai}1≤i≤N . The state process of the i
th agent Ai is modeled by the following

controlled linear SDE on finite time horizon [0, T ]: A0
dxi(t) = (A(t)xi(t) +B(t)ui(t) + F (t)x(N)(t))dt

+ (C(t)xi(t) +D(t)ui(t) + F̃ (t)x(N)(t))dWi(t),

xi(0) = ξ0.

(2.1)

where x(N)(t) := 1
N

∑N
i=1 xi(t) denotes the state-average. A(·), B(·), F (·), C(·),

D(·), F̃ (·) are deterministic matrix-valued functions with appropriate dimen-

sions. In addition, to evaluate the performance of the control laws, we also

introduce the following individual cost functional for Ai:

Ji(ξ0;u(·)) =
1

2
E
{∫ T

0

∥xi(t)− Γ(t)x(N)(t)− η(t)∥2Q(t) + ∥ui(t)∥2R(t)dt

+ ∥xi(T )− Γ̄x(N)(T )− η̄∥2G
} (2.2)

where u(·) = (u1(·), · · · , uN(·)) and Q(·), R(·) and G(·) are weight matrices. All

agents are cooperative and aim to minimize the social cost functional, which is

denoted as follows:

J (N)
soc (ξ0;u(·)) =

N∑
i=1

Ji(ξ0;u(·)), (2.3)
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and in this chapter, for the sake of notation simplicity, we may suppress the

time notation “(t)” and “(·)” if necessary.

Further, based on the information structure, two types of admissible strategy

sets are defined as follows. The centralized admissible strategy set is given by:

Uc :=
{
u|u is adapted to F, and E

∫ T

0

∥u(t)∥2dt<∞
}
.

Correspondingly, the decentralized admissible strategy set for the ith agent is

given by:

Ui :=
{
u|u is adapted to

{
F i
t ∨ σ{x0(s), 0 ≤ s ≤ t}

}
t≥0

,E
∫ T

0
∥ui(t)∥2dt < ∞

}
,

Now, we introduce the following two assumptions

(A2.1) The coefficients of the state equation satisfy the following:

A,C, F, F̃ ∈ L∞(0, T ;Rn×n), B,D ∈ L∞(0, T ;Rn×m).

(A2.2) The weighting coefficients in the cost functional satisfy the following:


Q ∈ L∞(0, T ;Sn), Γ ∈ L∞(0, T ;Rn×n), R ∈ L∞(0, T ;Sm),

η ∈ L2(0, T ;Rn), Γ̄ ∈ Rn×n, G ∈ Sn, η̄ ∈ Rn.

Under (A2.1), for any given (u1, · · · , uN) ∈ Uc × · · · ×Uc, (2.1) admits a unique

solution (x1, · · · , xN). Under (A2.2), the cost functional (2.2) is well-posed. We
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aim to work out the optimal strategy for each agent to minimize our social cost.

Thus we propose the following social optimal problem:

Problem 2.1. Minimize J (N)
soc (ξ0;u) over {u = (u1, · · · , uN)|ui ∈ Uc}.

Remark 2.1. Problem 2.1 can be solved by the method in [58] in a high-

dimensional approach. However, it will face some difficulties in the practi-

cal application. Firstly, an agent can only access its own information (i.e.,

σ{F i
t ∪ σ(xi(s), s ≤ t)}) most of the time and the information of the others

may be unavailable for it in real world (see [71, 72, 73]). Secondly, by the large

population structure, the dynamic optimization will be subjected to the curse of

dimensionality and complexity in numerical analysis in practice.

For these reasons, we aim to work out a so-called decentralized strategy, which

only depends on the agent’s own information. Let us introduce following prob-

lem:

Problem 2.2. Minimize J (N)
soc (ξ0;u) over {u = (u1, · · · , uN)|ui ∈ Ui}.

2.2 Convexity

In this section, the convexity of the social cost functional will be studied. The

weight coefficients Q, R and G profoundly influence the convexity of the cost

functional. We start with positive semi-definite weight case, which is relatively

simple, and then further consider indefinite weight case. Indefinite weight set-

ting has some interesting mathematical finance background (see [62], [57]). Be-

21



fore that, the dynamics of the agent states should be rewritten as follows:

dx = (Ax+Bu)dt+
N∑
i=1

(Cix+Diu)dWi, x(0) = Ξ, (2.4)

where

A=


A+ F

N
F
N

··· F
N

F
N

A+ F
N

··· F
N

...
...

...
...

F
N

F
N

··· A+ F
N


(Nn×Nn)

,B=

(
B 0 ··· 0
0 B ··· 0
...
...
...

...
0 0 ··· B

)
(Nn×Nm)

,Ξ=

(
ξ0
...
ξ0

)
(Nn×1)

,

Ci=

1
...
ith

...
N


0 ··· 0 0 0 ··· 0
...
...

...
...

...
...

...
F̃
N

··· F̃
N

F̃
N
+C F̃

N
··· F̃

N

...
...

...
...

...
...

...
0 ··· 0 0 0 ··· 0


(Nn×Nn)

, Di=

1
...
ith

...
N


0 ··· 0 ··· 0
...
...

...
...

...
0 ··· D ··· 0
...
...

...
...

...
0 ··· 0 ··· 0


(Nn×Nm)

,

(2.5)

and the cost functional can be rewritten as follows:

J (N)
soc (ξ0;u) =

1

2
E
∫ T

0

{
xTQx+ 2ST

1 x+NηTQη + uTRudt

+ xT (T )Gx(T ) + 2ST
2 x(T ) +Nη̄TGη̄

}
,

(2.6)

and the weight coefficients are:

Q =


Q+ 1

N
(ΓTQΓ−QΓ−ΓTQ) 1

N
(ΓTQΓ−QΓ−ΓTQ) ··· 1

N
(ΓTQΓ−QΓ−ΓTQ)

1
N
(ΓTQΓ−QΓ−ΓTQ) Q+ 1

N
(ΓTQΓ−QΓ−ΓTQ) ··· 1

N
(ΓTQΓ−QΓ−ΓTQ)

...
...

...
...

1
N
(ΓTQΓ−QΓ−ΓTQ) 1

N
(ΓTQΓ−QΓ−ΓTQ) ··· Q+ 1

N
(ΓTQΓ−QΓ−ΓTQ)


(Nn×Nn)

=

Q 0 ··· 0
0 Q ··· 0

...
...
...

...
0 0 ··· Q

+
1

N

(
Q̂ ··· Q̂

...
...

...
Q̂ ··· Q̂

)
− 1

N

(
Q ··· Q

...
...

...
Q ··· Q

)
, x =

( x1

...
xN

)
(Nn×1)

,

G=

(
G 0 ··· 0
0 G ··· 0
...
...
...

...
0 0 ··· G

)
+

1

N

(
Ĝ ··· Ĝ
...
...

...
Ĝ ··· Ĝ

)
− 1

N

(
G ··· G
...
...

...
G ··· G

)
, S1=−

(
ΓTQη−Qη

...
ΓTQη−Qη

)
(Nn×1)

,

S2 =−

(
Γ̄TGη̄−Gη̄

...
Γ̄TGη̄−Gη̄

)
(Nn×1)

,R =

(
R 0 ··· 0
0 R ··· 0
...
...
...

...
0 0 ··· R

)
(Nn×Nn)

, u =

( u1

...
uN

)
(Nm×1)

,

(2.7)
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where Q̂ := (Γ− I)TQ(Γ− I), Ĝ := (Γ̄− I)TG(Γ̄− I).

Through (2.4) and (2.6), one can see that Problem 2.1 is actually an N × n-

dimensional standard control problem. Using the method in [58], the solvability

and the optimal control can be derived. However, usually the population N is

large in practical application. This brings great computational complexity due

to the “curse of dimensional”. Thus, in what follows, some low-dimensional

criteria for the convexity of the cost functional will be studied.

2.2.1 Case 1: For Q, G, R are positive semi-definite

We start with the simplest case that the weighting coefficients are all positive

semi-definite. For the convexity of the cost functional, it follows that

Proposition 2.1. Under (A2.1)-(A2.2) and Q,G,R ≥ 0, u 7→ J (N)
soc (ξ0;u) is

convex with respect to u. Moreover, if R ≫ 0, then u 7→ J (N)
soc (ξ0;u) is uniformly

convex.

Proof. Under the assumption Q,G,R ≥ 0, we know

(
Q̂ ··· Q̂

...
...

...
Q̂ ··· Q̂

)
≥ 0,(

Ĝ ··· Ĝ
...
...

...
Ĝ ··· Ĝ

)
≥ 0 and R ≥ 0. By the definition of positive semi-definiteness, we

can obtain the following two inequalities:

Q 0 ··· 0
0 Q ··· 0

...
...
...

...
0 0 ··· Q

− 1

N

(
Q ··· Q

...
...

...
Q ··· Q

)
≥ 0,

(
G 0 ··· 0
0 G ··· 0
...
...
...

...
0 0 ··· G

)
− 1

N

(
G ··· G
...
...

...
G ··· G

)
≥ 0.

Thus, Q,G ≥ 0 and the convexity of J (N)
soc would follow. Moreover, if R ≫ 0,

then R ≫ 0 and J (N)
soc is uniformly convex.
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Next, we consider two more general situations.

2.2.2 Case 2: For F = F̃ = 0, Q, R and G could be indefi-

nite

In this case, the agent’s state will not be influenced by others (see [27]). The

agents’ state dynamics are decoupled. For the weighting coefficients of cost

functional, we have the following proposition.

Proposition 2.2. Suppose that Q− Q̂ ≥ 0 and G− Ĝ ≥ 0, then for any ∆Q,

∆G ∈ Sn such that ∆Q ≥ Q− Q̂ and ∆G ≥ G− Ĝ, we have Q−Q2 ≥ 0 and

G−G2 ≥ 0 where

Q2 =

Q−∆Q 0 ··· 0
0 Q−∆Q ··· 0

...
...

...
...

0 0 ··· Q−∆Q

 , G2 =

( G−∆G 0 ··· 0
0 G−∆G ··· 0
...

...
...

...
0 0 ··· G−∆G

)
. (2.8)

Proof. Consider matrices Q−Q2 and G−G2 which are

Q−Q2 =


∆Q+ 1

N
Q̂− 1

N
Q 1

N
Q̂− 1

N
Q ··· 1

N
Q̂− 1

N
Q

1
N
Q̂− 1

N
Q ∆Q+ 1

N
Q̂− 1

N
Q ··· 1

N
Q̂− 1

N
Q

...
...

...
...

1
N
Q̂− 1

N
Q 1

N
Q̂− 1

N
Q ··· ∆Q+ 1

N
Q̂− 1

N
Q

 ,

G−G2 =


∆G+ 1

N
Ĝ− 1

N
G 1

N
Ĝ− 1

N
G ··· 1

N
Ĝ− 1

N
G

1
N
Ĝ− 1

N
G ∆G+ 1

N
Ĝ− 1

N
G ··· 1

N
Ĝ− 1

N
G

...
...

...
...

1
N
Ĝ− 1

N
G 1

N
Ĝ− 1

N
G ··· ∆G+ 1

N
Ĝ− 1

N
G

 .
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If Q− Q̂ ≥ 0 holds, then for any non-zeros vector (xT
1 , · · · , xT

N)
T ∈ RNn×1 and

any matrix ∆Q ≥ Q− Q̂, it holds that

( x1
x2

...
xN

)T


∆Q+ 1
N
Q̂− 1

N
Q 1

N
Q̂− 1

N
Q ··· 1

N
Q̂− 1

N
Q

1
N
Q̂− 1

N
Q ∆Q+ 1

N
Q̂− 1

N
Q ··· 1

N
Q̂− 1

N
Q

...
...

...
...

1
N
Q̂− 1

N
Q 1

N
Q̂− 1

N
Q ··· ∆Q+ 1

N
Q̂− 1

N
Q

( x1
x2

...
xN

)

=(xT
1∆Qx1 + · · ·+ xT

N∆QxN) +
1

N
(x1 + · · ·+ xN)

T Q̂(x1 + · · ·+ xN)

− 1

N
(x1 + · · ·+ xN)

TQ(x1 + · · ·+ xN) ≥ 0

=(xT
1∆Qx1 + · · ·+ xT

N∆QxN)−
1

N
(x1 + · · ·+ xN)

T (Q− Q̂)(x1 + · · ·+ xN)

≥(xT
1∆Qx1 + · · ·+ xT

N∆QxN)− (xT
1 (Q− Q̂)x1 + · · ·+ xT

N(Q− Q̂)xN)

=xT
1 (∆Q− (Q− Q̂))x1 + · · ·+ xT

N(∆Q− (Q− Q̂))xN ≥ 0.

By similar argument, one can also obtain:

( x1
x2

...
xN

)T


∆G+ 1
N
Ĝ− 1

N
G 1

N
Ĝ− 1

N
G ··· 1

N
Ĝ− 1

N
G

1
N
Ĝ− 1

N
G ∆G+ 1

N
Ĝ− 1

N
G ··· 1

N
Ĝ− 1

N
G

...
...

...
...

1
N
Ĝ− 1

N
G 1

N
Ĝ− 1

N
G ··· ∆G+ 1

N
Ĝ− 1

N
G

( x1
x2

...
xN

)
≥ 0.

Thus, Q−Q2 ≥ 0 and G−G2 ≥ 0 and the proposition is proved.

Consequently, Proposition 2.2 implies

1

2
E
{∫ T

0

xTQx+ uTRudt+ xT (T )Gx(T )

}
≥ 1

2
E
{∫ T

0

xTQ2x+ uTRudt+ xT (T )G2x(T )

}
.

(2.9)

Moreover, by [58], we have the following result:
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Proposition 2.3. u 7→ J (N)
soc (ξ0;u) is (uniformly) convex if and only if

J̌ (N)
soc (0;u) ≥ 0 (or ≥ ε∥u∥2L2) where


J̌ (N)

soc (0;u) =
1

2
E
{∫ T

0

xTQx+ uTRudt+ x(T )TGx(T )

}
,

dx = (Ax+Bu)dt+
N∑
i=1

(Cix+Diu)dWi, x(0) = 0.

(2.10)

Motivated by (2.9) and Proposition 2.3, we have the convexity of J (N)
soc as follows:

Proposition 2.4. Under (A2.1)-(A2.2), F = F̃ = 0, Q−Q̂ ≥ 0 and G−Ĝ ≥ 0;

if there exist some ∆Q, ∆G ∈ Sn such that ∆Q ≥ Q − Q̂, ∆G ≥ G − Ĝ and

cost functional ui 7→ J̃(0;ui) of the following low-dimensional control problem:


J̃(0;ui) =

1

2
E
{∫ T

0

xT
i (Q−∆Q)xi + uT

i Ruidt+ xT
i (T )(G−∆G)xi(T )

}
,

s.t. dxi = (Axi +Bui)dt+ (Cxi +Dui)dWi, xi(0) = 0,

(2.11)

is (uniformly) convex, then u 7→ J (N)
soc (ξ0;u) is (uniformly) convex.

Proof. If ui 7→ J̃(0;ui) is (uniformly) convex, then by noting that F =

F̃ = 0, we have J̃ (N)
soc (0;u) =

∑
i∈I J̃(0;ui) ≥ 0 (or ≥ ε

∑
i∈I ∥ui∥2L2 =

ε∥u∥2L2 , for some ε > 0) where


J̃ (N)

soc (0;u) =
1

2
E
{∫ T

0

xTQ2x+ uTRudt+ x(T )TG2x(T )

}
,

dx = (Ax+Bu)dt+
N∑
i=1

(Cix+Diu)dWi, x(0) = 0,
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and Q2, G2 are given by (2.8) for any ∆Q ≥ Q− Q̂ and ∆G ≥ G− Ĝ. Then by

relation (2.9), it follows that J̌ (N)
soc (0;u) ≥ J̃ (N)

soc (0;u) ≥ 0 (or ≥ ε∥u∥2L2) which

ends the proof by Proposition 2.3.

To the best of our knowledge, it is complicated to verify the convexity of the

low-dimensional control problem (2.11) generally. However, by [58], the uniform

convexity of problem (2.11) is related to the Riccati equation, and then we have

the following corollary.

Corollary 2.1. Under (A2.1)-(A2.2), F = F̃ = 0, Q− Q̂ ≥ 0 and G− Ĝ ≥ 0;

if there exist some ∆Q, ∆G ∈ Sn such that ∆Q ≥ Q − Q̂, ∆G ≥ G − Ĝ and

the following Riccati equation


Ṗ+PA+ATP+CTPC+Q−∆Q−(PB+CTPD)(R+DTPD)−1(BTP+DTPC)=0,

P (T ) = G−∆G,

(2.12)

admits a solution P ∈ C([0, T ];Sn) such that R+DTPD ≫ 0, then the low-dimensional

control problem (2.11) is uniformly convex. Consequently, u 7→ J (N)
soc (ξ0;u) is uni-

formly convex.

Next, we present a numerical example to illustrate Proposition 2.4.

Example 2.1. We let

A = ( 0.2 0.5
0.4 0.1 ) , B = ( 0.6 0.4

0.2 0.6 ) , C = ( 0.3 0.6
0.3 0.3 ) , D = ( 0.8 0.7

1 0.3 ) , R = ( −0.3 0
0 1.7 ) , Q = ( −0.1 0

0 1.5 ) ,

Q̂ = ( −0.3 0
0 1.1 ) ,∆Q = ( 0.3 0

0 0.5 ) , G = ( −0.2 0
0 1.6 ) ,∆G = ( 0.3 0

0 0.5 ) , Ĝ = ( −0.4 0
0 1.2 ) ,
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and time interval is [0, 1]. Then, Q, R and G are all indefinite, and such

coefficients satisfy Proposition 3.3, since ∆Q = ( 0.3 0
0 0.5 ) ≥ Q−Q̂ = ( 0.2 0

0 0.4 ) ≥ 0,

∆G = ( 0.3 0
0 0.5 ) ≥ G− Ĝ = ( 0.2 0

0 0.4 ) ≥ 0.

Thus, if the low-dimensional control problem (2.11) is (uniformly) convex, then

J (N)
soc is (uniformly) convex. The related Riccati equation of (2.11) is (2.12).

By solving (2.12), we have the trajectory of the minimum eigenvalue of R +

DTP (t)D:

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0.4

0.6

0.8

1

1.2

1.4

Thus, by letting λ = 0.4, we have R + DTP (t)D ≥ λI, and (2.12) admits a

strongly regular solution. By [58], problem (2.11) is uniformly convex, and so

is J (N)
soc (u).

Note that the convexity of a low-dimensional control problem has been well

studied in [58] and [59]. Thus, we will not further discuss the convexity of

(2.11) here.

Next, the situation: F, F̃ ̸= 0 will be studied. In this situation, to deal with the

terminal term, we also assume that G ≥ 0 for discussion simplicity.
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Case 3: For G ≥ 0, F, F̃ ̸= 0

When F, F̃ ̸= 0, the state of each agent will be influenced by the others (see

[30] where F ̸= 0 is assumed). It is inaccessible to obtain a decoupled low-

dimensional problem due to the coupling of the state dynamics. To analyse

J̌ (N)
soc (0;u), we firstly estimate the L2 norm of x which is given by (2.10). Ap-

plying Itô’s formula to x and taking expectation, one can obtain:

E∥x(t)∥2 = E
∫ t

0

[
xT
(
A+AT +

N∑
i=1

CT
i Ci

)
x+ xT

(
2B+ 2

N∑
i=1

CT
i Di

)
u+ uT

N∑
i=1

DT
i Diu

]
ds,

(2.13)

where

N∑
i=1

CT
i Ci =

 CTC 0 ··· 0
0 CTC ··· 0
...

...
...

...
0 0 ··· CTC

+
1

N

(
(F̃+C)T (F̃+C) ··· (F̃+C)T (F̃+C)

...
...

...
(F̃+C)T (F̃+C) ··· (F̃+C)T (F̃+C)

)
− 1

N

(
CTC ··· CTC
...

...
...

CTC ··· CTC

)
≥ 0,

AT +A =

 AT+A 0 ··· 0
0 AT+A ··· 0
...

...
...

...
0 0 ··· AT+A

+
1

N

(
FT+F ··· FT+F
...

...
...

FT+F ··· FT+F

)

≤

 AT+A 0 ··· 0
0 AT+A ··· 0
...

...
...

...
0 0 ··· AT+A

+

(
λmax(FT+F )I ··· 0

...
...

...
0 ··· λmax(FT+F )I

)
,

N∑
i=1

DT
i Di =

DTD 0 ··· 0
0 DTD ··· 0
...

...
...

...
0 0 ··· DTD

 ,
N∑
i=1

CT
i Di =

1

N

(
F̃TD ··· F̃TD
...

...
...

F̃TD ··· F̃TD

)
+

 CTD 0 ··· 0
0 CTD ··· 0
...

...
...

...
0 0 ··· CTD

 ,
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N∑
i=1

DT
i Ci

N∑
i=1

CT
i Di =

1

N

(
DT F̃ ··· DT F̃
...

...
...

DT F̃ ··· DT F̃

)
1

N

(
F̃TD ··· F̃TD
...

...
...

F̃TD ··· F̃TD

)

+

DTC 0 ··· 0
0 DTC ··· 0
...

...
...

...
0 0 ··· DTC

 1

N

(
F̃TD ··· F̃TD
...

...
...

F̃TD ··· F̃TD

)

+
1

N

(
DT F̃ ··· DT F̃
...

...
...

DT F̃ ··· DT F̃

) CTD 0 ··· 0
0 CTD ··· 0
...

...
...

...
0 0 ··· CTD


+

DTC 0 ··· 0
0 DTC ··· 0
...

...
...

...
0 0 ··· DTC

 CTD 0 ··· 0
0 CTD ··· 0
...

...
...

...
0 0 ··· CTD


=

DTCCTD 0 ··· 0
0 DTCCTD ··· 0
...

...
...

...
0 0 ··· DTCCTD


+

1

N

(
DT (F̃ F̃T+CF̃T+F̃CT )D ··· DT (F̃ F̃T+CF̃T+F̃CT )D

...
...

...
DT (F̃ F̃T+CF̃T+F̃CT )D ··· DT (F̃ F̃T+CF̃T+F̃CT )D

)
.

Moreover, to estimate x, we still need the following result:

Proposition 2.5. Suppose S is a real symmetric matrix, then for any real

vector x, it holds that

λmin(S)∥x∥2 ≤ xTSx ≤ λmax(S)∥x∥2.

Proof. S ∈ Sn is a real symmetric matrix. There exists an orthogonal matrix P

such that P−1SP = Λ, where Λ is diagonal and the diagonal elements are the

eigenvalues λ1, . . . , λn of S. Hence, by letting P Tx = y = (yT1 , · · · , yTn )T , we

have:

xTSx = xTPΛP Tx = λ1y
2
1 + · · ·+ λny

2
n.

30



This implies that λmin(S)∥y∥2 ≤ xTSx ≤ λmax(S)∥y∥2. Noting the orthogonal-

ity of P , we have ∥y∥2 = xTPP Tx = ∥x∥2 and the result of Proposition 2.5

follows.

Based on (2.13) and Proposition 2.5, the estimation of ∥x∥2L2 and the convexity

of J (N)
soc (ξ0;u) can be obtained as follows:

Proposition 2.6. Under (A2.1)-(A2.2), G ≥ 0, F, F̃ ̸= 0 and Q − Q̂ ≥ 0,

if there exist some ∆Q ∈ Sn such that ∆Q ≥ Q − Q̂, λmin(Q − ∆Q) ≤ 0

and Ke2KTλmin(Q − ∆Q) + 1
2
λmin(R) ≥ 0 (or ≥ εI for some ε > 0), then

u 7→ J (N)
soc (ξ0;u) is convex (or uniformly convex). K is given by:

K = max
{(

λmax(A
T + A) + λmax(F

T + F )
)
, λmax

(
CTC + (F̃ + C)T (F̃ + C)

)
,
√
λmax(BTB),√

λmax

(
DT (F̃ F̃ T + CF̃ T + F̃CT )D

)
+ λmax

(
DTCCTD

)
, λmax(D

TD)
}
.

Proof. By Proposition 2.5 and noting that the non-zero eigenvalues of

1
N

(
A ··· A
...
...
...

A ··· A

)
,

(
A 0
...

0 A

)
, A are the same, we have:



xT

(
N∑
i=1

CT
i Ci

)
x ≤ λmax

(
CTC + (F̃ + C)T (F̃ + C)

)
∥x∥2,

xT
(
AT +A

)
x ≤

[
λmax(A

T +A) + λmax(F
T + F )

]
∥x∥2,

2xTBu = ⟨Bu,x⟩+ ⟨u,BTx⟩ ≤
√

⟨Bu,Bu⟩⟨x,x⟩+
√

⟨u,u⟩⟨BTx,BTx⟩

≤ 2
√
λmax(BTB)∥u∥∥x∥,

2xT
N∑
i=1

CT
i Diu ≤ 2

√√√√λmax

( N∑
i=1

DT
i Ci

N∑
i=1

CT
i Di

)
∥u∥∥x∥

≤ 2
√

λmax

(
DT (F̃ F̃ T + CF̃ T + F̃CT )D

)
+ λmax

(
DTCCTD

)
∥u∥∥x∥,

uT
N∑
i=1

DT
i Diu ≤ λmax(D

TD)∥u∥2.
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Thus, the estimation below would follow:

E∥x(t)∥2=E
∫ t

0

[
xT
(
A+AT+

N∑
i=1

CT
i Ci

)
x+xT

(
2B+2

N∑
i=1

CT
i Di

)
u+uT

N∑
i=1

DT
i Diu

]
ds

≤ KE
∫ t

0

[
∥x∥2+2∥u∥∥x∥+∥u∥2

]
ds

≤ 2K

∫ t

0

[
E∥x∥2+E∥u∥2

]
ds,

where

K = max
{(

λmax(A
T +A)+λmax(F

T +F )
)
, λmax

(
CTC+(F̃+C)T (F̃+C)

)
,
√

λmax(BTB),√
λmax

(
DT (F̃ F̃T +CF̃T +F̃CT )D

)
+λmax

(
DTCCTD

)
, λmax(D

TD)
}
≥ 0.

Further, by Grönwall’s inequality, E∥x(t)∥2 ≤ 2Ke2KtE∥u(t)∥2. Noting that

G ≥ 0 and λmin(Q−∆Q) ≤ 0, the estimation of J̌ (N)
soc (0;u) can be derived as:

1

2
E
{∫ T

0

xTQx+ uTRudt+ xT (T )Gx(T )

}
≥1

2
E
{∫ T

0

xTQ2x+ uTRudt

}
≥Ke2KTλmin(Q−∆Q)∥u∥2L2+

1

2
λmin(R)∥u∥2L2 ,

and Proposition 2.6 can be obtained straightforwardly by Proposition 2.3.

Moreover, if we further assume that Q ≤ 0, then Q̂ = (Γ − I)TQ(Γ − I) ≤ 0.

Thus, it follows that 0 ≥ Q̂ ≥ Q − ∆Q and condition λmin(Q − ∆Q) ≤ 0 will

follow as well.

Remark 2.2. There is a trade-off among the three uniform convexity condi-

tions presented in Proposition 2.1,2.4,2.6. In Proposition 2.1, the condition

Q,G,R ≥ 0 is the strongest one but easiest to verify. In Proposition 2.4,

F = F̃ = 0 is assumed and the dynamics of agents’ states should be decoupled,
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while in Proposition 2.6 the dynamics of agents’ states could be coupled but the

weighting matrices in the cost functional is restricted (i.e., λmin(Q −∆Q) ≤ 0

and Ke2KTλmin(Q−∆Q) + 1
2
λmin(R) ≥ 0).

Through the discussion above, we have studied the (uniform) convexity of the

social cost functional. For the sake of simplicity, we introduce the following

uniform convexity assumption.

(A2.3) u 7→ J (N)
soc (ξ0;u) is uniformly convex.

Under (A2.1)-(A2.3), u 7→ J (N)
soc (ξ0;u) is uniformly convex and consequently

Problem 2.1, 2.2 are unique solvable. In what follows, the problem will be dis-

cussed under the uniform convexity assumption. Next, we will apply variational

method to the cost functional to derive a set of decentralized strategies based

on person-by-person optimality principle.

2.3 Person-by-person optimality

Person-by-person optimality is a critical technique in MF social optima scheme.

It has been applied in many recent social optima literature (e.g., [52], [30],

[32]). Unlike MFG framework, here the auxiliary control problem can not be

derived directly by freezing the state-average directly, since this would bring

some ineffective control laws. Thus, in this section, under the person-by-person

optimality principle, variation method will be used to analyze the MF approxi-

mation.

Consider the optimal centralized strategy ū = (ū1, ū2, · · · , ūN) of the LP sys-

tem. x̄ = (x̄1, x̄2, · · · , x̄N) denotes the associated optimal state. Perturb

ūi and keep ū−i := (ū1, · · · , ūi−1, ūi+1, · · · , ūN) fixed. We denote the per-
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turbed strategy as ūi + δui and the associated perturbed states are denoted

by (x̄1+ δx1, · · · , x̄N + δxN). The perturbation of the cost functional is denoted

by δJj := Jj(ξ0;uj, ū−i)− Jj(ξ0; ūj, ū−i), for j = 1, · · · , N . Thus, the dynamic

of the state variation of Ai is

dδxi=(Aδxi +Bδui + Fδx(N))dt+ (Cδxi +Dδui + F̃ δx(N))dWi, δxi(0) = 0,

and the dynamics of the other state variations are

dδxj = (Aδxj + Fδx(N))dt+ (Cδxj + F̃ δx(N))dWj, δxj(0) = 0. (2.14)

Sum up (2.14), and we have:


dδx(−i) =

[
Aδx(−i) + F

N − 1

N
(δx(−i) + δxi)

]
dt+

∑
j ̸=i

[
Cδxj +

F̃

N
(δx(−i) + δxi)

]
dWj,

δx(−i)(0) = 0,

(2.15)

where δx(−i) :=
∑

j ̸=i δxj. By some elementary calculations, one can further

obtain the variation of Ai cost functional:

δJi =E
{∫ T

0

⟨Q(x̄i − Γx̄(N) − η), δxi − Γδx(N)⟩+ ⟨Rūi, δui⟩dt

+ E⟨G(x̄i(T )− Γ̄x̄(N)(T )− η̄), δxi(T )− Γ̄δx(N)(T )⟩
}
,

(2.16)

and correspondingly, for j ̸= i:

δJj =E
{∫ T

0

⟨Q(x̄j − Γx̄(N) − η), δxj − Γδx(N)⟩dt

+ E⟨G(x̄i(T )− Γ̄x̄(N)(T )− η̄), δxj(T )− Γ̄δx(N)(T )⟩
}
.

(2.17)
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Hence, by combining (2.16) and (2.17), the variation of the social cost satisfies:

δJ (N)
soc :=δJi +

∑
j ̸=i

δJj

=E
{∫ T

0

⟨Q(x̄i − Γx̄(N) − η), δxi⟩ − ⟨ΓTQ(x̄i − Γx̄(N) − η), δx(N)⟩

+
∑
j ̸=i

⟨Q(x̄j − Γx̄(N) − η), δxj⟩ −
∑
j ̸=i

⟨ΓTQ(x̄j − Γx̄(N) − η), δx(N)⟩

+ ⟨Rūi, δui⟩dt+ ⟨G(x̄i(T )− Γ̄x̄(N)(T )− η̄), δxi(T )⟩

− ⟨Γ̄TG(x̄i(T )− Γ̄x̄(N)(T )− η̄), δx(N)(T )⟩

+
∑
i ̸=j

⟨G(x̄j(T )− Γ̄x̄(N)(T )− η̄), δxj(T )⟩

−
∑
i ̸=j

⟨Γ̄TG(x̄j(T )− Γ̄x̄(N)(T )− η̄), δx(N)(T )⟩
}
.

We use MF term x̂ to replace x̄(N). Then, we have

δJ (N)
soc = E

{∫ T

0

⟨Q(x̄i−Γx̂−η), δxi⟩+
∑
j ̸=i

1

N
⟨Q(x̄j−Γx̂−η), Nδxj⟩

−⟨ 1
N

∑
j ̸=i

ΓTQ(x̄j−Γx̂−η), δxi + δx(−i)⟩+ ⟨Rūi, δui⟩dt

+ ⟨G(x̄i(T )−Γ̄x̂(T )−η̄), δxi(T )⟩

+
∑
i ̸=j

1

N
⟨G(x̄j(T )−Γ̄x̂(T )−η̄), Nδxj(T )⟩

−
∑
i ̸=j

1

N
⟨Γ̄TG(x̄j(T )−Γ̄x̂(T )−η̄), δxi(T ) + δx(−i)(T )⟩+ ε1 + ε2

}
,
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where

ε1 = E
{∫ T

0

⟨(ΓTQΓ−QΓ)(x̄(N) − x̂), Nδx(N)⟩dt

+ ⟨(Γ̄TQΓ̄−QΓ̄)(x̄(N)(T )− x̂(T )), Nδx(N)(T )⟩
}
,

ε2 = E
{∫ T

0

−⟨ΓTQ(x̄i − Γx̄(N) − η), δx(N)⟩dt

− ⟨Γ̄TG(x̄i(T )− Γ̄x̂(T )− η̄), δx(N)(T )⟩
}
.

(2.18)

For the next step, one can introduce limiting processes x∗∗ and x∗
j satisfying:


dx∗∗ = (Ax∗∗ + Fδxi + Fx∗∗)dt, x∗∗(0) = 0,

dx∗
j = (Ax∗

j + Fδxi + Fx∗∗)dt+ (Cx∗
j + F̃ δxi + F̃ x∗∗)dWj, x∗

j(0) = 0,

(2.19)

to substitute δx(−i) and Nδxj. This implies

δJ (N)
soc = E

{∫ T

0

⟨Q(x̄i−Γx̂−η), δxi⟩+
1

N

∑
j ̸=i

⟨Q(x̄j−Γx̂−η), x∗j ⟩

−⟨ΓTQ((I−Γ)x̂−η), δxi⟩−⟨ΓTQ(x̂−Γx̂−η), x∗∗⟩+ ⟨Rūi, δui⟩dt

+ ⟨G(x̄i(T )−Γ̄x̂(T )−η̄), δxi(T )⟩+
1

N

∑
j ̸=i

⟨G(x̄j(T )−Γ̄x̂(T )−η̄), x∗j (T )⟩

−⟨Γ̄TG((I−Γ̄)x̂(T )−η̄), δxi(T )⟩−⟨Γ̄TG((I−Γ̄)x̂(T )−η̄), x∗∗(T )⟩+
4∑

i=1

εi

}
,

(2.20)
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where



ε3 = E
{∫ T

0

1

N

∑
j ̸=i

⟨Q(x̄j − Γx̂− η), Nδxj − x∗
j⟩ −

1

N

∑
j ̸=i

⟨ΓTQ(x̄j − Γx̂− η), δx(−i) − x∗∗⟩dt

+
1

N

∑
j ̸=i

⟨G(x̄j(T )− Γ̄x̂(T )− η̄), Nδxj(T )− x∗
j(T )⟩

− 1

N

∑
j ̸=i

⟨Γ̄TG(x̄j(T )− Γ̄x̂(T )− η̄), δx(−i)(T )− x∗∗(T )⟩
}
,

ε4 = E
{∫ T

0

−
〈
ΓTQ

(∑
j ̸=i x̄j

N
− x̂
)
,

N∑
i=1

δxi

〉
dt−

〈
Γ̄TG

(∑
j ̸=i x̄j(T )

N
− x̂(T )

)
,

N∑
i=1

δxi(T )
〉}

.

(2.21)

ε1-ε4 are actually o(1) order and the rigorous proof will show in Section 2.5.

Remark 2.3. In previous social optima literature, the limiting processes x∗∗, x∗
j

are usually deterministic or even unnecessary. Here, (2.19) is a SDEs system,

and this difficulty comes from F, F̃ , C ̸= 0. If F̃ = C = 0 (e.g., [52]), then the

dynamics of δx(−i) (2.15) and δxj (2.14) become


dδxj = (Aδxj +

F

N
δxi +

F

N
δx(−i))dt, δxj(0) = 0,

dδx(−i) =
[
Aδx(−i) + F

N − 1

N
(δx(−i) + δxi)

]
dt, δx(−i)(0) = 0.

Clearly, δxj and δx(−i) are all deterministic and so are x∗∗, x∗
j .

Further, if F = F̃ = 0 (e.g., [27]), then δx(−i) and δxj becomes


dδxj = Aδxjdt+ CδxjdWj, δxj(0) = 0,

dδx(−i) = Aδx(−i)dt+
∑
j ̸=i

CδxjdWj, δx(−i)(0) = 0.

By the homogeneity, δxj = δx(−i) = 0 and no limiting approximation is needed.

It will bring many technical difficulties that the limiting processes are stochastic.
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Mainly, when using dual method in what follows to substitute x∗∗ and x∗
j , the

processes average will enter the drift term of the dual process, and to substitute

it, the residual between the processes average and processes expectation should

be estimated in Section 2.5.

Observing (2.20), the direct variation decomposition of δJ (N)
soc gives rise to terms

like ⟨Q(x̄j −Γx̂− η), x∗
j⟩,
〈
ΓTQ(x̂−Γx̂−η), x∗∗〉 containing x∗∗, x∗

j which are

some intermediate variation terms related to the basic variation term δxi, δui

indirectly. This is not what we desire, since this will prevent our construction of

an auxiliary LQG control problem. Thus, it is necessary to apply some duality

procedure (see [74, 52] for similar duality argument) to break the dependence

of δJ (N)
soc on x∗∗, x∗

j , which enable us to reformulate δJ (N)
soc being dependent on

basic variation δxi and δui only. As a consequence, some auxiliary problem can

thus be constructed. We introduce the dual processes yj1, y2 satisfying:



dyj1 = −[ATyj1 + CTβj
1 +Q(x̄j − Γx̂− η)]dt+ βj

1dWj +
∑
j′ ̸=j

βj′

1 dWj′ ,

dy2 = −[(A+ F )Ty2 + F TEyj1 + F̃ TEβj
1 − ΓTQ(x̂− Γx̂− η)]dt,

yj1(T ) = G(x̄j(T )− Γ̄x̂(T )− η̄), y2(T ) = −Γ̄TG((I − Γ̄)x̂(T )− η̄).

(2.22)

By applying Itô formula, we have the following duality relations:

E⟨G(x̄j(T )− Γ̄x̂(T )− η̄), x∗
j(T )⟩

=E⟨yj1(T ), x∗
j(T )⟩ − E⟨yj1(0), x∗

j(0)⟩

=E
∫ T

0

⟨−Q(x̄j − Γx̂− η), x∗
j⟩+ ⟨F̃ Tβj

1 + F Tyj1, x
∗∗⟩+ ⟨F̃ Tβj

1 + F Tyj1, δxi⟩dt,

(2.23)
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and

E⟨−Γ̄TG((I − Γ̄)x̂(T )− η̄), x∗∗(T )⟩

=E⟨y2(T ), x∗∗(T )⟩ − E⟨y2(0), x∗∗(0)⟩

=E
∫ T

0

⟨ΓTQ(x̂− Γx̂− η)− F TEyj1 − F̃ TEβj
1, x

∗∗⟩+ ⟨F Ty2, δxi⟩dt.

(2.24)

Combining (2.20), (2.23) and (2.24), it holds that

δJ (N)
soc = E

∫ T

0

⟨Qx̄i, δxi⟩+ ⟨Rūi, δui⟩ − ⟨Q(Γx̂+ η) + ΓTQ((I − Γ)x̂− η)

− F Ty2 − F̃ TEβj
1 − F TEyj1, δxi⟩dt+ ⟨Gx̄i(T ), δxi(T )⟩

− ⟨G(Γ̄x̂(T ) + η̄) + Γ̄TG((I − Γ̄)x̂(T )− η̄), δxi(T )⟩+
5∑

i=1

εi,

(2.25)

where

ε5 = E
∫ T

0

〈
F̃ T

(
Eβj

1 −
∑N

j ̸=i β
j
1

N

)
+ F T

(
Eyj1 −

∑N
j ̸=i y

j
1

N

)
, δxi

〉
dt. (2.26)

Remark 2.4. Here, we introduce N + 1 dual processes to break away δJ (N)
soc

from the dependence on x∗∗ and x∗
j . This difficulty is brought by F, F̃ ̸= 0. By

contrast, if F = F̃ = 0 (e.g., [27]), then (2.25) becomes

δJ (N)
soc = E

∫ T

0

⟨Qx̄i, δxi⟩+ ⟨Rūi, δui⟩ − ⟨Q(Γx̂+ η) + ΓTQ((I − Γ)x̂− η), δxi⟩dt

+ ⟨Gx̄i(T ), δxi(T )⟩ − ⟨G(Γ̄x̂(T ) + η̄) + Γ̄TG((I − Γ̄)x̂(T )− η̄), δxi(T )⟩+ ε.

Clearly, in this case, no additional dual process is needed to derive the auxiliary

problem.
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Moreover, due to F, F̃ ̸= 0, ε5 is the residual between the average and the

expectation of yj1, βj
1. Generally speaking, to obtain the dynamics of adjoint

terms βj
1 is inaccessible. To estimate it, some decoupling method is applied

through two Lyapunov equations in Section 2.5.

Therefore, by using MF term ŷ2, ŷ1, β̂1 to replace y2, Eyj1, Eβ
j
1 respectively, we

can introduce the decentralized auxiliary cost functional variation δJi as follows:

δJi = E
∫ T

0

⟨Qᾱi, δαi⟩+⟨Rv̄i, δvi⟩

−⟨Q(Γx̂+η)+ΓTQ[(I−Γ)x̂−η]−F T ŷ2−F̃ T β̂1−F T ŷ1, δαi⟩dt

+⟨Gᾱi(T ), δαi(T )⟩−⟨G(Γ̄x̂(T )+η̄)+Γ̄TG[(I−Γ̄)x̂(T )−η̄], δαi(T )⟩,
(2.27)

and

δJ (N)
soc = δJi +

6∑
i=1

εi,

where

ε6 =E
∫ T

0

⟨Q(x̄i−ᾱi), δxi⟩+⟨Qᾱi, δxi−δαi⟩+⟨R(ūi−v̄i), δui⟩+⟨Rv̄i, δui−δvi⟩

+⟨F T (y2−ŷ2)+F̃ T (Eβj
1−β̂1)+F T (Eyj1−ŷi), δxi⟩

+⟨F T ŷ2+F̃ T β̂1+F T ŷ1−Q(Γx̂+η)−ΓTQ[(I−Γ)x̂−η], δxi−δαi⟩dt

+⟨G(x̄i(T )−ᾱi(T )), δxi(T )⟩+⟨Gᾱi(T ), δxi(T )−δαi(T )⟩

−⟨G(Γ̄x̂(T )+η̄)+Γ̄TG[(I−Γ̄)x̂(T )−η̄], δxi(T )−δαi(T )⟩.
(2.28)

Similarly to ε1-ε4, it actually follows that ε5, ε6 are also o(1) order. Thus if

δJi = 0, we have δJ (N)
soc −→ 0.
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2.4 Decentralized strategy design

2.4.1 Auxiliary problem

Motivated by equation (2.27), to achieve δJi = 0, one can introduce the following

auxiliary control problem:

Problem 2.3. Minimize Ji(vi) over vi ∈ Ui, where
Ji :=

1

2
E
{∫ T

0

∥αi∥2Q + ∥vi∥2R + 2⟨q1, αi⟩dt+ ∥αi(T )∥2G + 2⟨q2, αi(T )⟩
}
,

dαi = (Aαi +Bvi + Fx̂)dt+ (Cαi +Dvi + F̃ x̂)dWi, αi(0) = ξ0,

and 
q1 := −Q(Γx̂+ η)− ΓTQ[(I − Γ)x̂− η] + F T ŷ2 + F T ŷ1 + F̃ T β̂1,

q2 := −G(Γ̄x̂(T ) + η̄)− Γ̄TG[(I − Γ̄)x̂(T )− η̄].

This is a standard LQ control problem, where the MF terms x̂, ŷ2, ŷ1, β̂1 will

be determined by the CC system in Section 2.4.2-2.4.3. For the solvability of

Problem 2.3, by referring [62], we have the following result.

Lemma 2.1. Under the (A2.1)-(A2.3), if the following Riccati equation:


Ṗ + PA+ ATP + CTPC +Q− (PB + CTPD)(R +DTPD)−1(BTP +DTPC) = 0,

P (T ) = G,

(2.29)

admits a strongly regular solution (i.e., P ∈ C([0, T ];Sn) such that R(t) +

DT (t)P (t)D(t) ≫ 0 a.e. t ∈ [0, T ]), then for any given x̂, ŷ2, ŷ1, β̂1 ∈
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L1(s, T ;Rn), the auxiliary control problem (Problem 2.3) admits a unique feed-

back form optimal control v̄i = Θ1ᾱi +Θ2, where

Θ1 := −(R +DTPD)−1(BTP +DTPC), Θ2 := −(R +DTPD)−1(BTφ+DTPF̃ x̂),

(2.30)

and φ is the unique solution of


φ̇+ [AT − (PB + CTPD)(R +DTPD)−1BT ]φ

− [(PB + CTPD)(R +DTPD)−1DT − CT ]PF̃ x̂+ PFx̂+ q1 = 0,

φ(T ) = q2.

(2.31)

ᾱi is the corresponding optimal auxiliary state satisfying:


dᾱi =

[
(A+BΘ1)ᾱi +BΘ2 + Fx̂

]
dt+

[
(C +DΘ1)ᾱi +DΘ2 + F̃ x̂

]
dWi,

ᾱi(0) = ξ0.

(2.32)

2.4.2 CC system

Applying the decentralized control law (2.30) to Ai, let x̃i be the realized state.

By the limiting approximation, the conditions Ex̃i = x̂, Eyj1 = ŷ1, Eβj
1 = β̂1

should holds. Then x̃i satisfies
dx̃i = (Ax̃i+B(Θ1x̃i+Θ2)+Fx̃(N))dt+(Cx̃i+D(Θ1x̃i+Θ2)+F̃ x̃(N))dWi,

x̃i(0) = ξ0,

(2.33)

and

Θ1 = −(R +DTPD)−1(BTP +DTPC), Θ2 = −(R +DTPD)−1(BTφ+DTPF̃Ex̃i),
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where



φ̇+ [AT − (PB + CTPD)(R +DTPD)−1BT ]φ

− [(PB + CTPD)(R +DTPD)−1DT − CT ]PF̃Ex̃i + PFEx̃i

−Q(ΓEx̃i + η)− ΓTQ[(I − Γ)Ex̃i − η] + F T ŷ2 + F T ŷ1 + F̃ T β̂1 = 0,

φ(T ) = −G(Γ̄Ex̃i(T ) + η̄)− Γ̄TG[(I − Γ̄)Ex̃i(T )− η̄].

The dual processes (2.22) become



dyj1 = −[ATyj1 + CTβj
1 +Q(x̃j − ΓEx̃i − η)]dt+ βj

1dWj +
∑
j′ ̸=j

βj′

1 dWj′ ,

dy2 = −[(A+ F )Ty2 + F TEyj1 + F̃ TEβj
1 − ΓTQ(Ex̃i − ΓEx̃i − η)]dt,

yj1(T ) = G(x̃j(T )− Γ̄Ex̃i(T )− η̄), y2(T ) = −Γ̄TG((I − Γ̄)Ex̃i(T )− η̄).

By taking summation and expectation to (2.33), we have



dx̃(N) = (Ax̃(N) +B(Θ1x̃
(N) +Θ2) + Fx̃(N))dt

+
1

N

N∑
i=1

(Cx̃i +D(Θ1x̃i +Θ2) + F̃ x̃(N))dWi, x̃(N)(0) = ξ0,

dEx̃i = (AEx̃i +B(Θ1Ex̃+Θ2) + FEx̃i)dt, Ex̃i(0) = ξ0.

On the other hand, by basic property of Itô integral, for i ̸= j, we have

E
〈∫ t

0
(Cx̃i +D(Θ1x̃i +Θ2) + F̃ x̃(N))dWi,

∫ t

0
(Cx̃j +D(Θ1x̃j +Θ2) + F̃ x̃(N))dWj

〉
= 0.

Thus, it follows that

lim
N→+∞

E
∥∥∥∥ 1

N

N∑
i=1

∫ t

0

(Cx̃i +D(Θ1x̃i +Θ2) + F̃ x̃(N))dWi

∥∥∥∥2 = 0, in L2(0, T ;Rn).
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This implies that x̃(N) → Ex̃i when N → ∞, and correspondingly we denotes

x̃i → x̌, yj1 → y̌1, y2 → y̌2. By letting



Π1 = A−B(R +DTPD)−1(BTP +DTPC), Π2 = F −B(R +DTPD)−1DTPF̃ ,

Π3 = −B(R +DTPD)−1BT ,

Π4 = (PB + CTPD)(R +DTPD)−1DTPF̃ − CTPF̃ + PF +QΓ + ΓTQ(I − Γ),

Π′
1 = C −D(R +DTPD)−1(BTP +DTPC),

Π′
2 = F̃ −D(R +DTPD)−1DTPF̃ , Π′

3 = −D(R +DTPD)−1BT ,

(2.34)

we have the following CC system



dx̌ = (Π1x̌+Π2Ex̌+Π3φ̌)dt+ (Π′
1x̌+Π′

2Ex̌+Π′
3φ̌)dB(t),

dφ̌ = (−ΠT
1 φ̌+Π4Ex̌− F T y̌2 − F TEy̌1 − F̃ TEβ̌1 +Qη − ΓTQη)dt,

dy̌1 = (−Qx̌+QΓEx̌− AT y̌1 − CT β̌1 +Qη)dt+ β̌1dB(t),

dy̌2 = [ΓTQ(I − Γ)Ex̌− F TEy̌1 − F̃ TEβ̌1 − (A+ F )T y̌2 − ΓTQη]dt,

x̌(0) = ξ0, φ̌(T ) = −G(Γ̄Ex̌(T ) + η̄)− Γ̄TG[(I − Γ̄)Ex̌(T )− η̄],

y̌1(T ) = G(x̌(T )− Γ̄Ex̌(T )− η̄), y̌2(T ) = −Γ̄TG((I − Γ̄)Ex̌(T )− η̄),

(2.35)

where B(t) is a generic Brownian motion. Due to the symmetry and decen-

tralization, only one generic Brownian motion B(t) is needed to characterize

the CC system here. Moreover, the MF terms x̂, ŷ1, β̂1 can be determined by

x̂ = Ex̌, ŷ1 = Ey̌1, β̂1 = Eβ̌1, ŷ2 = Ey̌2 = y̌2.

Remark 2.5. This CC system is a highly coupled MF-FBSDEs system. It is

different to a general CC system (e.g., [17], [63], [43]), since the adjoint terms

(i.e., CT β̌1, F̃
TEβ̌1) here enter the drift term. In general situation, by taking

expectation on the realized state, an ODEs-type CC system would be obtained.
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However, in our system here, CT β̌1, F̃
TEβ̌1 can not be determined. Thus, the

dynamics of x̂, ŷ1 and β̂1 cannot be obtained directly, and we can only represent

them in an embedded way via (2.35).

2.4.3 Solvability of CC system

CC system (2.35) is a highly coupled MF-FBSDEs system. To study its global

solvability, in what follows, we apply some decentralizing method (see [61]) to

simplify it. We start with rewriting the CC system as follows:


dX =

(
A1X + Ā1EX +B1Y

)
dt+

(
A′

1X + Ā′
1EX +B′

1Y
)
dB(t),

dY =
(
A2X + Ā2EX +B2Y + B̄2EY + C2Z + C̄2EZ + f

)
dt+ ZdB(t),

X(0) = ξ̄0, Y (T ) = ḠX(T ) + Ḡ′EX(T ) + g,

(2.36)

where



X :=
(

x̌
0
0

)
, Y :=

( φ̌
y̌1
y̌2

)
, Z :=

(
0
β1
0

)
, ξ̄0 :=

(
ξ0
0
0

)
,

A1 :=
(

Π1 0 0
0 0 0
0 0 0

)
, Ā1 :=

(
Π2 0 0
0 0 0
0 0 0

)
, B1 :=

(
Π3 0 0
0 0 0
0 0 0

)
, A′

1 :=
(

Π′
1 0 0
0 0 0
0 0 0

)
, Ā′

1 :=
(

Π′
2 0 0
0 0 0
0 0 0

)
,

B′
1 :=

(
Π′

3 0 0
0 0 0
0 0 0

)
, A2 :=

(
0 0 0

−Q 0 0
0 0 0

)
, Ā2 :=

(
Π4 0 0
QΓ 0 0

−ΓTQ(I−Γ) 0 0

)
,

B2 :=

(
−ΠT

1 0 FT

0 −AT 0
0 0 −(A+F )T

)
, B̄2 :=

(
0 −FT 0
0 0 0
0 −FT 0

)
, C2 :=

(
0 0 0
0 −CT 0
0 0 0

)
, C̄2 :=

(
0 −F̃T 0
0 0 0
0 −F̃T 0

)
,

f :=

(
Qη−ΓTQη

Qη

ΓTQη

)
, Ḡ :=

(
0 0 0
G 0 0
0 0 0

)
, Ḡ′ :=

(
[−GΓ̄−Γ̄TG(I−Γ̄)] 0 0

−GΓ̄ 0 0
−Γ̄TG(I−Γ̄) 0 0

)
, g :=

(
Γ̄TGη̄−Gη̄

−Gη̄

Γ̄TGη̄

)
.
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By taking expectation of (2.36), one can obtain the following decentralized

system



dEX =
[
(A1 + Ā1)EX +B1EY

]
dt, EX(0) = ξ̄0,

d(X − EX) = [A1(X − EX) +B1(Y − EY )] dt

+
[
A′

1(X − EX) + (A′
1 + Ā′

1)EX +B′
1(Y − EY ) +B′

1EY
]
dB(t),

dEY =
[
(A2 + Ā2)EX + (B2 + B̄2)EY + (C2 + C̄2)EZ + f

]
dt,

d(Y − EY ) = [A2(X − EX) +B2(Y − EY ) + C2(Z − EZ)] dt+ ZdB(t),

(X − EX)(0) = 0, EY (T ) = (Ḡ+ Ḡ′)EX(T ) + g, Y (T )− EY (T ) = Ḡ(X − EX)(T ).

(2.37)

Motivated by (2.37), we introduce the following FBSDEs system



dX1 =
[
(A1 + Ā1)X1 +B1Y1

]
dt,

dX2 = [A1X2 +B1Y2] dt+
[
A′

1X2 + (A′
1 + Ā′

1)X1 +B′
1Y2 +B′

1Y1

]
dB(t),

dY1 =
[
(A2 + Ā2)X1 + (B2 + B̄2)Y1 + (C2 + C̄2)EZ + f

]
dt,

dY2 = [A2X2 +B2Y2 + C2(Z − EZ)] dt+ ZdB(t),

X1(0) = ξ̄0, X2(0) = 0, Y1(T ) = (Ḡ+ Ḡ′)X1(T ) + g, Y2(T ) = ḠX2(T ).

(2.38)

By comparing (2.36) and (2.38), we have the following result.

Proposition 2.7. If

det

(
(0, I)Φ(T, 0)

(
0

I

))
̸= 0, (2.39)

where Φ is the transmission matrix w.r.t.
(

A1 B1

A2−ḠA1+(B2−ḠB1)Ḡ B2−ḠB1

)
, then the

MF-FBSDEs system (2.36) is equivalent to the FBSDEs system (2.38).
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Proof. Suppose that (X, Y, Z) is the adapted solution of system (2.36). Let

X1 = EX, Y1 = EY , X2 = X − EX, Y2 = Y − EY , and it is easy to verify that

X1, Y1, X2, Y2 satisfy the system (2.38). Conversely, if (X1, Y1, X2, Y2) is the

solutions of system (2.38), then let X = X1 +X2, Y = Y1 + Y2, and we have


dX =

(
A1X + Ā1X1 +B1Y

)
dt+

(
A′

1X + Ā′
1X1 +B′

1Y
)
dB(t),

dY =
(
A2X + Ā2X1 +B2Y + B̄2Y1 + C2Z + C̄2EZ + f

)
dt+ ZdB(t),

X(0) = ξ̄0, Y (T ) = ḠX(T ) + Ḡ′X1(T ) + g.

Thus, we just need to verify that X1 = E(X1 + X2) and Y1 = E(Y1 + Y2).

Considering the expectation of X2 and Y2, it follows that


dEX2 = [A1EX2 +B1EY2] dt,

d(EY2 − ḠEX2) =
[
(A2 − ḠA1 + (B2 − ḠB1)Ḡ)EX2 + (B2 − ḠB1)(EY2 − ḠEX2)

]
dt,

EX2(0) = 0, (EY2 − ḠEX2)(T ) = 0.

Clearly, if

det

(
(0, I)Φ(T, 0)

(
0

I

))
̸= 0,

then EX2 = EY2 ≡ 0. Besides, X1 and Y1 are deterministic, which implies

X1 = E(X1 +X2) and Y1 = E(Y1 + Y2).

To study the solvability of (2.38), we firstly rewrite it as following compact

form:
dX̃ = (Ã1X̃ + B̃1Ỹ )dt+ (Ã′

1X̃ + B̃′
1Ỹ )dB(t), X̃(0) = ξ̃0,

dỸ = (Ã2X̃ + B̃2Ỹ + C̃2Z̃ + ˜̄C2EZ̃ + f̃)dt+ Z̃dB(t), Ỹ (T ) = G̃X̃ + g̃,

(2.40)
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where X̃ =
(
X1

X2

)
, Ỹ =

(
Y1

Y2

)
, Ã1 =

(
A1+Ā1 0

0 A1

)
, B̃1 =

(
B1 0
0 B1

)
, Ã′

1 =
( 0 0
A′

1+Ā′
1 A′

1

)
,

B̃′
1 =

(
0 0
B′

1 B′
1

)
, Ã2 =

(
A2+Ā2 0

0 A2

)
, B̃2 =

(
B2+B̄2 0

0 B2

)
, C̃2 =

(
0 0
0 C2

)
, ˜̄C2 =(

0 C2+C̄2
0 −C2

)
, G̃ =

(
Ḡ+Ḡ′ 0

0 Ḡ

)
, f̃ =

(
f
0

)
, ξ̃0 =

(
ξ̄0
0

)
, g̃ =

(
g
0

)
. (2.40) is a FBSDEs

system and its solvability can be obtained by decoupling method. Through

introducing a Riccati equation, we have the following lemma.

Lemma 2.2. Under the (A2.1)-(A2.2), if the following Riccati equation


− K̇ + B̃2K + (C̃2 +

˜̄C2)KÃ′
1 + (C̃2 +

˜̄C2)KB̃′
1K −KÃ1 −KB̃1 + Ã2 = 0,

K(T ) = G̃,

(2.41)

admits a unique solution and condition (2.39) holds, then the system (2.40) ad-

mits a unique solution, and equivalently, the CC system (2.35) admits a unique

solution.

Proof. Let Ỹ = KX̃ + κ. By Itô formula, we have

(Ã2X̃ + B̃2(KX̃ + κ) + C̃2Z̃ + ˜̄C2EZ̃ + f̃)dt+ Z̃dB(t) = dỸ

=dK × X̃ +K × dX̃ + dκ

=dK × X̃ + (KÃ1X̃ +KB̃1KX̃ +KB̃1κ)dt+ (KÃ′
1X̃ +KB̃′

1KX̃ +KB̃′
1κ)dB(t) + dκ.

Comparing the diffusion term, one can obtain

Z̃ = KÃ′
1X̃ +KB̃′

1KX̃ +KB̃′
1κ,

which implies

˜̄C2EZ̃ = ˜̄C2KÃ′
1EX̃ + ˜̄C2KB̃′

1KEX̃ + ˜̄C2KB̃′
1κ.
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Comparing the drift terms, we obtain

Ã2EX̃ + B̃2KEX̃ + B̃2κ+ (C̃2 +
˜̄C2)KÃ′

1EX̃ + (C̃2 +
˜̄C2)KB̃′

1KEX̃ + (C̃2 +
˜̄C2)KB̃′

1κ+ f̃

=K̇EX̃ +KÃ1EX̃ +KB̃1KEX̃ +KB̃1κ+ κ̇.

(2.42)

By comparing the coefficients of (2.42), K should be the solution of (2.41) and

κ satisfies

− κ̇+
[
B̃2 + (C̃2 +

˜̄C2)KB̃′
1 −KB̃1

]
κ+ f̃ = 0, κ(T ) = g̃. (2.43)

Under (A2.1)-(A2.2), by [59], equation (2.43) always admits a unique solution.

Thus, if the Riccati equation (2.41) admits a unique solution, then the system

(2.40) also admits a unique solution. By the equivalence, the CC system (2.35)

admits a unique solution as well.

The Riccati equation (2.41) can be rewritten as follows:

K̇ = Ã2 + B̃2K −K(Ã1 + B̃1K) + (C̃2 +
˜̄C2)K(Ã′

1 + B̃′
1K), K(T ) = G̃,

(2.44)

which is not a general symmetric Riccati equation. Thus, it is not always

solvable on [0, T ]. However, explicit solutions can still be obtained in some

reduced but non-trivial cases. For example, by [60, Theorem 5.3], we have the

following proposition:

Proposition 2.8. If C̃2+
˜̄C2 = 0 (i.e., C = F̃ = 0) and the following condition

holds: [
(0, I)Ψ(T, t)

(
0

I

)]−1

∈ L1(0, T ;Rn×n), (2.45)
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then the Riccati equation (2.44) admits a unique solution K which is given by:

K = −
[
(0, I)Ψ(T, t)

(
0

I

)]−1

(0, I)Ψ(T, t)

(
I

0

)
, t ∈ [0, T ],

where Ψ(t, s) is the fundamental matrix w.r.t.
(

Ã1 B̃1

Ã2 B̃2

)
.

Through the discussion above, we have studied the solvability of the CC system.

Besides the decoupling method, the solvability of a FBSDEs system can still be

studied through many other techniques, like monotone condition (see [75]) and

contraction mapping method (see [76]). However, it is not the main topic we

study in this chapter, and we would not discuss it further. Thus, for the sake

of discussion simplicity, in what follows, we introduce the assumption:

(A2.4) The CC system (2.35) admit a unique solution (x̌, y̌1, y̌2, β̌1).

By Lemma 2.1, we have the following theorem.

Theorem 2.1. Under (A2.1)-(A2.4), if the Riccati equation (2.1) admits a

strongly regular solution P ∈ C([0, T ];Sn) such that R(t) +DT (t)P (t)D(t) ≫ 0

a.e. t ∈ [0, T ], then Problem 2.2 admits a feedback form MF decentralized

strategy ũi = Θ1x̃i +Θ2, where

Θ1 := −(R+DTPD)−1(BTP+DTPC), Θ2 := −(R+DTPD)−1(BTφ+DTPF̃ x̂),
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and φ is the unique solution of



φ̇+ [AT − (PB + CTPD)(R +DTPD)−1BT ]φ

− [(PB + CTPD)(R +DTPD)−1DT − CT ]PF̃ x̂+ PFx̂

−Q(Γx̂+ η)− ΓTQ[(I − Γ)x̂− η] + (F T ŷ2 + F T ŷ1 + F̃ T β̂1) = 0,

φ(T ) = −G(Γ̄x̂(T ) + η̄)− Γ̄TG[(I − Γ̄)x̂(T )− η̄].

MF terms x̂, ŷ2, ŷ1, β̂1 are determined by x̂ = Ex̌, ŷ2 = y̌2, ŷ1 = Ey̌1, β̂1 =

Eβ̌1 and (x̌, y̌2, y̌1, β̌1) is the solution of CC system (2.35). x̃i is realized state

satisfying


dx̃i = (Ax̃i+B(Θ1x̃i+Θ2)+Fx̃(N))dt+(Cx̃i+D(Θ1x̃i+Θ2)+F̃ x̃(N))dWi,

x̃i(0) = ξ0,

(2.46)

where x̃(N) := 1
N

∑N
i=1 x̃i.

Through the discussion above, the MF decentralized strategy has been charac-

terized in Theorem 2.1. In what follows, the performance of such MF decen-

tralized strategy will be studied. Specifically, the asymptotic optimality will be

proved.

2.5 Asymptotic social optimality

In this section, we will prove that the MF decentralized strategy given by The-

orem 2.1 is asymptotically optimal. We introduce a new generic approach,

which is different from traditional MFG scheme (e.g., [17], [64], [43]), where

the authors usually used the auxiliary cost functional as a bridge to obtain the

asymptotic optimality. Also, our method is different from some reduced social

optima models (e.g., [27], [52], [30]), where the optimality loss could be calcu-
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lated directly with completing square method. Specifically, in this section we

estimate the social optimality loss by studying the Fréchet differential of the

social cost functional.

Firstly, we distinguish the realized state of original problem and the optimal

state of auxiliary problem. Let ũ := (ũ1, · · · , ũN) be the MF decentralized

strategy given by Theorem 2.1, where ũi = Θ1x̃i + Θ2. The realized decentral-

ized state x̃i satisfies (2.46) which depends on the state-average x̃(N), while the

optimal auxiliary state ᾱi satisfies (2.32) which depends on the MF term x̂, and

the optimal auxiliary control is v̄i = Θ1ᾱi + Θ2. Correspondingly, the original

cost functional Ji w.r.t the MF decentralized strategy ũ is

Ji(ũi, ũ−i) =
1

2
E
{∫ T

0

∥x̃i − Γx̃(N) − η∥2Q + ∥ũi∥2Rdt+ ∥x̃i(T )− Γ̄x̃(N)(T )− η̄∥2G
}
,

and the auxiliary cost functional Ji w.r.t the optimal auxiliary control v̄i is

Ji(v̄i) =
1

2
E
{∫ T

0

∥ᾱi − Γx̂− η∥2Q + ∥v̄i∥2Rdt+ ∥ᾱi(T )− Γ̄x̂(T )− η̄∥2G
}
.

Next, we present the definition of asymptotic optimality.

Definition 2.1. A decentralized strategy set uε := (uε
1, · · · , uε

N) ∈ U1×· · ·×UN

has asymptotic social optimality if

1

N

∣∣∣ inf
u∈Uc

J (N)
soc (u)− J (N)

soc (uε)
∣∣∣ = ε(N), ε(N) → 0, when N → ∞.
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2.5.1 Preliminary estimations

To study the asymptotic optimality, we first provide several prior lemmas which

will play a significant role in future analysis. In the discussion below, for the

sake of notation simplicity, we use L to denote a generic constant whose value

may change from line to line and only depend on the coefficients (i.e., A, B, C,

D, F , F̃ , Γ, η, Q, R, ξ0).

Lemma 2.3. Under (A2.1)-(A2.4), there exists some constant L such that

sup
1≤i≤N

E sup
0≤t≤T

∥x̃i(t)∥2 ≤ L, sup
0≤t≤T

E∥x̃(N)(t)∥2 ≤ L, E
∫ T

0

∥ũi∥2dt ≤ L,

where ũi = Θ1x̃i +Θ2.

Proof. By referring [64, Section 5], we have the first and the second inequality.

Based on the boundness of x̃i and φ, the third inequality could be obtained

easily. The detailed proof is omitted here.

Next, the estimation of the difference between the MF term x̂ and the realized

state-average x̃(N) is given as follows:

Lemma 2.4. Under (A2.1)-(A2.4), it holds that

E sup
0≤t≤T

∥x̃(N) − x̂∥2 = O

(
1

N

)
.

Proof. See Appendix A.1.
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Based on Lemma 2.4 we have the following estimation:

Lemma 2.5. Under (A2.1)-(A2.4), for some constant L, it holds that

sup
1≤i≤N

E sup
0≤t≤T

∥x̃i − ᾱi∥2 < L, sup
1≤i≤N

E sup
0≤t≤T

∥x̃i − x̂∥2 < L.

Proof. See Appendix A.2.

Moreover, based on Lemmas 2.3, 2.4, 2.5, we have the following estimation of

the social cost functional.

Lemma 2.6. Under (A2.1)-(A2.4), for some constant L such that

J (N)
soc (ũ1, · · · , ũN) ≤ NL.

Proof. See Appendix A.3.

Since we are studying the asymptotic optimality of ũ, it is sufficient only to

consider those admissible strategies perform better then ũ. Specifically, we only

consider those admissible strategies ú satisfying

J (N)
soc (ú) ≤ J N

soc(ũ) ≤ NL. (2.47)

For these admissible strategies satisfying (2.47), we have the following estima-

tion.
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Proposition 2.9. Under (A2.1)-(A2.4), for any admissible strategy ú ∈ Uc

satisfying (2.47), there exists a constant L such that

N∑
i=1

E
∫ T

0

∥úi∥2dt ≤ NL.

Proof. By (2.47), this result can be obtained forthrightly.

Next, we introduce the last lemma for single agent perturbation. Consider

an admissible strategy (ũ1, · · · , ũi−1, úi, ũi+1, · · · , ũN). Note that here all the

agents apply the MF decentralized control law given by Theorem 2.1 except

Ai. Correspondingly the agent state is denoted by (x́1, · · · , x́N). We denote

δui := úi − ũi and correspondingly δxj := x́j − x̃j, x́
(N) := 1

N

∑N
j=1 x́j, δx

(N) :=

x́(N) − x̃(N) for j = 1, · · · , N . Similarly, δαi := άi − ᾱi, where ᾱi is the optimal

auxiliary state (2.32) and άi is the δui-perturbed auxiliary state satisfying

dάi = (Aάi +Bv́i + Fx̂)dt+ (Cάi +Dv́i + F̃ x̂)dWi, άi(0) = ξ0.

The δui-perturbed auxiliary control v́i = Θ1ᾱi +Θ2 + δui.

Lemma 2.7. Under (A2.1)-(A2.4), for some constant L and any admissible

strategy with form (ũ1, · · · , ũi−1, úi, ũi+1, · · · , ũN) satisfying E
∫ T

0
∥úi∥2dt < L,

it follows that

E sup
0≤t≤T

∥δxi − δai∥2 = O
( 1

N2

)
.

Proof. See Appendix A.4.
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2.5.2 Asymptotic optimality

Next, we begin to estimate the optimality loss. Recalling Section 2.2, the orig-

inal LP system (2.1)-(2.2) can be rewritten as follows:



minimize: J (N)
soc (u) =

1

2
E
{∫ T

0

xTQx+ 2ST
1 x+NηTQη + uTRudt

+ x(T )TGx(T ) + 2ST
2 x(T ) +Nη̄TGη̄

}
,

subject to: dx = (Ax+Bu)dt+
N∑
i=1

(Cix+Diu)dWi, x(0) = Ξ,

(2.48)

where x, u, Q, S1, S2, R, G, A, B, C, D, Ξ follow (2.5) and (2.7). For any

given admissible u, the state x can be determined by

x(t) =Φ(t)Ξ + Φ(t)

∫ t

0

Φ(s)−1
[
(B−

N∑
i=1

CiDi)u(s)
]
ds+

N∑
i=1

Φ(t)

∫ t

0

Φ(s)−1DiudWi(s),

where

dΦ(t) = AΦ(t)dt+
m∑
i=1

CiΦ(t)dWi, Φ(0) = I.

Define the following operators:


(Lu(·))(·) := Φ(·)

{∫ ·

0

Φ(s)−1
[
(B−

N∑
i=1

CiDi)u(s)
]
ds+

N∑
i=1

∫ ·

0

Φ(s)−1DiudWi(s)

}
,

L̃u(·) = (Lu(·))(T ), ΓΞ(·) = Φ(·)Φ−1(0)Ξ, Γ̃Ξ = (ΓΞ)(T ).

Correspondingly, L∗ is defined as the adjoint operator of L (see [62]). Given

any admissible u, x can be represented as follows:

x(·) = (Lu(·))(·) + ΓΞ(·), x(T ) = L̃u(·) + Γ̃Ξ,
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and the cost functional can be rewritten as

2J (N)
soc (u) =E

{∫ T

0

xTQx+ 2ST
1 x+NηTQη + uTRudt+ x(T )TGx(T )

+ 2ST
2 x(T ) +Nη̄TGη̄

}
=⟨(L∗QL+ L̃∗GL̃+R)u(·),u(·)⟩+ 2⟨L∗(QΓΞ(·) + S1)

+ L̃∗(GΓ̃Ξ(·) + S2),u(·)⟩+ ⟨QΓΞ(·),ΓΞ(·)⟩+ 2⟨S1,ΓΞ(·)⟩

+ 2⟨S2, Γ̃Ξ(·)⟩+ TNηTQη +Nη̄TGη̄

:=⟨M2u(·),u(·)⟩+ 2⟨M1,u(·)⟩+M0,

where
M2 := L∗QL+ L̃∗GL̃+R, M1 := L∗(QΓΞ(·) + S1) + L̃∗(GΓ̃Ξ(·) + S2),

M0 := ⟨QΓΞ(·),ΓΞ(·)⟩+ 2⟨S1,ΓΞ(·)⟩+ 2⟨S2, Γ̃Ξ(·)⟩+ TNηTQη +Nη̄TGη̄.

Note that, M2 is a bounded self-adjoint linear operator. Let ũ = (ũT
1 , · · · , ũT

n )
T

be the decentralized strategy given by Theorem 2.1. Consider a perturbation:

u = ũ+ δu. Then

2J (N)
soc (ũ+ δu) = ⟨M2(ũ+ δu), ũ+ δu⟩+ 2⟨M1, ũ+ δu⟩+M0

= 2J (N)
soc (ũ) + 2⟨M2ũ+M1, δu⟩+ o(δu).

(2.49)

Here, ⟨M2ũ + M1, ·⟩ is the Fréchet differential of J
(N)
soc on ũ. By the linearity,

we also have

J (N)
soc (ũ+ δu) = J (N)

soc (ũ) +
N∑
i=1

⟨M2ũ+M1, δui⟩+ o(δu),
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where δui := (0T , · · · , 0T , δuT
i , 0

T , · · · , 0T )T . Specifically,

J (N)
soc (ũ+ δui) = J (N)

soc (ũ) + ⟨M2ũ+M1, δui⟩+ o(δui). (2.50)

For the estimation of M2ũ+M1, we have the following Lemma.

Lemma 2.8. Under (A2.1)-(A2.4), for the MF decentralized strategy (ũ1, · · · ,

ũN) given by Theorem 2.1, we have

∥M2ũ+M1∥ = O
( 1√

N

)
.

Proof. See Appendix A.5.

Based on the discussion above, we can introduce the following result of the

asymptotic optimality.

Theorem 2.2. Under (A2.1)-(A2.4), the MF decentralized strategy ũ given by

Theorem 2.1 has asymptotic social optimality such that

1

N

∥∥∥ inf
u∈Uc

J (N)
soc (u)− J (N)

soc (ũ)
∥∥∥ = O

( 1√
N

)
.

Proof. By the representation of (2.48), J (N)
soc (ũ) − J (N)

soc (ũ + δu) = o(N) is

aimed to prove, for any admissible strategy ũ + δu satisfying condition (2.47).
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By (2.49), the following relation can be obtained

0 ≤J (N)
soc (ũ)− J (N)

soc (ũ+ δu) = −

(
N∑
i=1

⟨M2ũ+M1, δui⟩

)
− 1

2
⟨M2δu, δu⟩

≤

√√√√ N∑
i=1

∥M2ũ+M1∥2
N∑
i=1

∥δui∥2 −
1

2
⟨M2δu, δu⟩

=
√

N∥M2ũ+M1∥2 ×O(
√
N)− 1

2
⟨M2δu, δu⟩.

(2.51)

Thus, by Lemma 2.8 and noting the convexity (i.e., 1
2
⟨M2δu, δu⟩ ≥ 0), we have

J (N)
soc (ũ)− J (N)

soc (ũ+ δu) =O
(√

N
)
.

Theorem 2.2 follows.

2.6 A numerical example based on navigation application

In this section, we present a numerical example with navigation application

background. A company decides to deploy a group of robots to explore an

unknown terrain. The population of the robots is N = 1000. The states of the

robots are driven by the linear equations (2.1) with the following coefficients:


A = ( 0.9723 0.9707

0.7409 0.0118 ) , B = ( 0.7310 0.7980
0.2814 0.6108 ) , F = ( 0.2077 0.4383

0.5265 0.2515 ) , C = ( 0.5469 0.9669
0.3363 0.8207 ) ,

D = ( 0.9051 0.8551
0.8856 0.4914 ) , F̃ = ( 0.4969 0.5103

0.4094 0.2017 ) , ξ0 = ( 0.1627
0.6570 ) .

The exploring time duration can be normalized by T = 1, and the individual

running cost of each robot is given by (2.2) with the following coefficients:

Γ = ( 0.7420 0.9669
0.2016 0.1553 ) , η = ( 0.8740

0.7733 ) , Q = ( 0.1845 0
0 0.1785 ) , R = ( 0.6587 0

0 0.8763 ) ,

Γ̄ = ( 0.0683 0.9089
0.2087 0.1938 ) , η̄ = ( 0.8829

0.9076 ) , G = ( 0.7313 0
0 0.4721 ) .
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Recall (2.2):

Ji =
1

2
E
{∫ T

0

∥xi − Γx(N) − η∥2Q + ∥ui∥2Rdt+∥xi(T )− Γ̄x(N)(T )− η̄∥2G
}
.

The cost of each robot is based on a tradeoff between moving toward a certain

reference signal: η, and staying near the average of the members’ states: x(N).

The individual cost functions penalize the deviation from the reference signal

and the state average. Thus, we introduce the first part of the cost functional:

1

2
E
{∫ T

0

∥xi − Γx(N) − η∥2Qdt
}
.

Moreover, the running cost of the adopted strategy ui should be considered as

well, and we introduce the second part of the cost functional:

1

2
E
{∫ T

0

∥ui∥2Rdt
}
.

The company also focuses the terminal states of the robots which are based on

a tradeoff between reaching a certain destination signal: η̄, and staying near

the average of the members’ terminal states: x(N)(T ). Thus, we introduce the

third part (terminal part) of the cost functional:

1

2
E
{
∥xi(T )− Γ̄x(N)(T )− η̄∥2G

}
,

to penalize the deviation from the destination signal and the terminal state

average. For more similar applications of such quadratic cost functionals, inter-

ested readers are referred to [77, 78]. Note that Ji is designed to characterize
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the individual cost of each robot, and the total cost of the whole company is

J (N)
soc =

N∑
i=1

Ji.

The target of the company is to assign a decentralized strategy to each robot

which is much more cost-effective compared with centralized strategy. Actually,

to calculate the centralized strategy, the central server should collect all the real-

time information uploaded by all the robots (e.g., W1, · · · ,WN and x1, · · · , xN).

This brings great computational burden to the central server, and such data

stream also requires much more channels and bandwidths.

Thus, by applying the theoretical results we obtained above, such decentralized

strategy can be derived. Specifically, the feedback coefficients (Θ1,Θ2) can be

calculated beforehand and stored in each robot. Then each robot can calculate

its individual decentralized strategy offline according to its individual real-time

state: xi with very low computational burden (i.e., ui = Θ1xi+Θ2). More-

over, it is noteworthy that in this case, the communication between the robots

and the central server is also unnecessary. Each robot can complete such sim-

ple calculation by its individual microcomputer. Then the company can save

the cost of supporting the bandwidth of the channel and the high frequency

communication.

To calculate the decentralized strategy, firstly, by applying Runge-Kutta meth-

ods to (2.41) and (2.43), we can obtain K and κ respectively. Then by using the

relation Ỹ = KX̃+κ and Z̃ = KÃ′
1X̃+KB̃′

1KX̃+KB̃′
1κ, (2.40) can be solved

and we can determine X̃, Ỹ , Z̃. Correspondingly, x̂, ŷ1, β̂1 can also be obtained.

By calculating (2.29), (2.30) and (2.31), we have P , φ, Θ1, Θ2, and then the
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realized state x̃i would follow by (2.46). Through the calculation above, we can

obtain the two coordinates of the trajectories of the realized states of the 1000

robots given by Figure 2.1.

Figure 2.1: the trajectories of the realized states of the 1000 robots

Moreover, the realized state-average x̃(N) and MF term x̂ are given in Figure

2.2.
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Figure 2.2: the trajectories of realized state-average x̃(N) and MF term x̂

By Figure 2.2, we see that x̂ is approximate to x̃(N), which is consistent to

our theoretical result in section 2.5. To illustrate such asymptotic approxima-

tion between x̂ and x̃(N) better, we also calculate the change of the value of

E sup0≤t≤T ∥x̃(N)(t) − x̂(t)∥2 with the number of the robots N . The trajectory

is given by Figure 2.3 below.

0 10 20 30 40 50 60 70 80 90 100

0

0.2

0.4
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Figure 2.3: the change of the value of E sup0≤t≤T ∥x̃(N)(t)− x̂(t)∥2 along with N
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We see that the residual E sup0≤t≤T ∥x̃(N)(t)−x̂(t)∥2 tends to 0 as the population

of the robots N tends to ∞. More exactly, the residual E sup0≤t≤T ∥x̃(N)(t) −

x̂(t)∥2 can be fitted by the following relation:

E sup
0≤t≤T

∥x̃(N)(t)− x̂(t)∥2 = 0.8316

N
,

with SSE = 0.002642 and R2 = 0.9972. The fitting performance is given by the

following figure 2.4.
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Figure 2.4: the fitting performance of 0.8316
N

In this sense, the result in Lemma 2.4 can be verified in our numerical example.

Next, we aim to verify the result in Proposition 2.8. The corresponding com-

ponents of
[
(0, I)Ψ(T, t)

(
0
I

)]−1
are shown in Figure 2.5, respectively.
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Figure 2.5: the trajectories of the components in equation (2.45), when C,F ̸= 0

Further, if we let F = ( 0 0
0 0 ), C = ( 0 0

0 0 ), then the components of
[
(0, I)Ψ(T, t)

(
0
I

)]−1

are shown in Figure 2.6 respectively,

Figure 2.6: the trajectories of the components in equation (2.45), when C =
F = 0

and we have [
(0, I)Ψ(T, t)

(
0

I

)]−1

∈ L1(0, T ;Rn×n).
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Then, in this case by the result of Proposition 2.8, we know that the Riccati

equation (2.44) admits a unique solution K which is given by the following:

K = −
[
(0, I)Ψ(T, t)

(
0

I

)]−1

(0, I)Ψ(T, t)

(
I

0

)
, t ∈ [0, T ],

where Ψ(t, s) is the fundamental matrix w.r.t.
(

Ã1 B̃1

Ã2 B̃2

)
.

2.7 Conclusion

In this chapter, we investigate the social optima of a MF LQG control prob-

lem with multiplicative noise. First, we discuss the convexity of the social cost

functional and summarize some conditions for some cases of indefinite weight

coefficients. Then based on person by person optimality and duality procedures,

a set of decentralized strategies is designed by optimizing the social cost func-

tional subject to a MF-FBSDEs system (CC system) in MF approximations.

We study the well-posedness of the MF-FBSDEs system and obtain the con-

ditions for its solvability. Finally, the corresponding decentralized strategies is

proved to has asymptotic social optimality.
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Chapter 3 MF Strategy in Mixed Social Op-

tima

3.1 Problem formulation

In this chapter, we consider a weakly coupled LP system with a major agent A0

and N individual minor agents denoted by {Ai : 1 ≤ i ≤ N}. The dynamics of

the N + 1 agents are given by a system of linear SDEs with MF coupling:


dx0(t) =

[
A0(t)x0(t) +B0(t)u0(t) + F0(t)x

(N)(t)
]
dt

+
[
C0(t)x0(t) +D0(t)u0(t) + F̃0(t)x

(N)(t)
]
dW0(t),

x0(0) = ξ0 ∈ Rn,

(3.1)

and for 1 ≤ i ≤ N,


dxi(t) =

[
A(t)xi(t) +B(t)ui(t) + F (t)x(N)(t)

]
dt

+
[
C(t)xi(t) +D(t)ui(t) + F̃ (t)x(N)(t) + G̃(t)x0(t)

]
dWi(t),

xi(0) = ξ ∈ Rn,

where x(N)(t) = 1
N

∑N
i=1 xi(t) is the average state of the minor agents.

Remark 3.1. We remark that the control process and state-average enter both

the drift and diffusion terms. This makes our paper different to standard MFG

(e.g., [52]) or social optima (e.g., [27]) literature in which only drift terms are

control-dependent.
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Let u(·) := (u0(·), u1(·), · · · , uN(·)) be the set of strategies of all N + 1 agents,

u−0(·) := (u1(·), · · · , uN(·)) and u−i(·) := (u0(·), · · · , ui−1(·), ui+1(·), · · · , uN(·)),

0 ≤ i ≤ N . The centralized admissible strategy set is given by

Uc :=
{
u(·)|u(·) is adapted to F, and E

∫ T

0

∥u(t)∥2dt<∞
}
.

Correspondingly, the feedback decentralized admissible strategy set for the ma-

jor agent is given by

U0 :=
{
u0(·)|u0(·) is adapted to

{
F0

t ∨ σ{x0(s), 0 ≤ s ≤ t}
}
t≥0

,

E
∫ T

0

∥ui(t)∥2dt < ∞
}
,

and the feedback decentralized admissible strategy set for the ith minor agent

is given by

Ui :=
{
ui(·)|ui(·) is adapted to

{
F i

t ∨ σ{xi(s), 0 ≤ s ≤ t}
}
t≥0

,

E
∫ T

0

∥ui(t)∥2dt < ∞
}
.

For simplicity, define

U−0 := {(u1(·), · · · , uN(·))|ui(·) ∈ Ui, i = 1, · · · , N}.

The cost functional for A0 is given by

J0(u0(·), u−0(·))

=
1

2
E
∫ T

0

[〈
Q0(t)(x0(t)−H0(t)x

(N)(t)), x0(t)−H0(t)x
(N)(t)

〉
+
〈
R0(t)u0(t), u0(t)

〉]
dt,

(3.2)
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and the cost functional for Ai, 1 ≤ i ≤ N , is given by

Ji(ui(·), u−i(·))

=
1

2
E
∫ T

0

[〈
Q(t)(xi(t)−H(t)x0(t)− Ĥ(t)x(N)(t)),

xi(t)−H(t)x0(t)− Ĥ(t)x(N)(t)
〉
+
〈
R(t)ui(t), ui(t)

〉]
dt.

(3.3)

Remark 3.2. It is worth pointing out that it brings no essential difficulty to

introduce a terminal cost term in (3.2) and (3.3). This will only change the

terminal value of the associated Riccati equations. Thus, for simplicity, we only

consider Lagrange type cost functional here.

The aggregate team cost of N minor agents is

J (N)
soc (u(·)) =

N∑
i=1

Ji(ui(·), u−i(·)). (3.4)

We impose the following general assumptions, which are commonly used in LQG

models, on the coefficients:

(A3.1) A0(·), F0(·), C0(·), F̃0(·), A(·), F (·), C(·), F̃ (·), G̃(·) ∈ L∞(0, T ;Rn×n),

B0(·), D0(·), B(·), D(·) ∈ L∞(0, T ;Rn×m).

(A3.2) Q0(·), H0(·), Q(·), H(·), Ĥ(·) ∈ L∞(0, T ; Sn), R0(·), R(·) ∈ L∞(0, T ; Sm).

Remark 3.3. Under (A3.1), the system (3.1) and (3.1) admits a unique strong

solution (x0, · · · , xN) ∈ L2
Ft
(Ω;C(0, T ;Rn)) × · · · × L2

Ft
(Ω;C(0, T ;Rn)) for any
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given admissible control (u0, · · · , uN) ∈ Uc × · · · × Uc. Under (A3.2), the cost

functionals (3.2) and (3.3) are well defined.

Note that while the coefficients are dependent on the time variable t, in this

chapter, the variable (t), (·) will usually be suppressed if no confusion would

occur. We propose the following social optimization problem:

Problem 3.1. Find a strategy set ū=(ū0, ū1, · · · , ūN) where ūi ∈ Ui, 0 ≤ i ≤

N , such that 
J0(ū0, ū−0) = inf

u0∈U0

J0(u0, ū−0),

J (N)
soc (ū0, ū−0) = inf

u−0∈U−0

J (N)
soc (ū0, u−0).

(3.5)

3.2 Stochastic optimal control problem of the major agent

Replacing x(N) of (3.1) and (3.2) by x̂ which will be determined in Section 3.4,

the limiting major agent’s state is given by:

dz0=
(
A0z0+B0u0+F0x̂

)
dt+

(
C0z0+D0u0+F̃0x̂

)
dW0, z0(0) = ξ0, (3.6)

and correspondingly the limiting cost functional is

J0(u0) =
1

2
E
∫ T

0

[
⟨Q0(z0−H0x̂), z0−H0x̂⟩+⟨R0u0, u0⟩

]
dt. (3.7)

We define the following auxiliary control problem for major agent:

Problem 3.2. For major agent A0, minimize J0(u0) over U0.
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This is a standard LQ stochastic control problem. For its solvability, one can

introduce the following standard assumption:

(SA) Q0 ≥ 0, Q ≥ 0, R0 ≫ 0, R ≫ 0.

By [58, pp 2285, Theorem 4.3], we have the following result:

Proposition 3.1. Under (A3.1)-(A3.2) and (SA), the following Riccati equa-

tion:
− (P0B0 + CT

0 P0D0)(R0 +DT
0 P0D0)

−1(BT
0 P0 +DT

0 P0C0) + Ṗ0 + P0A0

+ AT
0 P0 + CT

0 P0C0 +Q0 = 0, P0(T ) = 0,

(3.8)

is strongly regularly solvable, and Problem 3.2 admits a feedback optimal control

ū0=Θ1z̄0+Θ2 where


Θ1=−(R0+DT

0P0D0)
−1(BT

0P0+DT
0P0C0),

Θ2=−(R0+DT
0P0D0)

−1(BT
0 ϕ+DT

0 ζ+DT
0P0F̃0x̂),

(3.9)

and ϕ satisfies



dϕ = −
{[

AT
0 − (P0B0 + CT

0 P0D0)(R0 +DT
0 P0D0)

−1BT
0

]
ϕ

+
[
CT

0 − (P0B0 + CT
0 P0D0)(R0 +DT

0 P0D0)
−1DT

0

]
ζ

+
[
C0

T−(P0B0+CT
0 P0D0)(R0+DT

0 P0D0)
−1DT

0

]
P0F̃0x̂

+ P0F0x̂−Q0H0x̂
}
dt+ ζdW0, ϕ(T ) = 0.

(3.10)
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The corresponding optimal state is


dz̄0=

[
(A0+B0Θ1)z̄0+B0Θ2+F0x̂

]
dt+

[
(C0+D0Θ1)z̄0+D0Θ2+F̃0x̂

]
dW0(t),

z0(0) = ξ0.

(3.11)

3.3 Stochastic optimal control problem for minor agents

In this section, we aim to derive the MF strategy set for the minor agents. The

methodology (e.g., variational analysis and duality method) is similar to that in

Chapter 2 Section 2.3-2.4. However, due to the existence of the major agent, the

corresponding variation function, limit process and dual process of the major

agent should be introduced additionally. Thus, in what follows, we would still

sketch some key steps.

3.3.1 Person-by-person optimality

Let (ū1, · · · , ūn) be centralized optimal strategies of the minor agents. We

now perturb ui and keep ū−i=(ū0, ū1, · · · , ūi−1, ūi+1, · · · , ūN) fixed. For

j = 1, · · · , N , j ̸= i, denote the perturbation δui = ui − ūi, δxi = xi − x̄i,

δxj = xj − x̄j, δx(N) = 1
N

∑N
j=1 δxj, and δJj is the first variation (Fréchet

differential) of Jj w.r.t. δuj. Therefore, δxi, δxj, δx0 and δx−(0,i) :=
∑N

j=1,j ̸=i δxj

are given by



dδxi = (Aδxi+Bδui+Fδx(N))dt+(Cδxi+Dδui+F̃ δx(N)+G̃δx0)dWi,

dδxj = (Aδxj+Fδx(N))dt+(Cδxj+F̃ δx(N)+G̃δx0)dWj,

dδx0 = (A0δx0+F0δx
(N))dt+(C0δx0+F̃0δx

(N))dW0,

dδx−(0,i) = [Aδx−(0,i)+F (N − 1)δx(N)]dt+
∑
j ̸=i

(Cδxj+F̃ δx(N)+G̃δx0)dWj,

δxi(0) = 0, δxj(0) = 0, δx0(0) = 0, δx−(0,i)(0) = 0.
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By some elementary calculations, we can further obtain δJi of the cost func-

tional of Ai as follows

δJi=E
∫ T

0

⟨Q(x̄i−Ĥx̄(N)−Hx̄0), δxi−Ĥδx(N)−Hδx0⟩+⟨Rūi, δui⟩dt. (3.12)

For j ̸= i, δJj of the cost functional of Aj is given by

δJj = E
∫ T

0

⟨Q(x̄j − Ĥx̄(N) −Hx̄0), δxj −Hδx0 − Ĥδx(N)⟩dt. (3.13)

We can further obtain δJ (N)
soc , the first variation of the social cost, satisfying

δJ (N)
soc = E

∫ T

0

[
⟨Q(x̄i − Ĥx̄(N) −Hx̄0), δxi −Hδx0 − Ĥδx(N)⟩

+
∑
j ̸=i

⟨Q(x̄j−Ĥx̄(N)−Hx̄0), δxj−Hδx0−Ĥδx(N)⟩+⟨Rūi, δui⟩
]
dt.

(3.14)

Replacing x̄(N) in (3.14) by (x̄(N) − x̂) + x̂, we have

δJ (N)
soc = E

∫ T

0

[
⟨Qx̄i, δxi⟩ −

〈
Q(Ĥx̂+Hx̄0)+ĤQ(x̂−Ĥx̂−Hx̄0), δxi

〉
−
〈
ĤQ(x̂−Ĥx̂−Hx̄0), δx−(0,i)

〉
−
〈
HQ(x̂−Ĥx̂−Hx̄0), Nδx0

〉
+

1

N

∑
j ̸=i

〈
Q(x̄j−Ĥx̂−Hx̄0), Nδxj

〉
+⟨Rūi, δui⟩

]
dt+

4∑
l=1

εl,

where 

ε1 = E

∫ T

0

⟨(QĤ − ĤQĤ)(x̂− x̄(N)), Nδx(N)⟩dt,

ε2 = −E

∫ T

0

⟨HQĤ(x̂− x̄(N)), NHδx0⟩dt,

ε3 = E

∫ T

0

⟨HQ(x̂− x̄(N)), Nδx0⟩dt,

ε4 = E

∫ T

0

⟨ĤQ(x̂− x̄(N)), Nδx(N)⟩.

(3.15)
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Introduce the limit processes (x∗
0, x

∗
j , x

∗∗) to replace (Nδx0, Nδxj, δx−(0,i)) by

((Nδx0 − x∗
0) + x∗

0, (Nδxj − x∗
j) + x∗

j , (δx−(0,i) − x∗∗) + x∗∗) where


dx∗

0 =
(
A0x

∗
0 + F0δxi + F0x

∗∗
)
dt+

(
C0x

∗
0 + F̃0δxi + F̃0x

∗∗
)
dW0, x∗

0(0) = 0,

dx∗
j =

(
Ax∗

j + Fδxi + Fx∗∗
)
dt+

(
Cx∗

j+F̃ δxi+F̃ x∗∗+G̃x∗
0

)
dWj, x∗

j(0)=0,

dx∗∗ =
(
Ax∗∗ + Fδxi + Fx∗∗

)
dt, x∗∗(0) = 0.

(3.16)

Therefore,

δJ (N)
soc = E

∫ T

0

[
⟨Qx̄i, δxi⟩−⟨Q(Ĥx̂+Hx̄0)+ĤQ(x̂−Ĥx̂−Hx̄0), δxi⟩

−⟨ĤQ(x̂−Ĥx̂−Hx̄0), x
∗∗⟩−⟨HQ(x̂−Ĥx̂−Hx̄0), x

∗
0⟩

+
1

N

∑
j ̸=i

⟨Q(x̄j−Ĥx̂−Hx̄0), x
∗
j⟩+⟨Rūi, δui⟩

]
dt+

7∑
l=1

εl,

where 

ε5 = E

∫ T

0

⟨ĤQ(x̂− Ĥx̂−Hx̄0), x
∗∗ − δx−(0,i)⟩dt,

ε6 = E

∫ T

0

⟨HQ(x̂− Ĥx̂−Hx̄0), x
∗
0 −Nδx0⟩dt,

ε7 = E

∫ T

0

1

N

∑
j ̸=i

⟨Q(x̄j − Ĥx̂−Hx̄0), Nδxj − x∗
j⟩dt.

(3.17)

Replacing x̄0 by (x̄0 − z0) + z0, we have

δJ (N)
soc = E

∫ T

0

[
⟨Qx̄i, δxi⟩−⟨Q(Ĥx̂+Hz0)+ĤQ(x̂−Ĥx̂−Hz0), δxi⟩

−⟨ĤQ(x̂−Ĥx̂−Hz0), x
∗∗⟩−⟨HQ(x̂−Ĥx̂−Hz0), x

∗
0⟩

+
1

N

∑
j ̸=i

⟨Q(x̄j−Ĥx̂−Hz0), x
∗
j⟩+⟨Rūi, δui⟩

]
dt+

10∑
l=1

εl,

(3.18)
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where

ε8 = E

∫ T

0

⟨QH(z0 − x̄0) + ĤQ(z0 − x̄0) + ĤQH(x̄0 − z0), x
∗∗⟩dt,

ε9 = E

∫ T

0

⟨HQH(x̄0 − z0), x
∗
0⟩dt,

ε10 = E

∫ T

0

1

N

∑
j ̸=i

⟨QH(z0 − x̄0), x
∗
j⟩dt.

(3.19)

Now we introduce the following dual processes of y01, y
j
1 and y2:



dy01 =
[
HQ(x̂−Ĥx̂−Hz0)−AT

0 y
0
1−CT

0 β
0
1−G̃E[βjj

1 |FW0
t ]
]
dt+β0

1dW0, y01(T ) = 0,

dyj1 =
[
−Q(x̄j−Ĥx̂−Hz0)−AT yj1−CTβjj

1

]
dt+βjj

1 dWj+
∑
k ̸=j

βjk
1 dWk, yj1(T ) = 0,

dy2 =
[
ĤQ(x̂−Ĥx̂−Hz0)−F TE[yj1|F

W0
t ]−F̃ TE[βjj

1 |FW0
t ]−F̃ TE[βjj

1 |FW0
t ]

−(A+F )T y2−F T
0 y01−F̃ T

0 β0
1

]
dt+β0

2dW0, y2(T ) = 0, j = 1, · · · , N,

to replace the intermediate variation terms x∗
0, x

∗
j and x∗∗, respectively. Apply-

ing Itô’s formula to ⟨yj1, x∗
j⟩, ⟨y2, x∗∗⟩ and ⟨y01, x∗

0⟩, we have

0 =E⟨yj1(T ), x
∗
j (T )⟩−E⟨yj1(0), x

∗
j (0)⟩ (3.20)

=E
∫ T

0

[
⟨−Q(x̄j−Ĥx̂−Hz0), x

∗
j ⟩+⟨FT yj1+F̃ βjj

1 , x∗∗⟩

+⟨G̃Tβjj
1 , x∗0⟩+⟨FT yj1+F̃Tβjj

1 , δxi⟩
]
dt,

0 =E⟨y2(T ), x∗∗(T )⟩−E⟨y2(0), x∗∗(0)⟩ (3.21)

=E
∫ T

0

[
⟨ĤQ(x̂−Ĥx̂−Hz0)−FTE[yj1|F

W0
t ]

−F̃TE[βjj
1 |FW0

t ]−FT
0 y

0
1−F̃T

0 β
0
1 , x

∗∗⟩+⟨FTy2, δxi⟩
]
dt,

0 =E⟨y01(T ), x∗0(T )⟩−E⟨y01(0), x∗0(0)⟩ (3.22)

=E
∫ T

0

[
⟨HQ(x̂−Ĥx̂−Hz0)− G̃TE[βjj

1 |FW0
t ], x∗0⟩

+⟨FT
0 y01+F̃T

0 β0
1 , x

∗∗⟩+⟨FT
0 y01+F̃T

0 β0
1 , δxi⟩

]
dt.
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Adding to (3.18), we have

δJ (N)
soc =E

∫ T

0

[
⟨Qx̄i, δxi⟩−⟨Q(Ĥx̂+Hz0)+ĤQ(x̂−Ĥx̂−Hz0)−F Ty2−F TE[yj1|FW0

t ]

−F̃ TE[βjj
1 |FW0

t ]−F T
0 y

0
1−F̃ T

0 β
0
1 , δxi⟩+⟨Rūi, δui⟩

]
dt+

12∑
l=1

εl,

(3.23)

where



ε11 = E
∫ T

0

〈
F T
( 1

N

∑
j ̸=i

yj1 − E[yj1|F
W0
t ]
)
+F̃ T

( 1

N

∑
j ̸=i

βjj
1 − E[βjj

1 |FW0
t ]
)
, x∗∗

〉
dt,

ε12 = E
∫ T

0
G̃
( 1

N

∑
j ̸=i

βjj
1 − E[βjj

1 |FW0
t ]
)
, x∗0⟩dt,

ε13 = E
∫ T

0

〈
F T
( 1

N

∑
j ̸=i

yj1 − E[yj1|F
W0
t ]
)
+F̃ T

( 1

N

∑
j ̸=i

βjj
1 − E[βjj

1 |FW0
t ]
)
, δxi

〉
dt.

(3.24)

Therefore, considering the case when N −→ ∞, we introduce the first variation

of the decentralized auxiliary cost functional δJi as follows:

δJi = E
∫ T

0

[
−⟨Q(Ĥx̂+Hz0)+ĤQ(x̂−Ĥx̂−Hz0)−F Ty2−F T ŷ1−F̃ T β̂1

−F T
0 y

0
1−F̃ T

0 β
0
1 , δxi⟩+⟨Qx̄i, δxi⟩+⟨Rūi, δui⟩

]
dt.

(3.25)

Remark 3.4. In (3.25), we ignore ε1, · · · , ε13 and introduce the first variation

of the auxiliary cost functional δJi. Actually, ε1, · · · , ε13 have some order as

x̄(N) − x̂, and it is sufficient to conjecture ∥x̄(N) − x̂∥2L2 −→ 0 when N −→ ∞

by considering the weakly coupled structure of our problem. The rigorous proof

will be given in Section 3.5.

3.3.2 Decentralized strategy

Motivated by (3.25), one can introduce the following auxiliary problem:
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Problem 3.3. Minimize Ji(ui) over ui ∈ Ui where

dxi =
(
Axi +Bui + Fx̂

)
dt+

(
Cxi +Dui + F̃ x̂+ G̃z0

)
dWi, xi(0) = x,

Ji(ui)=
1

2
E
∫ T

0

[⟨Qxi, xi⟩−2⟨S, xi⟩+⟨Rui, ui⟩]dt,

S = Q(Ĥx̂+Hz0) + ĤQ(x̂−Ĥx̂−Hz0)−F Ty2−F T ŷ1 −F̃ T β̂1−F T
0 y

0
1−F̃ T

0 β
0
1 .

(3.26)

The MF terms x̂, z0, y2, ŷ1, β̂1, y
0
1, β

0
1 will be determined by the CC system in

Section 3.4. From [58], we have the following result:

Proposition 3.2. Under the assumptions (A3.1)-(A3.2) and (SA), the following

Riccati equation


Ṗ+PA+ATP+CTPC+Q− (PB+CTPD)−1(BTP+DTPC) = 0,

P (T ) = 0,

(3.27)

is strongly regularly solvable, and Problem 3.3 admits a feedback optimal control

ūi = Λ1x̄i + Λ2 where


Λ1 = −(R +DTPD)−1(BTP +DTPC),

Λ2 = −(R +DTPD)−1(BTφ+DTη +DTP (F̃ x̂+ G̃z0)),

(3.28)

and (φ, η) satisfies



dφ(t) = −
{
[AT − (PB + CTPD)(R +DTPD)−1BT ]φ

+ [CT − (PB + CTPD)(R +DTPD)−1DT ]η

+ [(PB + CTPD)(R +DTPD)−1DT − CT ]P (F̃ x̂+ G̃z0)

+ PFx̂− S
}
dt+ ηdW0(t), φ(T ) = 0.

(3.29)
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3.4 CC system

Because of the symmetric and decentralized character, we only need a generic

Brownian motion (still denoted by W1), which is independent of W0, to charac-

terize the CC system.

Proposition 3.3. The undetermined quantities in Problem 3.2, 3.3 can be

determined by (x̂, z0, y01, β0
1 , ŷ1, β̂1, y2)=(E[z|FW0

t ], z0, y̌0, β̌0, E[y̌1|FW0
t ],

E[β̌1
1 |F

W0
t ], y̌2), where (z, z0, y̌0, β̌0, y̌1, β̌

1
1 , y̌2) is the solution of the following

MF-FBSDEs system:



dz0 = [(A0−B0R−1
0 P0)z0−B0R−1

0 BT
0 ϕ̌−B0R−1

0 DT
0 ζ̌

+ (F0−B0R−1
0 DT

0 P0F̃0)E[z|FW0
t ]]dt+[(C0−D0R−1

0 P0)z0

−D0R−1
0 BT

0 ϕ̌−D0R−1
0 DT

0 ζ̌+(F̃0−D0R−1
0 DT

0 P0F̃0)E[z|FW0
t ]]dW0,

dz = [(A−BR−1P)z−BR−1DTPG̃z0−BR−1BTφ̌−BR−1DTη̌

+(F−BR−1DTPF̃ )E[z|FW0
t ]]dt+[(C−DR−1P)z

+(G̃−DR−1DTG̃)z0−DR−1BTφ̌−DR−1DTη̌+(F̃−DR−1DTPF̃ )E[z|FW0
t ]]dW1,

dy̌0=[−HQHz0+HQ(I−Ĥ)E[z|FW0
t ]−AT

0y̌0−CT
0β̌0−G̃TE[β̌1

1 |F
W0
t ]]dt+β̌0dW0,

dy̌1= [QHz0−Qz+QĤE[z|FW0
t ]−ATy̌1−CTβ̌1

1 ]dt+β̌0
1dW0+β̌1

1dW1,

dy̌2 = [−ĤQHz0 + ĤQ(I−Ĥ)E[z|FW0
t ]−FTE[y̌1|FW0

t ]

−F̃TE[β̌1
1 |F

W0
t ]−(A+F )Ty̌2−F0

Ty̌0−F̃0
Tβ̌0]dt+β̌2dW0,

dϕ̌ =−[(A0
T−PT

0R−1
0 B

T
0 )ϕ̌+(C0

T−PT
0R−1

0 D
T
0 )ζ̌−(PT

0R−1
0 D

T
0−C0

T )

×P0F̃0E[z|FW0
t ]+P0F0E[z|FW0

t ]−Q0H0E[z|FW0
t ]]dt+ζ̌dW0,

dφ̌ =−[(AT−PTR−1BT )φ̌+(CT−PTR−1DT )η̌+(PTR−1DT−CT)PG̃z0

+(PF+(PTR−1DT−CT )PF̃ )E[z|FW0
t ]−S]dt+η̌dW0,

z0(0) = ξ0, z(0) = ξ, y̌0(T ) = 0, y̌1(T ) = 0, y̌2(T ) = 0, ϕ̌(T ) = 0, φ̌(T ) = 0,

(3.30)
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with 
P :=BTP+DTPC, P0 :=BT

0P0+DT
0P0C0

R := R +DTPD, R0 := R0 +DT
0P0D0.

By letting X = (zT0 , z
T )T , Y = (y̌T0 , y̌

T
1 , y̌

T
2 , ϕ̌

T , φ̌T )T , Z1=(β̌T
0 , β̌0T

1 , β̌T
2 , ζ̌T ,

η̌T )T , Z2=(0T , β̌1T
1 , 0T , 0T , 0T )T , Z = (Z1, Z2) and W = (W T

0 ,W
T
1 )

T , (3.30)

takes the following form:



dX =
[
A1X + Ā1E[X|FW0

t ] + B1Y + F1Z1

]
dt

+
[
C0

1X + C̄0
1E[X|FW0

t ] + D0
1Y + F0

1Z1

]
dW0

+
[
C1

1X + C̄1
1E[X|FW0

t ] + D1
1Y + F1

1Z1

]
dW1,

dY =
[
A2X + Ā2E[X|FW0

t ] + B2Y + B̄2E[Y |FW0
t ]

+ C2Z1 + C̃2Z2 + C̄2E[Z2|FW0
t ]
]
dt+ Z1dW0 + Z2dW1,

X(0) = (ξT0 , ξ
T )T , Y (T ) = (0T , 0T , 0T , 0T , 0T )T ,

(3.31)

where

A1 =
(

A0−B0R−1
0 P0 0

−BR−1DTPG̃ A−BR−1P

)
, Ā1 =

(
0 F0−B0R−1

0 DT
0P0F̃0

0 F−BRDTPF̃

)
,B1=

(
0 0 0 −B0R−1

0 BT
0 0

0 0 0 0 −BRBT

)
,

F1=
(

0 0 0 −B0R−1
0 DT

0 0

0 0 0 0 −B0R−1
0 DT

)
,F0

1 =
(

0 0 0 −D0R−1
0 DT

0 0
0 0 0 0 0

)
, C̄0

1 =
(

0 F̃0−D0R−1
0 DT

0P0F̃0

0 0

)
,

C0
1 =

(
C0−D0R−1

0 P0 0
0 0

)
,C1

1 =
(

0 0
G̃−DR−1DTG̃ C−DR−1P

)
, C̄1

1 =
(

0 0
0 F̃−DR−1DTPF̃

)
,

D0
1 =

(
0 0 0 −D0R−1

0 BT
0 0

0 0 0 0 0

)
,D1

1 =
( 0 0 0 0 0
0 0 0 0 −DR−1BT

)
,F1

1 =
( 0 0 0 0 0
0 0 0 0 −DR−1DT

)
,

A2 =

 −HQH 0
QH −Q

−ĤQH 0
0 0

−(PTR−1DT−CT)PG̃+QH−ĤQH 0

 ,B2 =


−AT

0 0 0 0 0

0 −AT 0 0 0

−FT
0 0 −(A+F )T 0 0

0 0 0 B′
2 0

−FT
0 0 −FT 0 B′′

2

 ,

Ā2 =


0 HQ(I−Ĥ)

0 QĤ

0 ĤQ(I−Ĥ)

0 Ā′
2

0 Ā′′
2

 , B̄2 =

 0 0 0 0 0
0 0 0 0 0
0 −FT 0 0 0
0 0 0 0 0
0 −FT 0 0 0

 , C̄2=

 0 −G̃T 0 0 0
0 0 0 0 0
0 −F̃T 0 0 0
0 0 0 0 0
0 −F̃T 0 0 0

 ,
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Ā′
2 = [PT

0R−1
0 D

T
0− CT

0 ]P0F̃0−P0F0+Q0H0, Ā′′
2 =−F+[PTR−1DT−CT ]PF̃+ĤQ+QĤ−ĤQĤ,

B′
2=−AT

0+ PT
0R−1

0 B
T
0 , B′′

2 =−AT+PTR−1BT , C′
2=−(CT

0 − PT
0R−1

0 D
T
0), C′′

2 =−(CT−PTR−1DT).

Next we use discounting method to study the global solvability of the FBSDEs

system (3.31). To start, we first give some results for general nonlinear forward-

backward system:



dX(t) = b
(
t,X(t),E[X(t)|FW0

t ], Y (t), Z(t)
)
dt

+ σ
(
t,X(t),E[X(t)|FW0

t ], Y (t), Z(t)
)
dW (t), X(0) = x,

dY (t) = −f
(
t,X(t),E[X(t)|FW0

t ], Y (t),E[Y (t)|FWt
t ], Z(t),E[Z(t)|FW0

t ]
)
dt

+ Z(t)dW (t), Y (T ) = 0,

(3.32)

where W =
(
W0

W1

)
, and the coefficients satisfy the following conditions:

(H3.1) There exist ρ1, ρ2 ∈ R and positive constants ki, i = 1, · · · , 12 such that

for all t, x, x̄, y, ȳ, z, z̄, a.s.,

1. ⟨b(t, x1, x̄, y, z)− b(t, x2, x̄, y, z), x1 − x2⟩ ≤ ρ1∥x1 − x2∥2,

2. ∥b(t, x, x̄1, y1, z1) − b(t, x, x̄2, y2, z2)∥ ≤ k1∥x̄1 − x̄2∥ + k2∥y1 − y2∥ +

k3∥z1 − z2∥,

3. ⟨f(t, x, x̄, y1, ȳ, z, z̄)− f(t, x, x̄, y2, ȳ, z, z̄), y1 − y2⟩ ≤ ρ2∥y1 − y2∥2,

4. ∥f(t, x1, x̄1, y, ȳ1, z1, z̄1) − f(t, x2, x̄2, y, ȳ2, z2, z̄2)∥ ≤ k4∥x1 − x2∥ +

k5∥x̄1 − x̄2∥+ k6∥ȳ1 − ȳ2∥+ k7∥z1 − z2∥+ k8∥z̄1 − z̄2∥,
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5. ∥σ(t, x1, x̄1, y1, z1) − σ(t, x2, x̄2, y2, z2)∥2 ≤ k2
9∥x1 − x2∥2 + k2

10∥x̄1 −

x̄2∥2 + k2
11∥y1 − y2∥2 + k2

12∥z1 − z2∥2.

(H3.2)

E
∫ T

0

[
∥b(t, 0, 0, 0, 0)∥2 + ∥σ(t, 0, 0, 0, 0)∥2 + ∥f(t, 0, 0, 0, 0, 0, 0)∥2

]
dt < ∞.

Similar to [64] and [76], we have the following result of solvability of (3.32). For

the readers’ convenience, we give the proof in Appendix B.

Theorem 3.1. Suppose the assumptions (H3.1) and (H3.2) hold. There exists

a constant δ1 > 0 depending on ρ1, ρ2, T, ki, i = 1, 6, 7, 8, 9, 10 such that if ki ∈

[0, δ1), i = 2, 3, 4, 5, 11, 12, the FBSDEs system (3.32) admits a unique adapted

solution (X, Y, Z) ∈ L2
F(0, T ;Rn)×L2

F(0, T ;Rm)×L2
F(0, T ;Rm×d). Furthermore,

if 2ρ1 + 2ρ2 < −2k1 − 2k6 − 2k2
7 − 2k2

8 − k2
9 − k2

10, there exists a constant

δ2 > 0 depending on ρ1, ρ2, ki, i = 1, 6, 7, 8, 9, 10 such that if ki ∈ [0, δ2), i =

2, 3, 4, 5, 11, 12, the FBSDEs system (3.32) admits a unique adapted solution

(X, Y, Z) ∈ L2
F(0, T ;Rn)× L2

F(0, T ;Rm)× L2
F(0, T ;Rm×d).

Let ρ∗1 and ρ∗2 be the largest eigenvalue of
1
2
(A1+AT

1 ) and
1
2
(B2+BT

2 ), respectively.

Comparing (3.32) with (3.31), we can check that the parameters of (H3.1) can

be chosen as follows:

k1 = ∥Ā1∥, k2 = ∥B1∥, k3=∥F1∥, k4 = ∥A2∥, k5 = ∥Ā2∥, k6 = ∥B̄2∥,

k7 = ∥C2∥+ ∥C̃2∥, k8 = ∥C̄2∥, k9 = ∥C0
1∥+ ∥C1

1∥, k10 = ∥C̄0
1∥+ ∥C̄1

1∥,

k11 = ∥D0
1∥+ ∥D1

1∥, k12 = ∥F 0
1 ∥+ ∥F 1

1 ∥.
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Now we introduce the following assumption:

(A3.3) 2ρ∗1 + 2ρ∗2 < −2∥Ā1∥ − 2∥B̄2∥ − 2∥C2∥2 − 2∥C̄2∥2 − ∥C0
1∥2 − ∥C̄0

1∥2.

We have the following result:

Proposition 3.4. Under the assumptions (A3.1)-(A3.3), there exists a constant

δ3 > 0 depending on ρ∗1, ρ∗2, ki, i = 1, 6, 7, 8, 9, 10, such that if ki ∈ [0, δ3),

i = 2, 3, 4, 5, 11, 12, the FBSDEs system (3.31) admits a unique adapted solution

(X, Y, Z) ∈ L2
F(0, T ;Rn)× L2

F(0, T ;Rm)× L2
F(0, T ;Rm×d).

In what follows, we give an example to show how exactly such conditions can

be applied.

Remark 3.5. For ε > 0, let ρ1 = k2
ε
, ρ2 = k3

ε
, ρ3 = k4

ε
, ρ4 = k5

ε
, ρ5 = k7

2k27+2ε
,

ρ6 =
k8

2k28+2ε
, d = −2k1−2k6−2k2

7−2k2
8−k2

9−k10
2−2ρ∗1−2ρ∗2−4ε, ρ̄1 = ρ̄2 =

d
2
,

θ =
(

1
ρ̄2

+ 1
1−k7ρ5−k8ρ10

)(
1
ρ̄1

)
=
(
2
d
+

(k27+ε)(k28+ε)

ε2

)(
2
d

)
. If d > 0, θ

(k24
ε
+

k25
ε

)
< 1,

θ
(k22

ε
+ k2

11

)
< 1, θ

(k23
ε
+ k2

12

)
< 1. Then (3.31) admits a unique solution.

Thus, via Proposition 3.1, 3.2, 3.4, we can conclude the following procedure to

calculate the MF strategy.

• Under (A3.1)-(A3.3) and (SA), each agent can calculate CC system

(3.30) and obtain (z, z0, y̌0, β̌0, y̌1, β̌
1
1 , y̌2). Then by taking conditional

expectation, the MF terms can be obtained by (x̂, z0, y01, β0
1 , ŷ1, β̂1,

y2)=(E[z|FW0
t ], z0, y̌0, β̌0, E[y̌1|FW0

t ], E[β̌1
1 |F

W0
t ], y̌2).
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• With (x̂, z0, y
0
1, β

0
1 , ŷ1, β̂1, y2), the agents can solve Riccati equations

(3.8), (3.27) and BSDEs (3.10), (3.29) to obtain P0, P , ϕ, φ.

• With P0, P , ϕ, φ, the agents can obtain (Θ1,Θ2) and (Λ1,Λ2) by (3.9) and

(3.28) respectively. Then the feedback form MF decentralized strategies

are given by ũ0 = Θ1x̃0 + Θ2, ũi = Λ1x̃i + Λ2, for i = 1, · · · , N , where

x̃0 and x̃i are the realized states satisfying


dx̃0=

[
(A0+B0Θ1)x̃0+B0Θ2+F0x̃

(N)
]
dt+

[
(C0+D0Θ1)x̃0+D0Θ2+F̃0x̃

(N)
]
dW0,

dx̃i =
[
(A+BΛ1)x̃i+BΛ2+Fx̃(N)

]
dt+

[
(C+DΛ1)x̃i+DΛ2+F̃ x̃(N)+G̃x̃0

]
dWi,

x̃0(0) = ξ0, x̃i(0) = ξ, 1 ≤ i ≤ N.

(3.33)

Through the discussion above, the MF decentralized strategies have been char-

acterized. For the next part, we will study the performance of the MF strategy.

Specifically, we will prove its asymptotic optimality.

3.5 Asymptotic ε optimality

Definition 3.1. A mixed strategy set {uε
i ∈ Ui}Ni=0 is called asymptotically ε-

optimal if there exists ε = ε(N) > 0, limN→∞ ε(N) = 0 such that


J0(u

ε
0, u

ε
−0) ≤ inf

u0∈U0

J0(u0, u
ε
−0)+ε,

1

N

(
J (N)

soc (uε
0, u

ε
−0)− inf

u−0∈U−0

J (N)
soc (uε

0, u−0)
)
≤ ε,

where uε
−0 := {uε

1, · · · , uε
N}. In this case, uε

0, u
ε
−0 achieve an asymptotic ε-

equilibrium, and uε
1, · · · , uε

N achieve an asymptotic ε-social optima.

Let ũ be the MF strategy given in Section 3.4 and the realized decentralized

states (x̃0, x̃1, · · · , x̃N) satisfy (3.33) and x̃(N) = 1
N

∑N
i=1 x̃i. For the optimal
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controls of the auxiliary problems ū = (ū0, ū1, · · · , ūN), the corresponding

optimal states are:



dx̄0 =
[
(A0+B0Θ1)x̄0+B0Θ2+F0E[z|FW0

t ]
]
dt

+
[
(C0+D0Θ1)x̄0+D0Θ2+F̃0E[z|FW0

t ]
]
dW0(t),

dx̄i =
[
(A+BΛ1)x̄i+BΛ2+FE[z|FW0

t ]
]
dt

+
[
(C+DΛ1)x̄i+DΛ2+F̃E[z|FW0

t ]+G̃x̄0

]
dWi(t),

x̄0(0) = ξ0, x̄i(0) = ξ, 1 ≤ i ≤ N,

where z is the solution of (3.30). Therefore, the optimal control of Problem 3.2

is ū0 = Θ1x̄0 + Θ2. Before further discussion, we need some estimations. In

the proofs below, we will use K to denote a generic constant whose value may

change from line to line.

Lemma 3.1. [64, Lemma 5.1] Under (A3.1)-(A3.3) and (SA), there exists a

constant K1 independent of N such that

sup
0≤i≤N

E sup
0≤t≤T

∥x̃i(t)∥2 ≤ K1.

Lemma 3.2. Under (A3.1)-(A3.3) and (SA), there exists a constant K2 inde-

pendent of N such that

E sup
0≤t≤T

∥∥∥x̃(N)(t)− E[z|FW0
t ]
∥∥∥2 ≤ K2

N
.
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Proof. It is easy to get that

d
(
x̃(N) − E[z|FW0

t ]
)
=(A+BΛ1 + F )

(
x̃(N) − E[z|FW0

t ]
)
dt

+
1

N

N∑
i=1

[
(C +DΛ1)x̃i +DΛ2 + F̃ x̃(N) + G̃x̃0

]
dWi.

Therefore,

E sup
0≤s≤t

∥∥∥x̃(N) − E[z|FW0
t ]
∥∥∥2

≤KE
∫ t

0

∥∥∥x̃(N) − E[z|FW0
t ]
∥∥∥2ds

+
K

N2
E sup

0≤s≤t

∥∥∥∫ s

0

N∑
i=1

[
(C +DΛ1)x̃i +DΛ2 + F̃ x̃(N) + G̃x̃0

]
dWi

∥∥∥2.
Note that x̃i, x̃0 and x̃(N) are all continuous, and the coefficients (C + DΛ1),

DΛ2, F̃ and G̃ are all bounded. Then the integrand (C+DΛ1)x̃i+DΛ2+F̃ x̃(N)+

G̃x̃0 ∈ L2
F(0, T ;Rn). Thus, we can apply Burkholder-Davis-Gundy inequality

(see Corollary 1.1) and obtain

E sup
0≤s≤t

∥∥∥x̃(N)−E[z|FW0
t ]
∥∥∥2

≤KE
∫ t

0

∥∥∥x̃(N)−E[z|FW0
t ]
∥∥∥2ds+ K

N2
E
∫ t

0

N∑
i=1

∥∥∥(C+DΛ1)x̃i+DΛ2+F̃ x̃(N)+G̃x̃0

∥∥∥2ds
≤KE

∫ t

0

∥∥∥x̃(N)−E[z|FW0
t ]
∥∥∥2ds+K

N

(
1+ sup

0≤i≤N
E sup

0≤t≤T
∥x̃i(t)∥2

)
.

Finally, it follows from Grönwall inequality, and Lemma 3.1 that there exists a

constant K2 independent of N such that

E sup
0≤t≤T

∥∥∥x̃(N)(t)− E[z|FW0
t ]
∥∥∥2 ≤ K2

N
.
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Lemma 3.3. Under (A3.1)-(A3.3) and (SA), there exists a constant K3 inde-

pendent of N such that

sup
0≤i≤N

E sup
0≤t≤T

∥∥∥x̃i(t)− x̄i(t)
∥∥∥2 ≤ K3

N
.

Proof. It is easy to check that

d(x̃i − x̄i) =
[
(A+BΛ1)(x̃i − x̄i)+F (x̃(N)−E[z|FW0

t ])
]
dt

+
[
(C+DΛ1)(x̃i−x̄i)+F̃ (x̃(N) − E[z|FW0

t ]) + G̃(x̃0 − x̄0)
]
dWi(t),

and

d(x̃0 − x̄0) =
[
(A0 +B0Θ1)(x̃0 − x̄0) + F0(x̃

(N) − E[z|FW0
t ])

]
dt

+
[
(C0 +D0Θ1)(x̃0 − x̄0) + F̃0(x̃

(N) − E[z|FW0
t ])

]
dW0(t).

Therefore, it follows from Burkholder-Davis-Gundy inequality that

E sup
0≤s≤t

∥x̃i − x̄i∥2

≤KE
∫ t

0

[
∥x̃i − x̄i∥2 + ∥x̃(N) − E[z|FW0

t ]∥2
]
ds

+2E sup
0≤s≤t

∥∥∥∫ s

0

[
(C+DΛ1)(x̃i−x̄i)+F̃ (x̃(N)−E[z|FW0

t ])+G̃(x̃0−x̄0)
]
dWi(t)

∥∥∥2
≤CE

∫ t

0

∥x̃i − x̄i∥2ds+ CE
∫ t

0

[
∥x̃(N) − E[z|FW0

t ]∥2 + ∥x̃0 − x̄0∥2
]
ds,
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and

E sup
0≤s≤t

∥x̃0(s)− x̄0(s)∥2

≤CE
∫ t

0

[
∥x̃0 − x̄0∥2 + ∥x̃(N) − E[z|FW0

t ]∥2
]
ds

+ 2E sup
0≤s≤t

∥∥∥∫ s

0

[
(C0 +D0Θ1)(x̃0 − x̄0) + F̃0(x̃

(N) − E[z|FW0
t ])

]
dW0(s)

∥∥∥2
≤KE

∫ t

0

∥x̃0 − x̄0∥2ds+KE
∫ t

0

∥∥∥x̃(N) − E[z|FW0
s ]
∥∥∥2ds

≤K

∫ t

0

E sup
0≤r≤s

∥x̃0(r)− x̄0(r)∥2ds+KE
∫ t

0

∥∥∥x̃(N) − E[z|FW0
s ]
∥∥∥2ds.

Note that K is a constant and is obviously non-decreasing with time t. More-

over, by
∥∥∥x̃(N) − E[z|FW0

s ]
∥∥∥2 ≥ 0, we also know KE

∫ t

0

∥∥∥x̃(N) − E[z|FW0
s ]
∥∥∥2ds

is non-decreasing with time t. Therefore, it follows from Grönwall inequality

(Theorem 1.2) and Lemma 3.2 that

sup
0≤i≤N

E sup
0≤t≤T

∥x̃i(t)− x̄i(t)∥2 ≤
K3

N
.

Note that

d(x̃0 − z0) =
[
(A0 +B0Θ1)(x̃0 − z0) + F0(x̃

(N) − E[z|FW0
t ])

]
dt

+
[
(C0 +D0Θ2)(x̃0 − z0) + F̃0(x̃

(N) − E[z|FW0
t ])

]
dW0.

Similar to the proof of Lemma 3.3, we have the following result:
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Lemma 3.4. Under (A3.1)-(A3.3) and (SA), there exists a constant K5 inde-

pendent of N such that

E sup
0≤t≤T

∥x̃0(t)− z0(t)∥2 ≤
K5

N
.

3.5.1 Major agent

Lemma 3.5. Under (A3.1)-(A3.3) and (SA),

∣∣∣J0(ũ0, ũ(−0))− J0(ū0)
∣∣∣ = O(

1√
N
).

Proof. Recall (3.2) and (3.7), it follows from

J0(ũ0, ũ(−0))− J0(ū0)

=
1

2
E
∫ T

0

{〈
Q0(x̃0 −H0x̃

(N)), x̃0 −H0x̃
(N)
〉

−
〈
Q0(x̄0 −H0E[z|FW0

t ]), x̄0 −H0E[z|FW0
t ]
〉}

dt

=
1

2
E
∫ T

0

〈
Q0(x̃0−x̄0−H0(x̃

(N)−E[z|FW0
t ])), x̃0−x̄0−H0(x̃

(N)−E[z|FW0
t ])

〉
dt

+ E
∫ T

0

〈
Q0(x̃0 − x̄0 −H0(x̃

(N) − E[z|FW0
t ])), x̄0 −H0E[z|FW0

t ]
〉
dt

≤KE
∫ T

0

[
∥x̃0 − x̄0∥2 + ∥x̃(N) − E[z|FW0

t ]∥2
]
dt

+K

∫ T

0

[
(E∥x̃0 − x̄0∥2)

1
2 + (E∥x̃(N) − E[z|FW0

t ]∥2)
1
2

]
dt

=O
( 1√

N

)
,

where the last equality follows from Lemmas 3.1-3.4.
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Consider the case when the major agent A0 uses an alternative strategy u0 and

the minor agent Ai still uses the strategy ũi. The realized states with major

agent’s perturbation are


dα0=

(
A0α0+B0u0+F0α

(N)
)
dt+

(
C0α0+D0u0+F̃0α

(N)
)
dW0,

dαi=
[
(A+BΛ1)αi+BΛ2+Fα(N)

]
dt+

[
(C+DΛ1)αi+DΛ2+F̃α(N)+G̃α0

]
dWi,

α0(0) = ξ0, αi(0) = ξ, 1 ≤ i ≤ N,

where α(N) = 1
N

∑N
i=1 αi. The decentralized limiting states with major agent’s

perturbation are



dᾱ0 =
[
A0ᾱ0 +B0u0 + F0E[z|FW0

t ]
]
dt+

[
C0ᾱ0 +D0u0 + F̃0E[z|FW0

t ]
]
dW0,

dᾱi =
[
(A+BΛ1)ᾱi +BΛ2 + FE[z|FW0

t ]
]
dt

+
[
(C +DΛ1)ᾱi +DΛ2 + F̄E[z|FW0

t ] + G̃ᾱ0

]
dWi,

ᾱ0(0) = ξ0, ᾱi(0) = ξ, 1 ≤ i ≤ N.

Similar to Lemma 3.2 and 3.3, we have

Lemma 3.6. Under (A3.1)-(A3.3) and (SA), there exists a constant K6 inde-

pendent of N such that

E sup
0≤t≤T

∥∥∥α(N)(t)− E[z|FW0
t ]
∥∥∥2 ≤ K6

N
.
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Lemma 3.7. Under (A3.1)-(A3.3) and (SA), there exists a constant K7 inde-

pendent of N such that

sup
0≤i≤N

E sup
0≤t≤T

∥∥∥αi(t)− ᾱi(t)
∥∥∥2 ≤ K7

N
.

Thus, we have the following result.

Lemma 3.8. Under (A3.1)-(A3.3) and (SA), we have

∥∥∥J0(u0, ũ(−0))− J0(u0)
∥∥∥ = O(

1√
N
).

Proof.

J0(u0, ũ(−0))− J0(u0)

=
1

2
E
∫ T

0

{〈
Q0(α0 −H0α

(N)), α0 −H0α
(N)
〉

−
〈
Q0(ᾱ0 −H0E[z|FW0

t ]), ᾱ0 −H0E[z|FW0
t ]
〉}

dt

=
1

2
E
∫ T

0

〈
Q0(α0−ᾱ0−H0(α

(N)−E[z|FW0
t ])), α0−ᾱ0−H0(α

(N)−E[z|FW0
t ])

〉
dt

+ E
∫ T

0

〈
Q0(α0 − ᾱ0 −H0(α

(N) − E[z|FW0
t ])), ᾱ0 −H0E[z|FW0

t ]
〉
dt

≤KE
∫ T

0

[
∥α0 − ᾱ0∥2 + ∥α(N) − E[z|FW0

t ]∥2
]
dt

+K

∫ T

0

[
(E∥α0 − ᾱ0∥2)

1
2 + (E∥α(N) − E[z|FW0

t ]∥2)
1
2

]
dt

=O
( 1√

N

)
.
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Theorem 3.2. Under (A3.1)-(A3.3) and (SA), ũ0 is an asymptotically ε-

optimal strategy for the major agent.

Proof. It follows from Lemma 3.5 and Lemma 3.8 that

J0(ũ0, ũ(−0))≤J0(ū0)+O(
1√
N
)≤J0(u0)+O(

1√
N
)≤J0(u0, ũ(−0))+O(

1√
N
).

3.5.2 Minor agent

The proof of the asymptotical ε-optimality of the minor agents’ MF strategy

set is similar to that in Chapter 2, and we just sketch some key points in what

follows.

Representation of social cost

Rewrite the LP system (3.1) and (3.1) as follows:

dx = (Ax+Bu)dt+
N∑
i=0

(Cix+Diu)dWi, x(0) = Ξ, (3.34)

where

A =


A0

F0
N

F0
N

··· F0
N

0 A+ F
N

F
N

··· F
N

0 F
N

A+ F
N

··· F
N

...
...

...
...

...
0 F

N
F
N

··· A+ F
N

 ,x =

( x0
x1

...
xN

)
,B =

 B0 0 0 ··· 0
0 B 0 ··· 0
0 0 B ··· 0
...
...
...
...

...
0 0 0 ··· B

 ,u =

( u0
u1

...
uN

)
,

C0 =

 C0
F̃0
N

F̃0
N

··· F̃0
N

0 0 0 ··· 0
0 0 0 ··· 0
...

...
...
...

...
0 0 0 ··· 0

 ,D0 =

D0 0 0 ··· 0
0 0 0 ··· 0
0 0 0 ··· 0
...
...
...
...

...
0 0 0 ··· 0

 ,Ci=

1
...

i+1
...

N+1


0 ··· 0 0 0 ··· 0
...

...
...

...
...

...
F̃
N

··· F̃
N

F̃
N
+C F̃

N
··· F̃

N

...
...

...
...

...
...

0 ··· 0 0 0 ··· 0

 ,

Di =

1
...

i+1
...

N+1


0 ··· 0 0 0 ··· 0
...

...
...
...
...
...

0 ··· 0 D 0 ··· 0
...
...

...
...

...
...

0 ··· 0 0 0 ··· 0

 ,Ξ =

 ξ0
ξ

...
ξ

 .
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Similarly, the social cost takes the following form:

J (N)
soc (u)=

1

2

n∑
i=1

E
∫ T

0

[〈
Q(xi−Hx0−Ĥx(N)), (xi−Hx0−Ĥx(N))

〉
+⟨Rui, ui⟩

]
dt

=
1

2
E
∫ T

0

[
⟨Qx,x⟩+ ⟨Ru,u⟩

]
dt,

where

Q =


Q00 Q01 Q02 ··· Q0N
Q10 Q11 Q12 ··· Q1N
Q20 Q21 Q22 ··· Q2N

...
...

...
...

...
QN0 QN1 QN2 ··· QNN

 ,R =

 0 0 0 ··· 0
0 R 0 ··· 0
0 0 R ··· 0
...
...
...
...

...
0 0 0 ··· R

 ,

and for i = 1, · · · , N, j ̸= i,


Q00 = NQ+ ĤTQĤ −QĤ − ĤTQ, Q0i = −ĤTQH +QH,

Qi0 = −HQĤ +HQ, Qii = Q+
1

N
(ĤTQĤ −QĤ − ĤTQ),

Qij =
1

N
(ĤTQĤ −QĤ − ĤTQ).

Next, by the variation of constant formula, we know that the strong solution of

(3.34) admits the following representation:

x(t)=Φ(t)Ξ+Φ(t)

∫ t

0
Φ(s)−1

[
(B−

N∑
i=0

CiDi)u(s)
]
ds+

N∑
i=0

Φ(t)

∫ t

0
Φ(s)−1Diu(s)dWi(s),

where

dΦ(t) = AΦ(t)dt+
N∑
i=0

CiΦ(t)dWi, Φ(0) = I.

Define the following operators


(Lu(·))(·) :=Φ(·)

{∫ ·

0

Φ(s)−1
[
(B−

N∑
i=0

CiDi)u(s)
]
ds+

N∑
i=0

∫ ·

0

Φ(s)−1DiudWi(s)

}
,

L̃u(·) := (Lu(·))(T ), ΓΞ(·) := Φ(·)Φ−1(0)Ξ, Γ̃Ξ := (ΓΞ)(T ).
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Correspondingly, L∗ is defined as the adjoint operator of L (seeing [62]). Given

any admissible u, we can express x as follows:

x(·) = (Lu(·))(·) + ΓΞ(·), x(T ) = L̃u(·) + Γ̃Ξ.

Hence, we can rewrite the cost functional as follows:

2J (N)
soc (u) = E

∫ T

0

[
⟨Qx,x⟩+ ⟨Ru,u⟩

]
dt

= ⟨L∗QLu(·),u(·)⟩+ 2⟨L∗QΓΞ(·),u(·)⟩+ ⟨QΓΞ(·),ΓΞ(·)⟩+ ⟨Ru,u⟩

= ⟨(L∗QL+R)u(·),u(·)⟩+ 2⟨L∗QΓΞ(·),u(·)⟩+ ⟨QΓΞ(·),ΓΞ(·)⟩

:= ⟨M2u(·),u(·)⟩+ 2⟨M1,u(·)⟩+M0.

Note that, M2 is a self-adjoint positive semidefinite bounded linear operator.

Asymptotic optimality

In order to prove asymptotic optimality for the minor agents, it suffices to

consider the perturbations u−0 ∈ U−0 such that J (N)
soc (ũ0, u−0) ≤ J (N)

soc (ũ0, ũ−0). It

is easy to check that J (N)
soc (ũ0, ũ−0) ≤ KN , where K is a constant independent

of N . Therefore, in what follows, we only consider the perturbations u−0 ∈

U−0 satisfying
∑N

j=1 E
∫ T

0
∥uj∥2dt ≤ KN . Let δui = ui − ũi, and consider a

perturbation u = ũ+ (0, δu1, · · · , δuN) := ũ+ δu. We have

2J (N)
soc (ũ+ δu) =⟨M2(ũ+ δu), ũ+ δu⟩+ 2⟨M1, ũ+ δu⟩+M0

=2J (N)
soc (ũ) + 2

N∑
i=1

⟨M2ũ+M1, δui⟩+ ⟨M2δu, δu⟩,
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where ⟨M2ũ + M1, δui⟩ is the Fréchet differential of J (N)
soc on ũ with variation

δui. By Cauchy-Schwarz inequality,

J (N)
soc (ũ+ δu)− J (N)

soc (ũ)

≥−

√√√√ N∑
i=1

∥M2ũ+M1∥2
N∑
i=1

∥δui∥2 +
1

2
⟨M2δu, δu⟩

≥ − ∥M2ũ+M1∥O(N).

Therefore, in order to prove asymptotic optimality for the minor agents, we

only need to show that ∥M2ũ+M1∥ = o(1). To this end, we introduce another

assumption:

(A3.4) There exists constants L1, L2 > 0 independent of N such that

E

∫ T

0

∥∥∥E[y11|FW0
t ]− 1

N

∑
j ̸=i

yj1

∥∥∥2dt ≤ L1

N
, (3.35)

and

E

∫ T

0

∥∥∥E[β11
1 |FW0

t ]− 1

N

∑
j ̸=i

βjj
1

∥∥∥2dt ≤ L2

N
. (3.36)

Theorem 3.3. Under (A3.1)-(A3.4) and (SA), (ũ1, · · · , ũN) is an asymptoti-

cally ε-optimal strategy set for the minor agents

Proof. We have

⟨M2ũ+M1, δui⟩ = E
∫ T

0

[
⟨Ql̃i, δli⟩ − ⟨S, δli⟩+ ⟨Rũi, δui⟩

]
dt+

15∑
l=1

εl.
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From the optimality of ũ, we have

E
∫ T

0

[
⟨Ql̃i, δli⟩ − ⟨S, δli⟩+ ⟨Rũi, δui⟩

]
dt = 0.

Moreover, similar to Chapter 2, we have

10∑
l=1

εl + ε14 + ε15 = O
( 1√

N

)
.

Therefore,

∥M2ũ+M1∥ = O
( 1√

N

)
.

Remark 3.6. Note that

d
( 1

N

∑
j ̸=i

x̃j − E[x̃1|FW0
t ]
)

=
[
(A+BΛ1)

( 1

N

∑
j ̸=i

x̃j − E[x̃1|FW0
t ]
)
+ Fx̃(N) − FE[x̃(N)|FW0

t ]
]
dt

+
1

N

∑
j ̸=i

[
(C +DΛ1)x̃j +DΛ2 + F̃ x(N) + G̃x̃0

]
dWj.

Therefore, it follows from Burkholder-Davis-Gundy inequality and Grönwall in-

equality that

E sup
0≤s≤t

∥∥∥ 1

N

∑
j ̸=i

x̃j − E[x̃1|FW0
t ]
∥∥∥2 ≤ K

N
.

If C = 0, applying Itô’s formula to
∥∥ 1
N

∑
j ̸=i y

j
1−E[y11|F

W0
t ]
∥∥2, it is easy to check

that (3.35) in (A3.4) holds.
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Remark 3.7. If the states has the following form

dx0=
(
A0x0+B0u0+F0x

(N)
)
dt+

(
C0x0+D0u0+F̃0x

(N)
)
dW0, x0(0) = ξ0,

and for 1 ≤ i ≤ N,

dxi =
(
Axi +Bui + Fx(N) +Gx0

)
dt+DdWi, xi(0) = ξ ∈ Rn,

then assumption (A3.4) is not needed to obtain the asymptotic optimality of the

minor agents. However, if the state equations of the minor agents take the form

(3.1), we need to suppose the assumption (A3.4) to hold and we will continue to

study this in the future work.

Lastly, by combining Theorem 3.2, 3.3 and considering the Definition 3.1, we

have the following result

Theorem 3.4. The MF strategies ũ0, ũ−0 achieve an asymptotic ε-equilibrium

between the major agent and the aggregation of minor agents, where ũ0 = Θ1x̃0+

Θ2, ũi = Λ1x̃i + Λ2 and ũ−0 = (ũ1, · · · , ũN). Moreover ũ1, · · · , ũN achieve

an asymptotic ε-social optima among the aggregation of minor agents. Thus,

(ũ0, ũ−0) is asymptotically ε-optimal.

Proof. By Theorem 3.2, we have

J0(ũ0, ũ−0) ≤ inf
u0∈U0

J0(u0, ũ−0) +O
( 1√

N

)
.
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Moreover, by Theorem 3.3, we have

1

N

(
J (N)

soc (ũ0, ũ−0)− inf
u−0∈U−0

J (N)
soc (ũ0, u−0)

)
≤ O

( 1√
N

)
.

Thus, by Definition 3.1, Theorem 3.4 holds straightforwardly.

3.6 Numerical analysis

This section presents some numerical example to illustrate our theoretical re-

sults. Our example is motivated by an electric charging control problem in

presence of distributed information network. Relevant literature include e.g.,

[79] and [8].

Consider two competitive charging providers in a power-grid network for given

city. One provider (namely, the major agent in our model) still retains the

traditional charging scheme upon centralized information, whereby its charging

strategy is determined by a central controller. In this case, we do not need to

differentiate all its sub-units on charging nodes since they formalize one decision

entity with consistency actions.

On the other hand, another provider, taking account the well-recognized dis-

tributed datum, prefers to adopt some decentralized charging scheme, where

the strategy is determined by each distributed charging unit on grid-node, only

upon their decentralized information on or around that node. In this case, such

distributed provider is actually formalized into a cooperative team wherein all

its sub-units or nodes acts as the minor agents as in our model.
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Moreover, under some mild conditions on (linear) demand-supply curve, above

competitive problem may be fit into a linear-quadratic setup whenever a

quadratic deviation or tracing criteria is applied, as in [80] and [13]. Thus, we

cook one example in our theoretical framework.

We now specify such example in details, by randomly generate its coefficients:

A0 = ( 0.6423 0.2057
0.0287 0.7907 ), F0 = ( 0.9225 0.3780

0.6933 0.8048 ), C0 = ( 0.0125 0.4517
0.4720 0.1117 ), F̃0 = ( 0.8084 0.4284

0.7032 0.1955 ),

A = ( 0.1023 0.2995
0.1027 0.9415 ), F = ( 0.0377 0.8910

0.2866 0.1003 ), C = ( 0.1641 0.0360
0.3271 0.8063 ), F̃ = ( 0.3751 0.6241

0.4491 0.5093 ),

G̃(·) = ( 0.5018 0.7881
0.6989 0.1633 ), B0 = ( 0.4514 0.2916

0.4309 0.9989 ), D0(·) = ( 0.4514 0.2916
0.4309 0.9989 ), B =

( 0.4389 0.4766
0.2411 0.3539 ), D = ( 0.8756 0.9451

0.7493 0.8354 ), Q0 = ( 0.6210 0
0 0.8691 ), H0 = ( 0.3250 0

0 0.5957 ),

Q = ( 0.8701 0
0 0.1925 ), H = ( 0.3865 0

0 0.2957 ), Ĥ = ( 0.7027 0
0 0.0354 ), R0 = ( 0.7160 0

0 0.5594 ),

R = ( 0.3885 0
0 0.4182 ), Q0 = ( 0.6210 0

0 0.8691 ), Q = ( 0.8701 0
0 0.1925 ), R0 = ( 0.7160 0

0 0.5594 ),

R = ( 0.3885 0
0 0.4182 ). It is easy to see that such generated coefficients are constants

and surely L∞ and Lipschitz continuous. Thus, assumption (A3.1)-(A3.2) and

(A1)-(A2) hold.

In the following simulation, we will calculate the feedback form MF strategies

and also the corresponding state trajectories of major and minor agents. The

convergence of the population average will be also simulated.

Firstly, we solve (3.30) by decentralizing method and decoupling method, and

(x̂, z0, y
0
1, β

0
1 , ŷ1, β̂1, y2) can be obtained. Further, by (3.9) and (3.28), we can

calculate Θ1, Θ2, Λ1, Λ2. Then, the realized states can be obtained by (3.1) and

98



(3.1). The following graphs are the first coordinate of the realized states.
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Then, the corresponding feedback form MF strategies can be obtained as well.

The following graphs are the first coordinate of the MF strategies.
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Next, we simulate the convergence of the population state-average x̌(N)(t) to

the MF x̂. Specifically, we will calculate E sup0≤t≤T ∥x̌(N)(t) − x̂∥2. First,

sup0≤t≤T ∥x̌(N)(t) − x̂∥2 can be calculated directly. Second, for the expecta-

tion, we repeat such process enough times (200 times) and take the average to

simulate it.
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The relation between E sup0≤t≤T ∥x̌(N)(t) − x̂(t)∥2and N can be fitted by

E sup0≤t≤T ∥x̌(N)(t)− x̂(t)∥2 = 113.4
N with R-square 0.9944. In this sense, E sup0≤t≤T

∥x̌(N)(t)− x̂(t)∥2 = O
(

1
N

)
.

By the simulation above, we can see that the MF strategy is asymptotically

optimal.
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Chapter 4 Relation among MFC, MFG,

MFT Constrained on a Linear Subspace

In this section, we study the relation among MFC, MFG, MFT problem con-

strained on a linear subspace. For a given linear subspace Λ ⊆ Rm, we can

introduce the following centralized admissible control set constrained on Λ:

UΛ
c =

{
u(·)|u(·) ∈ L2

F(0, T ; Λ)
}
,

and decentralized admissible control set constrained on Λ:

UΛ
i =

{
ui(·)|ui(·) ∈ L2

Fi(0, T ; Λ)
}
, 1 ≤ i ≤ N.

Without loss of generality, we assume dim(Λ) = m′ < m. We let Λ =

span(v1, · · · , vm′), and the basis vectors v1, · · · , vm′ are linear independent.

Denote V := (v1, · · · , vm′) being the m × m′ corresponding matrix. Then for

any positive definite matrix M , we have the following result which will be used

frequently throughout this chapter.

Lemma 4.1. If Λ is a linear subspace of Rm spanned by v1, · · · , vm′ and M is

positive definite matrix, then ⟨M ·, ·⟩ is a well defined inner product on Rm and

∥ · ∥M is the corresponding norm. Moreover, V TMV > 0 as well. For every

v′ ∈ Rm, there exists a unique v∗ ∈ Λ, such that:

∥v′−v∗∥M = inf
v∈Λ

∥v′−v∥M .
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Moreover, v∗ is characterized by the property:

v∗ ∈ Λ, ⟨M(v∗−v′), v−v∗⟩ ≥ 0, ∀v ∈ Λ. (4.1)

The above element v∗ is called the projection of v′ onto Λ and is denoted by

PM
Λ (v′). Moreover, the projection PM

Λ can be represented as:

PM
Λ = V (V TMV )−1V TM. (4.2)

Proof. Firstly, it can be verified directly that ⟨M ·, ·⟩ is a well defined inner

product on Rm if M > 0. Moreover, for any vector 0 ̸= x := (x1, · · · , xm′)T ∈

Rm′
, it holds that

xT
(
V TMV

)
x =

(
m′∑
i=1

xivi

)T

M

(
m′∑
i=1

xivi

)
> 0,

since v1, · · · , vm′ are linear independent and
∑m′

i=1 xivi ̸= 0.

Secondly, by Chapter 5 of [81], there exits a unique projection PM
Λ w.r.t. the

linear subspace Λ and inner product ⟨M ·, ·⟩, which is characterized by (4.1).

Lastly, we desire to prove the representation (4.2) of PM
Λ . The range (image)

of V is Λ, and any vector v ∈ Λ can be written as v = V b for some b ∈ Rm′
.

For any vector c ∈ Rm, we have c − PΛc ⊥ Λ. Equivalently, for any b ∈ Rm′
,

c−PΛc ⊥ V b. Thus, ⟨M(c−PΛc), V b⟩ = 0 for any (b, c) ∈ Rm′ × Rm. Hence,

V TM(c − V b′) = V TM(c − PΛc) = 0 for some b′ ∈ Rm. Consequently, b′ =

(V TMV )−1V TMc and PΛc = V b′ = V (V TMV )−1V TMc which completes the

proof.
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4.1 MFC problem constrained on a linear subspace

We firstly study the LQG MFC problem constrained on a linear subspace (for

short, (MFC-c)). The problem can be represented as follows:

(MFC-c): For given initial value ξ0 ∈ Rn, find a ūi(·) ∈ UΛ
i such that

Ji(ξ0; ūi(·)) = infui(·)∈UΛ
i
Ji(ξ0;ui(·)), where

Ji(ξ0;ui(·))=
1

2
E

{∫ T

0

∥xi−Γ1Exi∥2Q+∥ui∥2Rdt+ ∥xi(T )−Γ2Exi(T )∥2G

}
,

(4.3)

s.t.


dxi = (Axi+ĀExi+Bui+B̄Eui)dt+(Cxi+C̄Exi+Dui+D̄Eui)dWi,

xi(0) = ξ0.

(4.4)

Note that all agents are homogeneous here, and we suppress the subscript i in

case when no confusion occurs hereafter in this section. For the coefficients, we

apply assumptions (A4.1) and (A4.2) as follows:

(A4.1) : A, Ā, C, C̄ ∈ L∞(0, T ;Rn×n), B, B̄, D, D̄ ∈ L∞(0, T ;Rn×m).

(A4.2) : Q, ∈ L∞(0, T ;Sn×n), G ∈ Sn×n, R ∈ L∞(0, T ;Sm×m), Γ1, Γ2 ∈ Rn×n.

Under (A4.1), for any given u(·) ∈ UΛ, (4.3) admits a unique strong solu-

tion x(·) ≡ x(·; ξ0, u(·)) by Proposition 2.6 in [61]. Furthermore, under (A4.2),

J (ξ0;u(·)) is well-defined for all u(·) ∈ UΛ.
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4.1.1 Convexity

In this section, we will introduce some basic conditions ensuring the convexity of

the cost functional, since convexity plays a crucial role in the study of finiteness

and solvability of (MFC-c). Firstly, we introduce the following definitions of

uniform convexity and positive definiteness:

Definition 4.1. For any given admissible control set V ⊆ U , cost functional

u(·) 7→J (ξ0;u(·)) is said to be uniformly convex on V if

J (0;u(·)) ≥ ε∥u(·)∥2L2 , ∀u(·) ∈ V ,

for some constant ε > 0.

Definition 4.2. For any given linear subspace Λ of Rm, a matrix M is said to

be positive (semi-)definite on Λ if

⟨Mv, v⟩ > (≥) 0, ∀v ∈ Λ, v ̸= 0.

Next, we rewrite the system (4.3)-(4.4) as follows:



J (ξ0;u(·))=E
∫ T

0

〈(
Q 0

0 Q̂

)(x−Ex
Ex

)
,

(
x−Ex
Ex

)〉
+

〈(
R 0
0 R

)(u−Eu
Eu

)
,

(
u−Eu
Eu

)〉
dt

+

〈(
G 0
0 Ĝ

)(x−Ex
Ex

)
(T ),

(
x−Ex
Ex

)
(T )

〉
,

d

(
x−Ex
Ex

)
=

[(
A 0
0 A
)(x−Ex

Ex

)
+
(
B 0
0 B
)(u−Eu

Eu

)]
dt

+

[
(C C
0 0 )

(
x−Ex
Ex

)
+(D D

0 0 )

(
u−Eu
Eu

)]
dW,(

x−Ex
Ex

)
(0) =

(
0

ξ0

)
, u(·) ∈ UΛ,

(4.5)
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where Q̂ = (I−Γ1)
TQ(I−Γ1), Ĝ = (I−Γ2)

TG(I−Γ2), A = A+Ā, B = B+B̄,

C = C + C̄, D = D + D̄. By letting

Q=
(

Q 0

0 Q̂

)
,R=

(
R 0
0 R

)
,G=

(
G 0
0 Ĝ

)
,A=

(
A 0
0 A
)
,B=

(
B 0
0 B
)
,C=

(
C C
0 0

)
,D=

(
D D
0 0

)
,

x0=
(

0
ξ0

)
,V =

{
u(·)

∣∣u(·) = ( u1(·)
u2(·)

)
;u1(·) ∈ L2

Fi(0, T ; Λ),E(u1) = 0, u2(·) ∈ L2(0, T ; Λ)
}
,

system (4.5) can be rewritten as


J (x0,u(·))=E

∫ T

0

⟨Qx,x⟩+⟨Ru,u⟩ dt+⟨Gx(T ),x(T )⟩ ,

dx=(Ax+Bu) dt+(Cx+Du) dW, x(0) = x0, u(·) ∈ V .
(4.6)

Moreover, we can also denote

Λ = Λ× Λ :=
{
v
∣∣v = ( v1

v2 ) ; v1, v1 ∈ Λ
}
,

and

UΛ=UΛ×UΛ :=
{
u(·)

∣∣u(·) = ( u1(·)
u2(·)

)
;u1(·), u2(·) ∈ L2

Fi(0, T ; Λ)
}
=
{
u(·)

∣∣u(·) ∈ L2
Fi(0, T ;Λ)

}
.

Then triggered by (4.6), we can also introduce the following related augmented

system:


J ′(x0,u(·))=E

∫ T

0

⟨Qx,x⟩+⟨Ru,u⟩ dt+⟨Gx(T ),x(T )⟩ ,

dx=(Ax+Bu) dt+(Cx+Du) dW, x(0) = x0, u(·) ∈ UΛ.

(4.7)

Here we note that Λ is also a linear subspace of R2m satisfying Λ = span
((

v1
0

)
,

· · · ,
(
vm′
0

)
,
(
0
v1

)
, · · · ,

(
0

vm′

))
. Correspondingly, we denote V = ( V 0

0 V ).

105



Remark 4.1. Although system (4.5) (or equivalently (4.6)) forms a standard-

looking stochastic LQ problem, system (4.5) (or equivalently (4.6)) is not equiv-

alent to (4.7) since the control has to be of the form
(
u−Eu
Eu

)
and the collection

of all such processes is V instead of L2
F(0, T ;Λ), which should be the set of all

admissible controls of (4.7). Hence, the above reduction does not lead to a direct

application of standard stochastic LQ theory. However, in what follows, we can

still study the relation of the uniform convexity between (4.5) (or equivalently

(4.6)) and (4.7).

We introduce the following Riccati equations (RE1) and (RE2) related to system

(4.3)+(4.4) (or (4.5), (4.6) equivalently):

(RE1)


Ṗ1+P1A+Q+CTP1C+ATP1−(P1B+CTP1D)R1(B

TP1+DTP1C) = 0,

P1(T ) = G,

(RE2)


Ṗ2+P2A+Q̂+CTP1C+ATP2−(P2B+CP1D)R2(BTP2+DTP1C) = 0,

P2(T ) = Ĝ,

where R1 = V (V T (DTP1D+R)V )−1V T and R2 = V (V T (DTP1D+R)V )−1V T ,

and Riccati equation (RE0) related to system (4.7):

(RE0)


Ṗ+PA+ATP+CTPC+Q−

(
PB+CTPD

)
R0

(
BTP+DTPC

)
= 0,

P(T )=G,

where R0=V
[
VT

(
R+DTPD

)
V
]−1

VT . Then we have the following result.

Lemma 4.2. Let (A4.1)–(A4.2) hold. Among the following statements:
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(i) u(·) 7→ J (ξ0;u(·)) is uniformly convex on UΛ,

(i)’ u(·) 7→ J ′(x0;u(·)) is uniformly convex on UΛ,

(ii) (RE1), (RE2) admit solutions P1(·), P2(·) ∈ C([0, T ];Sn) such that

DT (t)P1(t)D(t)+R(t), DT (t)P1(t)D(t)+R(t) ≫ 0 on Λ, a.e. t ∈ [0, T ],

(ii)’ (RE0) admits a solution P(·) ∈ C([0, T ];S2n) such thatR(t)+DT (t)P(t)D(t) ≫

0 on Λ, a.e. t ∈ [0, T ],

the following implications hold:

(i)’
=⇒
⇐=\

(i)

⇕ ⇑

(ii)’ ⇐=\ (ii)

Proof. See Appendix C.1.

In the discussion above, we have studied the uniform convexity on the linear

subspace, and it is actually weaker than that on the whole space. We cook up

the following example to illustrate it.

Example 4.1. Consider a system with form of (4.7) and we let:

A =
( −0.1 −0.2
−0.1 −0.1

)
,B = ( 0.5 0.6

−0.4 −0.1 ) ,C =
( −0.9 0.4
−0.6 −0.1

)
,D =

( −0.7 0.2
−0.3 −0.6

)
,

Q =
(

0.3 −0.1
−0.1 −0.1

)
,R =

( −0.2 −0.3
−0.3 0.6

)
,G =

( −0.1 −0.4
−0.4 0.2

)
,V = ( 0.5

−0.5 ) ,
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and time interval is [0, 1]. Then Λ = span (( 0.5
−0.5 )) and for any vector v ∈

Λ, v is with form of
(

a
−a

)
, a ∈ R. By Lemma (4.2), u(·) 7→ J ′(ξ0,u(·)) is

uniform convex on UΛ if (RE0) admits a solution P(·) ∈ C([0, T ];S2n) such

that R(t)+DT (t)P(t)D(t) ≫ 0 on Λ, a.e. t ∈ [0, T ] which is equivalent to

VT
(
R(t)+DT (t)P(t)D(t)

)
V ≫ 0, a.e. t ∈ [0, T ]. By solving (RE0), we have

the following trajectory of VT
(
R+DTPD

)
V (which is actually 1-dimensional

in this case):

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0.27

0.275

0.28

0.285

0.29

Figure 4.1: the trajectory of VT
(
R+DTPD

)
V

It holds that VT
(
R+DTPD

)
V > 0.2 and hence u(·) 7→ J ′(ξ0,u(·)) is uniform

convex on UΛ. However when we consider the following classic Riccati equation:


Ṗ+PA+ATP+CTPC+Q−

(
PB+CTPD

) (
R+DTPD

)−1 (
BTP+DTPC

)
= 0,

P(T )=G,

we have the following trajectories of the eigenvalues of R+DTPD:
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-0.5

0

0.5

1

Figure 4.2: the trajectories of the eigenvalues of R+DTPD

R+DTPD is indefinite on the whole time interval [0, 1] and hence u(·) 7→

J ′(ξ0,u(·)) is not uniform convex on the whole space.

Remark 4.2. Our extension study of the uniform convexity on the linear sub-

space has practical potential in various areas such as finance. The linear sub-

space represents that each manager has access to the whole market except some

fixed firm who has private information. In this case, the unique solvability of

the problem can be guaranteed even if the cost functional is not uniform convex

on the whole space, which is usually assumed in the previous literature. We

only require the uniform convexity on the linear subspace. For more examples

of linear constraints and their economic meaning, interested readers are referred

to [82].

To conclude our results, we introduce the following assumption:

(A4.3) (RE1), (RE2) admit solutions P1(·), P2(·) ∈ C([0, T ];Sn) such that

DT (t)P1(t)D(t)+R(t), DT (t)P1(t)D(t)+R(t) ≫ 0 on Λ, a.e. t ∈ [0, T ] .

Then we can obtain the main result of the convexity of J directly as follows:
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Theorem 4.1. Under (A4.1)-(A4.3), the functional u(·) 7→ J (ξ0;u(·)) is uni-

formly convex on UΛ, and hence (MFC-c) admits a unique minimizer on UΛ.

We have established the relation between the Riccati equations (RE1), (RE2)

and the uniform convexity of the cost functional. The convexity condition given

in Theorem 4.1 is much weaker than the standard assumption represented as

follows in terms of our notation:

(SA) : Q,G ≥ 0, R ≫ 0.

The (SA) is widely used in other relevant literature, e.g., [13, 61] where the

MFC problem is studied and [64] where the constrained LQG MFG problem

is studied. The following proposition will show the relation between (SA) and

(A4.3) more illustratively.

Proposition 4.1. If (A4.1)-(A4.2) and (SA) are assumed, then (A4.3) holds.

By contrast, if (A4.1)-(A4.2) and (A4.3) are assumed, (SA) does NOT neces-

sarily hold.

Proof. By Theorem 4.1 in [83], under (A4.1)-(A4.2) and (SA), we consider the

following iterative scheme with index α ≥ 0:



K0 = I,

Θ0 =
[
V T (DTK0D+R)V

]−1
(V TBTK0+V TDTK0C),

Kα+1 : K̇α+1+Kα+1 (A−BVΘα)+(A−BVΘα)
T Kα+1+(C−DVΘα)

T Kα+1 (C−DVΘα)

+ ΘT
αV

TRVΘα+Q=0, Kα+1(T ) = G,

Θα+1 =
[
V T (DTKα+1D+R)V

]−1
(V TBTKα+1+V TDTKα+1C), α ≥ 0.
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By (SA) and Lemma 4.1, we have Kα+1, V T (DTKα+1D+R)V ≫ 0. Then

limα→∞ Kα −→ P1 and hence (RE1) admits a unique solution P1 ≥ 0. Thus,

by R ≫ 0 we have DTP1D+R, DTP1D+R ≫ 0.

Next, we consider (RE2) which can be rewritten as:

(RE2)


Ṗ2+P2

(
A−BR2DTP1C

)
+
(
AT−CTP1DR2BT

)
P2+Q̃

−P2 (BV )
[
V T (DTP1D+R)V

]−1
(V B)T P2 = 0, P2(T ) = Ĝ,

where Q̃ := CTP1C+Q̂−CTP1DR2DTP1C. Since Q,G ≥ 0, R ≫ 0, then Q̂, Ĝ ≥ 0

and V T (DTP1D+R)V ≫ 0. Thus we desire to prove Q̃ ≥ 0. Since P1 ≥ 0 and

R ≫ 0, then there exist two unique matrix-value functions P
1
2
1 (t) ≥ 0 and

R
1
2 (t) ≫ 0 such that P

1
2
1 P

1
2
1 = P1 and R

1
2R

1
2 = R. We consider the related

matrix M :=
(

V T (DTP1D+R)V (DV )TP1

P1DV P1

)
. Noting that V T (DTP1D+R)V ≫ 0, by

Schur complement lemma, M ≥ 0 if and only if P1−P1DR2DTP1 ≥ 0. Using

P
1
2
1 and R

1
2 , M can be represented as:

M =

V T (DTP1D+R)V (DV )T P1

P1DV P1

 =

(DV )TP
1
2
1 V TR

1
2

P
1
2
1 0


P

1
2
1 (DV ) P

1
2
1

R
1
2V 0

 ≥ 0.

Thus, P1−P1DR2DTP1 ≥ 0 and Q̃= CTP1C+Q̂−CTP1DR2DTP1C = CT (P1−

P1DR2DTP1)C+Q̂ ≥ 0, and (A4.3) holds.

Moreover, in Example C.1, we see that Q, R, G are all indefinite, which results

that (SA) fails to hold. However, J is still uniformly convex and (MFC-c) is

uniquely solvable. This ends the proof.

4.1.2 Optimality condition

In this section, we derive the characterization of the optimal pair of (MFC-c).
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Proposition 4.2. Let (A4.1)-(A4.3) hold. (MFC-c) admits a unique optimal

pair (x̄, ū) on UΛ. The following Hamiltonian system (H1):

(H1)



dx̄ = (Ax̄+ĀEx̄+Bū+B̄Eū)dt+(Cx̄+C̄Ex̄+Dū+D̄Eū)dW,

dk = −
(
Qx̄−(QΓ1 + ΓT

1 Q−ΓT
1 QΓ1)Ex̄+ATk+ĀTEk+CT ζ+C̄TEζ

)
dt+ζdW,

x̄(0) = ξ0, k(T ) = Gx̄(T )−(GΓ2 + ΓT
2 G−ΓT

2 GΓ2)Ex̄(T ),

V T
(
BTk+B̄TEk+DT ζ + D̄TEζ+Rū

)
=0, a.e. t ∈ [0, T ], P− a.s.,

(4.8)

admits a unique adapted solution (x̄, ū, k, ζ) where (x̄, ū) is the optimal pair of

(MFC-c).

Proof. See Appendix C.2.

Remark 4.3. If we further assume that R > 0, then by Lemma 4.1, ū can be

represented explicitly as follows:

ū = −V (V TRV )−1V T
(
BTk+B̄TEk+DT ζ + D̄TEζ

)
, a.e. t ∈ [0, T ], P− a.s..

Moreover, in what follows we will also introduce another feedback form repre-

sentation of ū, and in that case R could be indefinite.

Proposition 4.3. Under (A4.1)–(A4.3), the following closed-loop system:


dx̄ = (

[
A−BR1(B

TP1+DTP1C)
]
(x̄− Ex̄)+

[
A−BR2(BTP2+DTP1C)

]
Ex̄)dt

+(
[
C−DR1(B

TP1+DTP1C)
]
(x̄− Ex̄)+

[
C−DR2(BTP2+DTP1C)

]
Ex̄)dW,

x̄(0) = ξ0,

(4.9)
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admits a unique solution x̄, and by defining:


ū = −R2(BTP2+DTP1C)Ex̄−R1(B

TP1+DTP1C)(x̄− Ex̄),

k = P1(x̄− Ex̄) + P2(Ex̄),

ζ =
[
P1C−P1DR1(B

TP1+DTP1C)
]
(x̄− Ex̄)+

[
P1C − P1DR2(BTP2+DTP1C)

]
Ex̄,

(4.10)

the quadruple (x̄, ū, k, ζ) is the unique adapted solution to (H1), and (x̄, ū) is

the unique optimal pair of (MFC-c). Moreover,

inf
u∈UΛ

J (ξ0;u) = J (ξ0; ū) =
1

2
⟨P2(0)ξ0, ξ0⟩ . (4.11)

Proof. It can be verified directly that (x̄, ū, k, ζ) defined by (4.9)-(4.10) is

the adapted solution of (H1). The uniqueness and optimality of (x̄, ū) follow

by Proposition 4.2. Thus, what remains to prove is (4.11). Noting that

⟨P1(x(0)−Ex(0)), (x(0)−Ex(0))⟩ = ⟨P1(ξ0−ξ0), (ξ0−ξ0)⟩ = 0, similar to the

proof of Lemma (4.2), we have:

2J (ξ0;u(·))

=E
∫ T

0

〈
(DTP1D+R)

[
Eu+R2(BTP2+DTP1C)Ex

]
,Eu+R2(BTP2+DTP1C)Ex

〉
dt

+E
∫ T

0

〈
(DTP1D+R)

[
(u−Eu)+R1(B

TP2+DTP1C)(x−Ex)
]
,

(u−Eu)+R1(B
TP2+DTP1C)(x−Ex)

〉
dt+⟨P2(0)ξ0, ξ0⟩ .

Since (DTP1D + R), (DTP1D + R) ≫ 0 on Λ, then infu∈UΛ J (ξ0;u) =

1
2
⟨P2(0)ξ0, ξ0⟩. This ends the proof.

Through the discussion above, we can conclude the following contributions:
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• We consider the MFC problem constrained on a linear subspace. To our

best knowledge, this thesis is the first research to tackle such model.

• We study the relation of the uniform convexity between systems (4.5) and

(4.7) which is mentioned but has not been discussed in [61].

• We obtain a weaker condition of the uniform convexity of (MFC-c) com-

pared with (SA) which has been widely used in other relevant studies (e.g.,

[13, 64, 61]). In our condition, the cost functional weight coefficients could

be indefinite.

• We establish the relation between the optimal pair of (MFC-c) and the

solution of Hamiltonian system (H1). We also derive a feedback form

representation of the optimal control ū.

In next section we will analyze the MFG problem constrained on a linear sub-

space with similar scheme.

4.2 MFG problem constrained on a linear subspace

In this section we study the LQGMFG problem constrained on a linear subspace

(for short, (MFG-c)). Then the problem can be represented as follows:

(MFG-c): For given initial value ξ0, each agent Ai find a control ūi(·) ∈ UΛ
c
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such that Ji(ξ0; ūi(·), ū−i(·)) = infui(·)∈UΛ
c
Ji(ξ0;ui(·), ū−i(·)), where

Ji(ξ0;ui(·), u−i(·))=
1

2
E

{∫ T

0
∥xi−Γ1x

(N)∥2Q+∥ui∥2Rdt+ ∥xi(T )−Γ2x
(N)(T )∥2G

}
,

(4.12)

s.t.


dxi = (Axi+Āx(N)+Bui+B̄u(N))dt+(Cxi+C̄x(N)+Dui+D̄u(N))dWi,

xi(0) = ξ0.

(4.13)

We call ū := (ū1, · · · , ūN) a centralized Nash equilibrium for (MFG-c). For

comparison, we also present the definition of ε-Nash equilibrium.

Definition 4.3. A control set uε := (uε
1, · · · , uε

N) ∈
∏

i∈I UΛ
c is called an ε-Nash

equilibrium if

∣∣∣Ji(ξ0;u
ε
i (·), uε−i(·))− inf

ui(·)∈UΛ
c

Ji(ξ0;ui(·), uε−i(·))
∣∣∣ = ε(N), ε(N) → 0, when N → ∞.

Remark 4.4. If ε = 0, Definition 4.3 reduces to the usual exact Nash equilib-

rium.

Note that in (MFG-c) each agent chooses its control in centralized admissible

control set UΛ
c and this will face some difficulties in the practical application.

Firstly, an agent may be only able to access its own information (i.e., Fi) most

of the time, and the information of the others may be unavailable for it in real

world (see [71, 72, 73]).

Secondly, by the coupling structure, the dynamic optimization will be subjected

to the curse of dimensionality and complexity in numerical analysis in practice
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(see [4, 5]). Thus, to some extent, decentralized control would be more practi-

cable in real application than centralized control (see [14, 40]).

Thus, in what follows, we aim to derive some decentralized control set for

(MFG-c) satisfying some asymptotic optimality (e.g., ε-Nash equilibrium) and

with less computational burden in the practical application. Before we begin

further discussion, we should introduce some basic assumption in this section.

We still apply assumptions (A4.1)-(A4.2) to the coefficients. Similar to (MFC-

c), under (A4.1), for any given u := (u1, · · · , uN) ∈
∏

i∈I UΛ
c , (4.13) admits a

unique strong solution x(·) ≡ x(·; ξ0,u(·)) := (x1(·; ξ0,u(·)), · · · , xN(·; ξ0,u(·))),

and under (A4.2), each Ji, i ∈ I is well-defined.

4.2.1 MFG scheme

Next we will apply MFG method to analyze (MFG-c), which would bring us a

decentralized ε-Nash equilibrium. Initially, we introduce the classical procedure

of MFG method. Here we just briefly sketch some key points and interested

readers are referred to [20, 15] for more details.

(MG1) Freeze x(N), u(N) by some deterministic terms m̄, w̄ respectively, and

obtain the auxiliary problem:
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(MFG-c)∗: For given initial value ξ0, each agent Ai find a control

ǔi ∈ UΛ
i such that Ji(ξ0; ǔi(·)) = infui∈UΛ

i
Ji(ξ0;ui(·)), where

Ji(ξ0;ui(·))=
1

2
E

{∫ T

0

∥xi−Γ1m̄∥2Q+∥ui∥2Rdt+ ∥xi(T )−Γ2m̄(T )∥2G

}
,

(4.14)

s.t.


dxi = (Axi+Ām̄+Bui+B̄w̄)dt+(Cxi+C̄m̄+Dui+D̄w̄)dWi,

xi(0) = ξ0.

(4.15)

Here, m̄, w̄ are undetermined at this moment, thus they should be

treated as some exogenous terms.

(MG2) Solve the auxiliary control (MFG-c)∗ for each agent, and obtain the

auxiliary optimal control set ǔ(·; ξ0, m̄(·), w̄(·)) := (ǔ1(·; ξ0, m̄(·), w̄(·)),

· · · , ǔN(·; ξ0, m̄(·), w̄(·))) and the corresponding optimal trajectories

x̌(·; ξ0, m̄(·), w̄(·)) := (x̌1(·; ξ0, m̄(·), w̄(·)), · · · , x̌N(·; ξ0, m̄(·), w̄(·))).

(MG3) Determine the pre-frozen terms m̄(·), w̄(·) by the following CC system:

m̄(·) = Ex̌i(·; ξ0, m̄(·), w̄(·)), w̄(·) = Eǔi(·; ξ0, m̄(·), w̄(·)). (4.16)

Then by plugging the determined m̄(·), w̄(·) into ǔ(·; ξ0, m̄(·), w̄(·)), we

obtain the MFG strategy set of (MFG-c).

Remark 4.5. Note that in (MFG-c)∗ we restrict the admissible control in

the decentralized set UΛ
i , since (MFG-c)∗ is decoupled, and each agent Ai
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only need the decentralized information to minimize the cost functional Ji (i.e.,

infui(·)∈UΛ
c
Ji(ξ0;ui(·)) ≡ infui(·)∈UΛ

i
Ji(ξ0;ui(·))). Hence the MFG method could

bring us a decentralized strategy set ǔ.

Note that all agents are homogeneous in (MFG-c)∗, and we suppress the sub-

script i in case when no confusion occurs hereafter in this chapter.

4.2.2 MFG strategy set

Firstly, we start with procedures (MG1)-(MG2) to derive the MFG strategy

set. By observing Riccati equation (RE1), we obtain the following result whose

proof is similar to Proposition 4.2.

Proposition 4.4. Let (A4.1)-(A4.3) hold. (MFG-c)∗ is uniformly convex and

thus admits a unique optimal pair (x̌, ǔ) on UΛ. The following Hamiltonian

system:

(H2)



dx̌ = (Ax̌+Ām̄+Bǔ+B̄w̄)dt+(Cx̌+C̄m̄+Dǔ+D̄w̄)dW,

dl = −
(
AT l+CT ς +Qx̌−QΓ1m̄

)
dt+ςdW,

x̌(0) = ξ0, l(T ) = Gx̌(T )−GΓ2m̄(T ),

V T
(
BT l+DT ς+Rǔ

)
=0, a.e. t ∈ [0, T ], P− a.s..

admits a unique adapted solution (x̌, ǔ, l, ς) where (x̌, ǔ) is the optimal pair of

(MFG-c)∗. Moreover, if R > 0 is assumed, the optimal control can be repre-

sented explicitly as ǔ=−V (V TRV )−1V T
(
BT l+DTς

)
.
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Secondly, we tackle procedure (MG3) by plugging (4.16) into (H2), and we have

the following CC system:

(CC-1)



dx̌ = (Ax̌+ĀEx̌+Bǔ+B̄Eǔ)dt+(Cx̌+C̄Ex̌+Dǔ+D̄Eǔ)dW,

dl = −
(
AT l+CT ς +Qx̌−QΓ1Ex̌

)
dt+ςdW,

x̌(0) = ξ0, l(T ) = Gx̌(T )−GΓ2Ex̌(T ),

V T
(
BT l+DT ς+Rǔ

)
=0.

Although (CC-1) only takes an indirect embedding representation, it is still

rather tractable. Actually, by using the discounting method (see [64, 76]) or

reduction decoupling method (see [60]), the solvability condition of (28) can be

set up. By decentralizing method and decoupling method, which can be found

in [84, 61], we can even obtain an explicit solution of m̄ and w̄ via Riccati

equation. We introduce the following asymmetric Riccati equations:

(RE3)


Ṗ3+P3A+ATP3+CTP1C−(P3B+CTP1D)R3(B

TP3+DTP1C)+(Q−QΓ1),

P3(T ) = G(I−Γ2),

(4.17)

where R3 = V (V T (DTP1D+R)V )−1V T . Then we have the following result:

Proposition 4.5. Under (A4.1)–(A4.2), if Riccati equations (RE1), (RE3) ad-

mit solutions P1 ∈ C([0, T ],Sn), P3 ∈ C([0, T ],Rn) such that (DT (t)P1(t)D(t)+

R(t)), (DT (t)P1(t)D(t)+R(t)) ≫ 0 on Λ, a.e. t ∈ [0, T ], then the following
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closed-loop system:


dx̌ =

[(
A−BR1(B

TP1+DTP1C)
)
(x̌−Ex̌)+

(
A−BR3(B

TP3+DTP1C)
)
Ex̌
]
dt

+
[(
C−DR1(B

TP1+DTP1C)
)
(x̌− Ex̌)+

(
C−DR3(B

TP3+DTP1C)
)
Ex̌
]
dW,

x̌(0) = ξ0,

(4.18)

admits a solution x̌, and by defining:


ǔ = −R1(B

TP1+DTP1C)(x̌−Ex̌)−R3(B
TP3+DTP1C)Ex̌,

l = P1(x̌−Ex̌)+P3(Ex̌),

ς = P1

(
C−DR1(B

TP1+DTP1C)
)
(x̌−Ex̌)+P1

(
C−DR3(B

TP3+DTP1C)
)
Ex̌,

(4.19)

the 4-tuple (x̌, ǔ, l, ς) is the adapted solution to (CC-1) and m̄ = Ex̌, w̄ =

−R3(B
TP3+DTP1C)m̄.

Proof. This result can be verified directly by plugging (4.19) into (CC-1).

From the above, we derive an explicit representation of the solution of (CC-1).

As for the uniqueness of (CC-1), we would also prove that (CC-1) is equivalent

(H1) under some conditions in Section 4.4, which would lead to the equivalence

of the MFC control and MFG strategy. Thus, through the discussion above, for

each agent Ai, (MFG-c) admits a unique feedback form MFG strategy:

ũi = −R3(B
TP3+DTP3C)(x̃i−Ex̃i)−R5(B

TP5+DTP3C)Ex̃i, (4.20)
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where x̃i is the realized state satisfying the following dynamic:


dx̃i = (Ax̃i+Āx̃(N)+Bũi+B̄ũ(N))dt+(Cx̃i+C̄x̃(N)+Dũi+D̄ũ(N))dWi,

x̃i(0) = ξ0,

and x̃(N) =
∑

j∈I x̃j

N
, ũ(N) =

∑
j∈I ũj

N
.

Lastly, for the performance of MFG strategy set ũ determined by (MG1)-(MG3)

we have the following result whose proof is similar to that in [64, 18].

Proposition 4.6. Under (A4.1)–(A4.2), if Riccati equations (RE1), (RE3)

admit unique solutions P1 ∈ C([0, T ], Sn), P3 ∈ C([0, T ],Rn) such that

(DT (t)P1(t)D(t)+R(t)), (DT (t)P1(t)D(t)+R(t)) ≫ 0 on Λ, a.e. t ∈ [0, T ],

and (CC-1) is uniquely solvable, then the MFG strategy set ũ determined by

(MG1)-(MG3) (i.e., (4.20)) is an ε-Nash equilibrium.

In this section, we establish the relation between the MF strategy of (MFG-c)

and the solution of Hamiltonian system (H2) and CC system (CC-1). In next

section we will analyze the MFT problem constrained on a linear subspace with

similar scheme.

4.3 MFT problem constrained on a linear subspace

In what follows, we study LQG MFT problem constrained on a linear subspace

(for short, (MFT-c)). We denote UΛ
c =

∏
i∈I UΛ

c where Λ :=
∏

i∈I Λ which is

also a linear subspace of RNm satisfying Λ = span
((

v1
0

)
, · · · ,

(
vm′
0

)
, · · · ,

(
0
v1

)
,

· · · ,
(

0
vm′

))
. Correspondingly, we denote V := diag(V, · · · , V ). Note that for

the sake of notation simplicity, we still use Λ, V to represent the augmented
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linear subspace and matrix, whose meanings are different to those in Section

4.1. Then the problem can be represented as follows:

(MFT-c): For given initial value ξ0, find a control set ū = (ū1, · · · , ūN) ∈ UΛ
c

such that J (N)
soc (ξ0; ū(·)) = infu(·)∈UΛ

c
J (N)

soc (ξ0;u(·)), where

J (N)
soc (ξ0;u(·)) :=

∑
i∈I

Ji(ξ0;u(·)), (4.21)

Ji(ξ0;u(·))=Ji(ξ0;ui(·), u−i(·)) (4.22)

=
1

2
E

{∫ T

0

∥xi−Γ1x
(N)∥2Q+∥ui∥2Rdt+∥xi(T )−Γ2x

(N)(T )∥2G

}
, (4.23)

s.t.


dxi = (Axi+Āx(N)+Bui+B̄u(N))dt+(Cxi+C̄x(N)+Dui+D̄u(N))dWi,

xi(0) = ξ0.

(4.24)

We call ū = (ū1, · · · , ūN) a centralized optimal control set for (MFT-c). For

comparison, we also present the definition of ε-asymptotically optimal control

set.

Definition 4.4. A control set uε := (uε
1, · · · , uε

N) ∈ UΛ
c is ε-asymptotically

optimal if

1

N

∣∣∣J (N)
soc (ξ0;u

ε(·))− inf
u(·)∈UΛ

c

J (N)
soc (ξ0;u(·))

∣∣∣ = ε(N), ε(N) → 0, when N → ∞.

We also apply assumptions (A4.1)–(A4.2) to the coefficients in (MFT-c). Under

(A4.1), for any given u(·) ∈ UΛ
c , (4.24) admits a unique strong solution x(·) ≡

122



x(·; ξ0,u(·)) := (x1(·; ξ0,u(·)), · · · , xN(·; ξ0,u(·))) by Proposition 2.6 in [61].

Furthermore, under (A4.2), each Ji, i ∈ I is well-defined.

4.3.1 Convexity and MF strategy design

The state dynamics (4.24) and the social cost functional (4.22) could be rewrit-

ten in a high dimensional form as follows:

dx = (Ax+Bu)dt+
N∑
i=1

(Cix+Diu)dWi, x(0) = Ξ, (4.25)

J (N)
soc (ξ0;u(·)) =

1

2
E
{∫ T

0

xTQx+ uTRudt+ xT (T )Gx(T )

}
, (4.26)

where

A =


A+ Ā

N
Ā
N ··· Ā

N
Ā
N A+ Ā

N ··· Ā
N

...
...

. . .
...

Ā
N

Ā
N ··· A+ Ā

N


(Nn×Nn)

,B =


B+ B̄

N
B̄
N ··· B̄

N
B̄
N B+ B̄

N ··· B̄
N

...
...

. . .
...

B̄
N

B̄
N ··· B+ B̄

N


(Nn×Nm)

,

Ci =

1
...

ith

...
N


0 ··· 0 ··· 0
...
. . .

...
...

C̄
N ··· C̄

N +C ··· C̄
N

...
...

. . .
...

0 ··· 0 ··· 0


(Nn×Nn)

, Di =

1
...

ith

...
N


0 ··· 0 ··· 0
...
. . .

...
...

D̄
N ··· D̄

N +D ··· D̄
N

...
...

. . .
...

0 ··· 0 ··· 0


(Nn×Nm)

,

Ξ =

(
ξ0

...
ξ0

)
(Nn×1)

, x =

(
x1

...
xN

)
(Nn×1)

, u =

(
u1

...
uN

)
(Nm×1)

,

(4.27)

and

Q =

Q 0 ··· 0
0 Q ··· 0

...
...
. . .

...
0 0 ··· Q

+
1

N

 Q̂ ··· Q̂

...
. . .

...
Q̂ ··· Q̂

− 1

N

(
Q ··· Q

...
. . .

...
Q ··· Q

)
,R =

(R 0 ··· 0
0 R ··· 0
...
...
. . .

...
0 0 ··· R

)
,

G =

(G 0 ··· 0
0 G ··· 0
...
...
. . .

...
0 0 ··· G

)
+

1

N

(
Ĝ ··· Ĝ
...
. . .

...
Ĝ ··· Ĝ

)
− 1

N

(
G ··· G
...
. . .

...
G ··· G

)
,

(4.28)

where Q̂ := (Γ1 − I)TQ(Γ1 − I) and Ĝ := (Γ2 − I)TG(Γ2 − I). For the sake of

notation simplicity, we still use A, B, Q, R, G, x, u to represent the augmented

matrices and vectors, whose meanings are different to those in Section 4.1.
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We have studied the unconstrained MFT problem in Chapter 2. In like manner,

we can obtain the corresponding results of (MFT-c). In what follows, we would

present these results directly and omit the detailed proofs. Firstly, we list the

results of the convexity:

Proposition 4.7. Under (A4.1)–(A4.2), u(·) 7→ J (N)
soc (ξ0;u(·)) is uniformly

convex on UΛ
c if and only if the following Riccati equation:


Ṗ+ATP+PA+

∑
i∈I

CT
i PCi+Q−

(
BTP+

∑
i∈I

DT
i PCi

)T

RN

(
BTP+

∑
i∈I

DT
i PCi

)
=0,

P(T )=G,

(4.29)

admits a solution P ∈ C([0, T ];RNn) such that R(t)+
∑

i∈I D
T
i (t)P(t)Di(t) ≫ 0

on Λ, a.e. t ∈ [0, T ], where RN =V
[
VT

(
R+

∑
i∈I D

T
i PDi

)
V
]−1

VT .

Proposition 4.8. Assume that (A4.1)–(A4.2) hold and u(·) 7→ J (N)
soc (ξ0;u(·))

is uniformly convex on UΛ
c . Then (MFT-c) admits a unique optimal pair (x̄, ū)

on UΛ
c . Moreover, the Hamiltonian system:



dx̄ = (Ax̄+Bū)dt+
N∑
i=1

(Cix̄+Diū)dWi, x̄(0) = ξ0,

dp = −

(
Qx̄+ATp+

∑
i∈I

CT
i qi

)
dt+

∑
i∈I

qidWi, p(T ) = Gx̄(T ),

VT

(
BTp+

∑
i∈I

DT
i qi+Rū

)
=0, a.e. t ∈ [0, T ], P− a.s.,

(4.30)

admits a unique adapted solution (x̄, ū,p,q1, · · · ,qN) where (x̄, ū) is the opti-

mal pair of (MFC-c). In this case, we also call ū centralized optimal control,
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since ū accesses the centralized information. Moreover, the optimal cost satisfies

inf
u(·)∈UΛ

c

J (N)
soc (ξ0;u(·)) = J (N)

soc (ξ0; ū(·)) = ⟨P(0)ξ0, ξ0⟩ ,

where P(·) is the solution of (4.29).

Proposition 4.9. Under (A4.1)-(A4.2), if Q,G ≥ 0 and R ≫ 0, then u(·) 7→

J (N)
soc (ξ0;u(·)) is uniformly convex on UΛ

c .

Proposition 4.10. Under (A4.1)-(A4.2), if Ā = B̄ = C̄ = D̄ = 0, Q− Q̂ ≥ 0,

G − Ĝ ≥ 0, and there exist some ∆Q, ∆G ∈ Sn such that ∆Q ≥ Q− Q̂,

∆G ≥ G− Ĝ and the following Riccati equation:

Ṗ+PA+ATP+CTPC+(Q−∆Q)−(PB+CTPD)V
[
V T (R+DTPD)V

]−1

× V T (BTP+DTPC)=0, P (T )=(G−∆G),

(4.31)

admits a solution P ∈ C([0, T ];Sn) such that R(t)+DT (t)P (t)D(t) ≫ 0 on Λ,

a.e. t ∈ [0, T ], then u(·) 7→ J (N)
soc (ξ0;u(·)) is uniformly convex on UΛ

c .

Proposition 4.11. Under (A4.1)-(A4.2), let Q − Q̂ ≥ 0, and G ≥ 0. If

there exists some ∆Q ∈ Sn such that ∆Q ≥ Q−Q̂, λmin(Q − ∆Q) ≤ 0 and

Ke2KTλmin(Q−∆Q)+ 1
2
λmin(R) ≥ εI , then u(·) 7→ J (N)

soc (ξ0;u(·)) is uniformly
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convex on UΛ
c . Constant K is given by:

K = max
{ [

λmax(A
T + A) + λmax(Ā

T + Ā)
]
,
[
λmax

(
CTC

)
+ λmax

(
CTC−CTC

)]
,√

λmax(BTB)+λmax(BTB−BTB),√
λmax

(
DTCCTD−DTCCTD

)
+λmax

(
DTCCTD

)
,[

λmax

(
DTD

)
+ λmax

(
DTD−DTD

)] }
≥ 0.

(4.32)

Secondly, we list the results of the characterization of the MF strategy set.

For agent Ai, its auxiliary control problem is given by:

(MFT-c)∗: For given initial value ξ0, agent Ai find a strategy ǔi ∈ UΛ
i such

that Ji(ξ0; ǔi) = infui∈UΛ
i
Ji(ξ0;ui), where



Ji(ξ0;ui)=
1

2
E
{∫ T

0
∥xi∥2Q+2 ⟨S1, xi⟩+2 ⟨S2, ui⟩+∥ui∥2Rdt+∥xi(T )∥2G+2 ⟨S3, xi(T )⟩

}
,

s.t. dxi = (Axi+Bui+Ām̄+B̄w̄)dt+(Cxi+Dui+C̄m̄+D̄w̄)dWi, xi(0) = ξ0,

where S1 =
(
ΓT
1 QΓ1−ΓT

1 Q−QΓ1

)
m̄+ĀTEp1i +C̄TEq1i +ĀT p2,

S2 = B̄TEp1i +D̄TEq1i +B̄T p2, S3 = (ΓT
2 GΓ2−ΓT

2 G−GΓ2)m̄(T ),

(4.33)

and (m̄, w̄, p1i , q
1
i , p

2) are the prefrozen MF terms.

Proposition 4.12. Let (A4.1)-(A4.3) hold. (MFT-c)∗ is uniformly convex

on UΛ
i and thus admits a unique optimal pair (x̌i, ǔi) on UΛ

i . The following
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Hamiltonian system :

(H3)



dx̌i=(Ax̌i+Bǔi+Ām̄+B̄w̄)dt+(Cx̌i+Dǔi+C̄m̄+D̄w̄)dWi

dpi=
(
−Qx̌i+QΓ1m̄−AT pi−CT qi+ΓT

1 Q(I−Γ)m̄−ĀT p2

−C̄TEq1i −ĀTEp1i
)
dt+qidWi,

x̌i(0) = ξ0, pi(T ) = Gx̌i(T ) + S3,

V T
(
Rǔi+BT pi+DT qi+B̄TEp1i +D̄TEq1i +B̄T p2

)
=0, a.e. t ∈ [0, T ], P− a.s.,

admits a unique adapted solution (x̌i, ǔi, pi, qi) where (x̌i, ǔi) is the optimal pair

of (MFG-c)∗. Moreover, if R > 0 is assumed, the optimal control can be repre-

sented explicitly as ǔ=−V (V TRV )−1V T
(
BTpi+DT qi+B̄TEp1i +D̄TEq1i +B̄Tp2

)
.

The prefrozen MF terms (m̄, w̄, p1i , q
1
i , p

2) can be determined by the following

CC system:

(CC-2)



dx̌i=(Ax̌i+Bǔi+ĀEx̌i+B̄Eǔi)dt+(Cx̌i+Dǔi+C̄Ex̌i+D̄Eǔi)dWi,

dpi=
[
−Qx̌i+(QΓ1+ΓT

1Q−ΓT
1QΓ1)Ex̌i−ATpi−CT qi−ĀTp2

−C̄TEq1i −ĀTEp1i
]
dt+qidWi,

dp1i =−
(
Qx̌i+ATp1i +CT q1i

)
dt+q1i dWi,

dp2=−
[
(ΓT

1QΓ1−ΓT
1Q−QΓ1)Ex̌i+ĀTEp1i +C̄TEq1i +ĀTp2+ATp2

]
dt,

x̌i(0)=ξ0, pi(T )=Gx̌i(T ) + (ΓT
2GΓ2−ΓT

2G−GΓ2)Ex̌i(T ),

p1i (T )=Gx̌i(T ), p2(T )=(ΓT
2GΓ2−ΓT

2G−GΓ2)Ex̌i(T ),

V T
(
Rǔi+BTpi+DT qi+B̄TEp1j+D̄TEq1j+B̄Tp2

)
=0.

(4.34)

Similar to (CC-1), (CC-2) is also a fully coupled MF-FBSDE, the exogenous

terms (m̄, w̄, p1j , p
2, q1j ) are characterized through some embedding representa-

tion. We would prove that (CC-2) is equivalent (H1) under some conditions in
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Section 4.4, which would lead to the equivalence of the MFC control and MFT

strategy.

4.4 The relation among MFC, MFG and MFT

Through the discussion in Section 4.1-4.3, we have characterized the optimal

control and MF strategy of (MFC-c), (MFG-c) and (MFT-c) through the

Hamiltonian system and CC system. In this section, we will analyze their

relation further.

4.4.1 Relation of uniform convexity

Firstly, we study the relation of the uniform convexity. Noting that by Proposi-

tion 4.4, we know that (A4.3) leads to the uniform convexity of both (MFC-c)

and (MFG-c)∗. Thus, we mainly focus on the relation between (MFC-c) and

(MFT-c) and we have the following result.

Proposition 4.13.

(i) Under (A4.1)-(A4.2), if Q,G ≥ 0 and R ≫ 0, then (MFC-c) cost func-

tional ui(·) 7→ Ji(ξ0;ui(·)) is uniformly convex on UΛ
i , and (MFT-c) social

cost functional u(·) 7→ J (N)
soc (ξ0;u(·)) is also uniformly convex on UΛ

c .

(ii) Under (A4.1)-(A4.3), if Ā = B̄ = C̄ = D̄ = 0, Q = Q̂, G = Ĝ, then

ui(·) 7→ Ji(ξ0;ui(·)) is uniformly convex on UΛ
i , and u(·) 7→ J (N)

soc (ξ0;u(·))

is uniformly convex on UΛ
c .

Proof. For item (i), the result can be obtained directly by Proposition 4.1 and

Proposition 4.9. For item (ii), by Theorem 4.1, ui(·) 7→ Ji(ξ0;ui(·)) is uniformly

convex under (A4.1)-(A4.3). Moreover by letting ∆Q=∆G= 0, we also have
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0=∆Q ≥ Q−Q̂ = 0, ∆G ≥ G− Ĝ = 0 and Riccati equation (4.31) is equivalent

to (RE1) in this case. Thus, by Proposition 4.10, u(·) 7→ J (N)
soc (ξ0;u(·)) is also

uniformly convex.

4.4.2 Relation of the designed control

Next, we study the relation among the optimal control of (MFC-c) and the

MF strategies of (MFG-c) and (MFT-c). Firstly, we focus on (MFC-c) and

(MFG-c). We recall (H1) and (CC-1):

(H1)



dx̄ = (Ax̄+ĀEx̄+Bū+B̄Eū)dt+(Cx̄+C̄Ex̄+Dū+D̄Eū)dW,

dk = −
(
Qx̄−(QΓ1 + ΓT

1 Q−ΓT
1 QΓ1)Ex̄+ATk+ĀTEk+CT ζ+C̄TEζ

)
dt+ζdW,

x̄(0) = ξ0, k(T ) = Gx̄(T )−(GΓ2 + ΓT
2 G−ΓT

2 GΓ2)Ex̄(T ),

V T
(
BTk+B̄TEk+DT ζ + D̄TEζ+Rū

)
=0, a.e. t ∈ [0, T ], P− a.s..

(CC-1)



dx̌ = (Ax̌+ĀEx̌+Bǔ+B̄Eǔ)dt+(Cx̌+C̄Ex̌+Dǔ+D̄Eǔ)dW,

dl = −
(
AT l+CT ς +Qx̌−QΓ1Ex̌

)
dt+ςdW,

x̌(0) = ξ0, l(T ) = Gx̌(T )−GΓ2Ex̌(T ),

V T
(
BT l+DT ς+Rǔ

)
=0.

By comparing (CC-1) and (H1), we have the following result:

Lemma 4.3. Under (A4.1)–(A4.3), if Ā = B̄ = C̄ = D̄ = 0 and ΓT
1Q−ΓT

1QΓ1 =

0 (e.g., Γ1=Γ2=I or Γ1=Γ2=0), then (CC-1) and (H1) are identical.

Proof. The result of Lemma 4.3 can be obtained directly by comparing the

coefficients of (CC-1) and (H1).
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By Lemma 4.3, we can obtain the relation between (MFC-c) and (MFG-c) as

follows:

Theorem 4.2. Let (A4.1)–(A4.3) hold and Ā = C̄ = B̄ = D̄ = 0, ΓT
1Q−

ΓT
1QΓ1 = 0 (e.g., Γ1 = Γ2 = I or Γ1 = Γ2 = 0). Then for each agent Ai,

(MFC-c) admits a unique optimal control denoted by ūMFC
i ∈ UΛ

i , and (MFG-

c) admits a unique MFG strategy denoted by ūMFG
i ∈ UΛ

i . Moreover, in this

case ūMFC
i = ūMFG

i .

Proof. Under (A4.1)–(A4.3), by Proposition 4.2, (MFC-c) admits a unique op-

timal control ūMFC
i which is determined by (H1), and (H1) admits a unique

adapted solution. Then what we desire to prove next is the existence and

uniqueness of the MFG strategy. By Lemma 4.3, (CC-1) is also uniquely solv-

able. Thus, the MF terms m̄ and w̄ can be uniquely determined by (CC-1).

Consequently, by Proposition 4.4 and procedure (MG1)-(MG3), there exists a

unique MFG strategy ūMFG
i for Ai, which is determined by (H2). Lastly, the

relation ūMFC
i = ūMFG

i follows the equivalence of (CC-1) and (H1).

Secondly, we focus on (MFC-c) and (MFT-c). By comparing (CC-2) and

(H1), we have the following result:

Lemma 4.4. Under (A4.1)–(A4.2), (CC-2) and (H1) are identical.

Proof. See Appendix C.3.
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By the discussion above, we can conclude the following result of the equivalence

between the MFC optimal control and MF strategy of (MFT-c), whose proof

is similar to Theorem 4.2, and we omit it.

Theorem 4.3. Under (A4.1)–(A4.3), for each agent Ai, (MFC-c) admits a

unique optimal control denoted by ūMFC
i ∈ UΛ

i , and (MFT-c) admits a unique

MF strategy denoted by ūMFT
i ∈ UΛ

i . Moreover ūMFC
i = ūMFT

i .

By using Theorem 4.3, we can obtain a feedback form MF strategy of (MFT-c)

by the representation of the (MFC-c) optimal control given in Proposition 4.3.

Corollary 4.1. Under (A4.1)–(A4.3), in (MFT-c) each agent Ai has a unique

feedback form MF strategy:

ũi = −R2(BTP2+DTP1C)Ex̃i −R1(B
TP1+DTP1C)(x̃i − Ex̃i), (4.35)

where x̃i is the realized state satisfying the following dynamic:


dx̃i = (Ax̃i+Āx̃(N)+Bũi+B̄ũ(N))dt+(Cx̃i+C̄x̃(N)+Dũi+D̄ũ(N))dWi,

x̃i(0) = ξ0.

Lastly, we use the following diagram to conclude the relation among (MFC-c),

(MFG-c) and (MFT-c):
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(A4.3)

(MFC-c) admits

a unique

minimizer

(MFT-c)∗ admits

a unique minimizer

(MFG-c)∗ admits

a unique minimizer

(H2) admits a

unique solution

(H1) admits a

unique solution

(H3) admits a

unique solution

(CC-1) admits a

unique solution

(CC-2) admits a

unique solution

(MFG-c) admits

a unique mean

field strategy

(MFT-c) admits

a unique mean

field strategy

(2)

(3)

(4)

(1)(1)

(5)

(6) (7)

(1) Riccati equation (RE1) (5) Proposition 4.2

(2) Proposition 4.4 (6) Lemma 4.3

(3) Theorem 4.1 (7) Lemma 4.4

(4) Proposition 4.12

4.4.3 Relation of fixed-point analysis and direct method

in (MFT-c)

The method we apply in Section 4.3 is so-called fixed-point approach, since

for each single agent an auxiliary control is constructed based on consistent

mean field approximations and formalize a fixed-point problem (CC system) to

determine the MF terms. For more details of such fixed-point approach method,

readers are referred to [15, 26, 14, 27]. Another route to deal with MFT problem

is direct approach method which starts by formally solving the high dimensional

problem directly to obtain a large coupled solution equation system and the next

step is to derive a limit for the solution by taking N → ∞. For more discussion

of direct approach method, readers are referred to [28, 29, 30].
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In what follows we briefly sketch some key points of direct approach method, and

compare the MF strategy obtained by direct approach method and fixed-point

approach. Firstly system (4.30) can be rewritten as follows:



dx̄i = (Ax̄i+Āx̄(N)+Būi+B̄ū(N))dt+(Cx̄i+C̄x(N)+Dūi+D̄ū(N))dWi,

dpi=−

[
Qx̄i+(Q̂−Q)x̄(N)+ATpi+ĀTp(N)+CT qii+

C̄T

N

∑
j∈I

qjj

]
dt+

∑
j∈I

qji dWj,

x̄i(0)=ξ0, pi(T ) = Gx̄i(T )+(Ĝ−G)x̄(N)(T ),

V T

(
BTpi+B̄Tp(N)+DT qii+

D̄T

N

∑
j∈I

qjj+Rūi

)
=0.

(4.36)

Then we also have:

dx̄(N) = (Ax̄(N)+Bū(N))dt+
1

N

∑
i∈I

(Cx̄i+C̄x(N)+Dūi+D̄ū(N))dWi,

dp(N)=−

[
Q̂x̄(N)+ATp(N)+

CT

N

∑
i∈I

qii+
C̄T

N

∑
j∈I

qjj

]
dt+

1

N

∑
i∈I

∑
j∈I

qji dWj,

x̄(N)(0)=ξ0, p(N)(T ) = Ĝx̄(N)(T ),

V T

(
BTp(N)+

DT

N

∑
i∈I

qii+
D̄T

N

∑
j∈I

qjj+Rū(N)

)
=0.
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Remark 4.6. Here if we apply fixed-point approach method by replacing(
x̄(N), ū(N), p(N),

∑
j∈I qjj
N

)
with (Ex̄i,Eūi,Epi,Eqii), then (4.36) becomes



dx̄i = (Ax̄i+ĀEx̄i+Būi+B̄Eūi)dt+(Cx̄i+C̄Ex̄i+Dūi+D̄Eūi)dWi,

dpi=−
[
Qx̄i+(Q̂−Q)Ex̄i+ATpi+ĀTEpi+CT qii+C̄TEqii

]
dt+qiidWi,

x̄i(0)=ξ0, pi(T ) = Gx̄i(T )+(Ĝ−G)Ex̄i(T ),

V T
(
BTpi+B̄TEpi+DT qii+D̄TEqii+Rūi

)
=0,

(4.37)

which is identical to (H1) and by Lemma 4.4 also identical to (CC-2). Thus, it

also leads to a MF strategy set identical to the one we derived in Section 4.3.

Let pi = PN x̄i+KN x̄
(N), then by applying Itô formulat to pi, we can obtain the

equations w.r.t PN and KN as follows:



Q+ṖN+PNA+ATPN+CT

(
PN+

KN

N

)
C−

[
CT

(
PN+

KN

N

)
D+PNB

]
× V

(
V T

[
DT

(
PN+

KN

N

)
D+R

]
V

)−1

V T

[
BTPN+DT

(
PN+

KN

N

)
C

]
= 0,

PN (T ) = G,

(4.38)
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Q̂−Q+PN Ā+K̇N+KNA+ATKN+ĀTPN+ĀTKN+CT

(
PN+

KN

N

)
C̄

+C̄T

(
PN+

KN

N

)
C −

[
CT

(
PN+

KN

N

)
D+PNB

]
V

×
(
V T

[
DT

(
PN+

KN

N

)
D+R

]
V

)−1

V T

×
{
BTKN+B̄T (PN+KN )+DT

(
PN+

KN

N

)
C̄+D̄T

(
PN+

KN

N

)
C

−
(
DT

(
PN+

KN

N

)
D+R

)
V

[
V T

(
DT

(
PN+

KN

N

)
D+R

)
V

]−1

V T

×
[
BT (PN+KN )+DT

(
PN+

KN

N

)
C
]}

−
[
CT

(
PN+

KN

N

)
D̄+C̄T

(
PN+

KN

N

)
D+

(
PN B̄+KNB

)]
×V

[
V T

(
DT

(
PN+

KN

N

)
D+R

)
V

]−1

V T×
[
BT (PN+KN )+DT

(
PN+

KN

N

)
C
]
=0,

KN (T ) = (Ĝ−G),

(4.39)

and the optimal control takes the following form:

ūi =− V

[
V T

(
DT

(
PN+

KN

N

)
D+R

)
V

]−1

V T ×
[
BTPN+DT

(
PN+

KN

N

)
C

]
x̄i

− V

[
V T

(
DT

(
PN+

KN

N

)
D+R

)
V

]−1

V T

×
{
BTKN+B̄T (PN+KN)+DT

(
PN+

KN

N

)
C̄+D̄T

(
PN+

KN

N

)
C

−
(
DT

(
PN+

KN

N

)
D+R

)
V

[
V T

(
DT

(
PN+

KN

N

)
D+R

)
V

]−1

V T

×
[
BT (PN+KN)+DT

(
PN+

KN

N

)
C
]}

x̄(N)

By following the argument in Theorem 4 of [28], limN→∞ PN = P1 and

limN→∞ (PN+KN) = P2 and the limiting optimal control can be represented

as follows:

ūi = −R2(BTP2+DTP1C)Ex̄i −R1(B
TP1+DTP1C)(x̄i − Ex̄i),
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which is identical to (4.35), the MF strategy designed by fixed-point approach

method. Thus, combined with Remark 4.6, we have the following three routes

to derive the MF strategy set:

(MFT-c)

high dimensional

Hamiltonian system

(4.30) or (4.36)

high dimensional

Hamiltonian system

(4.30) or (4.36)

auxiliary problem

(MFT-c)∗

Hamiltonian

system (H2) and

CC system (H2)∗

limiting Hamiltonian

system (4.37)

feedback form

optimal control

same MF strategy

(2)

(5)

(4)

(2)(1)

(3)

(6)

(1) Variation method and (5) Riccati equations (4.38) and (4.39)

mean field approximations

(2) Variation method and duality (6) Take the limitation as N → ∞

(3) mean field approximations

(4) Remark 4.6
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4.5 Concluding remarks

This chapter investigates MFC, MFG and MFT problem constrained on a linear

subspace under a unified mathematical framework involving both the state and

control MF term. Firstly we extend the result in [13, 61] of MFC problem to

the case constrained on a linear subspace. The relation of the uniform convexity

between the MFC problem and the related augmented control problem has been

studied. Based on some algebraic analysis, a new type of Riccati equation is

introduced and subsequently a uniform convexity condition is introduced which

is weaker than (SA). We also derive the explicit feedback form representations

of the optimal control and MF strategies of MFC, MFG and MFT problem

respectively, while in some relevant literature [64, 18, 70], the designed control

can only be represented in an embedded form coupled with the dual process

through a projection mapping. Lastly, we compare the optimal control and MF

strategy of MFC, MFG and MFT problem, and some equivalent relations have

been found.
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[25] J. Moon and T. Başar, “Robust mean field games for coupled markov jump

linear systems,” International Journal of Control, vol. 89, no. 7, pp. 1367–

1381, 2016.

[26] T. Li and J.-F. Zhang, “Asymptotically optimal decentralized control for

large population stochastic multiagent systems,” IEEE Transactions on

Automatic Control, vol. 53, no. 7, pp. 1643–1660, 2008.

142



[27] M. Huang, P. E. Caines, and R. P. Malhamé, “Social optima in mean field
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Appendix A: Chapter 2

A.1 Proof of Lemma 2.4

Proof. By (2.34), (2.35) and (2.46), the dynamic of x̃(N) − x̂ satisfies


d(x̃(N) − x̂) = (Π1 + F )(x̃(N) − x̂)dt+

1

N

N∑
i=1

[(C +DΘ1 + F̃ )x̃i +DΘ2]dWi,

(x̃(N) − x̂)(0) = 0.

By applying Cauchy-Schwartz inequality, Burkholder-Davis-Gundy’s inequality

and Lemma 2.3, there exist some constant L such that

E sup
0≤s≤t

∥x̃(N)(s)− x̂(s)∥2

≤2E sup
0≤s≤t

∥∥∥∥∫ s

0

(Π1 + F )(x̃(N) − x̂)dr

∥∥∥∥2 + 2

N2
E sup

0≤s≤t

∥∥∥∥∥
N∑
i=1

∫ s

0

[(C +DΘ1 + F̃ )x̃i +DΘ2]dWi

∥∥∥∥∥
2

≤2E
∫ t

0

∥∥(Π1 + F )(x̃(N) − x̂)
∥∥2 dr + L

N2
E

N∑
i=1

∫ t

0

∥∥∥(C +DΘ1 + F̃ )x̃i +DΘ2

∥∥∥2 dr
=LE

∫ t

0

∥∥x̃(N) − x̂
∥∥2 dr +O

( 1

N

)
.

Then, by Grönwall’s inequality,

E sup
0≤t≤T

∥x̃(N)(t)− x̂(t)∥2 = O

(
1

N

)
.
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A.2 Proof of Lemma 2.5

Proof. By (2.46) and (2.35), we have


d(x̃i − x̂) =

{[
A−B(R +DTPD)−1(BTP +DTPC)

]
(x̃i − x̂) + F (x̃(N) − x̂)

}
dt

+
[
(C +DΘ1)x̃i +DΘ2 + F̃ x̃(N)

]
dWi,

x̃i(0)− x̂(0) = 0.

By Cauchy-Schwarz inequality, Burkholder-Davis-Gundy’s inequality and

Lemma 2.4, there exist some constant L such that

E sup
0≤s≤t

∥x̃i(s)− x̂(s)∥2

≤4E sup
0≤s≤t

∫ s

0

∥∥∥[A−B(R +DTPD)−1(BTP +DTPC)
]
(x̃i − x̂)

∥∥∥2 + ∥F (x̃(N) − x̂)∥2dr

+ 2E sup
0≤s≤t

∥∥∥∥∥
∫ s

0

[
(C +DΘ1)x̃i +DΘ2 + F̃ x̃(N)

]
dWi

∥∥∥∥∥
2

≤L

{
E
∫ t

0

∥x̃i − x̂∥2dr +O

(
1

N

)
+ E

∫ t

0

∥∥∥(C +DΘ1)x̃i +DΘ2 + F̃ x̃(N)
∥∥∥2dr}

≤L

{
E
∫ t

0

∥x̃i − x̂∥2dr +O

(
1

N

)
+ L

}
.

Then, by Grönwall’s inequality, one can obtain

E sup
0≤t≤T

∥x̃i(t)− x̂(t)∥2 ≤ L,
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where L is not related to i and the lemma follows. Similarly, by (2.32) and

(2.46), The dynamic of x̃i − ᾱi satisfies
d(x̃i − ᾱi) = [(A+BΘ1)(x̃i − ᾱi) + F (x̃(N) − x̂)]dt

+ [(C +DΘ1)(x̃i − ᾱi) + F̃ (x̃(N) − x̂)]dWi,

(x̃i − ᾱi)(0) = 0.

Applying Burkholder-Davis-Gundy’s inequality, Grönwall’s inequality, and

Lemma 2.4, the result can be obtained.

A.3 Proof of Lemma 2.6

Proof. By (2.2) and Lemma 2.3, 2.4, 2.5, for some constant L we have

2J (N)
soc (ũ1, · · · ,ũN) =

N∑
i=1

E
{∫ T

0

∥x̃i − Γx̂+ Γx̂− Γx̃(N) − η∥2Q + ∥ũi∥2R dt

+ ∥x̃i(T )− Γ̄x̂(T ) + Γ̄x̂(T )− Γ̄x̃(N)(T )− η̄∥2G
}

≤L
N∑
i=1

E
{∫ T

0

∥x̃i − x̂∥2 + ∥x̂− x̃(N)∥2 + ∥η∥2 + ∥ũi∥2dt

+ ∥x̃i(T )− x̂(T )∥2 + ∥x̂(T )− x̃(N)(T )∥2 + ∥η̄∥2
}

≤L

N∑
i=1

E
∫ T

0

L+O
( 1

N

)
dt ≤ NL.

A.4 Proof of Lemma 2.7

To prove Lemma 2.7, we need the following lemmas.

Lemma A.1. Under (A2.1)-(A2.4), for some constant L and any admis-

sible control with form (ũ1, · · · , ũi−1, úi, ũi+1, · · · , ũN) ∈ Uc satisfying
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E
∫ T

0
∥úi∥2dt < L, it holds that

E sup
0≤t≤T

∥δx(N)∥2 = O
( 1

N2

)
.

Proof of Lemma A.1. The dynamic of δx(N) follows


dδx(N) =

[
(A+ F )δx(N) +

B

N
δui

]
dt+

1

N

N∑
j=1

(Cδxj + F̃ δx(N))dWj +
1

N
DδuidWi,

δx(N)(0) = 0.

By Lemma 2.4, we have E sup0≤t≤T ∥x̃(N)(t)− x̂(t)∥2 = O
(

1
N

)
. By Burkholder-

Davis-Gundy’s inequality and the boundness of úi, there exist some constant L

such that

E sup
0≤s≤t

∥δx(N)(s)∥2 = E sup
0≤s≤t

∥∥∥∥∥
∫ s

0

[
(A+ F )δx(N) +

B

N
δui

]
dr +

1

N
D

∫ s

0

δuidWi

+
1

N

N∑
i=1

∫ s

0

(Cδxj + F̃ δx(N))dWj

∥∥∥∥∥
2

≤LE
∫ t

0

∥δx(N)∥2dr + L

N2

N∑
i=1

E
∫ t

0

∥δxi∥2 + ∥δx(N)∥2dr +O
( 1

N2

)
.

Applying Grönwall’s inequality, for some constant L, one can obtain

E sup
0≤s≤t

∥δxj(s)∥2 ≤LE
∫ t

0

∥δx(N)∥2ds+
∫ t

0

LE
∫ s

0

∥δx(N)∥2drds

≤LE
∫ t

0

∥δx(N)∥2ds, j ̸= i.

Thus

E sup
0≤s≤t

∥δx(N)(s)∥2 ≤LE
∫ t

0

∥δx(N)∥2ds+O
( 1

N2

)
.
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Again, by Grönwall’s inequality

E sup
0≤t≤T

∥δx(N)(t)∥2 = O
( 1

N2

)
.

Lemma A.2. Under (A2.1)-(A2.4), for some constant L and any admis-

sible control with form (ũ1, · · · , ũi−1, úi, ũi+1, · · · , ũN) ∈ Uc satisfying

E
∫ T

0
∥úi∥2dt < L, it follows that

sup
1≤j≤N

E sup
0≤t≤T

∥δxj∥2 = O
( 1

N2

)
. (A.1)

Proof. By the proof of Lemma A.1, for some constant L, we have

E sup
0≤s≤t

∥δxj∥2 ≤ LE
∫ t

0

∥δx(N)∥2ds = O
( 1

N2

)
.

Note that L is independent of j and Proposition A.2 holds.

Based on Lemma A.1, we can also obtain the following estimation of δxi − δai.

Proof of Lemma 2.7. The dynamics of δxi − δai follows
d(δxi − δai) = [A(δxi − δai) + Fδx(N)]dt+ [C(δxi − δai) + F̃ δx(N)]dWi,

(δxi − δai)(0) = 0.
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By Lemma A.1, we have E sup0≤t≤T ∥δx(N)(t)∥2 = O
(

1
N2

)
. Thus, applying

Burkholder-Davis-Gundy’s inequality and Grönwall’s inequality, the lemma fol-

lows.

A.5 Proof of Lemma 2.8

Proof. Motivated by (2.50), we consider ⟨M2ũ+M1, δui⟩ for some single-agent

bounded perturbation δui satisfying E
∫ T

0
∥δui∥2dt < L for some constant L.

By the calculation in Section 3, when we only perturb Ai, the variation of the

cost functional is

J (N)
soc (ũ+ δui) = J (N)

soc (ũ) + E
{∫ T

0

⟨Q(x̃i − Γx̃(N) − η), δxi⟩ − ⟨ΓTQ(x̃i − Γx̃(N) − η), δx(N)⟩

+
∑
j ̸=i

⟨Q(x̃j − Γx̃(N) − η), δxj⟩ −
∑
j ̸=i

⟨ΓTQ(x̃j − Γx̃(N) − η), δx(N)⟩+ ⟨Rũi, δui⟩dt+ ⟨G(x̃i(T )

− Γ̄x̃(N)(T )− η̄), δxi(T )⟩ − ⟨Γ̄TG(x̃i(T )− Γ̄x̃(N)(T )− η̄), δx(N)(T )⟩+
∑
j ̸=i

⟨G(x̃j(T )

− Γ̄x̃(N)(T )− η̄), δxj(T )⟩ −
∑
j ̸=i

⟨Γ̄TG(x̃j(T )− Γ̄x̃(N)(T )− η̄), δx(N)(T )⟩
}
+ o(δui).

Thus, for the Fréchet derivative of Ai on ũ, we have

⟨M2ũ+M1, δui⟩ = E
{∫ T

0

⟨Q(x̃i − Γx̃(N) − η), δxi⟩ − ⟨ΓTQ(x̃i − Γx̃(N) − η), δx(N)⟩

+
∑
j ̸=i

⟨Q(x̃j − Γx̃(N) − η), δxj⟩ −
∑
j ̸=i

⟨ΓTQ(x̃j − Γx̃(N) − η), δx(N)⟩+ ⟨Rũi, δui⟩dt

+ ⟨G(x̃i(T )− Γ̄x̃(N)(T )− η̄), δxi(T )⟩ − ⟨Γ̄TG(x̃i(T )− Γ̄x̃(N)(T )− η̄), δx(N)(T )⟩

+
∑
j ̸=i

⟨G(x̃j(T )− Γ̄x̃(N)(T )− η̄), δxj(T )⟩ −
∑
j ̸=i

⟨Γ̄TG(x̃j(T )− Γ̄x̃(N)(T )− η̄), δx(N)(T )⟩
}
.

(A.2)

Next, we will verify ε1, · · · , ε6 = o(1), since

⟨M2ũ+M1, δui⟩ −
6∑

i=1

εi = δJi = 0. (A.3)
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Equation (A.3) follows by (2.25), (A.2) and the optimality of the auxiliary cost

functional. Firstly, we consider ε1 which is given by (2.18). By Lemma 2.3,

Lemma 2.4 and A.1, for some constant L, we have

ε1 = E
{∫ T

0

⟨(ΓTQΓ−QΓ)(x̃(N) − x̂), Nδx(N)⟩dt

+ ⟨(Γ̄TQΓ̄−QΓ̄)(x̄(N)(T )− x̂(T )), Nδx(N)(T )⟩
}

≤ NL

√
E
∫ T

0

∥x̃(N) − x̂∥2dtE
∫ T

0

∥δx(N)∥2dt+O
( 1√

N

)
= O

( 1√
N

)
,

ε2 = E
{∫ T

0

−⟨ΓTQ(x̄i − Γx̄(N) − η), δx(N)⟩dt− ⟨Γ̄TG(x̄i(T )− Γ̄x̂(T )− η̄), δx(N)(T )⟩
}

= 2L×O
( 1

N2

)
= O

( 1

N2

)
.

Next, we will estimate ε3 which is given by (2.21). We consider δx(−i) − x∗∗

firstly, where


d(δx(−i) − x∗∗) =

[
(A+ F )(δx(−i) − x∗∗)− F

N
δx(N)

]
dt+

∑
j ̸=i

[
Cδxj +

F̃

N
(δx(−i) + δxi)

]
dWj,

δx(−i)(0)− x∗∗(0) = 0.

By Lemma 2.4 and Corollary A.2, for some constant L such that

E sup
0≤s≤t

∥δx(−i)(s)− x∗∗(s)∥2

≤LE
∫ t

0

[
∥δx(−i) − x∗∗∥2 + K

N2
∥δx(N)∥2

]
ds+ E sup

0≤s≤t

∥∥∥∥∑
j ̸=i

∫ t

0

[Cδxj +
F̃

N
(δx(−i) + δxi)]dWj

∥∥∥∥2
≤LE

∫ t

0

∥δx(−i) − x∗∗∥2ds+O
( 1

N4

)
+ LE

∑
j ̸=i

∫ t

0

∥δxj∥2 + ∥δx(N)∥2ds

=LE
∫ t

0

∥δx(−i) − x∗∗∥2ds+O
( 1

N4

)
+O

( 1

N

)
+O

( 1

N

)
.

Thus,

E sup
0≤t≤T

∥δx(−i)(t)− x∗∗(t)∥2 = O
( 1

N

)
.
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Secondly, the dynamics of Nδxj − x∗
j is given by


d(Nδxj − x∗

j) =
[
A(Nδxj − x∗

j) + F (δx(−i) − x∗∗)
]
dt+

[
C(Nδxj − x∗

j) + F̃ (δx(−i) − x∗∗)
]
dWj,

Nδxj(0)− x∗
j(0) = 0.

For some constant L, one can obtain

E sup
0≤s≤t

∥Nδxj − x∗
j∥2 =LE

∫ t

0

∥Nδxj − x∗
j∥2 + ∥δx(−i) − x∗∗∥2ds

=LE
∫ t

0

∥Nδxj − x∗
j∥2ds+O

( 1

N2

)
.

Hence, by Grönwall’s inequality,

E sup
0≤t≤T

∥Nδxj − x∗
j∥2 = O

( 1

N2

)
.

For ε3, there exist some constants L such that

ε3 =E
∫ T

0

1

N

∑
j ̸=i

⟨Q(x̃j − Γx̂− η), Nδxj − x∗
j⟩ −

1

N

∑
j ̸=i

⟨ΓTQ(x̃j − Γx̂− η), δx(−i)

− x∗∗⟩dt+ 1

N

∑
j ̸=i

⟨G(x̄j(T )− Γ̄x̂(T )− η̄), Nδxj(T )− x∗
j(T )⟩ −

1

N

∑
j ̸=i

⟨Γ̄TG(x̄j(T )

− Γ̄x̂(T )− η̄), δx(−i)(T )− x∗∗(T )⟩

≤ 1

N

∑
j ̸=i

√
E
∫ T

0

∥Q(x̃j − Γx̂− η)∥2dtE
∫ T

0

∥Nδxj − x∗
j∥2dt

+
1

N

∑
j ̸=i

√
E
∫ T

0

∥ΓTQ(x̃j − Γx̂− η)∥2dtE
∫ T

0

∥δx(−i) − x∗∗∥2dt+O
( 1√

N

)
=

1

N

∑
j ̸=i

√
L×O

( 1

N2

)
+

√
L×O

( 1

N

)
= O

( 1√
N

)
.

157



In what follows, we aim prove that ε4 = o(1). By Lemma 2.4 and A.1 we have

ε4 =E
∫ T

0

−
〈
ΓTQ

(∑
j ̸=i x̃j

N
− x̂
)
,

N∑
i=1

δxi

〉
dt−

〈
Γ̄TG

(∑
j ̸=i x̄j(T )

N
− x̂(T )

)
,

N∑
i=1

δxi(T )
〉

=2×O
( 1√

N

)
×O

( 1

N

)
.

For ε5, which is given by (2.26), we need to estimate Eβj
1 −

∑N
j ̸=i β

j
1

N
and Eyj1 −∑N

j ̸=i y
j
1

N
. Recall that in Section 2.3, (2.22) can be rewritten as follows:


dy1 = [−Q̄x̃+ q− ĀTy1 +

N∑
j=1

C̄T
j z

j
1]dt+

N∑
j=1

zj1dWj, y1(T ) = Gx̃+ g,

dx̃ = (Ax̃+ b)dt+
N∑
i=1

(Cix̃+ hi)dWi, x̃(0) = Ξ,

where

Ā =



A 0 · · · 0

0 A · · · 0

...
...

. . .
...

0 0 · · · A


, C̄j =

1

...

jth

...

N



0 · · · 0 · · · 0

...
. . .

...
...

...

0 · · · C · · · 0

...
...

...
. . .

...

0 · · · 0 · · · 0


, Ḡ =



G 0 · · · 0

0 G · · · 0

...
...

. . .
...

0 0 · · · G


, Q̄ =



Q 0 · · · 0

0 Q · · · 0

...
...

. . .
...

0 0 · · · Q


,

A =



A+ F
N
+BΘ1

F
N

· · · F
N

F
N

A+ F
N
+BΘ1 · · · F

N

...
...

. . .
...

F
N

F
N

· · · A+ F
N
+BΘ1


, b =


BΘ2

...

BΘ2

 , Ξ =


ξ0
...

ξ0

 , y1 =


y11
...

yN1

 , x̃ =


x̃1

...

x̃N

 ,

Ci =

1

...

ith

...

N



0 · · · 0 0 0 · · · 0

...
. . .

...
...

...
...

F̃
N

· · · F̃
N

F̃
N
+ C +DΘ1

F̃
N

· · · F̃
N

...
...

...
...

. . .
...

0 · · · 0 0 0 · · · 0


, hi =

1

...

ith

...

N



0

...

DΘ2

...

0


, g =


GΓ̄x̂+Gη̄

...

GΓ̄x̂+Gη̄

 , q =


QΓx̂+Qη

...

QΓx̂+Qη

 , zj1 =


β1j
1

...

βNj
1

 .
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Let y1 = Λx̃+ λ and the following equations can be derived



zj1 = ΛCjx̃+Λhj,

Λ̇+ΛA+ Q̄+ ĀTΛ−
N∑
j=1

C̄T
j ΛCj = 0, Λ(T ) = G,

λ̇+ ĀTλ− q−
N∑
j=1

C̄T
j Λhj +Λb = 0, λ(T ) = g,

(A.4)

where Λ =

(
Λ11 ··· Λ1N

...
...

...
ΛN1 ··· ΛNN

)
. Thus, Eyj1 −

∑N
j=1 y

j
1

N
= 1

N
(I, · · · , I)Λ

(
x̃1−Ex̃1

...
x̃N−Ex̃N

)
.

Clearly, if there exist some constants L such that sup
1≤i≤N

sup
0≤t≤T

∥
N∑
k=1

Λki(t)∥max <

L holds, then by letting E =

(
1 ··· 1
...
...

...
1 ··· 1

)
we have

∥∥∥Eyj1 − ∑N
j=1 y

j
1

N

∥∥∥2=∥∥∥∥ 1

N

N∑
i=1

( N∑
k=1

Λki

)
(x̃i − Ex̃i)

∥∥∥∥2≤ L

∥∥∥∥ 1

N

N∑
i=1

E(x̃i − Ex̃i)

∥∥∥∥2
=L

∥∥∥∥E(x̃(N) − x̂)

∥∥∥∥2 = O
( 1
N

)
.

Thus, next step is to investigate Λ.

We can verify that Λii = Λ1 for i = 1, · · · , N and Λij = Λ2 for i ̸= j, where Λ1

and Λ2 satisfy


Λ̇1+Λ1(A+BΘ1)+

(N−1)Λ2+Λ1

N
F+Q+ATΛ1−

1

N
CTΛ1F̃−CTΛ1(C+DΘ1)=0,

Λ̇2+Λ2(A+BΘ1)+
(N−1)Λ2+Λ1

N
F+ATΛ2−

1

N
CTΛ1F̃ = 0,

Λ1(T ) = G, Λ2(T ) = 0.
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Hence,
∑N

k=1 Λki = Λ1 + (N − 1)Λ2 and we study the uniform boundness of Λ1

and Λ∗
2 := (N − 1)Λ2 w.r.t N and t, where



Λ̇1+Λ1

(
A+BΘ1+

F

N

)
+ATΛ1 − CTΛ1(C+DΘ1+

F̃

N
)+

Λ∗
2

N
F+Q = 0,

Λ̇∗
2+Λ∗

2

(
A+BΘ1+

N − 1

N
F

)
+ATΛ∗

2+
N − 1

N
(Λ1F − CTΛ1F̃ ) = 0,

Λ1(T ) = G, Λ∗
2(T ) = 0.

(A.5)

Firstly, by the linearity, for any given N , Λ1 and Λ∗
2 are solvable on [0, T ]. Let L

= sup0≤t≤T{∥A(t)∥max, ∥B(t)Θ1(t)∥max, ∥F (t)∥max, ∥C(t)∥max, ∥D(t)Θ1(t)∥max,

∥F̃ (t)∥max, ∥Q(t)∥max}. Introduce Λ̄1 and Λ̄∗
2 satisfying


˙̄Λ1 + 3LΛ̄1E + LEΛ̄1 + 3LEΛ̄1E + LEΛ̄∗

2 + LE = 0, Λ̄1(T ) = G,

˙̄Λ∗
2 + 2LΛ̄∗

2E + LEΛ̄∗
2 + L(Λ̄1E + EΛ̄1E) = 0, Λ̄∗

2(T ) = 0.

By the linearity, Λ̄1 and Λ̄∗
2 are solvable on [0, T ] and surely, bounded. For

any N and t ∈ [0, T ], |Λ1(t)| ≤ Λ̄1(t) and |Λ∗
2(t)| ≤ Λ̄∗

2(t). Thus, there exist

some constants L such that sup
1≤i≤N

sup
0≤t≤T

∥
N∑
k=1

Λki(t)∥max < L holds, and ∥Eyj1 −
∑N

j=1 y
j
1

N
∥2 = o(1). Similarly, ∥Eβj

1−
∑N

j ̸=i β
j
1

N
∥2 = o(1) and consequently ε5 = o(1).

The estimation of ε6, which is given by (2.28), follows by Lemma 2.7 straight-

forwardly and ε6 = O
(

1
N2

)
. Thus,

⟨M2ũ+M1, δui⟩ = δJi +
6∑

i=1

εi = O
( 1√

N

)
.

Using E
∫ T

0
∥δui∥2dt < L and the Cauchy-Schwartz inequality, ∥M2ũ +M1∥ =

O
(

1√
N

)
.
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Appendix B: Chapter 3

For any given (Y, Z)∈L2
F(0, T ;Rm)×L2

F(0, T ;Rm×(d+1)) and 0 ≤ t ≤ T , the

following SDE has a unique solution:

X(t) =x+

∫ t

0

b(s,X(s),E[X(s)|FW0
s ], Y (s), Z(s))ds

+

∫ t

0

σ(s,X(s),E[X(s)|FW0
s ],Y (s), Z(s))dW (s).

(B.1)

Therefore, we can introduce a mapM1 : (Y, Z) ∈ L2
F(0, T ;Rm)×L2

F(0, T ;Rm×(d+1))→

X ∈ L2
F(0, T ;Rn) by (B.1). Moreover, we have the following result:

Lemma B.1. Let Xi be the solution of (B.1) corresponding to (Yi, Zi), i = 1, 2

respectively. Then for all ρ ∈ R and some constant l1 > 0, we have

Ee−ρt∥X̂(t)∥2+ρ̄1E
∫ t

0

e−ρs∥X̂(s)∥2ds

≤(k2l1+k2
11)E

∫ t

0

e−ρs∥Ŷ (s)∥2ds+(k3l2+k2
12)E

∫ t

0

e−ρs∥Ẑ(s)∥2ds,
(B.2)

and

Ee−ρt∥X̂(t)∥2 ≤ (k2l1 + k2
11)E

∫ t

0

e−ρ̄1(t−s)−ρs∥Ŷ (s)∥2ds

+ (k2l2 + k2
12)E

∫ t

0

e−ρ̄1(t−s)−ρs∥Ẑ(s)∥2ds,
(B.3)
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where ρ̄1 = ρ−2ρ1−2k1−k2l
−1
1 −k3l

−1
2 −k2

9−k2
10 and Φ̂ = Φ1−Φ2, Φ = X, Y, Z.

Moreover,

E
∫ T

0

e−ρt∥X̂(t)∥2dt

≤1− e−ρ̄1T

ρ̄1

[
(k2l1 + k2

11)E
∫ t

0

e−ρt∥Ŷ (t)∥2dt

+ (k3l2 + k2
12)E

∫ t

0

e−ρt∥Ẑ(t)∥2dt
]
,

(B.4)

and

e−ρTE∥X̂(T )∥2 ≤ (1 ∨ e−ρ̄1T )
[
(k2l1 + k2

11)E
∫ T

0

e−ρt∥Ŷ (t)∥2dt

+ (k3l2 + k2
12)E

∫ T

0

e−ρt∥Ẑ(t)∥2dt
]
.

(B.5)

Specifically, if ρ̄1 > 0,

e−ρTE∥X̂(T )∥2 ≤ (k2l1 + k2
11)E

∫ T

0

e−ρt∥Ŷ (t)∥2dt

+ (k3l2 + k2
12)E

∫ T

0

e−ρt∥Ẑ(t)∥2dt.
(B.6)

Proof. For any ρ > 0, applying Itô’s formula to e−ρt∥X̂(t)∥2,

Ee−ρt∥X̂(t)∥2 + ρE
∫ t

0

e−ρs∥X̂(s)∥2ds

=2E
∫ t

0

e−ρsX̂(s)(b(s,X1(s),E[X1(s)|FW0
s ], Y1(s), Z1(s))

− b(s,X2(s),E[X2(s)|FW0
s ], Y2(s), Z2(s)))ds

+ E
∫ t

0

e−ρs(σ(s,X1(s),E[X1(s)|FW0
s ], Y1(s), Z1(s))

− σ(s,X2(s),E[X2(s)|FW0
s ], Y2(s), Z2(s)))

2ds

≤E
∫ t

0

e−ρs
[
(2ρ1 + 2k1 + k2l

−1
1 + k3l

−1
2 + k2

9 + k2
10)∥X̂(s)∥2

+ (k2l1 + k2
11)∥Ŷ (s)∥2 + (k3l2 + k2

12)∥Ẑ(s)∥2
]
ds.
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Similarly, applying Itô’s formula to e−ρ̄1(t−s)−ρs∥X̂(s)∥2, we have (B.3). Inte-

grating from 0 to T on both sides of (B.3) and noting that 1−e−ρ̄1(t−s)

ρ̄1
≤ 1−e−ρ̄1T

ρ̄1
,

we have

E
∫ T

0

e−ρt∥X̂(t)∥2dt

≤(k2l1 + k2
11)

1− e−ρ̄1T

ρ̄1
E
∫ T

0

e−ρs∥Ŷ (s)∥2ds

+ (k3l2 + k2
12)

1− e−ρ̄1T

ρ̄1
E
∫ T

0

e−ρs∥Ẑ(s)∥2ds.

Letting t = T in (B.3), we have (B.5).

For any given X ∈ L2
F(0, T ;Rn), the following BSDE has a unique solution:

Y (t) =

∫ T

t

f(s,X(s),E[X(s)|FW0
s ], Y (s),E[Y (s)|FW0

s ],

Z(s),E[Z(s)|FW0
s ])ds−

∫ T

t

Z(s)dW (s). (B.7)

Thus, we can introduce another map M2 : X ∈ L2
F(0,T ;Rn) → (Y, Z) ∈

L2
F(0, T ;Rm)×L2

F(0,T ;Rm×(d+1)) by (B.7). Similarly, we have the following

result:

Lemma B.2. Let (Yi, Zi) be the solution of (B.7) corresponding to Xi, i = 1, 2,

respectively. Then for all ρ ∈ R and some constants l3, l4, l5, l6 > 0 such that

Ee−ρt∥Ŷ (t)∥2 + ρ̄2E
∫ T

t

e−ρs∥Ŷ (s)∥2ds

+ (1− k7l5 − k8l6)E
∫ T

t

e−ρs∥Ẑ(s)∥2ds

≤(k4l3 + k5l4)E
∫ T

t

e−ρs∥X̂(s)∥2ds,

(B.8)
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and

Ee−ρt∥Ŷ (t)∥2 + (1− k7l5 − k8l6)E
∫ T

t

e−ρs∥Ẑ(s)∥2ds

≤(k4l3 + k5l4)E
∫ T

t

e−ρ̄2(s−t)−ρs∥X̂(s)∥2ds, (B.9)

where ρ̄2 = −ρ − 2ρ2 − 2k6 − k4l
−1
3 − k5l

−1
4 − k7l

−1
5 − k8l

−1
6 , and Φ̂ = Φ1 − Φ2,

Φ = X, Y, Z. Moreover,

E
∫ T

0

e−ρt∥Ŷ (t)∥2dt ≤ 1− e−ρ̄2T

ρ̄2
(k4l3 + k5l4)E

∫ T

0

e−ρs∥X̂(s)∥2ds, (B.10)

and

E
∫ T

0

e−ρt∥Ẑ(t)∥2dt

≤ (k4l3 + k5l4)(1 ∨ e−ρ̄2T )

(1− k7l5 − k8l6)(1 ∧ e−ρ̄2T )
E
∫ T

0

e−ρs∥X̂(s)∥2ds.
(B.11)

Specifically, if ρ̄2 > 0,

E
∫ T

0

e−ρt∥Ẑ(t)∥2dt ≤ k4l3 + k5l4
1− k7l5 − k8l6

E
∫ T

0

e−ρs∥X̂(s)∥2ds. (B.12)

Proof of Theorem 3.1: Define M := M2 ◦ M1, where M1 is defined by

(B.1) and M2 is defined by (B.7). Thus, M is a mapping from L2
F(0, T ;Rm)×

L2
F(0, T ;Rm×(d+1)) into itself. For (Ui,Vi)∈L2

F(0,T ;Rm)×L2
F(0,T ;Rm×(d+1)), let

Xi := M1(Ui, Vi) and (Yi, Zi) := M(Ui, Vi). Therefore,
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E
∫ T

0

e−ρt∥Y1(t)− Y2(t)∥2dt+ E
∫ T

0

e−ρt∥Z1(t)− Z2(t)∥2dt

≤
[1− e−ρ̄2T

ρ̄2
+

1 ∨ e−ρ̄2T

(1− k7l5 − k8l6)(1 ∧ e−ρ̄2T )

]
(k4l3 + k5l4)

× E
∫ T

0

e−ρt∥X1(t)−X2(t)∥2dt

≤
[1− e−ρ̄2T

ρ̄2
+

1 ∨ e−ρ̄2T

(1− k7l5 − k8l6)(1 ∧ e−ρ̄2T )

]1− e−ρ̄1T

ρ̄1

× (k4l3 + k5l4)
[
(k2l1 + k2

11)E
∫ T

0

e−ρt∥U1(t)− U2(t)∥2dt

+ (k3l2 + k2
12)E

∫ T

0

e−ρt∥V1(t)− V2(t)∥2dt
]
.

Choosing suitable ρ, we get that M is a contraction mapping.

Furthermore, if 2ρ1 + 2ρ2 < −2k1 − 2k6 − 2k2
7 − 2k2

8 − k2
9 − k2

10, we can choose

ρ ∈ R, 0 < k7l5 <
1
2
and 0 < k8l6 <

1
2
and sufficient large l1, l2, l3, l4 such that

ρ̄1 > 0, ρ̄2 > 0, 1− k7l5 − k8l6 > 0.

Therefore,

E
∫ T

0

e−ρt∥Y1(t)− Y2(t)∥2dt+ E
∫ T

0

e−ρt∥Z1(t)− Z2(t)∥2dt

≤
[ 1
ρ̄2

+
1

1− k7l5 − k8l6

] 1
ρ̄1

(k4l3 + k5l4)

×
[
(k2l1 + k2

11)E
∫ T

0

e−ρt∥U1(t)− U2(t)∥2dt

+ (k3l2 + k2
12)E

∫ T

0

e−ρt∥V1(t)− V2(t)∥2dt
]
.

The proof is complete.
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Appendix C: Chapter 4

C.1 Proof of Lemma 4.2

Proof. We divide our proof into three parts:

• the equivalent relation: (i)’ ⇐⇒ (ii)’,

• the inclusion relation: (i)’ =⇒ (i); (ii) =⇒ (i),

• a counter example: (i) =⇒\ (i)’; (ii) =⇒\ (ii)’,

We start with part one: (i)’ ⇐⇒ (ii)’, and firstly we consider (ii)’ =⇒ (i)’.

By applying Itô formula to ⟨Px,x⟩ we have:

⟨Gx(T ),x(T )⟩=
∫ T

0

〈(
Ṗ+PA+ATP+CTPC

)
x,x

〉
+2
〈(
BTP+DTPC

)
x,u

〉
+
〈
DTPDu,u

〉
dt.

Combined with (4.7), we have:

J ′(0,u(·))=E
∫ T

0

〈(
Ṗ+PA+ATP+CTPC+Q

)
x,x

〉
+
〈(
R+DTPD

)
u,u

〉
+2
〈(
BTP+DTPC

)
x,u

〉
dt.
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By (RE0), it holds that

J ′(0,u(·))=E
∫ T

0

〈(
PB+CTPD

)
R0

(
BTP+DTPC

)
x,x

〉
+
〈(
R+DTPD

)
u,u

〉
+2
〈(
PB+CTPD

)
u,x

〉
dt.

Moreover, we also have:

R0−R0

(
R+DTPD

)
R0

=V
[
(VT

(
R+DTPD

)
V)−1−(VT

(
R+DTPD

)
V)−1VT

(
R+DTPD

)
V

× (VT
(
R+DTPD

)
V)−1

]
VT

=V
[(
R+DTPD

)−1
(I−VT

(
R+DTPD

)
V
(
R+DTPD

)−1
)
]
VT

=V
[
(VT

(
R+DTPD

)
V)−1(I−I)

]
VT = 0.

Then we have:

J ′(0,u(·))=E
∫ T

0

〈(
PB+CTPD

)
R0

(
R+DTPD

)
R0

(
BTP+DTPC

)
x,x

〉
+
〈(
R+DTPD

)
u,u

〉
+2
〈(
BTP+DTPC

)
x,u

〉
dt.

For any given (t, ω) ∈ [0, T ]× Ω we have u(t, ω) ∈ Λ ⊆ R2m. Then there exists

some vectors v′ ∈ R2m′
such that Vv′ = u(t, ω). Thus, it follows that

〈(
PB+CTPD

)
u,x

〉
=
〈(
PB+CTPD

)
Vv′,x

〉
=
〈(
PB+CTPD

)
V(VT

(
R+DTPD

)
V)−1(VT

(
R+DTPD

)
V)v′,x

〉
=
〈(
PB+CTPD

)
R0

(
R+DTPD

)
Vv′,x

〉
=
〈(
PB+CTPD

)
R0

(
R+DTPD

)
u,x

〉
.

Then we have:

J ′(0,u(·))=E
∫ T

0

〈(
R+DTPD

) [
u+R0

(
BTP+DTPC

)
x
]
,u+R0

(
BTP+DTPC

)
x
〉
dt.
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Noting that R0 = V
[
VT

(
R+DTPD

)
V
]−1

VT , then R0(t)
(
BT (t)P(t) +

DT (t)P(t)C(t)
)
x(t, ω) ∈ Λ for any given (t, ω) ∈ [0, T ] × Ω. If R(t) +

DT (t)P(t)D(t) ≫ 0 on Λ, a.e. t ∈ [0, T ], then by Lemma 2.3 in [58], it holds

that J ′(0,u(·)) ≥ ε∥u∥2L2 for some constant ε > 0, and u(·) 7→ J ′(0;u(·)) is

uniformly convex on UΛ.

Secondly we consider (i)’ =⇒ (ii)’:

This part of the proof is similar to that of Theorem 4.5 in [58]. Here we just

briefly sketch some key points. Consider the following Lyapunov equation:


K̇+K(A+BVΘ)+(A+BVΘ)TK+ (C+DVΘ)TK(C+DVΘ)+ΘTVTRVΘ+Q=0,

K(T )=G,

where Θ(·) ∈ L2(0, T ;R2m×2n). Then we have:

J ′(0,VΘx̃+ u(·))=E
∫ T

0

〈(
R+DTKD

)
u,u

〉
+2
〈[
BTK+DTKC+

(
R+DTKD

)
VΘ

]
x̃,u

〉
dt,

for any u(·) ∈ UΛ. x̃ is the solution of

dx̃=[(A+BVΘ) x̃+Bu] dt+[(C+DVΘ) x̃+Bu] dW, x̃(0)=0.

Noting that (VΘx̃+u) (·) ∈ UΛ and by the uniform convexity of u(·) 7→

J ′(0;u(·)) on UΛ, it holds that

E
∫ T

0

〈(
R+DTKD−εI

)
u,u

〉
+2
〈[
BTK+DTKC+

(
R+DTKD−εI

)
VΘ

]
x̃,u

〉
dt ≥ 0.
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Let u0 ∈ Λ ⊆ R2m and take u= u01[s,s+h] with 0 ≤ s < s+h ≤ T . Then by

Lebesgue differentiation theorem, for some constant ε > 0, it holds that

〈(
R(t)+DT (t)K(t)D(t)−εI

)
u0,u0

〉
≥ 0, a.e. t ∈ [0, T ], ∀u0 ∈ Λ.

Thus, R(t)+DT (t)K(t)D(t) ≫ 0 on Λ a.e. t ∈ [0, T ]. By Proposition 4.1 in

[58], we also have ⟨K(t)x0,x0⟩ ≥ ε∥x0∥2 for some constant ε > 0 and ∀(t,x0) ∈

[0, T ]×R2m. Then we consider the following Lyapunov equation sequence with

index α ≥ 0:



K̇0+K̇0A+AT+CTK0C+Q=0, K0(T )=G,

K̇α+1+Kα+1(A+BVΘα)+(A+BVΘα)
TKα+1+(C+DVΘα)

TKα+1(C+DVΘα)

+ΘT
αV

TRVΘα+Q=0, Kα+1(T )=G,

Θα=−
[
VT

(
R+DTKαD

)
V
]
VT

(
BTKα+DTKαC

)
,

Rα
0 =V

[
VT

(
R+DTKαD

)
V
]−1

VT .

By noting that Rα
0 = Rα

0

(
R+DTKαD

)
Rα

0 , we have:


lim
α→∞

Kα = P, lim
α→∞

R+DTKαD = R+DTPD, lim
α→∞

Rα
0 = R0,

lim
α→∞

Θα=−
[
VT

(
R+DTPD

)
V
] (

BTP+DTPC
)
,

R(t)+DT (t)P(t)D(t) ≫ 0 on Λ a.e. t ∈ [0, T ],

and this leads to (ii)’.

For part two, we consider (i)’ =⇒ (i) first: Apparently,
(
u−Eu
Eu

)
∈ UΛ for ∀u ∈ UΛ.

Then for ∀u ∈ UΛ, if (i)’ holds, it holds that J ′(0,
(
u−Eu
Eu

)
) ≥ ε

∥∥(u−Eu
Eu

)∥∥2
L2 =
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ε∥u∥2L2 . Note that system (4.5) is of the form as (4.7). Thus, J (0, u) =

J ′(0,
(
u−Eu
Eu

)
) ≥ ε∥u∥2L2 and (i) holds.

Secondly, we consider (ii) =⇒ (i): By letting ξ0 = 0, the dynamics of x−Ex is

given by:


d(x−Ex)=

[
A(x−Ex)+B(u−Eu)

]
dt+

[
C(x−Ex)+D(u−Eu)+CEx+DEu

]
dW,

(x−Ex)(0) = 0.

The dynamics of Ex is given by:

dEx = (AEx+BEu) dt, Ex(0) = 0.

Apply the Itô formula and chain rule to ⟨P1(x−Ex), (x−Ex)⟩ and ⟨P2Ex,Ex⟩,

and we have:

E
{
∥(x−Ex)(T )∥2G

}
=E

∫ T

0

〈(
Ṗ1+P1A+ATP1+CTP1C

)
(x−Ex), (x−Ex)

〉
dt

+ 2E
∫ T

0

〈(
P1B+CTP1D

)
(u−Eu), (x−Ex)

〉
dt+E

∫ T

0

〈(
DTP1D

)
(u−Eu), (u−Eu)

〉
dt,

+E
∫ T

0

〈
CTP1CEx,Ex

〉
dt+E

∫ T

0

〈
DTP1DEu,Eu

〉
dt+2E

∫ T

0

〈
CTP1DEu,Ex

〉
dt,

E
{
∥Ex(T )∥2

Ĝ

}
= E

∫ T

0

〈(
Ṗ2+P2A+ATP2

)
Ex,Ex

〉
dt+ 2E

∫ T

0
⟨(P2B)Eu,Ex⟩ dt.

(C.1)
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Plugging (C.1) into J (0;u(·)) results that

J (0;u(·))= 1

2
E
∫ T

0

〈(
Ṗ1+P1A+ATP1+CTP1C +Q

)
(x−Ex), (x−Ex)

〉
dt

+
1

2
E
∫ T

0

〈(
Ṗ2+P2A+ATP2+Q̂+CTP1C

)
Ex,Ex

〉
dt

+ E
∫ T

0

〈(
P1B+CTP1D

)
(u−Eu), (x−Ex)

〉
dt+E

∫ T

0

〈(
P2B+CTP1D

)
Eu,Ex

〉
dt

+
1

2
E
∫ T

0

〈(
DTP1D+R

)
(u−Eu), (u−Eu)

〉
dt+

1

2
E
∫ T

0

〈
(R+DTP1D)Eu,Eu

〉
dt.

By (RE1) and (RE2) we have:

2J (0;u(·))

=E
∫ T

0

〈
(P2B+CTP1D)R2(BTP2+DTP1C)Ex,Ex

〉
dt+2E

∫ T

0

〈(
P2B+CTP1D

)
Eu,Ex

〉
dt

+E
∫ T

0

〈
(DTP1D+R)Eu,Eu

〉
dt+2E

∫ T

0

〈(
P1B+CTP1D

)
(u−Eu), (x−Ex)

〉
dt

+E
∫ T

0

〈
(P1B+CTP1D)R1(B

TP1+DTP1C)(x−Ex), (x−Ex)
〉
dt

+E
∫ T

0

〈
(DTP1D+R)(u−Eu), (u−Eu)

〉
dt.

(C.2)

Moreover, similar to part (ii)’ =⇒ (i)’ , we have:


R2−R2(DTP1D+R)R2=R1−R1(D

TP1D+R)R1=0,〈(
P2B+CTP1D

)
Eu,Ex

〉
=
〈(
P2B+CTP1D

)
R2(DTP1D+R)Eu,Ex

〉
,〈(

P1B+CTP1D
)
(u−Eu), (x−Ex)

〉
=
〈(
P1B+CTP1D

)
R1(D

TP1D+R)Eu,Ex
〉
.
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Combined with (C.2), it holds that

2J (0;u(·))

=E
∫ T

0

〈
(DTP1D+R)

[
Eu+R2(BTP2+DTP1C)Ex

]
,Eu+R2(BTP2+DTP1C)Ex

〉
dt

+E
∫ T

0

〈
(DTP1D+R)

[
(u−Eu)+R1(B

TP2+DTP1C)(x−Ex)
]
,

(u−Eu)+R1(B
TP2+DTP1C)(x−Ex)

〉
dt.

(C.3)

Next we can put the dynamics of x−Ex, Ex together as follows:


d

(
x−Ex
Ex

)
=

[(
A 0
0 A
)(x−Ex

Ex

)
+
(
B 0
0 B
)(u−Eu

Eu

)]
dt+

[
(C C
0 0 )

(
x−Ex
Ex

)
+(D D

0 0 )

(
u−Eu
Eu

)]
dW,(

x−Ex
Ex

)
(0) =

(
0

0

)
.

Then for some constant ε > 0 and any
(
Θ1 0
0 Θ2

)
, where Θ1,Θ2 ∈ L2(0, T ;Rm×n),

by Lemma 2.3 in [58], it holds that

∥(u−Eu)−Θ1(x−Ex)∥2L2+∥Eu−Θ1Ex∥2L2 =
∥∥∥( u−EuEu

)
−
(

Θ1 0
0 Θ2

) (
x−Ex
Ex
)∥∥∥2

L2
≥ ε

∥∥( u−Eu
Eu
)∥∥2

L2 .

Moreover, we also have:

∥∥( u−Eu
Eu

)∥∥2
L2 =E

∫ T

0

⟨u−Eu, u−Eu⟩ dt+E
∫ T

0

⟨Eu,Eu⟩ dt

=E
∫ T

0

⟨u, u⟩−2 ⟨u,Eu⟩+⟨Eu,Eu⟩+⟨Eu,Eu⟩ dt

=E
∫ T

0

⟨u, u⟩ dt = ∥u∥2L2 .
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Note that
R2(t)

[
BT (t)P2(t)+DT (t)P1(t)C(t)

]
Ex(t, w) ∈ Λ for ∀(t, w) ∈ [0, T ]× Ω,

R1(t)
[
BT (t)P2(t)+DT (t)P1(t)C(t)

]
(x−Ex)(t, w) ∈ Λ for ∀(t, w) ∈ [0, T ]× Ω,

DT (t)P1(t)D(t)+R(t), DT (t)P1(t)D(t)+R(t) ≫ 0 on Λ, a.e. t ∈ [0, T ].

Thus, it follows that J (0;u) ≥ ε(∥Eu∥2L2 + ∥u−Eu∥2L2) = ε∥u∥2L2 for some

constant ε > 0 and ∀u ∈ UΛ. This leads to (i).

For part three, we cook up the following example to prove (ii) =⇒\ (ii)’:

Example C.1. We let n = m = 2 and Λ = R2, Λ = R4. Thus V = diag(1, 1)

and V = diag(1, 1, 1, 1). Moreover, the coefficients are given as follows:

A =
( −0.7 0.2
−0.2 −0.4

)
, Ā =

( −0.4 −0.3
−0.9 0.1

)
, B = ( 0.1 0.9

−0.5 0.4 ) , B̄ =
( −0.8 −0.3

0.8 −0.6

)
, C = ( 0.4 −0.1

0.2 0.4 ) ,

C̄ =
( −0.3 0.3
−0.2 0

)
, D = ( −0.7 −0.9

0.8 0.3 ) , D̄ = ( 0.6 0
0.4 0.6 ) , R =

(
0.2 −0.3
−0.3 0.3

)
, Q =

( −0.3 −0.4
−0.4 0

)
,

G =
( −0.1 −0.4
−0.4 0.2

)
,Γ1 = ( 0.5 0.3

−0.6 −0.9 ) ,Γ2 = ( 0.1 0.8
0 0.4 ) ,

and time interval is [0, 1]. Then such coefficients satisfy (A4.1)-(A4.2). More-

over

Q̂ = (I − Γ1)
TQ(I − Γ1) =

( −0.315 −0.263
−0.263 0.429

)
,

Ĝ = (I − Γ2)
TG(I − Γ2) =

( −0.082 −0.144
−0.144 0.392

)
.

Note that all the coefficients here are constants. By [62], if (RE1), (RE2) and

(RE0) are solvable, then their solutions are all unique. Thus, by solving (RE1),
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(RE2) and (RE0) we have the trajectories of all components of P1(t), P2(t) and

P(t).

0 0.5 1

-0.6

-0.4

-0.2

0

0.2

0.4

0 0.5 1

-0.4

-0.2

0

0.2

0.4

0 0.5 1

-0.6

-0.4

-0.2

0

0.2

Figure C.1: the trajectories of all components of P1, P2 and P

(RE1), (RE2) and (RE0) are all uniquely solvable on [0, 1]. Moreover, we also

have the trajectories of the eigenvalues of DTP1D+R and DTP1D+R.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Figure C.2: the trajectories of the eigenvalues of DTP1D+R and DTP1D+R

Thus, by letting ε = 0.04, we have DTP1(t)D+R, DTP1(t)D+R ≥ εI, ∀t ∈

[0, 1], and (ii) holds. However for (RE0), R+DTP(t)D ≫ 0 does not always

hold. Through the following graph, we can see that the minimum eigenvalue of

R+DTP(t)D is always negative on [0, 1] and R+DTP(t)D is indefinite.
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Figure C.3: the trajectories of the eigenvalues of R+DTP(t)D

Thus, through the counter example above, we see that (ii) =⇒\ (ii)’.

(i) =⇒\ (i)’: If (i) =⇒ (i)’ holds, then by (ii) =⇒ (i) =⇒ (i)’ =⇒ (ii)’, we have

(ii) =⇒ (ii)’ which leads to a contradiction.

C.2 Proof of Proposition 4.2

Proof. We divide our proof into 3 parts: (i) The optimal pair of (MFC-c) is

the adapted solution of (H1). (ii) The adapted solution of (H1) is the optimal

pair of (MFC-c). (iii) (H1) is unique solvable.

(i) Under (A4.1)-(A4.3), (MFC-c) admits a unique optimal pair (x̄, ū) by

Theorem 4.1. Then by [85, 86], the following MF-BSDE:


dk = −

(
Qx̄−(QΓ1+ΓT

1 Q−ΓT
1 QΓ1)Ex̄+ATk+ĀTEk+CT ζ+C̄TEζ

)
dt+ζdW,

k(T ) = Gx̄(T )−(GΓ2+ΓT
2 G−ΓT

2 GΓ2)Ex̄(T ),
(C.4)

admits a unique adapted solution (k, ζ). Thus, we mainly desire to verify:

V T
(
BTk+B̄TEk+DT ζ + D̄TEζ+Rū

)
=0, a.e. t ∈ [0, T ], P− a.s..

(C.5)
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Since Λ is a linear subspace, for any u ∈ UΛ then maximum principle reads

as the following form:

〈
Rū+BTk+B̄TEk+DT ζ+D̄TEζ, u−ū

〉
= 0, a.e. t ∈ [0, T ], P− a.s.. (C.6)

(C.6) implies that
(
Rū+BTk+B̄TEk+DT ζ + D̄TEζ

)
⊥ Λ a.e. t ∈

[0, T ], P− a.s., which leads to (C.5).

(ii) Suppose (x̄, ū, k, ζ) is an adapted solution to (H1). For any admissible

control u ∈ UΛ, denote the differences: ∆u = u− ū ∈ UΛ, ∆x = x(ξ0;u)−

x̄(ξ0; ū) and ∆J = J (ξ0;u)− J (ξ0; ū). Then ∆x satisfies that:


d∆x = (A∆x+ĀE∆x+B∆u+B̄E∆u)dt+(C∆x+C̄E∆x+D∆u+D̄E∆u)dW,

∆x(0) = 0,

and

∆J =E
∫ T

0

〈
Qx̄+(ΓT

1QΓ1−ΓT
1Q−QΓ1)Ex̄,∆x

〉
+⟨Rū,∆u⟩

+
1

2

〈
Q∆x+(ΓT

1QΓ1−ΓT
1Q−QΓ1)E∆x,∆x

〉
+
1

2
⟨R∆u,∆u⟩ dt

+
〈
Gx̄(T )+(ΓT

2GΓ2−ΓT
2G−GΓ2)Ex̄(T ),∆x(T )

〉
+
1

2

〈
G∆x(T )+(ΓT

2GΓ2−ΓT
2G−GΓ2)E∆x(T ),∆x(T )

〉
.
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What we desire to prove is ∆J ≥ 0 which is equivalent to the optimality

of (x̄, ū). Applying Itô formula to d ⟨k,∆x⟩, it holds that:

E
〈
Gx̄−(GΓ2 + ΓT

2 G(T )−ΓT
2 GΓ2)Ex̄(T ),∆x(T )

〉
= E

∫ T

0
d ⟨k,∆x⟩

=E
∫ T

0

〈
−
(
Qx̄−(QΓ1 + ΓT

1 Q−ΓT
1 QΓ1)Ex̄+ATk+ĀTEk+CT ζ+C̄TEζ

)
,∆x

〉
+
〈
k, (A∆x+ĀE∆x+B∆u+B̄E∆u)

〉
+
〈
ζ, (C∆x+C̄E∆x+D∆u+D̄E∆u)

〉
dt.

Plugging into to ∆J , then we can obtain:

∆J =E
∫ T

0

〈
Rū+BTk+B̄TEk+DT ζ + D̄TEζ,∆u

〉
+
1

2

〈
Q∆x+(ΓT

1QΓ1−ΓT
1Q−QΓ1)E∆x,∆x

〉
+
1

2
⟨R∆u,∆u⟩ dt

+
1

2

〈
G∆x(T )+(ΓT

2GΓ2−ΓT
2G−GΓ2)E∆x(T ),∆x(T )

〉
.

Since V T
(
BTk+B̄TEk+DT ζ + D̄TEζ+Rū

)
=0, a.e. t ∈ [0, T ], P− a.s.,

then for any vector v ∈ Rm′
, it holds that:

〈(
BTk+B̄TEk+DT ζ + D̄TEζ+Rū

)
, V v

〉
= 0, a.e. t ∈ [0, T ], P− a.s.,

and ∆u ∈ UΛ. Thus,

∫ T

0

E
〈
Rū+BTk+B̄TEk+DT ζ + D̄TEζ,∆u

〉
dt = 0.

Note that under (A4.1)-(A4.3) J is uniformly convex by Theorem 4.1.

Then by observing the dynamics of ∆x, we have ∆J = J (0;∆u) ≥ 0.

(iii) Assume that (x̄′, ū′, k′, ζ ′) is another adapted solution of (H1). Then by

part (ii) of this proof, (x̄′, ū′) should be the optimal pair of (MFC-c).
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Thus (x̄′, ū′) ≡ (x̄, ū), and hence by the unique solvability of (C.4), it

follows that (x̄′, ū′, k′, ζ ′) ≡ (x̄, ū, k, ζ) proving this part.

C.3 Proof of Lemma 4.4

Proof. Firstly, we prove (CC-2)=⇒(H1) part.

Let (x̌i, ǔi, pi, p
1
i , p

2, qi, q
1
i ) be the adapted solution of (CC-2). The dynamic of

p2 + p1i − pi satisfies that:
d(p2 + p1i − pi) = −

[
AT (p2+p1i −pi)+CT (q1i −qi)

]
dt+ (q1i − qi)dWi,

(p2 + p1i − pi)(T ) = 0.

(C.7)

Under (A4.1)–(A4.2), (C.7) admits a unique solution, and we have p2+p1i −pi ≡

0 and q1i − qi ≡ 0. Thus, we obtain Eq1i ≡ Eqi. Next, we have the dynamic of

p2 + Ep1i satisfying


d(p2 + Ep1i )=

[
(ΓT

1 −I)Q(I−Γ1)Ex̌i−ĀT (Ep1i +p2)−C̄TEq1i −AT (p2+Ep1i )−CTEq1i
]
dt,

(p2 + Ep1i )(T ) = (I−ΓT
2 )G(I−Γ2)Ex̌i(T ),

and the dynamic of Epi satisfying
dEpi =

[
(ΓT

1 −I)Q(I−Γ1)Ex̌i−ATEpi−CTEqi−ĀT (Ep1i +p2)−C̄TEq1i
]
dt,

Epi(T ) = (I−ΓT
2 )G(I−Γ2)Ex̌i(T ).
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By taking difference, we have:


d(p2 + Ep1i − Epi) =

[
−AT (p2+Ep1i −Epi)−CT (Eq1i −Eqi)

]
dt,

(p2 + Ep1i − Epi)(T ) = 0.

By q1i − qi ≡ 0, we have:


d(p2 + Ep1i − Epi) =

[
−AT (p2+Ep1i −Epi)

]
dt,

(p2 + Ep1i − Epi)(T ) = 0,

and p2 + Ep1i − Epi ≡ 0. By plugging Eq1i ≡ Eqi and p2 + Ep1i − Epi ≡ 0 into

(CC-2), we have:



dx̌i = (Ax̌i+Bǔi+ĀEx̌i+B̄Eǔi)dt+(Cx̌i+Dǔi+C̄Ex̌i+D̄Eǔi)dWi,

dpi =
[
−Qx̌i+(QΓ1+ΓT

1 Q−ΓT
1 QΓ1)Ex̌i−AT pi−CT qi−ĀTEpi−C̄TEqi

]
dt+qidWi,

x̌i(0) = ξ0, pi(T ) = Gx̌i(T ) + (ΓT
2 GΓ2−ΓT

2 G−GΓ2)Ex̌i(T ),

V T
(
Rǔi+BT pi+DT qi+B̄TEpi+D̄TEqi

)
=0,

which is identical to (H1) and (x̌i, ǔi, pi, qi) is a solution of (H1).

Secondly, we prove (H1)=⇒(CC-2) part.

Under (A4.1)–(A4.2), for any adapted solution (x̄, ū, k, ζ) of (H1), the following

BSDE admits a unique solution:


dk1 = −

(
Qx̄+ATk1+CT ζ1

)
dt+ζ1dW,

k1(T ) = Gx̄(T ),

(C.8)
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and thus so does the following backward ordinary differential equation (BODE):


dk2 = −

[
(ΓT

1QΓ1−ΓT
1Q−QΓ1)Ex̄+ĀTEk1+C̄TEζ1+ĀTk2+ATk2

]
dt,

k2(T ) = (ΓT
2GΓ2−ΓT

2G−GΓ2)Ex̄(T ).
(C.9)

Then by combining (H1), (C.8) and (C.9), we have:



dx̄=(Ax̄+Bū+ĀEx̄+B̄Eū)dt+(Cx̄+Dū+C̄Ex̄+D̄Eū)dW,

dk=−
(
Qx̄−(QΓ1 + ΓT

1Q−ΓT
1QΓ1)Ex̄+ATk+ĀTEk+CT ζ+C̄TEζ

)
dt+ζdW,

dk1=−
(
Qx̄+ATk1+CT ζ1

)
dt+ζ1dW,

dk2=−
[
(ΓT

1QΓ1−ΓT
1Q−QΓ1)Ex̄+ĀTEk1+C̄TEζ1+ĀTk2+ATk2

]
dt,

x̄(0)=ξ0, k(T )=Gx̄(T ) + (ΓT
2GΓ2−ΓT

2G−GΓ2)Ex̄(T ),

k1(T )=Gx̄(T ), k2(T )=(ΓT
2GΓ2−ΓT

2G−GΓ2)Ex̄(T ),

V T
(
BTk+B̄TEk+DT ζ + D̄TEζ+Rū

)
=0.

(C.10)

Comparing (C.10) with (CC-2), what remains to prove is that k2+Ek1 ≡ Ek

and Eζ1≡Eζ. Then we consider the dynamic of k2 + k1 − k:



d(k2+k1−k)

=−
(
AT (k1+k2−k)+CT (ζ1−ζ)+ĀT (Ek1+k2−Ek)+C̄T (Eζ1−Eζ)

)
dt+(ζ1−ζ)dW,

=−
(
AT (k1+k2−k)+CT (ζ1−ζ)+ĀTE(k1+k2−k)+C̄TE(ζ1−ζ)

)
dt+(ζ1−ζ)dW,

(k2+k1−k)(T ) = 0.

(C.11)

Under (A4.1)–(A4.2), the MF-BSDE (C.11) admits a unique adapted solution,

and obviously (k2+k1−k, ζ1−ζ) = (0, 0) is an adapted solution of (C.11). Thus,

k2+k1 ≡ k, ζ1 ≡ ζ, k2+Ek1 ≡ Ek and Eζ1 ≡Eζ. Plugging such relations into
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(C.10) and we have:



dx̄ = (Ax̄+Bū+ĀEx̄+B̄Eū)dt+(Cx̄+Dū+C̄Ex̄+D̄Eū)dW,

dk=−
(
Qx̄−(QΓ1+ΓT

1 Q−ΓT
1 QΓ1)Ex̄+ATk+ĀTk2+ĀTEk1+CT ζ+C̄TEζ1

)
dt+ζdW,

dk1 = −
(
Qx̄+ATk1+CT ζ1

)
dt+ζ1dW,

dk2 = −
[
(ΓT

1 QΓ1−ΓT
1 Q−QΓ1)Ex̄+ĀTEk1+C̄TEζ1+ĀTk2+ATk2

]
dt,

x̄(0) = ξ0, k(T ) = Gx̄(T ) + (ΓT
2 GΓ2−ΓT

2 G−GΓ2)Ex̄(T ),

k1(T ) = Gx̄(T ), k2(T ) = (ΓT
2 GΓ2−ΓT

2 G−GΓ2)Ex̄(T ),

ū = V T
(
BTk+B̄Tk2+B̄TEk1+DT ζ+D̄TEζ1+Rū

)
,

which is identical to (CC-2) and (x̄, ū, k, k1, k2, ζ, ζ1) is a solution of (CC-2),

where (k1, ζ1) and k2 are the unique solutions of (C.8) and (C.9) respectively.

This completes the proof.
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