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Abstract

Embedded devices are becoming ubiquitous. Meanwhile, there is a pressing need to

perform security assessments for the software (i.e., firmware) of these devices. Static

analysis and dynamic analysis are widely used to conduct firmware analysis. This

thesis aims to lay the foundation of firmware analysis. Specifically, this thesis explores

the limitations and implementation errors of the both static and dynamic firmware

analysis tools, makes enhancements to the stability and reliability of these tools, and

proposes the new technique and analysis framework to increase the capability and

scalability of firmware analysis tools.

Due to different types of peripherals, emulating the firmware of the embedded

devices in scale, which supports the dynamic analysis, is challenging. Therefore,

static analysis is still widely used. To conduct static analysis, existing works usually

leverage off-the-shelf tools to disassemble stripped binaries and (implicitly) assume

that reliably disassembling binaries is a solved problem. However, whether this as-

sumption really holds is unknown. We conduct the first comprehensive study on

ARM disassembly tools as ARM is becoming the dominant architecture among the

embedded devices. Specifically, we build 1,896 ARM binaries (including 248 ob-

fuscated ones) with different compilers, compiling options, and obfuscation methods.

We then evaluate them using eight state-of-the-art ARM disassembly tools (including

both commercial and noncommercial ones) in different versions on their capabilities

to locate instruction boundary, function boundary, and function signature. Instruc-

tion and function boundary are two fundamental primitives upon which the other

primitives build while function signature is significant for control flow integrity (CFI)

techniques. Our work reveals some observations that have not been systematically
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summarized and/or confirmed. For instance, we find that the existence of both ARM

and Thumb instruction sets, and the reuse of the BL instruction for both function

calls and branches bring serious challenges to disassembly tools. Our evaluation

sheds light on the limitations of state-of-the-art disassembly tools and points out

potential directions for improvement.

Apart from the widely used static analysis, different dynamic analysis frame-

works, which are based on the full-system emulator (i.e., QEMU) are proposed for

firmware analysis. Emulator is widely used to build dynamic analysis frameworks

due to its fine-grained tracing capability, full system monitoring functionality, and

scalability of running on different operating systems and architectures. However,

whether the emulator is consistent with real devices is unknown. To understand
this problem, we aim to automatically locate inconsistent instructions, which be-

have differently between emulators and real devices. We target ARM architecture,

which provides machine readable specification. Based on the specification, we pro-

pose a test case generator by designing and implementing the first symbolic execution

engine for ARM architecture specification language (ASL). We generate 2,774,649

representative instruction streams and conduct differential testing with these instruc-

tion streams between four ARM real devices in different architecture versions (i.e.,

ARMv5, ARMv6, ARMv7, and ARMv8) and three state-of-the-art emulators (i.e.,

QEMU, Unicorn, and Angr). We locate a huge number of inconsistent instruction

streams (171,857 for QEMU, 223,264 for Unicorn, and 120,169 for Angr). We find

undefined implementation in ARM manual and implementation bugs of QEMU are

the major causes of inconsistencies. Furthermore, we discover 12 bugs, which influ-

ence commonly used instructions (e.g., BLX). With the inconsistent instructions, we

build three security applications and demonstrate the capability of these instructions

on detecting emulators, anti-emulation, and anti-fuzzing.

Though many dynamic firmware analysis frameworks are proposed, booting the

Linux kernel (we call this process rehosting the Linux kernel in this thesis.) of embed-

ded device in QEMU is still an unsolved problem. That’s because embedded devices

usually use different system-on-chips (SoCs) from multiple vendors and only a lim-
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ited number of SoCs are currently supported in QEMU. To increase the scalability

of the dynamic firmware analysis frameworks, we propose a technique called periph-

eral transplantation. The main idea is to transplant the device drivers of designated

peripherals into the Linux kernel. By doing so, it can replace the peripherals in the

kernel that are currently unsupported in QEMU with supported ones, thus making

the Linux kernel rehostable. After that, various applications can be built upon. We

implemented this technique inside a prototype system called ECMO and applied it

to 815 firmware images, which consist of 20 kernel versions, 37 device models, and

24 vendors. The result shows that ECMO can successfully transplant peripherals for

all the 815 Linux kernels. Among them, 710 kernels can be successfully rehosted,

i.e., launching a user-space shell (87.1% success rate). The failed cases are mainly

because the root file system format (ramfs) is not supported by the kernel. We fur-

ther build three applications, i.e., kernel crash analysis, rootkit forensic analysis, and

kernel fuzzing, based on the rehosted kernels to demonstrate the usage scenarios of

ECMO.
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Chapter 1

Introduction

1.1 Firmware Analysis

Embedded devices, which contain computing systems for special proposes, are ev-

erywhere and have already been a part of our daily life. For example, the routers for

providing network connections, the digital cameras for taking photos, the cell phones

we use everyday are all embedded devices.

Embedded device consists of both hardware and software. The hardware varies

a lot due to the different functionalities. Meanwhile, the software is developed and

customized for controlling the specific device’s hardware. We usually call the software

of embedded devices as firmware. Specifically, the firmware contains the operating

systems, user applications, and the required data.

Once the firmware of embedded devices is compromised, attackers can control

the devices to conduct large scale attacks, resulting in serious consequences [44, 31,

17]. For instance, a botnet with hijacked IoT devices could bring down popular

websites [53] and disrupt power grids [139]. In this case, the security issue of these

devices attract raising attentions [53, 67, 70, 88, 137, 139]. Thus, there is a pressing

need to perform security assessments for the software (i.e., firmware) of these devices.

To study the security issues of these devices (i.e., firmware analysis), researchers

are actively proposing different mechanisms and frameworks. Existing solutions uti-
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Table 1.1: A summary of representative research prototypes and their supported
primitives and used disassembly tools.

System Instruction
Boundary

Function
Boundary

Control Flow
Graph

Call
Graph

Disassembly
Tools

Firmalice[137] X X X X angr
Firmup[71] X X X IDA Pro
Genius[80] X X X IDA Pro

Gemini [149] X X X IDA Pro
RevARM [141] X X X IDA Pro
Bug Search[120] X X IDA Pro

discovRE[78] X X X X IDA Pro
C-FLAT[51] X X Capstone
Karonte[126] X X X X angr

lize two common techniques and they are static analysis and dynamic analysis. How-

ever, they have many limitations.

1.2 Motivation

1.2.1 Implicit Assumption of Static Analysis Tools

Static analysis is widely used by the community [67, 71, 80, 137, 149] as it has no

false negatives and the scalability of supporting various devices. For instance, it has

been used to locate bugs [80] and find authentication bypass vulnerabilities [137] in

firmware images.

As shown in Table 1.1, previous systems usually leverage off-the-shelf disassembly

tools to extract the required primitives (e.g., instruction boundary) from the target

binaries, which are usually stripped without debugging symbols. Researchers assume

that reliably disassembling stripped binaries is a solved problem. However, whether

this assumption really holds is unknown. In fact, due to the specific properties of

ARM binaries, state-of-the-art ARM disassemblers have many limitations and may

have difficulty recovering the accurate instruction boundaries, function boundaries,

or function signatures. These limitations bring obstacles to the functionality of the
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static analysis frameworks.

1.2.2 Implicit Assumption of Dynamic Analysis Tools

Dynamic analysis has no false positives and can provide the capability to introspect

the runtime state. Based on this capability, different applications, e.g., kernel crash

analysis, rootkit forensic analysis, and kernel fuzzing, can be built upon.

Researchers proposed different dynamic analysis frameworks to support the firmware

analysis, complementing the static analysis technique. Though hardware-based trac-

ing technique exists, they have limitations compared with software emulation. For

example, ARM ETM has limited Embedded Trace Buffer (ETB). The size of ETB

of the Juno Development Board is 64KB 1 [1]. On the contrary, software emulation

is capable of tracing the whole program, provides user-friendly APIs for runtime

instrumentation, and can run on multiple operating systems (e.g., Windows and

Linux) and host machines in different architectures. Nevertheless, software emula-

tion complements the hardware-based tracing and provides rich functionalities that

dynamic analysis systems can build upon. Indeed, many dynamic analysis frame-

works [68, 155, 118, 79, 65, 115, 61, 101, 95] are built based on the state-of-the-art

CPU emulator, i.e., QEMU, to conduct firmware analysis.

The wide adoption of software emulation usually has an implicit assumption that

the execution result of an instruction on the CPU emulator and the real device is

identical, thus running a program on the CPU emulator can reflect the result on the

real hardware. However, whether this assumption really holds in reality is unknown.

In fact, the execution result could be different (as shown in our work), either because

the CPU emulator has bugs or because it uses a different implementation from the

real device. These differences impede the reliability of emulator-based dynamic anal-

1 The ETB size of different SoCs may be different. However, it’s usually limited due to the chip
cost and size.
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ysis. For instance, the malware can abuse the differences to protect the malicious

behaviors from being analyzed in the emulator [125, 91, 89, 107].

1.2.3 Scalability Issue of Dynamic Analysis Tools

Apart from this, the scalability of the dynamic analysis frameworks is an issue. Hun-

dreds of vulnerabilities are discovered every year for the Linux kernel [49]. Once the

devices are compromised, attackers can control them to launch further attacks. As

such, the security of embedded devices, especially the kernel, deserves a thorough

analysis. Running the Linux kernel in QEMU for the desktop system is a solved

problem. However, embedded systems usually have different system-on-chips (SoCs)

with customized hardware peripherals from multiple vendors. Due to the diverse pe-

ripherals in the wild, it is not practical for QEMU to support all kinds of peripherals

in any SoC, which is tedious and error-prone. In this case, embedded Linux kernels,

which depend on the unsupported peripherals, may stuck, halt, or crash during the

rehosting process. Thus, how to rehost the embedded Linux kernels in QEMU is still

an open research question.

Previous research [61, 101] provides the capability of rehosting user-space pro-

grams by running a customized Linux kernel for a single type of SoC that is already

supported in QEMU. This works well because user-space programs mainly depend

on standard system calls that are provided by the underlying Linux kernel. Different

from user-space programs, the OS kernel (e.g., Linux kernel) interact with hardware

peripherals that are usually different in different SoCs.

Some researchers have proposed to use real devices to perform the dynamic

analysis [156, 118, 86, 142]. Such solutions do not scale since there exist a large

number of embedded devices. Other researchers work towards the bare-metal sys-

tems [79, 115, 65], i.e., embedded systems without an OS kernel or having a thin

layer of abstraction. However, the methodology cannot be directly used to rehost
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the Linux kernel as the Linux kernel is far more complicated than the bare-metal

ones.

1.3 Our Work

Our work aims to lay the foundation of firmware analysis to facilitate both the static

analysis and dynamic analysis technique. Specifically, we conduct an empirical study

on the state-of-the-art ARM disassembly tools to find the limitation of current static

analysis tools. In this work, we study eight popular disassemblers including three

commercial ones (i.e., IDA Pro [22], Hopper [21], and Binary Ninja [11]) and five

noncommercial ones (i.e., Ghidra [20], arm-linux-gnueabi-objdump [33], angr [138],

Radare2 [40], and BAP [59]). In particular, we evaluate these tools’ capabilities on

identifying three primitives, i.e., instruction boundary, function boundary, and func-

tion signature. Instruction boundary and function boundary are important as they

are the fundamental primitives for other primitives to build upon (e.g., control flow

graph and call graph). Meanwhile, function signature can help to build fine-grained

control flow integrity (CFI) systems [159, 157, 121, 143], which can make the firmware

more secure. We cross-compile 1,040 real-world programs and 19 benchmark pro-

grams to generate 1,896 different binaries. We feed the stripped binaries (binaries

without debugging symbols) to the eight disassemblers and compare the disassem-

bly results with the ground truth, which is generated with the help of debugging

symbols. After comparing the differences between the ground truth and the disas-

sembly results, we calculate the precision, recall, and F1-score. We conclude many

interesting findings (Section 3.1) and point out the future directions for researchers.

For dynamic analysis tools, We build a general framework (i.e., Examiner) that

can find the implementation bugs and deviations of ARM emulators. We apply

Examiner on three different CPU emulators (i.e., QEMU [57], Unicorn [48], and
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Angr [3]) and many inconsistent instructions, which behave differently between em-

ulators and real devices, are located. Specifically, we design and implement the first

symbolic execution engine for ASL [5]. With the ASL symbolic execution engine,

we are able to generate sufficient instruction test cases that can cover different se-

mantics of the ARM instructions. We utilize the different techniques and compare

the result between the tested emulators and real devices in different architectures

(i.e., ARMv5, ARMv6, ARMv7, and ARMv8). In this case, we build a deterministic

differential testing engine that uses the generated test cases as inputs. We model the

CPU state and provide the same context when executing an instruction stream on a

real CPU and an emulator by inserting the prologue instructions. We then insert the

epilogue instructions that can dump the execution result automatically for compari-

son. Finally, we generate 2,774,649 instruction streams that cover all the 1,998 ARM

instruction encodings in four instruction sets (i.e., A64, A32, T32, and T16). Our

system locate a huge number of inconsistent instruction streams (171,857 for QEMU,

223,264 for Unicorn, and 120,169 for Angr). Furthermore, we discovered 12 bugs (4

in QEMU, 3 in Unicorn, 5 in Angr) and all of them have been confirmed by devel-

opers. Furthermore, we build three different applications (i.e., emulator detection,

anti-emulation, and anti-fuzzing) with the inconsistent instructions to demonstrate

their usages.

In addition, to boost the capability and scalability of dynamic firmware analy-

sis frameworks, we propose a new technique named peripheral transplantation and

implement the prototype system (i.e., ECMO) to rehost the Linux kernels of embed-

ded devices. Specifically, peripheral transplantation technique is device-independent

and works towards the Linux kernel without the need of the source code. With pe-

ripheral transplantation, we do not need to manually add the emulation support for

different kinds of peripherals. Instead, we transplant the device drivers of designated

peripherals (if they are not initialized originally) into the target Linux kernel binary
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and the emulated models of peripheral into QEMU. We apply ECMO on 815 Linux

kernels from firmware images, including 20 different kernel versions and 37 device

models. ECMO focuses on transplanting the early-boot peripherals (i.e., interrupt

controller, timer, and UART), which are needed to rehost the Linux kernel. Our ex-

periments shows that ECMO can successfully transplant the peripherals for all the

815 Linux kernels and 710 of them are able to launch a shell. The failed cases are due

to the unsupported root file system format (ramfs). To demonstrate the capability

of ECMO on supporting the other peripherals, we successfully install an Ethernet

device driver (i.e., smc91x) on all the rehosted Linux kernels. Furthermore, we build

and port three applications (i.e., kernel crash analysis, rootkit forensic analysis, and

kernel fuzzing) to demonstrate the usage and functionality of ECMO.

1.4 Outline

The rest of this thesis is organized as follows. Chapter 2 reviews the related liter-

ature. Chapter 3 introduces the empirical study on ARM disassembly tools. This

empirical study finds several bugs and explores the limitation of state-of-the-art dis-

assembly tools and points out the potential directions for improvement. Chapter 4

proposes a new framework named Examiner. Examiner utilizes the differential

testing techniques and can automatically locate the inconsistent instructions between

the state-of-the-art emulators (i.e., QEMU) and hardware devices. Chapter 5 pro-

poses a new framework named ECMO. ECMO utilizes a new novel technique named

peripheral transplantation. With ECMO, we are able to rehost hundreds of Linux

kernels from 815 different firmware images. Chapter 6 concludes our work and points

out the future work.
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Chapter 2

Literature Review

2.1 Disassembly Primitives

Instruction Boundary. Zhang et al. [159] combined the linear sweep and recursive

traversal. However, their work is for x86 binaries and there is no experiment describ-

ing the accuracy of this algorithm. Ben et al. [58] proposed the idea of speculative

disassembly on Thumb binaries with the assumption that binaries are not obfuscated.

However, their work is not scalable to real world binaries as ARM instruction set are

widely used. Though Kruegel et al. [102] proposed an algorithm on obfuscated bina-

ries, their work does not target the ARM architecture. Bauman et al. [56] proposed

the idea of superset disassembly, while Miller et al. [116] proposed the probabilistic

disassembly mechanism. However, they only focus on x86/x64 binaries.

Function Boundary. Detecting the function boundary is also a challenging re-

search topic. Rosenblum et al. [130] use the machine learning technique to identify

functions. Other works [55, 59, 90, 100, 136] extended this idea with different ma-

chine learning algorithms. However, it is rather hard to build a general model. Other

tools [36, 102, 138] use heuristics or hard-coded signatures to identify the function

boundary. The fundamental problem is that there exist functions that do not have the

signatures or do not follow the heuristics. Qiao et al. [123] applied static analysis to

detect the function boundary. However, their work only targets the x86 architecture.
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Dennis et al. [72] designed a new methodology on detecting function boundaries by

analyzing control flow graphs. However, it assumes there is a distinguished function

call instruction (e.g., the call instruction in x86/x64) in the binary. This mechanism

cannot be applied to ARM due to no distinguished function call instruction in ARM

binaries.

Function Signature. Function signature recovering is important to control flow

integrity [143, 121, 157, 108] and data-dependency analysis [119, 132]. Previous

work [143] utilize forward and backward static analysis. However, their work tar-

gets x86/x64 binaries. Apart from the binary analysis technique, deep learning

techniques [63] is used to infer the function signature automatically. However, the

accuracy highly depends on the training data and is hard to be integrated into the

state-of-the-art disassembly tools.

2.2 Emulator Testing and Applications

Testing. Several works are proposed to test the CPU emulators. Lorenzo et al. pro-

posed EmuFuzzer to test the CPU emulators [113, 112]. However, the seed used for

testing mainly relies on randomization and a CPU-assisted mechanism, which may

not cover all the CPU behaviors. Apart from testing user-level instructions, KEmu-

Fuzzer is proposed to test the whole system emulators [111]. However, KEmuFuzzer

relies on the manually written template to generate test cases. For better test case

coverage, PokeEMU [110] is proposed. PokeEMU utilizes binary symbolic execution

to generate more test cases from a high-fidelity emulator and apply these test cases

on low-fidelity emulators. However, whether the high-fidelity emulator strictly follow

the rule of specification is unknown. Furthermore, all the above mentioned works

target on x86/x64 architectures. With the development of embedded systems and

mobiles, the faithfully emulating ability for ARM architecture is a urgent need. Our
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work targets on ARM architecture and generates test cases from the specification

itself (i.e., ARM ASL). The evaluation results show that we can find the real bugs

and many inconsistent implementations between real devices and emulators, which

can be abused by attackers. iDEV [124] focuses on the ARM instruction semantic de-

viation issue. However, Examiner is different from iDEV as Examiner utilizes the

symbolic execution technique to generate test cases and can model the whole CPU

state. In this case, we can find more inconsistent instructions compared with iDEV

in theory. Furthermore, we evaluate Examiner on 4 different ARM versions and

three CPU emulators, which shows the scalability and we also demonstrate how these

inconsistent instructions can be used in practice with three different applications.

Applications. There are many applications based on QEMU. For example, re-

searchers have developed new fuzzing systems [109, 160, 47] based on QEMU. KVM

leverages the device emulation provided by QEMU or the virtio [131] framework for

device virtualization. Virtual machine introspection tools [82, 146, 73, 74, 81, 54],

which are helpful for debugging or forensic analysis, utilize QEMU to introspect

the system states. Furthermore, dynamic analysis frameworks use QEMU to ana-

lyze malware behavior [77, 117, 152, 129, 154, 153]. ECMO provides the capability

to rehost Linux kernels, which lays the foundation for apply these applications on

embedded Linux kernels.

2.3 Differential Testing

Differential testing is introduced by McKeeman et al. [114] to detect the implemen-

tation bugs by comparing the inconsistent behaviors between different software. For

example, Yang et al. proposed Csmith, a powerful tool that can generate multiple C

programs. With Csmith, hundreds of bugs are detected in the C compiler. Regard-

ing the same goal, Le et al. introduced equivalence modulo inputs (EMI) [105] and
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many other differential testing tools are built based on EMI to validate the compiler

implementations [106, 140].

Apart from testing compilers, researchers also utilize differential testing to val-

idate the Database Management Systems (DBMS). Slutz et al. proposed the tool

RAGS to explore bugs by executing different SQL queries on multiple DBMS. Though

it is effective, it can only support a small set of SQL statements. Gu et al. evaluate

the accuracy of DBMS optimizer by using options and hints to force the generation

of different query plans. Jung et al. developed APOLLO [96] to test the performance

regression bugs in DBMSs .

Furthermore, differential testing is powerful and applied to different domains such

as testing SMT solvers [148, 147], JVM implementations [99] , symbolic execution

engines [99], and PDF readers [103]. .

2.4 Firmware Analysis

2.4.1 Static Firmware Analysis

Researchers apply the static analysis technique to analyze the embedded firmware.

For instance, Costin et al. [67] conduct a large-scale analysis towards the embedded

firmware. By analyzing 32 thousand firmware images, many new vulnerabilities are

discovered, influencing 123 products.

Code similarity is widely used to study the security issue of embedded devices.

Feng et al. propose Genius [80], a new bug search system to address the scalability

issues by translating binary control flow graph to high-level numeric feature vec-

tors. The experiments show that Genius can identify many vulnerabilities in a short

time. Considering the inaccuracy of approximate graph-matching algorithm, Xu et

al. utilize neural network-based approach to abstract the control flow graph of bi-

nary function and build a prototype named Gemini [150]. The result shows Gemini
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can identify more vulnerable firmware images compared with Genius. Yaniv et al.

introduce a precise and scalable tool named Firmup [71] by considering the relation-

ship between procedures. The result show Firmup has a relatively low false positive

and effective on discovering vulnerabilities. In the case that firmware images are not

available, Wang et al. [145] applies cross analysis of mobile apps to detect the vul-

nerable devices. Finally, 324 devices from 73 different vendors are discovered. Our

system is used to analyze the firmware images of embedded systems with dynamic

analysis. Application building upon ECMO can complement the static analysis ones.

2.4.2 Dynamic Firmware Analysis

Besides static analysis, researchers propose several methods to support the dynamic

firmware analysis. Avatar [156] is proposed to support complex dynamic analysis

of embedded devices by orchestrating the execution of an emulator and real hard-

ware. Charm [142] applies a similar strategy. It introduces the technique named

remote device driver execution by forwarding the MMIO operation to a real mobile.

Avatar2 [118] extends Avatar to support replay without real devices. However, they

both suffer from the problem of scalability. Inception [66] applies symbolic execution

based on KLEE [60] and a custom JTAG to improve testing embedded software.

However, it assumes that the source code is available. IoTFuzzer [62] aims to fuzz

the firmware from the mobile side. However, the code coverage of firmware and the

coverage of attack surface are limited. Pretender [86] is able to conduct automatically

rehosting tasks. However, it replies on the debug interface of specific devices. Jet-

set [95] utilizes the symbolic execution to infer the return values of device registers.

However, the functionality of the peripherals cannot be guaranteed. Furthermore,

the shell may not be obtained for further development of different applications.

Besides, many researchers utilize the fuzzing technique to detect the security

issues of embedded firmware. P2IM [79] is proposed to learn the model of periph-
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erals automatically. DICE [115] focused on the DMA controller and can extend the

P2IM’s analysis coverage. Halucinator [65] proposed a new methodology to rehost

the firmware by abstracting the HAL functions. ECMO are different from them in

the aspects to transplant peripherals into the target kernel, instead of inferring the

peripherals models. Besides, all these systems focus on bare-metal system, which is

less complicated than the Linux kernel. Firmadyne [61] and FirmAE [101] target on

Linux-based firmware. However, they focus on the user-space program, instead of

the Linux kernel.
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Chapter 3

An Empirical Study on ARM

Disassembly Tools

3.1 Overview

ARM specific properties. ARM binaries have some unique properties, which

bring challenges to disassemblers. First, inline data is common in ARM binaries

while “constructs like inline data and overlapping code are very rare” in x86/x64 bi-

naries [52]. Second, ARM provides two instruction sets: the ARM instruction set and

the Thumb instruction set (which includes both 16-bit Thumb-1 and 32-bit Thumb-2

instructions). An ARM binary can contain both ARM and Thumb instructions and

switch between them, which brings challenges on identifying the correct instruction

set. Third, there is no distinguished function call instruction in ARM binaries, unlike

the call instruction on x86/x64. Both branch and link instruction (BL) and branch

instruction (B) can be used for function calls or direct branches in the ARM instruc-

tion set or Thumb instruction set. This makes identifying functions more challenging

as a branch jump may be mis-identified as a function call, resulting in false positives.

Due to these unique properties, there is a need to perform an extensive and thorough

evaluation of ARM disassembly tools.

We perform an empirical study on ARM disassembly tools. In particular, we eval-
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uate these tools’ capabilities on identifying three primitives, i.e., instruction bound-

ary, function boundary, and function signature. Instruction boundary and function

boundary are fundamental primitives that other primitives (e.g., control flow graph

and call graph) are built upon while function signature is important to control flow

integrity (CFI) techniques [159, 157, 121, 143]. To make the study comprehensive,

it should meet the following requirements:

1. Our evaluation should use diverse programs, including both popular bench-

marks and, more importantly, different types of representative programs in the

wild.

2. Our evaluation should cover programs compiled in different compilers with var-

ious compiling options, e.g., different instruction sets and optimization levels.

3. Our evaluation should consider tools in different options and versions. The

option of a tool can affect the disassembly accuracy while the version of a tool

can reveal the improvements over time.

4. Our evaluation should include obfuscated binaries [158], since they do exist in

the wild and could affect the results of disassembly tools.

To this end, we cross-compile 1, 040 real-world programs and 19 benchmark pro-

grams. In total, we get 1, 896 binaries, where 608 are compiled from the SPEC

CPU2006 with different compiling options. Among the remaining ones, 1, 040 are

compiled from Android daemons, libraries, and user-space programs of embedded

systems (i.e., OpenWRT [34]). We also build 248 obfuscated binaries using O-

LLVM [98], which is one of the most popular obfuscators, with multiple obfuscation

methods. Then we obtain the ground truth with the help of debugging symbols and

feed the stripped binaries (binaries without debugging symbols) to eight state-of-

the-art ARM disassembly tools including three commercial ones (i.e., IDA Pro [22],
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Hopper [21], and Binary Ninja [11]) and five noncommercial ones (i.e., Ghidra [20],

arm-linux-gnueabi-objdump [33], angr [138], Radare2 [40], and BAP [59]). For each

tool, we select two different versions to study the improvement of these tools over

time. The time gaps between two different versions range from 272 days to 735 days.

Finally, we measure the precision, recall, and F1-score by comparing the differences

between the ground truth and the disassembling result.

Based on the result, we conclude some findings that were not systematically

summarized and/or confirmed.

1. The unique properties of ARM binaries do bring challenges to the disassembly

tools, especially the two different instruction sets (i.e., the ARM instruction

set and the Thumb instruction set) and the mixed use of the BL label and B

label instructions for both function call and branch jump. Disassembly tools

do not have a good support to binaries in Thumb instruction set. The precision

and recall for disassembling Thumb instructions are usually lower than that of

ARM instructions (more than 90% in maximum).

2. Disassembly tools do not support well on recovering function signatures. Among

all the tools, Radare2 performs best with only 0.417 recovery ratio, which indi-

cates that function signature recovering is still challenging for both commercial

and noncommercial tools.

3. Many factors, including compilers, compiling options, target CPU architec-

tures, can affect the result. However, the root cause is still due to the unique

properties of ARM binaries. Furthermore, the robustness and scalability of dis-

assembly tools should be improved. We observed several exceptions, segment

faults and timeout during the analysis.

4. Noncommercial tools gain larger improvement in terms of accuracy. This is
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because they perform worse in the old version and the communities can provide

feedback and suggestions to help improve the tools. As for performance, we

noticed that most of the tools’ performance improved a lot and the performance

can decrease due to the added features and algorithms.

We have reported our findings along with failed test cases to developers of the

evaluated tools [24, 23, 25, 26]. Developers of Binary Ninja, Hopper, and angr verified

our findings and provided updates based on the failed cases. Radare2 assigned bug

tag to them. Ghidra verified our findings and provided the potential solutions, while

BAP declared that they would solve the problem in the future.

3.2 Background

3.2.1 Different CPU Architectures and Instruction Sets

ARM has multiple CPU architectures, each with different instruction extensions and

features. When building programs, developers can specify the target CPU architec-

ture, e.g., ARMv5 or ARMv7, through compiling options (-march). For instance,

ARMv5 is the default CPU architecture of the GCC compiler.

Moreover, there are two instruction sets, i.e., the ARM instruction set and the

Thumb instruction set. The former is 32-bit long, while the latter is 16-bit long

and designed for size-sensitive applications, which is available for ARMv4T CPU

architecture and later versions. Since ARMv6T2, Thumb-2 is introduced. It offers

“best of both worlds” compromise between the ARM instruction set and the Thumb

instruction set. It has access to both 16-bit and 32-bit instructions. In this thesis,

we use the Thumb instruction set to denote both Thumb and Thumb-2 instruction

encoding.

A single binary can contain multiple instruction sets and switch between them,

e.g., switching between ARM instructions and Thumb (Thumb-2) instructions. The
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C

uint8 foo(uint8 x, uint8 a,
uint16 b, uint16 c)

{
if (a==2) x += (b >> 8);
else x += (c >> 8);
return x;

}

ARM

0x00: e3510002  CMP      r1,#2
0x04: 10800423  ADDNE    r0,r0,r3,LSR #8
0x08: 00800422  ADDEQ    r0,r0,r2,LSR #8
0x0c: e20000ff  AND      r0,r0,#0xff
0x10: e12fff1e  BX       lr

Thumb

0x00: 2902  CMP      r1,#2
0x02: d101  BNE      {pc}+0x6 ; 0x8
0x04: 0a11  LSRS     r1,r2,#8
0x06: e000  B {pc}+0x4 ; 0xa
0x08: 0a19  LSRS     r1,r3,#8
0x0a: 1808  ADDS     r0,r1,r0
0x0c: 0600  LSLS     r0,r0,#24
0x0e: 0e00  LSRS     r0,r0,#24
0x10: 4770  BX       lr

Thumb-2

0x00: 2902      CMP      r1,#2
0x02: bf14      ITE      NE
0x04: eb002013  ADDNE    r0,r0,r3,LSR #8
0x08: eb002012  ADDEQ    r0,r0,r2,LSR #8
0x0c: b2c0      UXTB     r0,r0
0x0e: 4770      BX       lr

Figure 3.1: The source code and its corresponding ARM, Thumb and Thumb-2
instructions.

switching can occur explicitly by executing branch instructions or implicitly speci-

fied by branch targets. For instance, the BLX label instruction always changes the

instruction set from ARM to Thumb or vice versa. However, the BX Rm derives the

target instruction set from bit[0] of the register Rm. If it is 0, then the target in-

struction set is ARM. Otherwise, it is Thumb. The target instruction set of other

branch instructions, e.g., POP {PC, Rm ...}, also depends on the last bit of the target

address. This brings serious challenges for disassembly tools to statically determine

the target instruction set, especially for the ones that leverage linear sweep strategy

(Section 3.2.2).

Figure 3.1 illustrates the source code of a function and the binary compiled using

ARM, Thumb and Thumb-2 instructions. Note that, for the two popular compilers

(e.g., GCC and Clang), the default instruction set is ARM, and the option -mthumb

is used to change it to Thumb. The instruction set greatly affects the accuracy of

disassembly tool, which we will discuss in Section 3.4.
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BB 3 

Linear Sweep Recursive Traversal 

? 
Figure 3.2: Two disassembly strategies. The function has three basic blocks (BBs),
and inline data between BB2 and BB3. There is a direct jump from BB1 to BB2
and an indirect jump from BB2 to BB3

3.2.2 Disassembly Strategies

To understand the capability of disassembly tools, we use three primitives, i.e., in-

struction boundary, function boundary, and function signature in our study. To pre-

cisely detect the instruction boundary, a disassembly tool should be able to locate

the inline data inside the binary and the correct instruction set (ARM or Thumb).

There are two different disassembly strategies [122, 135]. One is linear sweep,

which linearly decodes the code sections. It is used by disassemblers such as the

GNU utility Objdump. However, the inline data (data inside the code section), which

is normal in ARM binaries, and instruction set switching cannot be detected by this

strategy since it does not consider the control flow transfers. Figure 3.2 shows a

function with three basic blocks and inline data between the basic block 2 and the

basic block 3. The Objdump tool fails to determine the boundary between code and

data, and disassembles the inline data as code.

Another strategy is recursive traversal. Its basic idea is disassembling code from

the entry point of a binary, and then recording the branch targets as new entry points

(usually appends these branch targets into a list). It repeats this process until no new

targets could be found, and all the targets in the list have been traversed. The ad-
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vantage of this strategy is that it is unlikely to disassemble inline data as code, since

there should be a control flow transfer instruction before the inline data (otherwise,

the data will be executed as code at runtime). Moreover, it can handle instruction

set switch if the branch target can be determined statically (direct branches). How-

ever, the disadvantage is that some code regions may be missed, if they cannot be

reached through direct branches. As in Figure 3.2, the code in the basic block 3 may

be missed since this block can only be reached through an indirect branch, whose

target is determined at runtime. Note that, even though methods [64] have been

proposed to detect the targets of a jump table (one type of indirect branches), how

to reliably detect other types of indirect branches (e.g., function pointers) is still an

open research question. We do find that resolving indirect jump targets can improve

the result of disassembly tools (Section 3.4.4).

3.2.3 Function Boundary

Function boundary is an important primitive, which can be used to construct other

primitives, e.g., function call graph. Previous work usually leverages function pro-

logue and epilogue patterns to detect functions. The method proposed in [59, 55]

scans a binary for known function prologues and epilogues. However, this method

is limited by the fact that the prologue and epilogue pattern of a function could

be missing or rare, which is common in optimized code. It is rather challenge to

maintain a sound and complete pattern database.

Due to these limitations, a compiler-agnostic function identification method was

proposed in Nucleus [72]. The basic idea is to analyze the inter-procedural control

flow graph (ICFG) and conduct connected component analysis based on the gen-

erated ICFG. However, Nucleus assumes that the binary should have distinguished

function call instructions, e.g., the call instruction for x86. Unfortunately, this

assumption does not hold in ARM binaries. For example, binaries in Thumb in-
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struction set use BL label instruction for both a direct function call and a direct

branch since the range of the branch target is larger than the B label instruction.

As a result, it causes many false positives to the function detection. We observed

a significant decrease of the precision value for the function boundary of binaries in

Thumb instruction set (Figure 3.8b).

3.2.4 Function Signature

Function signature, which is also known as type signature, defines the input (num-

ber of the parameters) and output (return a value or not) of a function. Function

signature is important as it helps to identify the indirect calls in binaries [143, 108],

which can protect the control flow hijacking attacks in binary level.

However, it is rather challenging to identify the function signatures from stripped

binaries as the language-level information is lost after compilation. Some works

propose to use neural networks [63] to identify the function signatures. However, the

accuracy highly depends on the training data. What’s more, it is not practical to be

integrated into the state-of-the-art disassembly tools as the training process is quiet

slow and a pre-defined model cannot cover all kinds of cases and is limited by the

training data, too.

3.3 Methodology

Figure 3.3 shows the roadmap of this study. First, we build various programs includ-

ing popular benchmarks and real-world applications (¨), using different compilers

(GCC and Clang) with diverse compiling options (≠) to generate the target bina-

ries. This aims to cover popular compilers and different scenarios that programs

are built with different options. After that, we first generate the ground truth by

leveraging the debugging symbols (Æ), and then remove the symbols (Ø) and feed

the stripped binaries to disassembly tools (∞). We retrieve the result of identified
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Figure 3.3: Roadmap of our study

instructions, functions, and function signatures for each tool, and compare the result

with the ground truth (±) to generate the final report, which contains the recall and

precision value. We present the main steps of our study in the following sections.

3.3.1 Prepare Binaries.

One may think it is straightforward to compile binaries for evaluation. However,

to make our study comprehensive, we need to consider the diversity of compilers,

compiling options, types of programs, and obfuscation methods, which will affect

the result.

Diverse Compilers. We use two compilers, i.e., GCC and Clang, each with three

different versions. Specifically, we use GCC versions 6.5, 7.5 and 8.3 and Clang

versions 7.0, 8.0 and 9.0, which cover the major compilers used in the wild.

Representative Compiling Options. As mentioned in Section 3.2, different com-

piling options (e.g., with or without -mthumb) would result in completely different

binaries. Considering the diversity of compiling option, we aim to understand which

compiling options are mostly used in the real world. Thus, we divide ARM binaries

into three types, according to systems they are used.

1. Type-I: Embedded OSes. They are used in resource-constrained ARM devices,
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mainly the ARM Cortex-M processor families with low computational power. We

select FreeRTOS v10.1.1 [46], the most popular real time operating system, and

Mbed OS (version 5) [7], the open-source embedded operating system designed

for IoT. There are several projects in FreeRTOS, each supports a different de-

velopment board (or device). We cross-compile all the projects that support the

ARM architecture. For the Mbed OS, we compile all the targets that support the

ARM architecture.

2. Type-II: Linux Kernel. Linux kernel has been used on ARM devices widely. Such

devices include mobile devices and ARM servers. For mobile devices, we use the

most popular operating system Android, and build the kernel (version 4.4.169) for

Android 9.0 (code name: Pie). We also build the kernel for Debian (version 9.6.0),

one of the most popular Linux distributions for desktop computers and servers.

We download and cross-compile the kernel (version 4.9.144) from Debian’s official

repository.

3. Type-III: User-level Programs. We also use user-level programs, including dae-

mons, libraries used on mobile devices, desktop computers and servers. Specif-

ically, we build user-level programs from Buildroot [12], Android Open Source

Project (AOSP, version 9.0.8) [2], and the popular Debian packages. They are

representative programs for low-end embedded systems, mobile devices, and ARM

desktop/servers. In particular, Buildroot is commonly used in low-end embed-

ded systems, including routers, IP cameras and etc. We compile all binaries

targeting ARM development boards. For Debian packages, we use the top five

mostly installed packages, i.e., libpam-modules, libattr1, libpam0g, zlib1g, and

debianutils, ranked by the Debian popularity contest [18].

Table 3.1 shows the result of compiling options for Type-I, Type-II and Type-III

binaries. We find that the Thumb instruction set is mostly used in Type-I binaries,
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Table 3.1: The compiling options for Type-I, Type-II and Type-III binaries. The
third column shows the number of total object files (.o files), and the last two columns
show the number of object files with the Thumb instruction set and optimization
levels.

Name # of Objects Boards/Targets Thumb Optimization Levels

Type-I Mbed 39, 183 61 39, 183 {’Os’: 39, 183}
FreeRTOS 87 9 22 {’Os’: 24, ’O2’: 32}

Type-II Linux Kernel (Android) 1, 361 1 0 {’Os’: 1, ’O2’: 1, 291, ’O0’: 1}
Linux Kernel (Debian) 1, 860 1 0 {’O3’: 1, ’O2’: 1, 788, ’O0’: 1, ’Os’: 1}

Type-III
AOSP 3, 384 1 2, 875 {’Os’: 2, 787, ’O2’: 299, ’O0’: 27,’O3’: 69}

Buildroot 188, 387 103 1, 677 {’Os’: 188, 387}
Debian Packages 339 5 0 {’O2’: 305, ’O3’: 34}

and O2 and Os are commonly used optimization levels. Due to this observation,

we compile the benchmark programs for the evaluation to both ARM and Thumb

instruction sets with O2 and Os optimization levels to reflect real situations of ARM

binaries in the wild.

Different Types of Programs. We use three types of programs in our study.

They include the widely used benchmark, i.e., SPEC CPU2006, binaries in AOSP

and OpenWRT. The latter two represent the binaries for mobile systems and IoT

devices.

Specifically, we compile the SPEC CPU2006 using both Clang and GCC compilers

with two optimization levels (Os and O2), two instruction sets (ARM and Thumb)

and two CPU target architectures (-march with ARMv5 and ARMv7). In total, we

get 608 binaries, i.e., 19 benchmark programs ⇥ 2 instruction set ⇥ 2 optimization

levels ⇥ 2 compilers ⇥ (3 compiler versions + 1 specific CPU architecture with latest

version of compilers) = 608 binaries. Considering the popularity of IoT and mobile

systems, we build the latest Android Open Source Project (AOSP version 9) and

extract daemon binaries (127 in total) and libraries (667 in total). Also, we build

the latest stable version of OpenWRT (version 18.06). There are 12 different target

boards that support the ARM architecture. In total, we get 246 binaries.
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Obfuscation. To evaluate the impact of obfuscation, we use the O-LLVM [98], an

open-source obfuscator, to compile the SPEC CPU2006. O-LLVM supports three

different obfuscation methods. Specifically, instructions substitution (sub) is used to

replace standard operators with more complicated instruction sequences. The bogus

control flow (bcf) changes a function’s control flow graph by adding basic blocks. The

control flow flattening (fla) uses the control flow flatten algorithm [104] to create

a large number of fake control flows. We apply each obfuscation method to each

program, and then combine three methods together. Since the bogus control flow

graph (bcf ) consumes too much time (more than 2 hours) when applying it to C++

programs, we do not apply this method to C++ programs.

Summary: In total, we get 1, 896 binaries including 248 obfuscated ones. We believe

this dataset is representative to demonstrate the diversity of compilers, compiling

options, target architectures and types of devices.

3.3.2 Determine Disassembly Primitives

In this work, we consider the instruction boundary, function boundary, and function

signature as fundamental primitives (Table 1.1). Other ones (e.g., direct control flow

graph and call graph) could be built upon them.

Instruction Boundary. Instruction boundary refers to the start offset of an in-

struction, as well as the correct instruction set (ARM or Thumb). The purpose is

two-fold. First, it is used to distinguish between code and inline data. Inline data

is commonly used in ARM binaries, e.g., for the PC-relative addressing. This is

different from x86 binaries, which do not contain inline data [52] except for the

jump tables of binaries compiled by Visual Studio. Second, it is used to distinguish

between ARM and Thumb instruction sets. This is challenging since the instruction

set is partially determined by the target address of an (indirect) branch instruction,

which is hard to be obtained by static analysis.
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Function Boundary and Signature. Function boundary refers to the start offset

of a function. Function boundary recognition is a necessary primitive to construct

the call graph, which is critical to the whole program analysis.

Function signature refers to the number of the parameters for a function and

whether the function returns a value or not (void function). Function signature is

a necessary primitive as it helps a lot in identifying the indirect function calls and

protect the software from the control flow hijacking [143].

3.3.3 Generate Ground Truth

After determining the primitives, we need to get the ground truth. However, even

with debugging symbols, it is not straightforward to directly get the result. we

describe our approaches as follows.

Instruction Boundary. We use mapping symbols [6] in the binaries to get the

information of the instruction boundaries. Mapping symbols are generated by com-

pilers to identify inline transitions between code and data, as well as ARM and

Thumb instruction sets. There are three types of mapping symbols, including:

• $a: Start of a region of code containing ARM instructions.

• $t: Start of a region of code containing Thumb instructions.

• $d: Start of a region of data.

For instance, the mapping symbol “0001043c $t” denotes that the offset 0x0001043c

in the binary is code (not inline data), with the Thumb instruction set.

However, mapping symbols only include the start address of the code and data

regions without indicating the offset and the instruction set of each instruction in

the region. To deal with this issue, we use Capstone [13] to retrieve the offset of
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each instruction. It works well since we have the instruction set (ARM/Thumb)

information of each code region to help Capstone disassemble the code region.

Note that, the mapping symbol is an architecture-specific extension of the ARM

ELF file. It may not exist in other architectures. By leveraging it, our system can

detect the instruction boundary with a sound and complete result. Previous work

can only detect 98% of the ground truth and requires a manual verification [52].

Function Boundary and Signature. We leverage DWARF [76], a debugging

file format to retrieve the function boundary and signature. DWARF uses the data

structure named Debugging Information Entry (DIE) to describe each variable, type,

and function, etc. Each DIE has a tag (i.e., DW_TAG_subprogram) for function and each

function has a key (i.e., DW_AT_low_pc) to represent the function start address. For

function signature, DIE utilize the key DW_TAG_formal_parameter and DW_AT_type to

represent the number of parameters of a function and whether the function returns

a value or not (void function), respectively.

We extract the DW_TAG_subprogram, DW_AT_low_pc, DW_TAG_formal_parameter, and

DW_AT_type from the DWARF information of each binary to get the ground truth.

3.3.4 Extract the Result

We evaluate eight state-of-the-art ARM disassembly tools, including five noncom-

mercial ones, i.e., angr [138], BAP [59], Objdump [33], Ghidra [20], Radare2 [40],

and three commercial ones, i.e., Binary Ninja [11], Hopper [21] and IDA Pro [22].

Furthermore, to study whether these tools’ accuracy and efficiency are improved in

a rather long period. We collect two different versions for all the eight tools. The

release date of the two versions ranges from 272 days to 735 days (Table 3.3). For

each tool, the version released earlier is named old version while the latter one is

named new version. Each tool has different ways to extract the instruction bound-

ary, function boundary, and function signature. We carefully read the manual of each
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tool and write a script to extract the result. Table 3.2 lists the summary of each

tool, including the tool type (e.g., noncommercial or commercial) and APIs used to

retrieve the result.
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3.4 Evaluation

As discussed in Section 3.3, we build 1, 896 binaries (including 248 obfuscated ones)

to evaluate eight disassembly tools in different versions. We address the following

research questions in Section 3.4.2, Section 3.4.3, Section 3.4.4, ,Section 3.4.5 and

Section 3.4.6 respectively.

• RQ1: What is the accuracy of disassembly tools towards the whole data set?

• RQ2: What are the factors that affect the accuracy of disassembly tools, and

what are the reasons?

• RQ3: Do different types and options of tools have different results?

• RQ4: How efficient are these disassembly tools?

• RQ5: How well are these disassembly tools improved (in around one year)?

3.4.1 Evaluation Metrics

We use precision and recall to measure the accuracy (or effectiveness) of a tool on

identifying instruction and function boundary. The definition of these two metrics is

in equation 3.1.

precision =
tp

tp+ fp
recall =

tp

tp+ fn
(3.1)

In the equation, we use tp, fp, fn to denote true positives, false positives and

false negatives. Recall measures the ratio of true positives to the ground truth. A

disassembler with high false negatives may have low recall. Precision measures the

ratio of true positives to the result of a tool. A disassembler with high false positives

may have low precision.
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Considering the importance of both recall and precision, we also compute the F1

score according to equation 3.2. F1 score can reflect the overall accuracy of a tool.

F1 Score =
2⇥ recall ⇥ precision

recall + precision
(3.2)

Measuring the accuracy of function signature recovery is different from the other

two primitives as the corresponding function boundary should be identified correctly.

Thus, we only consider the correctly identified functions (true positives). We use

N_F to denote the number of correctly identified functions. Among the identified

functions, we use N_F_S to denote the number of functions whose signatures (i.e.,

return value and number of parameters) are recovered correctly. We calculate the

recovery ratio of function signature with equation 3.3.

Recovery Ratio =
N_F

N_F_S
(3.3)

3.4.2 Accuracy of the Disassembly Tools (RQ1)
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Table 3.3 shows the overall result. The recall, precision, F1 score, and recovery

ratio are computed in the granularity of macro-averaging. A tool may not be able

to detect any instruction or function for a given binary. We mark such cases with

the flag Invalid (Inva. in table 3.3). We also set a threshold (two CPU hours in our

study) for each tool to analyze a binary. This is because if a tool cannot finish the

analysis in two hours, then it is not scaled to analyze a large number of binaries. We

count the number of binaries that cannot be analyzed in two CPU hours with the

flag Timeout (Tim. in table 3.3). We also count the number of binaries that trigger

an exception or a segment fault for each tool. We mark them with the flag Exception

(Exce. in table 3.3) and Segfault (Seg. table 3.3), respectively.

Note that, a tool may have different options and versions when performing the

analysis. For instance, angr provides an option to disable or enable the resolution of

indirect jumps. We use the default option for each tool to calculate the overall result

and leave the evaluation of the impact of different options in Section 3.4.4. As for

the different versions, we select two different versions (Section 3.3.4) for each tool to

study the improvement of these tools (in around one year). The answers to research

questions 1 to 4 mainly based on the old version. We will discuss the results of the

new version in detail in Section 3.4.6.

Instruction Boundary. IDA Pro has the highest precision value, while Hopper owns

the highest recall value. Both of them have the highest F1 scores and are commercial

tools. Moreover, these two are robust, since they do not raise any exceptions or

generate any segment faults during the analysis. Among all the tools, BAP does not

perform very well on both the instruction boundary and the function boundary. This

is due to the insufficient support of the Thumb instruction set. Besides, BAP does

not disassemble instructions that are out of the range of recognized functions. That

means if a function cannot be detected, then all instructions inside that function will
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be ignored. This is the reason why the recall of the instruction boundary is rather

low. For other tools, the reason for the lower precision and recall mainly comes

from two different reasons. One is the challenges raised by mixed ARM and Thumb

instruction sets, and the other is the inline data.

Function Boundary. IDA Pro still has the highest precision while Hopper has the

highest recall. In terms of F1 score, IDA Pro has the highest value. It means that the

function boundary is correlated with the instruction boundary. BAP mainly uses func-

tion prologue patterns learnt from a set of binaries to detect the function boundary.

Due to the imprecise function prologue patterns, functions with no representative

prologue patterns cannot be detected by BAP. As for Radare2, the recall is relatively

low compared with other tools. That is because Radare2 has a very strict policy on

detecting functions. Users can use the command aaaa to explore more functions by

searching for the function patterns.

Function Signature. Recovering function signature is not easy. Among all the

eight disassembly tools, six of them support recovering function signature. The

overall recovery ratio (both the return value and parameter counts are right) for

Ghidra is less than 0.01, indicating that Ghidra has little support on stripped ARM

binaries. We further analyze the reasons. 98% functions’ return types are undefined

in Ghidra. Undefined is the default value and means Ghidra does not know the return

type.

We noticed that Radare2 has the highest recovery ratio on identifying the return

value (0.765) while the recovery ratio on identifying the number of parameters is

0.567. The overall recovery ratio drops to 0.417, which is rather low (though the

highest among all the tools) and has a large improvement space. Commercial tools

do not perform better on recovering the function signatures. All of the three tools’

recovery ratios are less than 0.3. In specific, IDA Pro has the lowest accuracy on
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recovering function signature while the function boundary identification accuracy is

the highest. Discussed with the developer of IDA Pro, they also admit that “For

stripped binaries, there is very little info remaining and recovering parameters just

from the disassembly is quite difficult.”

Robustness and Scalability. We find some noncommercial tools are not robust.

For instance, more than 600 binaries triggered either an exception or a segment fault

of angr. For the 262 binaries that triggered a segment fault, 160 of them are binaries

compiled from the SPEC CPU2006, and 87.5% (140/160) of them are compiled using

the Thumb instruction set. Based on this observation, there is a great space for angr

to improve the support of the Thumb instruction set. This observation also applies

to other tools, e.g., Radare2.

BAP does not scale well because 214 binaries cannot be analyzed in two hours,

which is far more than other tools. We also observed timeouts when evaluating

other tools except Objdump. For example, 37 binaries cannot be analyzed by Binary

Ninja in two hours.

Failed Cases. Disassembly tools failed to identify the right instruction boundary,

function boundary, or function signature due to different kinds of reasons. We man-

ually study the failed cases and find that tools utilizing function prologue patterns

to identify the function boundary can make mistakes due to insufficient function

prologue patterns. Apart from this, disassembly tools cannot identify the accurate

instruction boundary due to the inline data and mixed instruction set. We illustrate

three different types of failed cases in the following.

Figure 3.4 shows an example of BAP. There is a function starting from the offset

0x1e958, but BAP thinks the function starts from the offset 0x1e960. That is because

the function prologue pattern used by BAP is not precise enough. Since ARM binaries

vary due to different compilers and compiling options, it is challenging to timely
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Ground truth function start
0001e958 mov r2, #0x0
0001e95c mov r3, #0x0
BAP function start
0001e960 push {r4, r5, r6, r7, r8, sb, sl, fp, lr}
0001e964 mov sl, #0x0
0001e968 sub sp, sp, #0x34
0001e96c str r2, [sp, #0x58 + var_48]
0001e970 str r3, [sp, #0x58 + var_44]
0001e974 ldr r2, =loop_length

Figure 3.4: BAP (version 1.6.0 and version 2.1.0) mis-identify the function boundary

00096a7c.        ldr r4, [pc, #528]
[pc, #528] refers to: 0x96a7c+528+4 = 0x96c90
. . .
00096c8a bl func_11880 
func_11880: does not return
00096c8e mov r8, r8
00096c90 stc2l p15, c15, [ip, #0x3fc]
00096c94 vhadd.s8 d0, d0, d12 
00096c98 mrc2 p15, #0x7, apsr_nzcv, c11, c15, #0x7
func_96c9c : indirect invoked 
00096c9c push {r4, lr}
00096c9e ldr r1, =0xbcd60
00096ca0 bl func_11730 
00096ca4 pop {r4, pc}

Figure 3.5: Hopper (version 4.5.13 and version 4.5.29) disassemble data as code.

update function prologue patterns. This can result in a false positive (0x1e960) and

false negative (0x1e958).

Figure 3.5 shows an example that is caused by inline data. For instance, Hopper

disassemble the inline data (starting from the offset 0x96c8e). This is because func-

tion 0x11880 is a non-return function and function 0x96c9c is indirect invoked. Thus,

Hopper treat the inline data as code and cannot identify the function 0x96c9c.

Figure 3.6 shows a failed case where Radare2 uses a wrong instruction set to dis-

assemble the binary. The instruction set from the offset 0x94050 is Thumb. However,

Radare2 disassembles it using the ARM instruction set, although it is an invalid in-
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0009404c .dword 0x000ce700
func_94050:indirect invoked
00094050 invalid
00094054 ldrbmi r4, [r6], r6, asr 12
00094058 stcmi p5, c11, [0x00094360]
0009405c stmdavs fp!, {r3, r4, r7, sb, sl, lr}
00094060 movwls fp, 0x908a
00094064 stmdavs ip, {r8, sb, sp} ^
00094068 movwls sb, 0x2301

Figure 3.6: Radare2 (version 3.6.0 and version 5.0.0) identifies Thumb instruction set
as ARM instruction set.

struction. We further locate the potential root cause of this error. Specifically, the

basic block (0x94050) is indirectly reached from other basic blocks, thus it is hard

for the tool to determine the right instruction set. Remember that, the instruction

set is determined by the last bit of the target address.

3.4.3 Factors that Affect Accuracy (RQ2)

Our data set consists of binaries that are built using different compilers, compiling

options, and target architectures. Some of them are even obfuscated. They repre-

sent the diversity of existing binaries in the wild. In the following, we further explore

multiple factors that affect the accuracy of disassembly tools. Note that nearly all

the tools have difficulty recovering the function signature, which indicates that accu-

rately recovering function signature is challenging. Thus, we focus on the instruction

boundary and function boundary while answering research question 2.

Instruction Sets

ARM and Thumb instruction sets are widely used in real-world binaries. To evaluate

the impact of instruction sets, we divide binaries into two categories. The first one

contains binaries compiled with the flag -mthumb, which use the Thumb instruction

set. We call them Thumb set binaries. The other one is compiled without the flag
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ARM:

00070078         bl         sub_9eaa0                                           

(Ghidra thinks function 0x9eaa0 will return)
0007007c         ldr r3, [sp, #0x78 + var_44]

00070080         tst r3, #0x1
00070084         beq loc_70184

Thumb:
000505bc         bl         sub_70668                             

(Ghidra thinks function 0x70668 is a non-return function) 
(Ghidra thinks the offset from 0x505c0 is inline data)                                       

000505c0         movs r3, #0x1                               

000505c2         ldr r2, [sp, #0x80 + var_44]          
000505c4         tst r3, r2

Figure 3.7: Ghidra (version 9.0.4 and version 9.1.2) performs differently when in-
struction set is different

-mthumb. By default, compilers use ARM instruction set. We call them ARM set

binaries.

Figure 3.8 shows the evaluation result. The solid line and dotted line in the figure

are used to denote the precision and recall, respectively. The x-axis shows the name

of tools and the y-axis represents the average value of recall and precision for all the

binaries. Note that, this format also applies to Figures 3.9, 3.10, 3.11, 3.12, 3.13 and

3.14.

First, disassembly tools perform worse for Thumb set binaries, i.e., they have

lower precision and recall for the instruction boundary and the function boundary.

Specifically, BAP has very low recall (0.40) and precision (0.01) for Thumb set binaries.

We verified and reported our findings to developers of BAP. They acknowledged that

BAP cannot handle Thumb binaries. Tools like Objdump cannot handle Thumb binaries

either. This is because Objdump uses the ARM instruction set to linearly disassemble

a binary without switching the instruction set. There are significant differences

between the two instruction sets for tools like angr and Ghidra. This is because these

tools have much better support of the ARM instruction set than the Thumb one.
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(a) Instruction boundary (b) Function boundary

Figure 3.8: The result of different instruction sets

Second, even for the binaries compiled from the same source code, the Thumb

instruction set makes an inconsistency between the result. That is because the in-

struction set may have side effects on the recognized property of identified functions.

Figure 3.7 shows such an example. The instructions at the offset 0x00070078 and

0x000505bc are same (BL), which represent a function call. Both function calls refer

to the same callee according to the source code. However, since the instruction set

is different, Ghidra misinterprets that the callee function in the Thumb instruction

set is a non-return function, thus it completely ignores the code after that offset

(0x000505bc). Several similar cases are observed for the tool. This is the reason why

the recall is relatively low for Thumb set binaries of Ghidra.

Third, the result of the function boundary correlates with the instruction bound-

ary. That’s because these two primitives have a strong connection with each other.

If the instruction boundary cannot be recognized precisely, it will greatly affect the

recognition of the function boundary, and vice versa.

Fourth, the result of the function boundary is worse for the Thumb instruction

set. We suspect that is due to the reuse of the BL label instruction as both a func-

tion call and a direct branch for Thumb set binaries. Specifically, the BL label (BLX

label) instructions are used to directly invoke a function. For the ARM instruc-
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(a) Instruction boundary (b) Function boundary

Figure 3.9: The result of different optimization levels

tion set, compilers use instructions, e.g., B label for a direct branch. However, for

the Thumb instruction set, the range of the B label is limited (±2KB for 16-bit

Thumb) [10]. Compilers tend to reuse the BL label for a direct branch (range is

±4MB for 16-bit Thumb), which is same with a function call. This confuses the

disassembly tools, which misinterpret direct branches as function calls. This raises

high false positives to identify the function boundary and results in a low precision.

Due to this, the proposed method to identify function boundary without relying on

function signatures in Nucleus [72] is also ineffective, since it assumes the function

call instruction could be identified. The initial result of applying this tool to binaries

with the Thumb instruction set show that both the precision and recall are below

0.12.

Summary: The Thumb instruction set does bring serious challenges to disassembly

tools.

Optimization Levels

As shown in the Section 3.3.1, optimization levels O2 and Os are mostly used ones.

They represent the optimization for performance and size, respectively. To evaluate

the impact of optimization levels, we divide binaries into two categories. One contains
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Table 3.4: F1 scores for different optimization flags with at least 95% probability
value. NA:not applicable.

Tool angr BAP Objdump Ghidra Radare2 Hopper IDA Pro Binary Ninja
Instruction 0 0 0 0.005 0.065 0.014 0.001 0.018
Function 0.033 0.046 NA 0.020 0.037 0.053 0.033 0.037

binaries compiled with the O2 flag, while the other one contains binaries compiled

with the the Os flag.

Figure 3.9 shows the result. Surprisingly, there is no significant differences be-

tween these two flags in terms of both recall and precision. To verify the conclusion

that optimization level does not bring significant difference, we conducted an extra

hypothesis test. We compute the F1 scores of the binaries in the two categories and

compute the differences between every pair of binaries (i.e. one compiled with the

flag O2 while the other one compiled with the flag Os). We then randomly picked

40 samples and conducted t-test on the samples. Table 3.4 shows the result. We

noticed that different optimization levels do not bring significant differences on all

the eight tools. The maximum differences in terms of F1 score is only 0.065.

We further explore the potential reason. It turns out that the Os flag enables all

the optimization methods introduced in the O2 flag. Besides, it includes the ones to

reduce binary size [14, 19], e.g., reducing the padding size and alignment. These ones

have little impacts for the disassembly tool to identify the instruction and function

boundary.

Summary: Optimization levels (O2 and Os) do not bring significant differences.

Compilers

GCC and Clang are two popular compilers. To evaluate the impact of compilers, we

build binaries (the SPEC CPU2006) with both GCC and Clang. Figure 3.10 shows

the evaluation result.
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(a) Instruction boundary (b) Function boundary

Figure 3.10: The result of different compilers

For the instruction boundary, most tools do not have obvious differences between

binaries built with different compilers except BAP, which will be explained later.

However, for the function boundary, Radare2 and BAP are sensitive to binaries built

with different compilers. For Radare2, the precision of the function boundary for

binaries built with GCC is higher than the binaries built with Clang. BAP has a

higher precision of the function boundary for binaries compiled with GCC. That is

because BAP has a better collection of function signatures for binaries compiled with

GCC than the ones compiled with Clang. Remember that, BAP does not disassemble

the instructions that are not in the detected functions. Thus, the precision of the

instruction boundary will also be higher for binaries compiled with GCC.

Summary: Compilers do not affect most of the tools, except Radare2 and BAP,

mainly due to the function identification method used by them.

CPU Architectures

ARM has multiple architectures, e.g., ARMv7 and ARMv5. Each architecture has

different hardware features. For instance, the 16-bit Thumb instruction (Thumb-1)

is available from ARMv4, while the 32-bit Thumb-2 instructions are available from

ARMv6. Thus, if the binary is built for different architectures, instructions generated
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(a) Instruction boundary (b) Function boundary

Figure 3.11: The result of different CPU architectures

by the compilers will be different.

To evaluate the impact of binaries built with different CPU architectures, we use

the binaries compiled for ARMv7 (march=armv7-a) and AVRMv5 (march=armv5t).

Figure 3.11 shows the result. We find that disassembly tools perform better for

binaries with the ARMv7 architecture, in terms of the precision of function boundary.

This is because the Thumb-2 instructions are supported in the ARMv7 architecture,

where the B label instruction has a much larger jump range (±16MB) than the

original one (±2KB in the Thumb-1 instruction set) [10]. Compilers tend to use the

B label instruction for the direct branch, instead of reusing the BL label instruction

that is usually for the direct function call (Section 3.4.3). Thus, disassembly tools

can distinguish the function call instruction with the direct branch instruction, and

identify the function boundary more precisely.

Summary: For the ARMv7 CPU architecture, compilers use B label instruction

for a direct branch, instead of reusing the BL label instruction. This helps the

disassembly tools distinguish the direct branch instruction with the function call

instruction, leading to a better precision value of identifying the function boundary.
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(a) Instruction boundary (b) Function boundary

Figure 3.12: The result of system types

System Types

ARM binaries exist in different types of systems. In our work, we also evaluate the

impact of different types of binaries. In particular, we use the binaries built from

the OpenWRT [34] (Linux based embedded systems used for routers, IP cameras

and etc.) and the Android open source project (AOSP version 9), respectively. The

result is shown in Figure 3.12.

In general, the result for binaries of OpenWRT is better than the AOSP binaries.

We further compared the binaries and found that most of the binaries (80%) in

Android are compiled using the Thumb instruction set, while there are no binaries

in OpenWRT compiled using the Thumb instruction set. As explained in previous

sections, disassembly tools perform worse for Thumb binaries.

Summary: System types affect the result. This is due to the instruction set used

in the binaries.

Obfuscation

To evaluate the impact of obfuscation to disassembly tools, we use O-LLVM [98],

an open-source obfuscator, to compile the SPEC CPU2006. O-LLVM supports the

following obfuscation methods. Specifically, instruction substitution (sub) is used to
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(a) Instruction boundary (b) Function boundary

Figure 3.13: The result of different obfuscation methods

replace standard operators with more complicated sequences of instructions. The

bogus control flow (bcf) changes a function call graph by adding basic blocks. The

control flow flattening (fla) uses the control flow flatten algorithm [104] to create a

large number of fake control flows.

We apply each obfuscation method to each program for building the binary, and

then combine three methods together. We divide the obfuscated binaries into four

groups. In the first three groups, each group contains the binaries that are obfuscated

using one individual method. The last group contains the binaries that are obfuscated

using all the three methods. The result is shown in Figure 3.13.

We observe that obfuscation does not affect the instruction boundary too much.

However, the function boundary is greatly affected by the control flow flattening.

This is because the control flow flattening generates a huge number of fake control

flows. These fake control flows are using the BL label instructions in the Thumb

binaries for direct branches. These instructions confuse the disassembly tools and

introduce false positives to the function boundary (Section 3.4.3).

Summary: Obfuscation introduces challenges to the disassembly tools to locate

the function boundary, especially the control flow flattening. The root cause is due

to the reuse of BL label instruction for direct branches, which are inserted by the
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obfuscation tool.

3.4.4 Types and Options of Tools (RQ3)

Commercial vs Noncommercial Tools

In our work, we use eight state-of-the-art tools. Among them, there are three com-

mercial tools, i.e., IDA Pro, Binary Ninja and Hopper, and five noncommercial ones.

We find that commercial tools have higher precision and recall. As shown in Ta-

ble 3.3, for the instruction boundary, the three commercial ones are ranked as top

three in terms of both precision and recall. For the function boundary, these com-

mercial tools are performing better than other ones, except that Radare2 has the

better precision. For function signature, though Radare2 has better recovery ratio

compared with commercial tools, all the tools’ recovery ratios are low. Moreover,

the commercial tools are more stable and robust. They do not trigger any segment

faults or exceptions during the analysis.

Summary: Compared with noncommercial ones, commercial tools are more accu-

rate, robust, and stable.

Disassembly Tools’ Options

Disassembly tools have different options, which can affect the result. We use angr

and Radare2 as examples since they provide explicit options that could be changed

during the analysis. Figure 3.14 shows the result. Specifically, angr provides an

option to enable or disable the indirect jump resolving. We observe that enabling

the indirect jump resolving will increase the precision and recall for instruction and

function boundary, since it can resolve more code sections that could only be reached

through indirect branches. However, recovering function signatures mainly rely on

the analysis of calling covention. Thus, the different options of angr has little impact

on the function signature.
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(a) Instruction boundary (b) Function boundary (c) Function Signature

Figure 3.14: The Result of tools’ options. W/ and W/O IJ means the indirect
jump resolving is enabled and disabled for angr. Return means the recovery ratio on
evaluating whether a function return a value or not. Args means the recovery ratio
on evaluating the number of the parameters of a function. All means both Return
and Args are accurate.

As for Radare2, it provides three different options. They are aa,aaa (the default

value) and aaaa. Option aa only analyzes the function symbols, while option aaa

adopts more analysis methods, including function calls, type matching analysis, value

pointers. Option aaaa uses the function prologues to locate more functions and

performs constraint type analysis, besides the analysis included in the option aaa.

We find that, complex analysis does not increase the accuracy of the instruction

boundary, but has impacts on the function boundary and function signature. That

is because the option aa only detects functions based on symbols, thus it misses

most functions in the stripped binaries that do not have symbols but has a higher

recovering ratio of function signature. Options aaa and aaaa adopt more analysis

methods, e.g., function prologue analysis, that greatly improve the identification of

function boundary.

Summary: Disassembly tools’ options affect the result. For angr, enabling indirect

jump resolving can improve the result, while Radare2 has a better result for function

boundary when using the option aaaa.
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(a) CDF plot of CPU per-

centage

(b) CDF plot of CPU times (c) CDF plot of memory con-

sumption

Figure 3.15: The evaluation result of performance. The legend in the latter two
figures are same with the first one.

3.4.5 Efficiency of the Disassembly Tools (RQ4)

Efficiency is an important feature of disassembly tools. Efficient tools can handle

large binaries within a reasonable time. We report the efficiency of the tools. In

particular, we calculate the CPU usage, CPU times and memory consumption during

the analysis. Our experiments are done in Ubuntu 18.04 with 128GB memory size

and 30 core intel(R) Xeon(R) Silver 4110 CPUs. Specifically, we use the Python

library psutil [39] to extract the related information about resource consumption,

and then use the function cpu_times to obtain the CPU times. We also use the

function cpu_percent (interval = 1) to extract the CPU percentage. Note that

this value can be bigger than 100% in case of a process running multiple threads.

We use the function memory_info to obtain the memory consumption. The memory

size is the Resident Set Size (rss), which is the non-swapped physical memory a

process has used. The result is shown in Figure 3.15.

CPU Percentage. Binary Ninja consumes lots of CPU resource and can reach to

nearly 800% for some binaries. Ghidra ranks the second. Half of the binaries would

consume 200% of the CPU usage. BAP consumes the least CPU percentage. However,

according to our observation, BAP spends a lot of time to analyze the binaries due to

the inefficient usage of CPU.
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CPU Times. Among all the tools, Ghidra consumes most CPU times compared

with the other tools in nearly 80% binaries. There are no significant performance

differences for angr with and without indirect jump resolving. Since the indirect

jump resolving improves the result, we recommend users to enable this option during

analysis. For Radare2, the option aaa needs much more CPU times compared with

the option aa. However, the precision and recall of the instruction boundary do not

have a significance improvement.

Memory Consumption. Among all the tools, Binary Ninja consumes most of the

memory (nearly 10 GB in maximum), while Objdump consumes the least. IDA Pro

is quite stable for the memory usage. It consumes only around 100MB memory for

nearly 70% of the binaries.

3.4.6 Improvement (RQ5)

To understand the improvement of these tools overtime, we collect two different

versions for each tool. One is the newest version at the time of writing (new version).

The other one (old version) is the version evaluated in [92]. As shown in Table 3.3,

the period between the release dates of the two version ranges from 272 days to 735

days, which is long enough for developers to improve the tools.

Improvement on Accuracy

Commercial Tools. By comparing the results, we noticed that the commercial

tools do not have significant improvement. For example, IDA Pro and Hopper re-

mains nearly the same for the F1 score of instruction boundary, function boundary,

and function signature identification. For Binary Ninja, the F1 score of instruction

boundary increases little (i.e., 0.008) while the F1 score of function boundary in-

crease by 0.027. Meanwhile, the function signature increase by 0.058. This may

also because the period for the two versions of Binary Ninja is quiet long (i.e., 643
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days) and the accuracy on particular binaries is increased. For instance, program

447.dealII compiled by Clang (version 8) with the optimization level Os and ARM

instruction set has only 0.324 F1 score for instruction boundary in Binary Ninja

(version 1.1.1470). Due to the imprecise instruction boundary identification, the

F1 score for function boundary is rather low (i.e., 0.056). This value increased to

0.901 and 0.778 for instruction and function boundary, respectively in Binary Ninja

(version 2.2.2487).

Noncommercial Tools. Noncommercial tools gain larger improvement compared

with commercial tools. We suspect this is due to two reasons. One is that the non-

commercial tools perform worse in the old version, which leaves a larger improvement

space. For instance, more than 600 binaries triggered either an exception or a seg-

ment fault of angr (version 8.19.4.5). We submit the failed test cases to the developer

of angr, only 305 binaries cannot be analyzed in angr (version 9.0.4663) and the F1

score of instruction boundary increased by 0.125. We also noticed that the angr’s

recovery ratio of function signatures increase most (i.e., 0.368-0.246=0.122) among

all the tools. The other reason is that noncommercial tools receives more tests,

feedback, and suggestions from the communities. Since they are open-source, com-

munities can submit issue, pull request, and suggestion to the developers directly

to speed up the developing process, fix the issues, and increase the accuracy. For

instance, angr receives more than 1000 github issues and pull requests while Radare2

receives more than 7000 github issues and 10000 pull requests till January 2021.

Though noncommercial tools gain larger improvement compared with commer-

cial tools. They are still having problems on accurately identifying the instruction

boundary, function boundary, and function signature. The failed cases mentioned in

Fig. 3.4 and Fig. 3.6 also applies to new versions of the tools. This indicates that

accurately disassembling the binaries is still challenging.
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Table 3.5: The performance statistics for the improvement.

Tool Options CPU
Times

CPU
Percentage

Memory
Consumption

BAP Default 178.10 -42.92 -30.78
Objdump Default -0.14 -0.07 -0.64
Ghidra Default 68.00 49.82 257.70

Radare2
aa 0.66 4.76 -6.08
aaa 25.52 2.94 4.87
aaaa 25.54 2.99 6.00

angr enable indirect jump -31.34 0.80 -3.71
disable indirect jump -43.26 -0.90 -8.31

Binary Ninja Default 41.35 6.59 138.62
Hopper Default -7.97 -6.25 -7.12
IDA Pro Default 9.88 14.40 10.29

Summary: Noncommercial tools gain larger improvement compared with commer-

cial tools due to two reasons. One is that noncommercial tools have lower recall and

precision value in the old version. The other is that noncommercial tools can receive

more test, feedback, and suggestions from communities.

Improvement on Efficiency

Apart from the accuracy, we also evaluate the improvement on efficiency. Table 3.5

shows the overall result. We monitor the efficiency statistics (i.e., CPU percentage,

CPU times, and memory consumption) for the tools in old versions and new versions

and calculate the average value. We calculate the improvement for each metrics by

using the statistics in old versions to minus statistics in new versions. Thus, if the

improvement is positive, it means the value of the metrics is reduced and vice versa.

Commercial Tools. For commercial tools, we noticed that IDA Pro and Binary

Ninja’s performance improves a lot. Specifically, the CPU Times of Binary Ninja

reduces 41.35 seconds and 138.62 MB memory is saved in average. Hopper’s perfor-

mance decrease a little. We suspect this is because of the added new features.

Noncommercial Tools. For noncommercial tools, the CPU times, which indicates

how much time are needed for a tool, are reduced for all the tools except angr and
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Objdump. Objdump’s CPU times just decrease by 0.14, which can be ignored. For

angr, we think this is due to the added algorithms (e.g., identification of tail call

optimizations) and features to increase the accuracy and robustness of disassembly

tasks. As for CPU percentage, BAP’s CPU percentage increased a lot. This is because

that BAP in old version get stuck while analyzing most Thumb binaries, resulting in

a low CPU usage. In the new version of BAP, the stuck cases are reduced, resulting

in a higher CPU usage. We also noticed that several tools’ memory consumption are

increased(30.78 MB in maximum), which is acceptable.

Summary: Most of the tools improve a lot for performance while Hopper and angr’s

performance decrease due to the added features and algorithms.

3.5 Implications

In this section, we discuss implications based on the evaluation result and point out

possible improvements.

ARM-specific disassembly strategies. First, inline data is popular in ARM bi-

naries. Previous research shows that there is few inline data in x86/x64 binaries

and the jump tables are located in the .rodata section. However, inline data is very

common in ARM binaries, which increases the difficulty to locate instruction bound-

aries. Second, there are two instruction sets, i.e., ARM and Thumb instruction sets.

Detecting the right instruction set is challenging for disassembly tools. Furthermore,

we noticed that most tools do not have good support on the Thumb instruction set,

either with a wrongly detected instruction set or a thrown exception. For instance,

angr throws exceptions and gets segment faults for several binaries with the Thumb

instruction set. Objdump can merely identify the Thumb instruction set. Given the

fact that the Thumb instruction set is popular, especially in the binaries for mobile

systems, there is an urgent need to propose effective solutions. Third, since most
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existing works are focusing on x86 and x64 [52, 55, 56, 72, 143, 144], some ARM

specific mechanisms should be proposed to deal with the instruction set switching.

For instance, the hybrid disassembly technique [159] could be leveraged to locate the

inline data and distinguish between different instruction sets, with customizations

to adapt to the ARM architecture. Besides this, disassembly tools could perform a

further check on its disassembly result. In other words, they could conduct a conflict

analysis to improve the result. For example, Radare2 explicitly knows when there is

an invalid instruction. In this case, it can either switch the mode, or further check

whether the invalid code is actually inline data through a data reference analysis.

Mechanisms to identify the function boundary. Our result shows that there

is still a large space to improve the effectiveness of detecting the function boundary.

Tools usually use function signatures to identify functions. These signatures could

be generated through a machine learning based method. However, the machine-

learning based methods could be limited due to the incompleteness of the training

data sets [72]. For instance, the machine-learning based method in BAP performs

worse than most of the other tools in detecting function boundaries. Furthermore,

the mechanisms that work well on x86/x64 [72] cannot be applied to ARM, because

ARM does not have a distinguished function call instruction, which is required by the

method. According to our evaluation, besides function call, BL label is widely used

in the Thumb instruction set for direct branch. Disassembly tools cannot distinguish

the usage of BL label as direct branch with direct function call, resulting in a low

precision in terms of the function boundary.

We think a more effective algorithm to detect the function boundary is needed.

For example, developers could use the machine-learning based mechanism to detect

the function first, and then conduct a static analysis by considering the internal logic

between different basic blocks to reduce the false positives and false negatives. More-
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over, disassembly tools can further analyze the BL label instruction to understand

whether it’s a function call. We think a further analysis of the usage of the BL label

instruction can greatly improve the result of the function boundary.

Usability. Tools have different user interfaces and plugin infrastructures. For in-

stance, IDA Pro, Hopper and Binary Ninja have user-friendly GUI interfaces, and

provide easy-to-use Python APIs. angr itself does not provide GUI, and is invoked

purely through a Python script. BAP has a good flexible architecture for extension.

However, the supported language Ocaml has a steep learning curve, compared to the

Python programming language. As for Radare2, it is completely different from the

other tools. It just loads the binary and provides an interactive shell. Users have to

leverage the shell to perform the analysis. There are many different kinds of built-in

analysis phases.

We also observe that non-commercial tools suffer from the scalability and stability.

For instance, BAP cannot finish the analysis on several binaries while angr will raise

exceptions or get segment faults on several binaries. Furthermore, tools may have

different options, which impact the usage of system resources. Users should pick

the right options according to the purpose. For example, if users use the Radare2 to

disassembly the instruction (and do not care about the function boundary), they can

use the option aa, which satisfies the need and is much faster than other options.

Improvements. State-of-the-art disassembly tools are maintained well and updated

periodically. We compare the eight disassembly tools in two different versions in

terms of both accuracy and performance. The release dates for the two different

versions range from 272 days to 735 days, which is long enough to evaluate the

improvements.

We find that noncommercial tools gain larger improvements in terms of accuracy

compared with the commercial tools. This is because that noncommercial tools
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perform worse in old version and noncommercial tools receives more test and feedback

from the communities. As for performance, we find most of the tools improve a lot

while some tools’ performance may decrease due to the added feature and algorithm.

3.6 Discussion

First, with the introduction of the ARMv8 architecture, there exist 64-bit ARM bi-

naries, which are missed in this work. However, 32-bit binaries are still the most

popular ones. Due to the compatibility concern, new ARM architectures maintain

backward compatibility with old ones. Our findings can still be applied to ARMv8

(ARMv8 supports both AArch64 for 64-bit binaries and AArch32 for 32-bit bina-

ries) and future versions of ARM as long as ARM does not deprecate 32-bit ARM

instruction set. Besides, AArch64 simplifies the task of disassembly tools. This is

because 32-bit ARM has both 16-bit and 32-bit instructions and much more diverse

branch instructions. As shown in our evaluation, the switching between instruction

sets brings serious challenges to disassembly tools.

Second, we only evaluate eight state-of-the-art disassembly tools. However, there

exist some disassemblers that are either research prototypes or not actively main-

tained. They are excluded from our work. Moreover, we only evaluate two funda-

mental disassembly primitives. We think other primitives such as direct control flow

graph or direct call graph are easy to be generated if the instruction boundary and

function boundary are located correctly1.

Third, the generation of the ground truth is an essential step. Fortunately, the

ARM ELF format introduces mapping symbols that can help to distinguish between

different instruction sets, and between code and inline data. By leveraging this infor-

mation, we can generate a complete and sound result for the instruction boundary.

1 We understand that the indirect control flow transfer is still a challenging task.
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At the same time, we could use the DWARF debugging information to extract the

ground truth of the function boundary. For other primitives like control flow graph

and call graph, they consist of direct jumps and indirect jumps. Direct jumps can be

built based on the precise instruction boundary and function boundary, which is the

reason why we do not include them in the evaluation. For the evaluation of indirect

jumps, we cannot get a sound and complete ground truth even if we have the source

code. This is because some jump targets can only be determined at running time.

We leave the evaluation of these primitives as one of the further works.

3.7 Summary

We conduct the first comprehensive study on the capability of eight ARM disas-

sembly tools in different versions to locate instruction boundary, function boundary,

and function signatures, using diverse ARM binaries built with different compiling

options and compilers. We report our new findings, which shed light on the limita-

tions of the state-of-the-art disassembly tools, and point out potential directions for

improvements.
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Chapter 4

Examiner: Automatically Locating

Inconsistent Instructions between

Real Devices and CPU Emulators for

ARM

4.1 Overview

In this chapter, we aim to automatically locate inconsistent instructions between

real devices and the CPU emulator for the ARM architecture. If an instruction

behaves differently between them, then it is an inconsistent instruction. Although

previous research [110, 111, 113, 112] provides valuable insights, they are limited to

the x86/x64 architecture and cannot be directly applied to the ARM architecture.

Our work leverages the differential testing [114] for the purpose. Specifically, we

provide the same instruction stream 1 to both the real device and a CPU emulator,

and compare the execution result to check whether it is an inconsistent one.

Though the basic idea is straightforward, it faces the following two challenges.

First, the ARM architecture has multiple versions (e.g., ARM v5, v6, v7 and v8),

different register widths (16 bits or 32 bits) and instruction sets. Besides, it has

1 In this chapter, instruction and instruction stream represent different meanings. For example
, we call STR (immediate) an instruction. We call the concrete bytecode (i.e., 0xf84f0ddd) an
instruction stream. See Section 4.2.1
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mixed instruction modes (ARM, Thumb-1 and Thumb-2). Thus, how to generate

effective test cases, i.e. instruction streams that cover previously mentioned archi-

tecture variants, while at the same time generating only necessary test cases to save

the time cost, is the first challenge. Notice that if we naively enumerate 32-bit in-

struction streams, the number of test cases would be 232, which is inefficient, if not

possible, to be evaluated. Meanwhile, randomly generated instruction streams are

not representative and many instructions are not covered (Section 4.4.1). Second, for

each test case, we should provide a deterministic environment to execute the single

instruction stream and automatically compare the result after the execution. This

requires us to set up the same context (with CPU registers and memory regions)

before the execution and compare the context afterwards.

Our system solves the challenges with the following two key techniques.

Syntax and semantics aware test case generation. To generate representative

instruction streams, we propose a syntax and semantics aware test case generation

methodology. Each ARM instruction consists of several encoding schemas, which is

called instruction encodings, that define the instruction’s structure (syntax). Each

encoding schema maps to one decoding and execution logic that defines the in-

struction semantics. The encoding schema shows which parts of an instruction are

constants and which parts can be mutated (Figure 4.2(a)). The non-constant parts

of an instruction are called encoding symbols. The decoding and execution logic is

expressed in the ARM’s Architecture Specific Language (ASL) [127] . We call it the

ASL code in this thesis (Figure 4.2(b) and (c)). The ASL code executes based on the

concrete values of the encoding symbols. For instance, if the concrete value of the

encoding symbol W (the eighth bit of STR (immediate) instruction) is 1, then the new

address will be written back into the destination register Rn (line 4 of Figure 4.2(c)).

Specifically, during the test case generation, we first take the syntax-aware strat-

egy. For each encoding symbol, we mutate it based on pre-defined rules. For instance,
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for the immediate value symbol, the values in the mutation set cover the maximum

value, the minimum value and a fixed number of random values. This strategy

generates syntactically correct instructions.

We further take a semantics-aware strategy to generate more instruction streams.

That’s because the previous strategy may only cover limited instruction semantics

as different encoding symbol values can result in different decoding and executing

behaviors (Section 4.3.1). To this end, we extract the constraints in ASL code of

decoding and executing. We solve the constraints and their negations by designing

and implementing the first symbolic execution engine for ASL to find the satisfied

values of the encoding symbols. By doing so, the generated test cases can cover

different semantics of an instruction.

Deterministic differential testing engine. Our differential testing engine uses

the generated test cases as inputs. To get a deterministic testing result, we provide

the same context when executing an instruction stream on a real CPU and an emu-

lator. Besides, an instruction stream cannot be directly loaded and executed by the

emulator, we carefully design a template binary that converts one instruction stream

to a testing binary by inserting the prologue and epilogue instructions. The prologue

instructions aim to set the execution environment while the epilogue instructions will

dump the execution result for comparison to check whether the testing instruction

stream is an inconsistent one.

We have implemented a prototype system called Examiner. Our test case gen-

erator generated 2, 774, 649 instruction streams that cover all the 1, 998 ARM in-

struction encodings from 1, 070 instructions in four instruction sets (i.e., A64, A32,

T32, and T16). On the contrary, the same number of randomly generated instruction

streams can only cover 51.4% Instructions. This result shows the sufficiency of our

test case generator. We then feed these test cases into our differential testing engine.

By comparing the result between the state-of-the-art emulator (i.e., QEMU) and real

61



devices with four architecture versions (ARMv5, ARMv6, ARMv7-a, and ARMv8-a),

our system detected 155, 642 inconsistent instruction streams. Furthermore, these

inconsistent instruction streams cover 47.8% of the instructions. We then explore

the root causes of them. It turns out that implementation bugs of QEMU and the

undefined implementation in the ARM manual (i.e., the instruction does not have

a well-defined behavior) are the major causes. We discovered four implementation

bugs of QEMU and all of them have been confirmed by developers. These bugs

influence 13 instruction encodings, including commonly used instructions, e.g., BLX,

STR.

To show the usage of our findings, we further build three applications, i.e., emu-

lator detection, anti-emulation and anti-fuzzing. By (ab)using inconsistent instruc-

tions, a program can successfully detect the existence of the CPU emulator and

prevent the malicious behavior from being monitored by the dynamic analysis frame-

work based on QEMU. Besides, the coverage of the program being fuzzed inside an

emulator can be highly decreased. Note that, we only use these applications to

demonstrate the usage scenarios of our findings. There may exist other applications,

and we do not claim the contribution of them in this thesis.

Our work makes the following main contributions.

New test case generator. We propose a test case generator by introducing the

first symbolic execution engine for ARM ASL code. It can generate representative

instruction streams that sufficiently cover different instructions (encodings) and se-

mantics.

New prototype system. We implement a prototype system named Examiner

that consists of a test case generator and a differential testing engine. Our experi-

ments showed Examiner can automatically locate inconsistent instructions.

New findings. We explore and report the root cause of the inconsistent instruc-

tions. Implementation bugs of QEMU and undefined implementation in ARM man-
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ual are the major causes. Furthermore, four bugs have been discovered and confirmed

by QEMU developers. Some of them influence commonly used instructions (e.g., STR,

BLX).

We will release generated test cases and the source code of our system to engage

the community.

4.2 Background

4.2.1 Terms

For better illustration and avoid the potential confusion. We give detailed definition

towards the following terms used in this chapter.

Instruction. Instruction denotes the category of ARM instructions in terms of

functionality, which is usually represented by its name in ARM manual. For example,

STR (immediate) is an instruction, which aims to store a word from a register to

memory.

Instruction Encoding. Instruction encoding refers to the encoding schemas for

each instruction. We also call it encoding diagram. One instruction can have several

encoding schemas.

Instruction Stream. Instruction stream refers to the bytecode of an instruction.

For example, 0xf84f0ddd, which meets one of the encoding schema of instruction STR

(immediate). We call 0xf84f0ddd an instruction stream.

4.2.2 ARM Instruction and Instruction Encoding

Processor specification is important as it can verify the implementation of hard-

ware, compilers, emulators, etc. To formalize the specification, ARM introduced

the Architecture specification language (ASL) [127], which is machine-readable and

executable.
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Figure 4.1: The work flow of our system

ARM instructions usually have a fixed length (16 bits or 32 bits). According to

ARM manual, one instruction may consist of several different instruction encodings,

which describe the instruction structure (syntax). Our system generates the instruc-

tion streams that cover all the instruction encodings (which cover all instructions.)

Specifically, the instruction encoding describes which parts of the instruction are con-

stant and which parts are not. Each instruction encoding is further described with

specific decoding and executing logic. The decoding and executing logic (expressed

in ASL) defines the semantics of the instruction.

4.2.3 Instruction Decoding in QEMU

QEMU is the state-of-the-art CPU emulator that supports multiple CPU architec-

tures. When executing an instruction stream, it needs to decode the instruction

stream. QEMU adopts a two-stage decoding schema. In the first stage, it matches

an instruction stream with pre-defined patterns, each of them represent multiple in-

structions. Then it distinguishes each instruction encoding based on the concrete

value of the instruction. For instance, QEMU groups VLD4, VLD3, VLD2, and VLD1 in-

struction into one group (with one common pattern) and then identifies them inside

the instruction decoding routine. If no instruction pattern can be found or further

decoding routine cannot recognize an instruction stream, the SIGILL signal will be

raised for the user mode emulation of QEMU.
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1 P U W

(a) The encoding schema of the STR (immediate) instruction in Thumb-2 mode.

1 if Rn == ’1111’ || (P == ’0’ && W == ’0’) then UNDEFINED;
2 t = UInt(Rt);
3 n = UInt(Rn);
4 imm32 = ZeroExtend(imm8 , 32);
5 index = (P == ’1’);
6 add = (U == ’1’);
7 wback = (W == ’1’);
8 if t == 15 || (wback && n == t) then UNPREDICTABLE;

(b) The ASL code for decoding the instruction.

1 offset_addr = if add then (R[n] + imm32) else (R[n] - imm32);
2 address = if index then offset_addr else R[n];
3 MemU[address ,4] = R[t];
4 if wback then R[n] = offset_addr;

(c) The ASL code for executing the instruction.

Figure 4.2: A motivating example.

4.3 Design and Implementation

Figure 4.1 shows the workflow of Examiner, which consists of a test case generator

and a differential testing engine. First, the test case generator retrieves the ASL code

to generate the test cases (Section 4.3.2). Then, the differential testing engine receives

the generated test cases and conducts differential testing between the emulators and

real devices (Section 4.3.3). The instructions leading to different execution results are

located as inconsistent instructions. We further analyze the identified inconsistent

instructions to understand the root cause of them and how they can be (ab)used.

In the following, we first use an inconsistent instruction detected by our system

as a motivation example (Section 4.3.1), and then elaborate the test case generator

and the differential testing engine in Section 4.3.2 and Section 4.3.3, respectively.

4.3.1 A Motivating Example
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The encoding schema and semantics of the STR (immediate) instruction

Figure 4.2 shows one of the encoding schema of instruction STR (immediate) and the

corresponding ASL code for decoding and execution logic. According to the encoding

schema in Figure 4.2a, the value is constant (i.e., 111110000100) for offset [31:20].

The encoding symbol Rn and Rt represent the addressing register and the source

register, respectively. The last eight bits ([7:0]) represents a symbol value named

imm8 that will be used as the offset.

Figure 4.2b shows the ASL code of the decoding logic for the encoding schema.

Note that the ASL code is simplified for presentation. The complete code can be

found in ARM official site [5].

• The ASL code at Line 1 checks the value of Rn, P, and W. If the conditions are

satisfied (or constraints are met), the instruction stream will be treated as an

UNDEFINED one. Consequently, a SIGILL signal will be raised in QEMU user mode

emulation when an UNDEFINED instruction stream is executed.

• In line 2 and 3, the symbol Rt and Rn will be converted to unsigned integer t and

n, respectively. Similarly, the symbol imm8 will be extended into a 32-bit integer

imm32. In line 5, 6, and 7, symbol index, add, and wback will be assigned according

to the value of P, U, and W, respectively.

• In line 8, the symbol t, wback, and n will be checked. If the constraint of each

condition is met, the instruction stream should be treated as an UNPREDICTABLE

one. According to ARM’s manual, the behavior of an UNPREDICTABLE instruction

stream is not defined. The CPU processor vendors and the emulator developers

can choose an implementation that they think it’s proper.

Similarly, Figure 4.2c shows the ASL code for the execution logic of the instruc-

tion. The ASL code in Figure 4.2b and Figure 4.2c defines the semantics of the
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instruction.

Test case generation

By analyzing the encoding schema, Examiner generates the test cases by mutat-

ing the non-constant fields, including Rn, Rt, P, U, W and Imm8. This can generate

syntactically correct instructions. However, this step is not enough, since it may

not generate the values that satisfy the symbolic expression in the ASL code. For

instance, one symbolic expression in line 8 of Figure 4.2b is t == 15. The random

values generated in the first step may not satisfy this expression (all of them are

not equal to 15). To this end, we leverage a constraint solver to find the concrete

value of the encoding symbol Rt that satisfies the constraint, i.e., 15. Note that, we

only use this to illustrate the basic idea. The concrete value 15 of Rt likely has been

generated in the first step. We take similar actions to solve the constraints for other

symbols in line 1 (add), 2 (index) and 4 (wback) of Figure 4.2c. During this process,

we generated 576 instruction streams as test cases in total.

Differential testing

We feed each instruction stream into our differential testing engine. The engine

generates a corresponding ELF binary for each test case by adding prologue and

epilogue instructions. The prologue instructions first set the initial execution context,

then the instruction stream will be executed. Finally, the epilogue instructions will

dump the result for comparison. We execute the binary on both QEMU and real

devices (e.g., RasberryPi 2B). By comparing the execution result, we confirm that

0xf84f0ddd is an inconsistent instruction stream. Specifically, It will generate a

SIGILL signal in a real device while a SIGSEGV signal in QEMU.

We further analyzed the root cause and successfully disclosed a bug in QEMU.

According to Figure 4.2a, the concrete value of the encoding symbol Rn of the instruc-
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1 static bool op_store_ri(DisasContext *s, arg_ldst_ri *a, MemOp mop , int mem_idx)
2 {
3 ISSInfo issinfo = make_issinfo(s, a->rt, a->p, a->w) | ISSIsWrite;
4 TCGv_i32 addr , tmp;
5
6 // Rn=1111 is UNDEFINED for Thumb;
7
8 + if (s->thumb && a->rn == 15) {
9 + return false;

10 + }
11
12 addr = op_addr_ri_pre(s, a);
13
14 tmp = load_reg(s, a->rt);
15 gen_aa32_st_i32(s, args);
16 disas_set_da_iss(s, mop , issinfo);
17 tcg_temp_free_i32(tmp);
18 op_addr_ri_post(s, a, addr , 0);
19 return true;
20 }

Figure 4.3: Original code of QEMU and the patch for function op_store_ri, which aims

to translate STR instruction

tion stream 0xf84f0ddd is 1111. As shown in the ASL code (line 1) in Figure 4.2b.

it is an UNDEFINED instruction stream. However, QEMU does not properly check this

condition. Figure 4.3 shows the (patched) function (i.e., op_store_ri) in QEMU for

decoding the instruction STR (immediate). It continues the decoding process directly

from line 12 without any check. We then submit this bug to QEMU developers and

the patch is issued (as shown in line 8-10).

4.3.2 Test Case Generator

In theory, for a 32-bit instruction, there exist 232 = 4, 294, 967, 296 possible instruc-

tion streams, which are not practical for evaluation. In our work, we need to generate

a small number of representative test cases that cover most behaviors of an instruc-

tion.

Specifically, we first parse the encoding schema to retrieve the encoding symbols

and then infer the type for symbols, e.g., a register index or an immediate value.

After that, we generate an initialized mutation set by pre-defined rules for each type

of the symbol (Table 4.1 shows the detailed rules). For instance, we generate the

maximum, minimum and random values for an immediate value. Then, we develop a

symbolic execution engine to solve the constraints in the ASL code for the decoding
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and execution logic. This step can add more values to the mutation set to satisfy the

constraints of the symbols in the ASL program. At last, we remove duplicate values

and then generate instruction streams as test cases.

Algorithm 1 shows how we generate the test cases. For each instruction, ARM

provides a XML file to describe the instruction. We extract the encoding schemas

and the corresponding ASL code for decoding and execution by parsing the XML file.

We first retrieve the encoding symbols (Symbols) and constant values (Constants) in

the encoding schema, as well as Constraints for the symbolic expression in decoding

and execution ASL code (line 2). We then iterate over the Symbols and generate

the MutationSet for each symbol (line 3-4), which will be introduced in detail in

Section 19. Note this is the initial mutation set for each symbol. For the Constants,

the MutationSet contains only the fixed value (line 5-6). After that, we solve the

constraints to generate new mutation set (i.e., V alueSet) for each symbol (line 7-8),

which will be introduced in detail in Section 19. Then we check whether the solved

value for each symbol is in the symbol’s MutationSet (line 9). If not, we append it

to the symbols’s MutationSet (line 10-11). After that, we combine them to get the

MutationSets (line 12).

Finally, considering all the possible combinations of the candidates in the MutationSet

for each symbol, we conduct the Cartesian Product on the MutationSets to get the

test cases for this specific instruction encoding (line 13).

Initialize Mutation Set

In the phase of initializing mutation set for each symbol, we consider the types of

different symbols and aim to cover different values for different types of symbols. In

particular, we infer the type based on the symbol name. For instance, a symbol that

represents a register index usually has the name Rd, Rm, Rn, etc. As for the immediate

value, the symbol name used to be immn where n represents the length of the value.
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Algorithm 1: The algorithm to generate test cases.
Input: The encoding diagram: I_Encode;
The decoding ASL code: I_Decode;
The execution ASL code: I_Execute
Output: The generated test cases: T ;

1 Function Generate(I_Encode,I_Decode,I_Execute):
2 Symbols, Constants, Constraints = ParseASL(I_Encode, I_Decode, I_Execute)
3 for S in Symbols do

4 S.MutationSet = InitSet(S)
5 end

6 for C in Constants do

7 C.MutationSet = [ConstantValue]
8 end

9 for C in Constraints do

10 ValueSet = SolveConstraint(C, Symbols, I_Decode, I_Execute)
11 for V, S in V alueSet do

12 if V not in S.MutationSet then

13 S.MutationSet add V
14 end

15 end

16 end

17 MutationSets = [S.MutationSet +C.MutationSet]
18 TestCase = CartesianProduct(MutationSets)
19 return T

Table 4.1: The rules of initializing the mutation set.

Type of Symbol Name Mutation Set
Register Index 0 (R0); 1 (R1); 15 (PC); Random index values

Immediate Value in N bits Maximum value: 2^N -1; Minimum value: 0;
(N-2) Random Value from the enumerated values

Condition "1110" (Always execute)
Others in 1 bit "0"; "1"

Others in N bit (N >1) N random value from the enumerated values

For example, the symbol imm8 represents a 8-bit immediate value.

Table 4.1 shows the rules to initialize the mutation set. For a register index, we

include the PC register (index 15), R0, R1 and random values in the set. The register

R0 and R1 are used to represent the return value for function calls. As for PC, it

can explicitly change the execution flow of the program. Thus, the register index in

many instruction encodings cannot be 15. We include it in the mutation set to cover

such cases. For the immediate value, the maximum and minimum value are the two
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1 1 1 1 0 1 0 0 0 D 1 0 Rn Vd Rm
 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12  11 10  9   8   7   6    5   4   3   2   1   0

0   0   0   x AlignSize

Type

(a) Encoding diagram of instruction VLD4 in A32 instruction set

1 case type of
2 when ’0000’
3 inc = 1;
4 when ’0001’
5 inc = 2;
6 if size == ’11’ then UNDEFINED;
7 alignment = if align == ’00’ then 1 else 4 << UInt(align);
8 ebytes = 1 << UInt(size);
9 elements = 8 DIV ebytes;

10 d = UInt(D:Vd);
11 d2 = d + inc;
12 d3 = d2 + inc;
13 d4 = d3 + inc;
14 n = UInt(Rn);
15 m = UInt(Rm);
16 wback = (m != 15);
17 register_index = (m != 15 && m != 13);
18 if n == 15 || d4 > 31 then UNPREDICTABLE;

(b) Decoding code of instruction VLD4 in A32 instruction set

Figure 4.4: Test case generator example.

boundary values that need to be covered. Apart from this, we randomly select (N-2)

values, where N represents the bit length of the symbol. Note that enumerating

all the values for one symbol is not realistic because immediate values have 24 bits,

resulting in 224 = 16777216 candidates.

Solve Constraints

Symbolic expressions in ASL code represent the different execution paths of the

instruction. For instance, d4 in Figure 4.4 is a symbolic expression (d4 = UInt(D :

V d) + inc + inc + inc) that determines whether the instruction is an UNPREDICTABLE

one. To make our test case representative, the generated test cases should cover as

many execution paths as possible. To this end, we design and implement a symbolic

execution engine for the ASL code. Specifically, we assign symbolic values for encod-

ing symbols. Then we generate the symbolic expression for each variable in the ASL

code. After that, we retrieve the constraint of the symbolic expression and find the
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concrete values of the encoding symbols that satisfy the constraint and its negation,

e.g., solve the constraints (d4 > 31) == true and (d4 > 31) == false.

Figure 4.4 shows a concrete example. In line 18, there is a symbolic expression

d4 and a constraint d4 > 31. All the related statements (line 3, 5, 10, 11, 12, and

13) are retrieved via backward slicing and highlighted in the green color. To solve

this constraint, we conduct backward symbolic execution. Specifically, the symbol

d4 is calculated by the expression d4 = d3 + inc in line 13. Thus, the constraint is

converted to d3 + inc > 31. Given the relationship between d3 and d2 in line 11, and

between d2 and d1 in line 11, we further convert it to UInt(D : V d) + 3 ⇥ inc > 31.

The expression UInt(D:Vd) is converted to V d+24 ⇥D as the symbol Vd has 4 bits.

Thus, we have the constraint V d + 16 ⇥D + 3 ⇥ inc > 31. Symbol inc is assigned at

line 3 and line 5. Thus, the constraint is inc == 1 or inc == 2. Apart from this, we

need to consider the length of each symbol. Since D is one bit and V d has four bits.

Their constraints are D � 0 and D < 2, V d � 0 and V d < 16.

We feed all these constraints to the SMT solver. It returns a solution which is a

combination of symbol values that satisfy the constraints. One possible solution is

that V d is 13, D is 1, and inc is 2. We then negate the constraint d4 > 31 and repeat

the above mentioned process. In this case, the solution is V d is 0, D is 0 and inc is

1. Thus, the generated V alueSet contains three symbols and each symbol has two

candidate values. Note inc’s value depends on Type’s value. As we will also solve

the constraint Type == ‘0000’ and Type == ‘0001’, the final mutation set of Type

must contain the value that can make inc to be either 1 or 2. Due to the Cartesian

Product between each symbol’s mutation set, we can always generate the instruction

streams that can satisfy the constraint d4 > 31 and its negation.

Note that the path explosion in symbolic execution is not an issue for our purpose

since the decoding and execution ASL code has limited constraints, resulting in

limited paths. Meanwhile, we model the utility function calls (e.g., UInt) so that the
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symbol will not be propagated into these functions. Our experiment in Section 4.4.1

shows that we can generate the test cases within 4 minutes.

A Demonstration Example

Table 4.2 describes how we generate all the test cases for instruction VLD4 in Fig-

ure 4.4. In total, we split the encoding diagram into nine parts including seven

symbols and two constant values (None in the column "Symbol Name"). For con-

stant values, the initialized mutation set has one fixed value. For other symbols, we

initialize the mutation set, which is described in column "Init Mutation Set", accord-

ing to algorithm 1. Then we extract the constraints, and find the satisfied values.

Column "Related Constraints" lists the constraints for each symbol. After solving

the constraints and their negations, new mutation sets for each symbol will be gener-

ated. Finally, we have the mutation set for each symbol, which is denoted by column

"Final Mutation Set". We conduct the Cartesian Product between the mutation set

of each symbol. In total, we generate 1⇥ 2⇥ 1⇥ 4⇥ 6⇥ 2⇥ 4⇥ 3⇥ 5 = 5, 760 test

cases for this instruction encoding.
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4.3.3 Differential Testing Engine

Model the CPU

The differential testing engine receives the generated instruction streams, and detects

inconsistent ones. Formally, given one instruction stream I, we denote the state

before the execution of I as the initial state CPUI and the state after the execution

of I as the final state CPUF . We denote the CPU T ’s initial state CPUI(T ) with

the tuple < PCT , RegT ,MemT , StaT >. PC denotes the program counter, which

points to the next instruction that will be executed. Reg denotes the registers used

by processors while Mem denotes the memory space that the tested instruction I

may write into. Note we do not consider the whole memory space as comparing

the whole memory space is time- and resource-consuming. Sta denotes the status

register, which is APSR in ARM architecture. We denote the CPU T ’s final state

CPUF (T ) with the tuple [PCT , RegT ,MemT , StaT , SigT ]. Inside CPUF (T ), all the

other attributes have the same meanings as they are inside CPUI(T ) except Sig.

Sig denotes the signal or exception that the instruction stream I may trigger. If no

signal or exception is triggered, the value of Sig is 0.

Given the CPU emulator E, the real device R, our differential testing engine

guarantees that E’s initial state CPUI(E) is equal to R’s initial state CPUI(R).

CPUI(E) = CPUI(R) iff:

8� 2< PC,Reg,Mem, Sta >: �E = �R

After the execution of I, I is treated as an inconsistent instruction stream if the

final state CPUF (E) is not equal to the R’s final state CPUF (R). More formally,

CPUF (E) 6= CPUF (R) iff:

9� 2 [PC,Reg,Mem, Sta, Sig] : �E 6= �R
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Our Strategy

To conduct the differential testing, we insert prologue and epilogue instructions. We

first register the signal handlers to capture different signals. To make the initial

state consistent, we set the value of general purpose registers to zero except PC.

After setting up the initial state, an instruction stream will be executed. Then we

dump the CPU state either after the execution or in the signal handler so that we can

compare the execution result. For registers including status register (i.e., APSR), we

push them on the stack and then write them into a file. For the memory, we check

the instruction stream with Capstone [13] to see whether it will write a value into a

memory location. If so, we load the memory address, and push it on the stack for

later inspection. Note that the memory write instructions are limited. We manually

check the functionality of Capstone on analyzing these instructions and it works well.

Finally, we compare the result collected from the emulator and a real device. If the

instruction stream results in a different CPU final state, (CPUF (E) 6= CPUF (R)),

it will be treated as an inconsistent instruction stream.

4.3.4 Implementation Details

We implement Examiner in Python, C and ARM assembly. In particular, we

implement the test case generator in Python. We parse the ASL code, extract the

lexical and syntactic information with regular expressions. We use Z3 [50] as the

SMT solver to solve the constraints. The differential testing engine is implemented

in C and assembly code with some glue scripts in Python. Specifically, the initial

state setup and the execution result dumping is implemented with inline assembly

code. In total, Examiner contains 5, 074 lines of Python code, 220 lines of C code,

and 200 lines of assembly code.
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4.4 Evaluation

In this section, we evaluate Examiner by answering the following three research

questions.

• RQ1: Is Examiner able to generate sufficient test cases?

• RQ2: Is Examiner able to detect inconsistent instructions? What are the root

causes of these inconsistent instructions?

• RQ3: Is Examiner general to be applied to the other emulators?

• RQ4: What are the possible usage scenarios of inconsistent instructions?

4.4.1 Sufficiency of Test Case Generator (RQ1)

We generate the test cases according to ARMv8-A manual, which introduces ASL.

Specifically, the manual includes four different instruction sets. In AArch 64 mode,

A64 instruction set is supported. For the AArch 32 mode, it consists of three different

instruction sets. They are ARM32 with 32-bit instruction length (A32), Thumb-2

with instruction length of mixed 16-bits and 32-bits (T32), and Thumb-1 with 16-bit

instruction length (T16). They are also supported by previous ARM architectures

(e.g., ARMv5, ARMv6, ARMv7). To locate the inconsistent instructions in different

ARM architectures, we generate the test cases for all the instruction sets.

The generated test case is sufficient. Table 4.3 shows the statistics of the gener-

ated instruction streams. The column "Examiner " denotes the number of different

attributes for our test case generator. In total, 2, 774, 649 instruction streams are

generated within 4 minutes, which cover 1, 998 instruction encodings in 1, 070 in-

structions. Note that the total number of instruction encodings and instructions

in ARM manual is 1, 998 and 1, 070, respectively, which means all the instruction

encodings and instructions are covered.
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Note that the generated instruction streams are rather small for T16 due to the

small number of instruction encoding schemes and limited instruction length. Over-

all, all the generated instruction streams are syntactically corrected, which means

they all map to one of the encoding schemas. Furthermore, more than 12 thousand

constraints and their negations, which are related to encoding symbols, are solved,

indicating the multiple behaviors of the instructions are explored.

To further demonstrate the effectiveness of the test case generator, we randomly

generate the same number of test cases for each instruction set. We repeat the ran-

domly generated process 10 times. Then we check whether the generated instructions

are syntactically correct ones or not. If they are, we calculate how many instruction

encodings, how many instructions, and how many constraints are covered by these

instruction streams. According to the Column "Random" and "Ratio" in Table 4.3,

only 37.3% generated instruction streams are syntactically correct, which means all

the others are illegal instructions and they are not effective to test the potential dif-

ferent behaviors between real devices and CPU emulators. Among the syntactically

correct instruction streams, it can only cover 54.5% instruction encodings and 51.4%

instructions. Nearly a half of instructions can not be covered with the randomly

generated instruction streams. Specifically, many of the T32 instructions cannot be

covered with randomly generated instructions, which means many of these instruc-

tions have fixed values. As for the coverage of constraints, 37.4% constraints can not

be explored, resulting in a relatively limited behaviors being explored.

Answer to RQ1: Examiner can generate sufficient test cases, which are
all syntactical correct instruction streams and can cover all instruction encod-
ings and instructions. On the contrary, Only 37.3% of the same number of
randomly generated instruction streams are syntactical correct. Furthermore,
45.5% instruction encodings, 48.6% instructions, and 37.4% constraints cannot
be explored by these randomly generated instructions.
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4.4.2 Differential Testing Results and Root Causes (RQ2)

We feed the generated test cases into our differential testing engine to locate the

inconsistent instructions. Table 4.4 shows the result.

Experiment Setup. We conduct the differential testing between QEMU (version

5.1.0) and four real devices (OLinuXino iMX233 in ARMv5, RaspberryPi Zero in

ARMv6, RaspberryPi 2B in ARMv7, and Hikey 970 in ARMv8). For ARMv5, only

ARM32 is supported. Meanwhile, QEMU does not support Thumb-2 for ARM1176

of ARMv6. Thus, we only test the A32 instruction set on ARMv5 and ARMv6.

In total, it takes around 2700 seconds of CPU time for QEMU, which is run on

the Intel i7-9700 CPU. For the real devices, the CPU time cost ranges from 5276

seconds to 46238 seconds (13 hours), depending on the specific devices. Thanks

to the representative test cases, the differential testing for all the test cases can be

finished within acceptable time.

Testing Result. According to table 4.4, 171, 857 inconsistent instruction streams

are found, owning to 6.2% of the whole test cases. Note one instruction stream may

be tested in different architectures (e.g.,A32 instruction set in ARMv5, ARMv6,

and ARMv7), the number in column "Overall" is the union of the other columns.

Furthermore, these inconsistent instruction streams cover 531 different instruction

encodings and 316 instructions, owning 26.6% and 29.5% of the tested instruction

encodings and instructions, respectively.
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1 boolean AArch32.ExclusiveMonitorsPass(bits (32) address , integer size)
2 // It is IMPLEMENTATION DEFINED whether the
3 // detection of memory aborts happens before or
4 // after the check on the local Exclusive Monitor.
5 // As a result , a failure of the local monitor can
6 // occur on some implementations even if the
7 // memory access would give an memory abort.
8 ...
9 return

Figure 4.5: Two different implementations are defined in the annotation of function Ex-

clusiveMonitorsPass, which is called by many instructions’ executing code

Root Cause. Based on the inconsistent streams, we explore the root cause. First,

there are implementation bugs. We discovered 4 bugs of QEMU in total, which

influence 10 instruction encodings. Some of the bugs are related to very common

instructions. For example, BLX instruction may be undefined instructions in specific

cases, which should raise SIGILL signal. However, QEMU does not follow the speci-

fication. We also noticed one instruction (i.e., WFI) that can make QEMU crash. WFI

denotes waiting for interrupt and is usually used in system-mode emulation. How-

ever, ARM manual specifies that it can also be used in user-space. QEMU does not

handle this instruction well and an abort will be generated. All of the 4 bugs are

confirmed and patched by QEMU developers. This also demonstrates the capability

of Examiner in discovering the bugs of the emulator implementation.

Apart from the bugs, most of the inconsistent instructions are due to the un-

defined implementation in the ARM manual. There are three different kinds of

undefined implementations. The first one is UNPREDICTABLE ( Section 4.3.1).

UNPREDICTABLE leaves open implementation decision for emulators and proces-

sors. The second is Constraint UNPREDICTABLE. Constraint UNPREDICTABLE

provides candidate implementation strategies and the developer or vendor can choose

from one of them. The last one is defined in the annotation part of the ASL code.

Figure 4.5 shows an example. In the function ExclusiveMonitorsPass, which is called

by the executing code of instruction STREXH, there is an annotation for the imple-

mentation. Note the check on the local Exclusive Monitor would update the value
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Table 4.5: The statistics on detecting emulators

Mobile Type CPU A64 A32 T32 & T16
Samsung S8 SnapDragon 835 X X X

Huawei Mate20 Kirin 980 X X X
IQOO Neo5 SnapDragon 870 X X X
Huawei P40 Kirin 990 X X X

Huawei Mate40 Pro Kirin 9000 X X X
Honor 9 Kirin 960 X X X
Honor 20 Kirin 710 X X X

Blackberry Key2 SnapDragon 660 X X X
Google Pixel SnapDragon 821 X X X
Samsung Zflip SnapDragon 855 X X X
Google Pixel3 SnapDragon 845 X X X

of a register. Thus, if the detection of memory aborts happens before the check, the

value of the register would not be updated while the detection happens after the

check can update the value, resulting in different register value.

Answer to RQ2: Examiner can detect inconsistent instructions. In to-
tal, 171,274 inconsistent instruction streams are found, which covers 26.6%
(i.e.,531/1998) instruction encodings and 29.5% instructions (i.e., 316/1070).
The implementation bugs of QEMU and the undefined implementation in ARM
manual are the major root causes. 4 bugs are discovered and confirmed by QEMU
developers, which influence 10 instruction encodings including commonly used
instructions (e.g., BLX).

4.4.3 Generalization of Examiner (RQ3)
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To demonstrate the generalization of Examiner, we further apply Examiner on

evaluating the other two lightweight but also popular CPU emulators (i.e., Unicorn in

version 1.0.2rc4 and Angr in version 9.0.7833). Different from QEMU, Unicorn and

Angr do not provide options to specify the ARMv5 or ARMv6 architecture. In this

case, we evaluate ARMv7 and ARMv8. Meanwhile, Unicorn and Angr do not have

good support on advanced instructions [8]. For instance, many SIMD instructions

will make Angr crash, resulting in 5 new bugs. Instructions (e.g., WFE [9]) that rely on

kernel or multiprocessor are also not supported. Thus, we filter out these instructions

in the experiment.

Table 4.6 shows the result. 223, 264 and 120, 169 inconsistent instructions streams

are identified for Unicorn and Angr, respectively. They also cover hundreds of instruc-

tion encodings. We also explored the root cause of these inconsistent instructions.

Similar to QEMU, undefined implementation and bugs are the major causes. 3 bugs

are located in Unicorn.

Answer to RQ3: Examiner is general to be applied to the other CPU em-
ulators (i.e., Unicorn and Angr). With Examiner, we disclosed 8 more bugs (5
in Angr and 3 in Unicorn) and located a huge number of inconsistent instruction
streams in the two CPU emulators).

4.4.4 Applications of Inconsistent Instructions (RQ4)

The inconsistent instructions can be used to detect the existence of emulators. Fur-

thermore, detecting emulators can prevent the binary from being analyzed or fuzzed,

which is known as anti-emulation and anti-fuzzing technique.

Emulator Detection

The inconsistent instructions can be used to detect emulators. We use the incon-

sistent instructions for emulator detection. Considering the popularity of Android

systems, we target Android applications. Specifically, we build a native library by
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1 void sig_handler(int signum) {
2 record_execution_result(i++);
3 siglongjmp(sig_env , i);
4 }
5
6 Bool JNI_Function_Is_In_Emulator () {
7 register_signals(sig_handler);
8 i = sigsetjmp(sig_env ,0);
9 switch (i){

10 case 1:
11 execute(inconsistent_instruction_n);
12 record_execution_result(i++);
13 longjmp(sig_env ,i++);
14 case 2:
15 ...
16 case n:
17 }
18 return compare_result ();
19 }

Figure 4.6: Pseudo code of the native code for detecting the emulator.

using the inconsistent instructions.

Figure 4.6 shows the pseudo code of the library. Function JNI_Function_Is_In_-

Emulator (line 6) returns True if the emulator is detected. Inside the function, we

register signal handlers for different signals (line 7). After the execution of each

instruction stream, we will record the execution result either in the signal handler

(line 2) or after the execution (line 12), which depends on the execution result. Then

we use the function longjmp (line 13) or siglongjmp (line 3) to jump back to the

place where calling sigsetjmp (line 8). Note the return value of sigsetjmp depends

on the parameter of the longjmp or siglongjmp. Thus, the switch would check the

value of i, which is the return value of sigsetjmp, repeatedly. As i would increase one

after the execution of one instruction stream, we can execute hundreds of instruction

streams in one function by adding corresponding case conditions. Each instruction

stream can make an equal contribution to the final decision on whether the current

execution environment is in real devices or emulators. Finally, if more instruction

streams decide the application are running inside an emulator, the compare_result()

will return True and vice versa.

We automatically generate the test library with template code and build three

Android apps for different instruction set (one for A64, one for A32, and one for T32 &
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 0xe6100000
 n = UInt(Rn) = 0
 t  = UInt(Rt)  = 0
 if n == t then UNPREDICTABLE
  

void sigill_handler(){
    /*malicious behavior*/
}

void sigsegv_handler(){
    exit();    
}

Real Device

QEMU

Figure 4.7: Inconsistent instruction can prevent the malicious behavior being detected by

emulators

T16). We run the applications on 12 different mobiles from 6 different vendors. These

mobiles also use different CPUs, which decides how an instruction stream should be

executed. Meanwhile, we run the applications in the Android emulator provided by

Android studio (Version 4.1.2). We compare the result running in each real mobiles

with the one in emulators. If the function JNI_Function_Is_In_Emulator returns

True in emulator and returns False in real mobiles. We consider it will successfully

detect the emulator. Table 4.5 shows the evaluation result, by testing the three

Android apps (one for A64, one for A32, and one for T32 & T16) in 12 mobiles, all

the mobile apps can detect the existence of emulator and real mobiles successfully.

Anti-Emulation

Anti-emulation technique is important. On the attacker’s side, it can be proposed

to increase the bar for analyzing the malware so that the defense mechanism can be

developed slower. On the defender’s side, commercial software needs to protect the

core functionality and algorithms from being analyzed. Thus, it is widely used in

the wild [151].

The inconsistent instructions can be used to conduct anti-emulation and can

prevent the malware’s malicious behavior being analyzed. We demonstrate how the
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1 0x10000: e51b3008 LDR r3 ,[fp ,#-8]
2 0x10004: e1a03000 MOV r3,r0
3 0x10008: e7cf0e9f BFC r0, #0xf, #1
4 // BFC instruction is to clear specific bits
5 // e7cf0e9f is an UNPREDICTABLE encoding
6 // e7cf0e9f is executed normally in real device
7 // e7cf0e9f triggers SIGILL signal on QEMU
8 0x1000c: e1a00003 MOV r0,r3
9 0x10010: e50b3008 STR r3 ,[fp ,#-8]

Figure 4.8: Instrumented instruction streams for anti-fuzzing.

inconsistent instruction can be used to hide the malicious behavior.

We use one of the state-of-the-art dynamic analysis platforms (i.e., PANDA [35])

to demonstrate the usage. PANDA is built upon QEMU and supports taint analysis,

record and replay, operating system introspection, and so on. We port one of the

open source rootkits (i.e., Suterusu [45]) to Debian 7.3. We register two different

signal handlers for SIGILL and SIGSEGV, respectively. Then we instrument one

instruction stream (i.e., 0xe6100000). This is a LDR instruction encoding in ARM

instruction set. According to the encoding schema, n equals to t and both these two

symbols’ values are zero. The ASL code of decoding would check whether n equals

to t. If so, it should be the UNPREDICTABLE behavior. Real devices think this

is an illegal instruction stream and will raise the SIGILL signal while QEMU tries

to execute the instruction stream. Then SIGSEGV will be raised as the address

pointed by R0 cannot be accessed. In this case, the malicious behavior will only

be triggered in real devices. Meanwhile, when we use the PANDA to analyze the

malware, no malicious behavior will be monitored and the program will exit inside

the sigsegv_handler.

Anti-Fuzz

Fuzzing is widely used to explore the zero-day vulnerabilities. To help the re-

leased binaries from being fuzzed by attackers, researchers utilize anti-fuzzing tech-

niques [97, 85]. Considering that many new binary fuzzing frameworks are based

on QEMU, the inconsistent instructions can be used by developers as a mitigation
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approach towards fuzzing technique.

We demonstrate how the inconsistent instructions can be used to conduct anti-

fuzzing tasks with a relatively low overhead and high decreased coverage ratio. Fig-

ure 4.8 shows a snippet of assembly code instrumented into the release binary. In

address 0x10008, the instruction BFC is used to clear bits for register R0. Note we

move the value of R0 to R3 before the instruction BFC and return it back after the

execution of BFC. This can guarantee the instrumented instructions will not affect the

execution of the binary on the real device. The instruction stream 0xe7cf0e9f results

in an UNPREDICTABLE condition. It can be executed normally in real devices

while triggering a signal on QEMU.

We developed a GCC plugin to instrument the above mentioned inconsistent

instruction streams at each function entry and apply this plugin on three popular

used libraries (i.e., libtiff, libpng, and libjpeg) during the compilation process to

generate released binaries.

Table 4.7 shows the space and runtime overhead of the instrumented binary

compared with the normal (non-instrumented) one. The space overhead is measured

by comparing the binary size. For runtime overhead, we measure it by running

test suites on both binaries and comparing the cost of time. We noticed that the

instrumented binary imposes negligible space and runtime overhead to the binary.

The average space overhead for the protected binary is around 4%, and the runtime

overhead is less than 1%.

We then measure the functionality of anti-fuzzing. We fuzz the instrumented

binaries and the normal ones with AFL-QEMU (version 2.56b) for 24 hours. The

seed corpus is the test suite used for each library in Table 4.7. We collect the coverage

information for the instrumented and the normal ones. Figure 4.9 shows the results.

It is easy to see that the coverage for instrumented binaries cannot increase (because

QEMU fails to execute binaries correctly), while the normal ones will increase with
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Table 4.7: Overhead information of anti-fuzzing.

Library 1 Test Suite2 Space Overhead Runtime Overhead
libpng (readpng) built-in (254) 4.0% (+7KB) 0.52%
libjpeg (djpeg) GIT 3 (97) 4.3% (+8KB) 0.61%
libtiff (tiffinfo) built-in (61) 2.2% (+8KB) 0.59%

Overall 3.5% 0.57%
1 All libraries are compiled using default compile parameters.
2 The test inputs for libjpeg is taken from Google Image Test Suite.
3 The number of test inputs in test suite is shown in the bracket.

the fuzzing time.

Note this is to demonstrate the ability of inconsistent instructions on anti-fuzzing

tasks. How to stealthily use these instructions is out of our scope. It is not easy

for attackers to precisely recognize all the inconsistent instructions, which will be

discussed in detail (Section 4.5).

(a) libjpeg (b) libpng (c) libtiff

Figure 4.9: The result of Anti-Fuzzing experiment on three libraries. The blue lines
show the coverage over 24 hours of fuzzing. The orange line shows the coverage for
instrumented binaries, which decreases due to failed executions of QEMU.

Answer to RQ3: The inconsistent instructions are useful. We demonstrate
that the inconsistent instructions can be used to detect the existence of the CPU
emulator and prevent the malicious behavior from being monitored by dynamic
analysis frameworks. Furthermore, the path coverage of programs fuzzed in em-
ulators can be highly decreased with the help of inconsistent instructions.
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4.5 Discussion

Detecting (Ab)Used Inconsistent Instructions Section 4.4.4 shows that at-

tackers or vendors can (ab)use these inconsistent instructions. It is not easy to

recognize these inconsistent instructions due to the huge number of inconsistent in-

structions. Some of them are even commonly used (i.e., BLX). Apart from this, attack-

ers can encrypt these instruction streams as data. Then these encrypted instruction

streams can be decrypted and executed during runtime, which can increase the bar

for detection. Furthermore, how to hide these inconsistent instruction streams from

being detected is a Cat and Mouse problem. Stealthily using these instructions is

out of our scope.

Testing Instructions in Privileged Environments Currently, the generated

instruction streams are tested under unprivileged mode in both CPU emulators and

real devices. Some instruction streams may have different execution results under

privileged mode. For instance, instruction WFI, which results in a bug of QEMU user-

mode, may not be an inconsistent instruction while executing in privileged mode.

We plan to port Examiner to kernel-space in the future.

Testing Instruction Stream Sequences Examiner now tests only one instruc-

tion stream each time during the differential testing. We can also test multiple

instruction streams (instruction stream sequences) in the differential testing. The

instruction stream sequences may trigger multiple system states and we can test the

decoding/executing logic towards different state flags. How to design representative

instruction stream sequences, and how to locate the inconsistent one will be the

challenge, which is left as future work. Nevertheless, We have already discovered

a huge number of inconsistent instruction streams with Examiner, covering 29.5%

of instructions. Every instruction stream sequence that contain the inconsistent in-

struction stream can result in inconsistent behaviors.
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Other Architectures The whole framework of Examiner is architecture-independent.

However, we rely on ARM ASL to generate the test cases, which can explore multiple

behaviors. If other architectures propose such kinds of specification language, we are

able to generate the test cases. Otherwise, new test case generation algorithm should

be developed.

4.6 Summary

We design and implement Examiner, a framework that can automatically locate

the inconsistent ARM instructions. With Examiner, we generate 2,774,649 repre-

sentative instruction streams and detect 171, 857 inconsistent ones for QEMU. To

demonstrate Examiner’s generalization, we further apply Examiner on two other

emulators (i,e„ Unicorn and Angr) and a huge number of inconsistent instructions are

located. We noticed that bugs and undefined implementation in ARM manual are

the root causes. Furthermore, we disclosed 12 bugs (4 in QEMU, 3 in Unicorn, 5 in

Angr). Some of them influence commonly used instructions (e.g., BLX) and can even

crash the emulators (e.g., QEMU and Angr). We also demonstrate the capability of

inconsistent instructions on detecting emulators, anti-emulation, and anti-fuzzing.
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Chapter 5

ECMO: Peripheral Transplantation

to Rehost Embedded Linux Kernels

5.1 Overview

Dynamic analysis has been widely used for various purposes [83, 69, 87, 109, 160, 93].

It can monitor the runtime behavior of the target system, complementing the static

analysis [126, 137, 67, 88]. Rehosting, also known as emulation, is used to run a target

system inside an emulated environment, e.g., QEMU, and provides the capability to

introspect the runtime state. Based on this capability, different applications, e.g.,

kernel crash analysis, rootkit forensic analysis, and kernel fuzzing, can be built.

Running the Linux kernel in QEMU for the desktop system is a solved problem.

However, rehosting embedded system is challenging. First, rehosting Linux kernel

is dependent on the emulation of peripherals. Without the right emulation of these

peripherals, Linux kernel may halt or crash during the rehosting process. Second,

peripherals vary widely. Due to the diverse peripherals in the wild, it is not practical

for QEMU to support all kinds of peripherals in any SoC. Third, vendors may not

strictly follow the GPL license [84, 75], resulting in the lack of public information

(e.g., specifications, datasheets, and source code). These obstruct the diagnosis of

failures when adding emulation support of new SoCs in QEMU. Thus, how to rehost
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the embedded Linux kernels in QEMU is still an open research question.

Previous research [61, 101] provides the capability of rehosting user-space pro-

grams by running a customized Linux kernel for one SoC that is supported in QEMU.

This works well because user-space programs mainly depend on standard system

calls that are provided by the underlying Linux kernel. Different from user-space

programs, the OS kernel interact with peripherals that are usually different in dif-

ferent SoCs. Some researchers have proposed to use real devices to perform the

dynamic analysis [156, 118, 86, 142]. Such solutions do not scale since there exist

a large number of embedded devices. Other mechanism that are for the bare-metal

systems [79, 115, 65], i.e., embedded systems without an OS kernel or having a thin

layer of abstraction, cannot be directly used to rehost the Linux kernel as the Linux

kernel is far more complicated than the bare-metal ones.

Key Insights. To address the above mentioned three challenges, we have three

key insights. First, only early-boot peripherals (i.e., interrupt controller, timer, and

UART) need to be supported during the rehosting process. After successfully rehost-

ing the Linux kernel, we are able to install the different peripheral drivers in ramfs

to support the other peripherals with kernel modules. Second, Linux kernel provides

interfaces to implement drivers of these peripherals, which brings the chance to re-

place these diverse peripherals with designated ones. Third, embedded Linux kernels

are usually modified based on the mainstream Linux kernel, which is open-sourced.

The modification mainly aims to add support for specific peripherals while most of

the other code is unchanged.

With the insights, we propose a solution called peripheral transplantation. It is

device-independent, and works towards the Linux kernel binary without the need of

the source code of the target system. The main idea is, instead of manually adding

emulation support of various peripherals in QEMU, we can transplant the device
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Firmware Image ECMO Peripherals
to be Transplanted

Rehosted Linux Kernel Applications

Figure 5.1: The overview of our system (ECMO)

drivers of designated peripherals into the target Linux kernel binary. It replaces

the peripherals in the target Linux kernel that are currently unsupported in QEMU

with supported ones, thus making the Linux kernel rehostable. In particular, given a

Linux kernel retrieved from the firmware image of an embedded device, our system

turns it into a rehostable one that can be successfully booted in QEMU. After that,

various applications can be built to analyze the rehosted kernel.

Specifically, our system transplants two components, i.e., the emulated models

of peripheral into QEMU and their device drivers into the Linux kernel (if they are

not initialized originally). Transplanting the peripheral model requires us to build

the hardware emulation code for a specified (or simplified) peripheral and integrate

it into QEMU. We utilize APIs provided by QEMU for transplanting emulated peripheral

models.

However, transplanting a driver into the Linux kernel is non-trivial. First, we

need to substitute the original (unsupported) device driver with the transplanted one.

Since the peripheral driver is initialized with indirect calls, we need to locate function

pointers and rewrite them in a stripped binary on the fly, which is challenging.

Second, the transplanted driver should not affect the memory view of the original

kernel. Otherwise, the memory holding the transplanted driver can be overwritten

since the Linux kernel is not aware of the existence of that memory region. Third,

the transplanted driver needs to invoke APIs in the Linux kernel. Otherwise, the
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transplanted driver cannot function as desired.

To overcome the difficulties of transplanting drivers, we design and implement a

new algorithm to identify the required function pointers (Section 5.4.2) and introduce

opaque memory (Section 5.4.3) to guarantee that the transplanted driver does not

affect the memory view of the original kernel. Finally, we implement and integrate

the peripheral transplantation technique into QEMU to create a prototype called

ECMO. Figure 5.1 shows the overview of ECMO. It receives the firmware image and

the peripherals to be transplanted. Then it transplants the peripherals to the Linux

kernel binary to make it rehostable in QEMU and launch a shell. Note that ECMO

focuses on transplanting the early-boot peripherals (i.e., interrupt controller, timer,

and UART), which are needed to rehost the Linux kernel. Once the Linux kernel

is rehosted, users can install different peripheral drivers to support more peripherals

with kernel modules and build various applications to analyze the rehosted kernel.

We apply ECMO on 815 Linux kernels extracted from firmware images, including

20 different kernel versions and 37 device models. ECMO now only supports ARM

architecture, which is widely used in embedded systems [41]. However, it does not

rely on any architecture specific feature and can be easily extended to the other

architectures (Section 5.6). Our experiment shows that ECMO can successfully

transplant peripherals for all 815 Linux kernels. Among them, 710 are able to launch

a shell. The failed cases are due to the unsupported root file system format (ramfs) in

the rehosted kernel. Furthermore, we successfully install one Ethernet device driver

(i.e., smc91x) on all the rehosted Linux kernel, which demonstrates the capability

to support more peripherals based on rehosted Linux kernel. To demonstrate the

functionality and usefulness of our system, we build and port three applications,

including kernel crash analysis, rootkit forensic analysis, and kernel fuzzing. Note

that, the applications themselves are not the contribution of our work. They are

used to demonstrate the usage scenarios of our system. Other applications that can
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be built on QEMU can also be ported.

In summary, this work makes the following main contributions.

• Novel technique. We propose a device-independent technique called peripheral

transplantation that can rehost Linux kernels of embedded devices without the

availability of the source code.

• New system. We implement and integrate the peripheral transplantation tech-

nique into QEMU, to create a prototype system called ECMO.

• Comprehensive evaluation. We apply ECMO to 815 Linux kernels from differ-

ent images. It can transplant peripherals for all the Linux kernels and successfully

launch the shell for 710 ones.

To engage with the community, we release the source code of our system in

https://github.com/valour01/ecmo.

5.2 Background

5.2.1 Linux Kernel

Linux kernel source code can be categorized into three types according to their func-

tionalities. The first type is the architecture independent code, which contains the

core functionality used by all CPU architectures. The second type is architecture

dependent code. For instance, the sub-directories under the arch/ directory contain

the code for multiple CPU architectures. The third type is board-specific code, which

is used by specific board (machine). For instance, the directory arch/arm/versatile/

contains the code used by the machine named versatile. The kernel compiled for one

machine usually cannot be directly booted on other machines (or QEMU instances

that emulate different machines.)
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1 MACHINE_START(VERSATILE_AB , "ARM -Versatile AB")
2 .atag_offset = 0x100 ,
3 .map_io = versatile_map_io ,
4 .init_early = versatile_init_early ,
5 .init_irq = versatile_init_irq ,
6 .init_time = versatile_timer_init ,
7 .init_machine = versatile_init ,
8 .restart = versatile_restart ,
9 MACHINE_END

Figure 5.2: The machine description for ARM-Versatile AB.

1 //UART read call back
2 static uint64_t serial_mm_read(void *opaque ,
3 hwaddr addr , unsigned size) {
4 SerialMM *s = SERIAL_MM(opaque);
5 return serial_ioport_read (&s->serial ,
6 addr >> s->regshift , 1);
7 }
8 // register read/write call back functions
9 static const MemoryRegionOps serial_mm_ops = {

10 .read = serial_mm_read ,
11 .write = serial_mm_write ,
12 ...
13 };

Figure 5.3: The callback functions for UART emulation in QEMU

5.2.2 ARM Machines

Embedded systems usually use SoCs from multiple vendors with different designs.

For instance, they contain different peripherals. Each SoC is expressed as a machine

in the Linux kernel. Manufacturers develop the board support package (BSP) (e.g.,

drivers of peripherals) so that Linux kernel can use these peripherals.

Linux kernel introduces the structure machine_desc for ARM to describe differ-

ent machines. The structure machine_desc provides interfaces to implement BSPs.

For example, Figure 5.2 shows an example of one machine ARM-Versatile AB in the

Linux kernel (Version 3.18.20). It initializes function pointers and data pointers with

its implementation. Specifically, in line 5, the function pointer init_irq is assigned

the value as versatile_init_irq. During the booting process, the Linux kernel will in-

voke the function machine_desc!init_irq to initialize the IC (interrupt controller).

The same logic applies to the function pointer init_time. Linux kernel invokes the

function machine_desc!init_time to initialize the timer.
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5.2.3 QEMU

QEMU [57] is one of the most popular full-system emulators. It emulates different

machines by providing different machine models. A machine model consists of CPU,

memory, and different kinds of peripheral models. To emulate a peripheral, QEMU

registers the read/write callback functions for the MMIO (memory-mapped I/O) ad-

dress space of the peripheral. Once the Linux kernel running inside QEMU reads

from or writes into the address inside the MMIO range, the registered callback func-

tions inside QEMU will be invoked to emulate the peripheral. Basically, it maintains

an internal state machine to implement the peripheral’s functionality. Figure 5.3

shows an example of the registered callback functions for UART emulation. Specif-

ically, when the Linux kernel reads from the MMIO space of the emulated UART

device (e.g., 0x01C42000), the serial_mm_read function will be invoked by QEMU to

emulate the read access.

5.3 Challenges and Our Solution

The main goal of our work is to rehost Linux kernel binaries that are originally

running on embedded systems in QEMU. This lays the foundation of applications

that rely on the capability to introspect runtime states of the Linux kernel, e.g.,

kernel crash and vulnerability analysis [83, 69], rootkit forensic analysis [146, 128],

and kernel fuzzing [109, 133].

5.3.1 Challenges

Rehosting the Linux kernel on QEMU faces the following challenges:

Peripheral dependency. Rehosting the Linux kernel requires QEMU to emulate

the peripherals, e.g., the interrupt controller, that the Linux kernel depends on.

During the booting process, Linux kernel will read from or write into the peripheral
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registers and execute the code according to the state specified by the value of pe-

ripheral registers. Without the emulation of these peripherals, the rehosted kernel

will halt or crash during the booting process.

Peripheral diversity. SoCs vary widely [43] and different vendors, e.g., Broadcom,

Marvell may design and develop different SoCs. These new SoCs introduce many

new peripherals that are not currently supported in QEMU and the open-sourced

mainstream of the Linux kernel. Due to the diversity of peripherals, there are still

a large number of devices that are not supported. Meanwhile, manually developing

peripheral emulation routine is tedious and error-prone, especially due to the diversity

of peripherals. Thus, the diversity of peripherals brings significant challenge to build

a general emulator, which can re-host various Linux kernels of embedded devices.

Lack of public information. The information (e.g., specifications, datasheets,

and source code) of SoCs and firmware images are usually not public. This is be-

cause vendors may not release the detailed hardware specification. Furthermore,

vendors may not release the source code immediately after releasing the image and

not all vendors strictly follow the GPL license [84, 75]. Meanwhile, the binary of

the Linux kernel is stripped and has no particular headers (i.e., ELF section head-

ers) or debugging information. These obstruct the diagnosis of failures when adding

emulation support of new SoCs in QEMU.

5.3.2 Our Solution: Peripheral Transplantation

In this work, we propose a technique called peripheral transplantation. The main idea

is, instead of manually adding emulation support of various peripherals in QEMU,

we can replace the peripherals that are used in target Linux kernels with existing

peripherals in QEMU. By doing so, we can rehost the Linux kernel and the kernel

functionality is intact (Section 5.5.4).

Figure 5.4 shows the overview of peripheral transplantation. This involves the
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Figure 5.4: The overview of peripheral transplantation.

start_kernel(void) {
. . .
/*Initialize the architecture specific
Properties */
setup_arch();
. . .
/*Initialize the Timer*/
time_init();
. . .

}

configure_time_APIs(args) {
. . .

}

setup_arch () {
. . .
/*setup_machine_fdt return the
value of machine_desc */
machine_desc = setup_machine_fdt();
install_ECMO_forward_pointer();

}

time_init(void) {
if (!machine_desc->init_time)

general_time_init();
else

/*ECMO_init_time()*/
machine_desc->init_time();

}

install_ECMO_forward_pointer(void
) {
…
machine_desc->init_time =

&ECMO_init_time;
}

ECMO_init_time(void) {
args = ECMO_Timer；
f = &configure_time_APIs;
(*f)(args);

}

1 3

2

5

4

Figure 5.5: A concrete example of peripheral transplantation.

injection of peripheral models into QEMU and the ECMO Driver into the Linux

kernel. To distinguish them from original ones of the (emulated) machine, we call

the transplanted peripheral models ECMO Peripheral. To let the kernel use the

transplanted ECMO Driver, our system identities the functions that are used to ini-

tialize device drivers (ECMO Forward Pointers) and redirects them to the functions

inside the ECMO Driver (Fig. 5.4 1 ). Moreover, our system identifies the APIs

that are responsible for interacting with peripheral models. These APIs are used by
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Figure 5.6: The work flow of our system.

the ECMO Driver to communicate with the transplanted peripheral models (Fig. 5.4

2 ). The addresses of these functions are called ECMO Backward Pointers in this

paper. We will elaborate how to identify the ECMO Pointers in Section 5.4.2.

Note that, to ensure the ECMO Driver does not affect the memory view of the

rehosted Linux kernel, we propose the concept of the opaque memory. This memory

region is available on the emulated machine but cannot be seen by the Linux kernel.

As such, we can prevent the kernel from allocating memory pages that are reserved

for the ECMO Driver. We will elaborate this in Section 5.4.3.

5.3.3 An Illustration Example of Peripheral Transplantation

Fig. 5.5 shows a concrete example of transplanting one peripheral (i.e., timer) into the

Linux kernel. In particular, the function start_kernel is responsible for initializing

the Linux kernel. It will invoke several different functions, including setup_arch and

and time_init.

The function setup_arch will setup architecture-related configurations and ini-

tialize the machine_desc structure (Fig. 5.5 1 ). This structure contains multiple

function pointers (ECMO Forward Pointers) that will be used to initialize corre-

sponding drivers. Our system first locates the function setup_arch and then injects

a function (install_ECMO_forward_pointers) to change the pointers to our own ones

(Fig. 5.5 3 ).

When the function init_time is invoked to initialize the timer (Fig. 5.5 2 ), the

ECMO_init_time, which is pointed by machine_desc-> init_time, will be invoked to

102



1 Assembly code:
2 mov r0, #0
3 str r0, [r2], #4
4 str r0, [r2], #4
5 str r0, [r2], #4
6 str r0, [r2], #4
7 cmp r2, r3
8 blo 1b
9 tst r4, #1

10 bic r4, r4, #1
11 blne cache_on
12 mov r0, r4 //r0 stores the value of output_start
13 mov r1, sp
14 add r2, sp, #0 x10000
15 mov r3, r7
16 bl decompress_kernel
17 // we can dump the decompressed Linux kernel after
18 // function decompress_kernel returns
19
20 Simplified C code:
21 void decompress_kernel(uint32 output_start , args)

Figure 5.7: The assembly code that invokes function decompress_kernel, which is in
arch/arm/boot/compressed/head.S.

initialize the injected timer driver (ECMO Driver) in QEMU (Fig. 5.5 4 ) (through

ECMO Forward Pointers), instead of the original one. Accordingly, this function will

invoke APIs (through ECMO Backward Pointers) in the Linux kernel to interact with

the ECMO Peripheral (Fig. 5.5 5 ).

Note that, the code snippets in Fig. 5.5 are for the illustration purpose. Our

system does not rely on the availability of the source code. It directly works towards

the Linux kernel binary that is retrieved from a firmware image.

5.4 System Design and Implementation

In order to rehost Linux kernels, our system first extracts and decompresses the

Linux kernel from the given firmware image (Section 5.4.1). We then apply multiple

strategies to identify both ECMO Forward and Backward Pointers (Section 5.4.2).

These pointers are essential for ECMO Drivers. At last, we semi-automatically

generate ECMO Drivers and load them at runtime to boot the kernels (Section 5.4.3).

Fig. 5.6 shows the overall workflow.

5.4.1 Decompress Linux Kernel
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Firmware image usually consists of the OS, which is the Linux kernel, and user appli-

cations. However, the Linux kernel inside the firmware images is usually compressed.

To identify ECMO Pointers, we need to first extract the Linux kernel and decompress

it. With the decompressed Linux kernel, we can utilize different strategies to locate

the ECMO Pointers.

Specifically, we feed the firmware image to firmware extraction tool (i.e., Binwalk)

to extract the kernel image. Then we directly feed the extracted kernel image (with

added u-boot information) to QEMU. Since the code for decompressing the Linux

kernel does not operate on the peripherals (except the UART to show the message

of decompressing Linux kernel), it can be successfully executed in vanilla QEMU.

As shown in Fig. 5.7, function decompress_kernel in line 16 is invoked to decom-

press the kernel. Its first parameter (i.e., output_start) indicates the start address

of the decompressed kernel. Thus, if we can identify when decompress_kernel is in-

voked, we can get the first parameter by checking the machine register (R0 in ARM)

and dump the decompressed Linux kernel.

We notice that the function decompress_kernel is invoked by the assembly code

in arch/arm/boot/compressed/head.S. We observe that this snippet of assembly code

remains unchanged in different kernel versions. With this observation, we identify

the address of instruction BL decompress_kernel by strictly comparing the execution

trace of QEMU and the hard coded assembly code. After finding the instruction,

we can obtain the address of the function decompress_kernel and the value of out-

put_start according to the execution trace. With this information, we can dump the

decompressed Linux kernel after the function decompress_kernel returns.

By doing so, we can automatically retrieve decompressed Linux kernels from

firmware images.
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5.4.2 Identity ECMO Pointers

Our system needs to obtain the addresses of two essential types of functions in

the Linux kernel. Specifically, the ECMO Forward Pointers contain the functions

that are used by the Linux kernel to initialize device drivers. We dynamically hook

and redirect them to ECMO Drivers at runtime in QEMU. The ECMO Backward

Pointers contain the APIs that are used by the ECMO Driver to invoke functions

provided by the Linux kernel to interact with emulated peripherals in QEMU.

Precisely identifying ECMO Pointers is not easy. The main challenge is the

decompressed Linux kernel is stripped and only contains the binary data. It has nei-

ther meaningful headers nor debugging symbols and contains thousands of functions.

Furthermore, the Linux kernel is compiled with different compilers and compiling op-

tions, which can result in different binaries. Thus, we cannot have any assumption on

the compiling options or compilers. We also cannot rely on run-time symbol tables

like /proc/kallsym because they are only available after booting. However, we have

the insight that embedded Linux kernels are usually modified based on the main-

stream Linux kernel and the modification mainly aims to add support for specific

peripherals with board-specific code. Meanwhile, ECMO Pointers are functions in

architecture independent code or architecture dependent code (Section 5.2.1), which

is unchanged and open-source.

In this case, we can automatically identify ECMO Pointers by leveraging the

source code of the mainline Linux kernel. For instance, if we find that a function

uses a specific string by reading the source code, then we can easily identify this

function inside the binary by locating the function that has references to the same

string. Of course, this simple strategy may not always work, since some functions

do not have such obvious patterns or multiple functions can refer to the same string.

Thus, we take three different strategies to identify ECMO Pointers (Section 5.4.2).
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We illustrate each step in the following.

Disassemble the Linux Kernel

The first step is to disassemble the Linux kernel for further analysis, including con-

structing the control flow graph and identifying function boundaries. Accurately

disassembling the ARM binaries is still challenging, especially when the binary is

stripped [92]. This is because inline data is very common in ARM binaries and there

are two different instruction sets (i.e., ARM and Thumb). Furthermore, ARM does

not have a distinguished function call instruction, which can influence the accuracy

of identifying function boundaries. In this case, we choose to ensure that this step

does not introduce false negatives, i.e., all the code sections should be dissembled.

Otherwise, we cannot identify the functions if they are not correctly disassembled.

However, we can tolerate the false positives, i.e., the inline data may be wrongly

disassembled as code. The strategies described in Section 5.4.2 can help us to filter

out these false positives.

After disassembling the Linux kernel and constructing the control flow graphs,

we further locate function boundaries by combining the algorithm introduced in

Nucleus [72] and angr [3]. Nucleus can identify the functions indirectly called while

angr locates the function according to the prologue. These two tools can help to

reduce the false negatives and guarantee that the required function addresses (ECMO

Pointers) will be located during the disassembly process. Finally, we build a mapping

for each function and various types of information, e.g., number of basic blocks, string

references, number of called functions and etc. This mapping describes the signature

(or portrait) of each function. Note that, our system does not require that the

constructed control flow graphs are sound or complete, as long as they can provide

enough information for further analysis (Section 5.4.2).
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Identify Pointer Addresses

Algorithm 2: The algorithm to identify the addresses of ECMO pointers
from the Linux kernel binary.

Input: The decompressed Linux kernel LKB;
The source code of ECMO Pointers SC (architecture independent code or architecture
dependent code);
Output: The addresses of ECMO Pointers FA;

1 Function Identify(LKB,SC):
2 CFG = Disassembly(LKB)
3 Generated_Functions = GenerateFunctions(CFG)
4 for S_F in SC do

5 for G_F in Generated_Functions do

6 for Filtering_Strategy in Filtering_strategies do

7 if Filtering_Strategy(S_F ,G_F ) then

8 Append G_F to S_F.Candidates
9 end

10 end

11 end

12 end

13 for S_F in SC do

14 if Length(S_F.Candidates) == 1 then

15 FA[S_F ] = S_F.Candidates
16 end

17 end

18 return FA
19

Algorithm 2 describes the process to locate pointer addresses of ECMO Pointers

in the decompressed Linux kernel binary, i.e., LKB. Note that, we first need to get

the source code of the functions, i.e., SC, inside the mainline Linux kernel. The

outputs of this algorithm are the addresses of ECMO Pointers, i.e., FA (line 12).

First, we disassemble the decompressed Linux kernel, construct the control flow

graph (line 2) and generate function boundaries (line 3). Then for the source code

function of each ECMO Pointer (line 4), we loop through the generated functions

(line 5) and apply different filtering strategies (line 6). If one filtering strategy can

identify one address as a candidate address of the ECMO Pointer (line 7), this address

will be appended to the candidate list (line 8). Finally, we check the candidates of

each ECMO Pointer (line 9). If there is only one candidate (line 10), it means the
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Assembly: foo
foo_offset+0x0:       ldr r0, [pc, #248]       

     

foo_offset+0x100 :  foo_offset+0x200

foo_offset+0x200:   This is specific string 

Code: foo (args)
{
    . . .

    print_func (“This is specific string ");

    . . .
}

(a) Specific constant string: the constant string is referenced by

a data pointer (i.e., foo_offset+0x200).

Assembly: foo
foo_offset+0x0:       ldr r0, [pc, #248] 
foo_offset+0x4:       mov r1, #386 
foo_offset+0x8:       bl warn_func  

      
     
foo_offset+0x100:   0x00000200

foo_offset+0x200:   /path/to/source.c      

File: /path/to/source.c
Code: foo (args)
{
    . . .
    
    WARN_ON (condition);  /*Line 386*/

    . . .
}

(b) Warning information: line number (i.e., 386) is the operand

of assembly code; file name (i.e., /path/to/source.c) is a con-

stant string.

Figure 5.8: Strategy-I: Lexical information

address of this ECMO Pointer is successfully identified in the kernel binary (line 11).

Note that even if there is more than one candidate for each ECMO Pointer, ECMO

can automatically try all the candidates and the one that can rehost the Linux kernel

should be the right one. We do not find such cases in our experiments.

Strategy-I: Lexical information. The first strategy uses the lexical information

inside a function as its signature, e.g., a specific constant string and the warning

information. If the function we want to identify has such strings, we can then lookup

the disassembly code to find the functions that have data references to the same

string. The line number and file name in the warning information can further help

to locate the function.

Fig. 5.8a shows a pair of the disassembled code and the source code in the mainline

Linux kernel. In the source code, the function foo contains a specific constant string

“This is a specific string". In the assembly code, the instruction at foo_offset+0x0
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Code: Required_foo(args)
{
    . . .
    Identified_foo();
    . . .
}

Assembly: Required_foo

foo_offset+0x0:       Assembly Code
. . .
foo_offset+0x100:   bl Identified_foo

(a) Caller relationship: Required_foo is the caller of Identi-

fied_foo.

Code: Identified_foo(args)
{
    . . .
    Required_foo();
    . . .
}

Assembly: Identified_foo

foo_offset+0x0:       Assembly Code
. . .
foo_offset+0x100:   bl Required_foo

(b) Callee relationship: Required_foo is the callee of Identi-

fied_foo.

Code: foo(args)
{
    . . .
    Identified_foo();
    . . .
    Required_foo();
    . . .
}

Assembly: foo

foo_offset+0x0:       Assembly Code
. . .
foo_offset+0x100:   bl Identified_foo
. . .
foo_offset+0x200:   bl Required_foo

(c) Sibling relationship: Required_foo and Identified_foo are

both called by foo.

Figure 5.9: Strategy-II: Function relationship

will load the data pointers (i.e., foo_offset+0x100) using the LDR instruction. The

data pointer refers to another pointer (i.e., foo_offset+0x200), which contains the

same constant string. Based on this, we can locate function foo in the disassem-

bled kernel. Fig. 5.8b shows a similar example with the warning information. The

WARN_ON will call function warn_func. The first parameter is the filename, which

is a specific constant string. The second parameter is the line number of WARN_ON.

Usually, the line number is hard coded as an operand of instruction after compilation.

Thus, functions containing specific constant strings or warning information can be

easily identified.

Strategy-II: Function relationship. The second strategy uses the relationship
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between functions. That’s because functions that do not contain specific strings can-

not be identified by the strategy-I. However, we can use the relationship between

the functions we want to identify and the ones that have been identified using the

previous strategy. For instance, if we have identified the function (Identified_foo)

and this function is only invoked by the function Required_foo, then we can easily

locate the Required_foo by finding the caller of the Identified_foo function (Fig-

ure 5.9a). Similar strategies can be applied to the callee and sibling relationship,

as shown in Figure 5.9b and Figure 5.9c, respectively. Note that we do not need to

have a precise call graph, which is hard to generate due to the indirect call and inline

function. This is because strategy I can identify several functions due to the many

specific constant strings in the Linux kernel. Only if one of the functions identified

by Strategy I (Identified_foo) has certain function relationships with the target

function (Required_foo), strategy II can work. We do not encounter this issue in our

experiments. With the help of function relationship, we can identify the functions

indirectly.

Strategy-III: : Function structure. If one function has more than one caller,

callee or sibling, it cannot be located solely using the function relationship. The third

strategy takes the function structure, including logic or arithmetic operations, return

value, the number of basic blocks, and the number of callee functions. Fig. 5.10a

shows the example that the function performs the logic operation on some specific

values (i.e., a = a|0x300) and return a specific value (i.e., -22) , the compiler will

generate the instructions that contain the specific values (e.g., orr r0,r0, #0x300,

mvn r0,#0x15). Besides, the callee number and basic block number will also be

considered to filter out the candidate. Fig. 5.10b shows that function foo has two

callees (i.e., callee_foo_one and callee_foo_two), which map to two instructions at

foo_offset+0x18 and foo_offset+0x1c. Basic block number works with the same
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Assembly: foo
foo_offset+0x0:       Assembly Code
. . .       
foo_offset+0x204:   orr r0,r0, #0x300      
. . .
foo_offset+0x240:   mvn r0,#0x15
foo_offset+0x244:   ldmfd sp,{pc}

Code: foo(args)
{
      Int a;
      a = a | 0x300;
      . . .
      return -22; 
}

    
 

(a) Logic operation: The constants (i.e., 0x300, -22) of logic

operation or return value in source code map to the operands in

assembly code.

Assembly: foo
foo_offset+0x0:       mov r0, 0
. . .
foo_offset+0x18:     bl callee_foo_one
foo_offset+0x1c:     bl callee_foo_two
foo_offset+0x20:     cmp r0, 0
foo_offset+0x24:     beq foo_offset+0x50

foo_offset+0x28:     add r0,r0,1
foo_offset+0x2c:     ldm sp,{r0,pc}

foo_offset+0x50:     add r0,r0,2
foo_offset+0x54:     ldm sp,{r0,pc}

Code: foo(args)
{
      int a = 0;
      callee_foo_one(args);
      callee_foo_two(args);
      . . .

if (condition)
       {
           a = a+1;
       }
       else
       {
           a = a+2;
       }
}

    
 

(b) Callee Number: The two callee functions (i.e.,

callee_foo_one, callee_foo_two) map to the two bl in-

struction at offset foo_offset+0x18 and foo_offset+0x1c. Basic

Block Number: The three basic blocks in source code maps to

three basic blocks in assembly code.

Figure 5.10: Strategy-III: Function structure

rule.

Summary: With the above three strategies, we can automatically and successfully

identify ECMO Pointers for all the Linux kernels (815 ones in 20 kernel versions)

used in the evaluation (Section 5.5.2).

5.4.3 Generate ECMO Drivers

The process to generate ECMO Drivers is similar with developing a kernel module.

However, we need to make the driver self-contained as much as possible and invoke

the APIs in the Linux kernel through ECMO Backward Pointers. In particular,

we compile the source code into an object file (i.e., ECMO_Driver.o). To make this
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1 0x10000: ldr r3, [pc, #72]
2 0x10004: blx r3
3 0x10050: "Pointer value of called function"

Figure 5.11: ECMO Driver indirectly invokes functions in Linux kernel. In offset
0x10000, the memory address pointed by [pc, #72] is 0x10000 + 8 + 72 = 0x10050.
In this case, functions with arbitrary address can be invoked.

driver work, we need to setup the base address and fix up the function calls to ECMO

Backward Pointers. Moreover, we need to ensure that this driver does not occupy the

physical memory region that the kernel can perceive, which is achieved by allocating

the opaque memory.

Fixup the driver. Note that the compiled object file’s base address is 0x0. Given

a new load address at runtime, our system calculates new values of the data pointers

and function pointers and automatically rewrites the corresponding values in the

driver.

Furthermore, due to the limitation of the jump range for the BL Label instruction,

the driver may not be able to invoke the functions (ECMO Backward Pointers) in

the original Linux kernel with direct calls, if the offset between them is far from the

range of the BL instruction. To make it work, we rewrite the direct calls with indirect

calls. For example, Fig. 5.11 shows a code snippet of the assembly code. At the offset

0x10000, it loads the value stored at the offset 0x10050 into the register R3, which is

the jump target. We can rewrite the value in the offset 0x10050 to invoke arbitrary

function (ECMO Backward Pointers) in the Linux kernel, without being limited by

the direct call.

Allocate the opaque memory. The ECMO Driver is loaded into the memory

for execution. However, if we directly inject the driver into the free physical memory

pages, the pages could be allocated for other purposes. This is because the kernel does

not explicitly know the existence of the ECMO Driver and it is hard to change the

allocated physical memory pages due to the complex memory management strategy of
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Figure 5.12: The overall design of opaque memory.

Linux kernel. In this case, the ECMO driver may be overwritten and the functionality

cannot be guaranteed. Thus, we need to ensure that the driver should reside inside

a memory region that cannot be affected by the Linux kernel.

To solve this problem, we propose the concept of opaque memory, a memory

region that is not perceived by the Linux kernel but can be used at runtime. We

implement the opaque memory by hooking the emulated MMU in QEMU. Fig. 5.12

shows how opaque memory works. Specifically, the emulated MMU walks through

the page table to translate virtual addresses to physical addresses. ECMO changes

the MMU module in QEMU to check whether the virtual address being translated is

in the region of the opaque memory. If so, it will walk through our hijacked page table

for the opaque memory to get the physical address. Otherwise, the original kernel

page tables will be used. We ensure that the virtual address in the opaque memory

always has a valid entry in the page table. By doing so, the ECMO Driver can

be loaded and executed in the opaque memory, without affecting the memory view

of the rehosted Linux kernel. By default, we set the opaque memory starting from

0xd0008000 and the length is 0x10000. Meanwhile, we check whether the address

conflicts with the one allocated by Linux kernel. If so, we will change the start

address.
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5.4.4 Implementation Details

We implement ECMO based on LuaQEMU [30]. LuaQEMU is a dynamic anal-

ysis framework based on QEMU and it exposes several QEMU-internal APIs to

LuaJIT [29] core, which is injected into QEMU. We port LuaQEMU based on old

QEMU (version 2.9.50) to support the QEMU in new version (4.0.0) and expose

more designated APIs for initializing the peripheral models. With LuaQEMU, we

are able to hijack the execution process of rehosted Linux kernel at runtime and ma-

nipulate the machine states, e.g., accessing registers and memory regions, through

Lua scripts, at specified breakpoints. For example, we can specify a breakpoint at

any particular address. Inside the breakpoint, we can execute our own Lua script for

different purposes. This eases the implementation of the opaque memory, dumping

the decompressed Linux kernel, and installing the ECMO Pointers.

The module to identify ECMO Pointers (Section 5.4.2) is implemented in Python.

We utilize Capstone [13] to disassemble the decompressed Linux kernel. For the

function identification, we re-implement the algorithm described in Nucleus [72] and

angr [3] in Python. We further extract the required function information, which is

the function signature based on the generated functions and their control flow graphs.

Finally, we integrate all these code with our strategies for identifying ECMO Pointers,

which takes 2290 lines of Python code. All the above mentioned procedures can be

done automatically except that the ECMO Driver, which consists of the drivers of

transplanted peripherals. It is developed using the C language manually, which takes

less than 600 lines of code, and cross-compiled by GCC. Note that it is a one-time

effort to develop the ECMO Driver (Section 5.6). One ECMO Driver can be used by

different Linux kernel versions if the related functions and structures are not changed.
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5.5 Evaluation

In this section, we present the evaluation result of our system. Note that, the main

purpose of our work is to rehost Linux kernels in QEMU so that we can build dif-

ferent dynamic analysis applications and install drivers for more peripherals. In the

following, we first introduce the dataset of firmware images used in the evaluation

and then answer the following research questions.

• RQ1: Is ECMO able to identify ECMO Pointers?

• RQ2: Is ECMO able to rehost the Linux kernels of embedded devices with different

kernel versions and device models?

• RQ3: Are the rehosted Linux kernels stable and reliable?

• RQ4: Can ECMO support more peripherals and be used to develop dynamic

analysis applications?

5.5.1 Dataset

As our system targets embedded Linux kernels, we have collected the firmware im-

ages from both third-party projects (i.e., OpenWRT [34]) and device vendors (i.e.,

Netgear [32]). Our evaluation targets Linux kernels in ARM devices, since they

are the popular CPU architectures in embedded devices [41]. However, the overall

methodology can also be applied to other architectures (e.g., MIPS).

During the experiment, we focuses on transplanting three early-boot peripher-

als, i.e., interrupt controller (IC), timer, and UART, which are required to boot a

Linux kernel. Once the Linux kernel is rehosted, we can install different peripheral

drivers to support other peripherals with kernel modules. Specifically, we use the

PrimeCell Vectored Interrupt Controller (PL190) [37] and ARM Dual-Timer Module

(SP804) [4]. We use the ns16550 UART device in our system. In total, we evalu-
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Table 5.1: The ECMO Pointers, identification strategy, and the Linux kernel versions
that the ECMO pointers used by.

Forward Pointers Strategy Kernel Version
mach_desc->init_irq I ALL
mach_desc->init_time I ALL
Backward Pointers Strategy Kernel Version
irq_set_chip_and_handler_name III 3.18.x/4.4.x/4.14.x
irq_set_chip_data III ALL
handle_level_irq II ALL
__handle_domain_irq III 3.18.x/4.4.x/4.14.x
setup_machine_fdt I 3.18.x/4.4.x/4.14.x
set_handle_irq III 3.18.x/4.4.x/4.14.x
irq_domain_add_simple III 3.18.x/4.4.x/4.14.x
irq_create_mapping I 3.18.x/4.4.x/4.14.x
of_find_node_by_path II 3.18.x/4.4.x/4.14.x
setup_irq I ALL
clockevents_config_and_register III 3.18.x/4.4.x/4.14.x
irq_domain_xlate_onetwocell I 3.18.x/4.4.x/4.14.x
clockevent_delta2ns I 2.6.x
clockevents_register_device II 2.6.x
set_irq_flags I 2.6.x/3.18.x
set_irq_chip I 2.6.x
irq_to_desc II 2.6.x
__do_div64 II 2.6.x
platform_device_register I ALL
lookup_machine_type I 2.6.x
_set_irq_handler I 2.6.x
irq_modify_status III 4.4.x/4.14.x

ate 815 (720 in OpenWRT and 95 in Netgear) firmware images that contain Linux

kernels.

5.5.2 Identify ECMO Pointers (RQ1)

ECMO Pointers are important to peripheral transplantation. In this section, we

evaluate the success rate of identifying ECMO Pointers. Among all the 815 Linux

kernels, there are 20 different kernel versions.

Table 5.1 lists the required ECMO Pointers, the strategies we used, and the Linux

kernel versions that these ECMO Pointers are used. In total, we need to identify 24

different ECMO Pointers for all the 20 Linux kernel versions. Among them, two (i.e.,
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Table 5.2: The decompressed Linux kernel size and the disassembled function num-
bers for our dataset.

Maximum Minimum Mean Median
Size (Bytes) 8,526,240 4,134,392 7,297,977 8,478,848

Functions (#) 48,412 18,455 29,910 23,872

mach_desc->init_time, and mach_desc->init_irq ) are data pointers. Identifying

the data pointers is rather more difficult than the function pointers as we need to

identify symbols in each function and infer the right ones. Fortunately, these two

data pointers are the return values of setup_machine_fdt and lookup_machine_type,

respectively. According to the ARM calling convention, the return value is saved

in register R0. In this case, we can identify these two data pointers by identifying

function pointers setup_machine_fdt and lookup_machine_type.

Identifying ECMO Pointers requires us to disassemble the decompressed Linux

kernel. Table 5.2 lists the information of these kernels. The decompressed Linux

kernel is about 730k bytes on average, with thousands of functions. Among these

functions, we successfully identify the required ECMO Pointers for all Linux kernels.
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Answer to RQ1: ECMO can identify all the required ECMO Pointers from
thousands of functions inside decompressed Linux kernel.

5.5.3 Rehost Linux Kernels (RQ2)

In this section, we evaluate the capabilities of ECMO on rehosting the Linux kernels.

During this process, we use our system to boot the kernel and provide a root file

system (rootfs) in the format of ramfs. We use our own rootfs because we can

include different benchmark applications into the rootfs to conduct security analysis.

For example, we include PoCs of kernel exploits to conduct the root cause analysis

(Section 5.5.5). Furthermore, we can include different peripheral drivers to support

more peripherals. The rootfs extracted from the firmware image can also be used.

Firmware Images from Third Party Projects

Table 5.3 shows the overall result and the success rate of peripheral transplantation

and kernel rehosting for OpenWRT. We define the success of peripheral transplan-

tation as that the transplanted IC, timer and UART devices function well in the

kernel. If the rehosted kernel enters into the user-space and spawns a shell, we treat

it as a successful kernel rehosting. In total, we download 902 firmware images from

OpenWRT. However, four images’ formats are not supported by Binwalk and the

Linux kernel cannot be extracted (if there is). For the left 898 firmware images, 720

of them contain Linux kernels while the left ones contain only user-level applications.

The 720 ones will be evaluated by ECMO.

Linux Kernel Versions. The kernels in the 720 OpenWRT firmware images con-

sist of 19 different kernel versions. Our evaluation shows that we can transplant the

peripherals for all the 720 Linux kernels. However, some Linux kernels cannot be

booted. This is because they cannot recognize our pre-built root file system (in the

ramfs file format) as the support of ramfs is not enabled when being built. Without
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Figure 5.13: Vendor Distribution of Linux Kernels.

Table 5.4: The overall result of ECMO on rehosting the Linux kernel of Netgear
Devices.

Device Name Kernel Version Images # of Peripherals Transplanted Shell
R6250 2.6.36 21 21 15

R6300v2 2.6.36 22 22 19
R6400 2.6.36 20 20 20
R6700 2.6.36 16 16 16
R6900 2.6.36 16 16 16
Overall - 95 95 86

the root file system, we cannot launch the shell. However, all of them enter into

the function (i.e., init_post) to execute the init program. In summary, among 720

kernels, our system can rehost 624 of them, which is shown in Table 5.3.

Vendors and Device Models. As the OpenWRT project supports devices from

multiple vendors, we calculate the supported vendors and there are 24 different

vendors. Figure 5.13 shows the result of the top five vendors, i.e., Netgear, Asus,

Pogoplug, Buffalo, and Linksys, in the OpenWRT dataset. Among them, Pogoplug

has a relatively low success rate of rehosting. That’s because most kernels from that

vendor cannot recognize our pre-built root file system. We also count the number of

device models for the successfully rehosted Linux kernels. In total, 32 device models

are identified.
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    sock_setsockopt
    0xc0229f68 STR r6, [r4, #0xd0]
    r4+0xd0: 0xc7929110
    /*write 0xffffff00 into 0xc7929110*/

Callstack

ECMO

int sock_setsockopt(args []){
    . . .

sk->sk_userlocks |= SOCK_SNDBUF_LOCK;
sk->sk_sndbuf = max_t(u32, val * 2, 

SOCK_MIN_SNDBUF);  
}

[<c022cfd0>] (__alloc_skb) from [<c022d170>]
[<c022d110>] (alloc_skb_with_frags) from [<c0227cb0>]
[<c0227b04>] (sock_alloc_send_pskb) from [<c02bb540>] 
[<c02bb3cc>] (unix_stream_sendmsg) from [<c02242ec>]

    unix_stream_sendmsg
    0xc02bb4cc LDR sb, [r2, #0xd0]
    r2+0xd0: 0xc7929110
    0xc7929110: 0xffffff00
    /*load 0xffffff00 from address 0xc7929110*/
    . . .
    0xc02bb53c BL 0xc0227b04
    r1:0xffffff40 /*calculated from 0xffffff00*/
  

CrashLinux Kernel

    sock_alloc_send_pskb
    0xc0227cac BL 0xc022d110
    r0: 0xffffff40 

    alloc_skb_with_frags
    0xc022d16c BL 0xc022cfd0(__alloc_skb) 
    /*crash in function __alloc_skb*/
    r0: 0xffffff40 

 Trace

GDB
Watchpoint

Source Code

Figure 5.14: Root cause analysis of CVE-2016-9793.

Firmware Images from Official Vendors

Besides third-party firmware images, we also apply ECMO on the official images re-

leased by Netgear. We collect the firmware images for five popular devices, including

R6250, R6300v2, R6400, R6700, R6900, from the vendor’s website [32]. In total, we

manage to collect 95 firmware images, and the latest one is released on 2020-09-30.

Table 5.4 shows the result. We noticed that all the Linux kernels of these devices

are in the version 2.6.36. We can successfully transplant the peripherals to all the 95

different firmware images. Among them, we can launch the shell for 86 images while

the left 9 cannot be rehosted due to the same root file system problem.

Answer to RQ2: ECMO can rehost the Linux kernel of embedded devices
from 20 kernel versions and 37 (32 in OpenWRT and 5 in Netgear) device models.
Peripherals can be transplanted to all the Linux kernels while 87.1% (710/815)
Linux kernels can be successfully rehosted (i.e., launch the shell).
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Table 5.5: The category of the failed syscall test cases.

Category of Failed cases Number
Testing the bug or vulnerability of Linux kernel 16

Network is not enabled 15
The function is not implemented 25

Others 10
Total 66

5.5.4 Reliability and Stability (RQ3)

We use the LTP (Linux Test Project [27]) testsuite to evaluate the reliability and

stability of the rehosted kernel. In total, there are 1, 257 test cases for system calls.

Among them, 148 are skipped as the testing environment (e.g., the CPU architecture

and the build configuration) does not meet the requirement. For the left 1, 109 test

cases, 1, 043 passed while the left 66 ones failed.

We further analyze the reason for the failed test cases. Table 5.5 lists the category

of the reason. Among them, 15 cases are due to the lack of network devices. This

is expected since our system does not add the support of network device initially.

However, all the 15 test cases are passed after installing the Ethernet device driver

with kernel modules on the rehosted Linux kernel (Section 5.5.5). Also, 16 cases aim

to test whether the Linux kernel fixes a bug or vulnerability. For instance, the test

case (timer_create03 [28]) is to check whether CVE-2017-18344 [16] is fixed. If the

vulnerability is not fixed, the test case will fail. They are also expected since the

testing kernel does not fix these vulnerabilities. The other 25 cases return back the

ENOSYS error number, which means the functionalities are not implemented. For the

remaining 10 cases, the reason is adhoc, such as the kernel version is old and timeout.

In summary, 94% of the system call test cases passed. This evaluation shows the

rehosted kernel is reliable and stable. We further demonstrate the usage scenarios of

the rehosted Linux kernel in Section 5.5.5.
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Answer to RQ3: The rehosted Linux kernel can pass 94% system call test
cases in LTP, which demonstrates its reliability and stability.

5.5.5 Applications and Other Peripherals (RQ4)

Our system can rehost Linux kernels, which provides the capability to install different

peripheral drivers with kernel modules to support more peripherals. Furthermore,

the rehosted Linux kernel lays the foundation of applications relying on the capability

to introspect the runtime states of the target system. In this section, we successfully

install the Ethernet device driver (i.e., smc91x) for all the rehosted Linux kernels. We

also leverage our system to build three applications, including kernel crash analysis,

rootkit forensic analysis, and kernel fuzzing, to demonstrate the usage scenarios of

ECMO. Other applications that rely on QEMU can be ported. Note that, we only

use these applications to demonstrate the usage of our system. The applications are

not the main contribution of

Other Peripherals

Linux kernel module is an object file that can be loaded during the runtime to extend

the functionality of the Linux kernel. In this case, peripheral drivers can be built

as kernel modules and loaded into the kernel dynamically. To demonstrate that

our rehosted Linux kernel is able to support more peripherals. we select one rather

complex peripheral (i.e., smc91x [42]) and build the driver code into kernel module

(i.e., smc91x.ko). We then inject this kernel module into the ramfs that is fed to

rehosted Linux kernel. After the embedded Linux kernel is rehosted by ECMO,

we use the command insmod smc91x.ko to install the peripheral driver for smc91x.

Meanwhile, QEMU has already provided the peripheral model for smc91x and we

can integrate this model into the machine model directly. Finally, we successfully

install the peripheral driver of smc91x for all the 710 rehosted Linux kernels, which
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Table 5.6: CVEs that can be triggered on the rehosted Linux kernel by ECMO.

CVE ID CVE Score CVE Type Fix Version
CVE-2018-5333 5.5 Null Pointer Dereference 4.14.13
CVE-2016-4557 7.8 Double Free 4.5.5
CVE-2017-10661 7.0 Race Condition 4.10.15
CVE-2016-0728 7.8 Interger Overflow 4.4.1
CVE-2016-9793 7.8 Type Confusion 4.8.14
CVE-2017-12193 5.5 Null Pointer Dereference 4.13.11

demonstrate the capability of ECMO to support the other peripherals.

Crash Analysis

In the following, we show the process to utilize ECMO to understand the root cause

of the crash on rehosted kernels.

To this end, we collect the PoCs that can trigger the crash for six reported bugs

and vulnerabilities (as shown in Table 5.6). We then boot the Linux kernel and run

the PoCs to crash the kernel. During this process, we use the QEMU to collect the

runtime trace. We also leverage the remote GDB in QEMU to debug the rehosted

kernel. We detail the procedures on how to conduct the crash analysis for one case

(CVE-2016-9793 [15]) with the collected runtime trace. Figure 5.14 shows the whole

procedure.

Specifically, when the rehosted Linux kernel crashes, the detailed call stack will

be printed out. The call stack includes the function name and the addresses of these

functions. With the runtime trace provided by QEMU, we can get the information

including the register values and the execution path. By analyzing the trace, we

noticed that a negative value (i.e., 0xffffff40) is the first parameter of the function

__alloc_skb. This negative value results in the crash.

We then analyze the propagation of this negative value within the trace. This

value is propagated by the first parameter of the function sock_alloc_send_pskb.

Finally, we notice that the negative value 0xffffff40 is calculated from 0xffffff00,
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which is loaded by the function unix_stream_sendmsg from the address 0xc7929110.

We then use the GDB to set a watchpoint at this memory address and capture that the

instruction at the address 0xc0229f68 was writing the negative value (i.e., 0xffffff00

) into this memory location.

We further analyze the function that contains the instruction at the address

0xc0229f68. It turns out that the root cause of the crash is because of the type

confusion. In the function sock_setsockopt, the variable sk!sk_sndbuf will be set

by the return value of max_t (maximum value between two values in the same type).

However, due to the wrong type u32, the return value can be a negative value, which

triggers the crash.

This analysis shows the usage of ECMO by providing the capability introspect

the runtime states of the rehosted kernel.

Rootkit Forensic Analysis

Rootkit forensic analysis requires the ability to monitor the runtime states of the ker-

nel [82, 94]. We demonstrate this ability by conducting the rootkit forensic analysis

with one (i.e., Suterusu [45]) popular rootkit in the wild.

Specifically, Suterusu is able to hide specific processes by hijacking the kernel

function proc_readdir, which is used to get the process information. As shown in

Figure 5.15a, it hijacks the function proc_readdir by rewriting the function’s first

instruction to LDR PC,[PC,#0]. As a result it redirects the execution to the function

new_proc_readdir inside the rootkit. With ECMO, we can monitor the changes to

the kernel code sections (a suspicious behavior) by setting up memory watchpoints

to the Linux code section (Figure 5.15b).
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Linux Kernel Rootkit
hijack_proc

proc_readdir new_proc_readdir

Hijack

LDR PC, [PC,#0]
Rewriting

(a) Workflow of rootkit Suterusu

gef >   c
Continuing.

Hardware watchpoint 1: *0xc00fc078

Old value  = 0xe92d4038
New value = 0xe59ff000
0xbf00116c in ?? () LDR PC,[PC, #0]

(b) ECMO observes how the rootkit

Suterusu works.

Figure 5.15: The workflow of rootkit Suterusu and how ECMO analyzes the behavior

Figure 5.16: UnicornFuzz can be run on the rehosted Linux kernel

Fuzzing

Fuzzing has been widely used to detect software vulnerabilities. We ported one of

the most popular kernel fuzzers (i.e.,UnicornFuzz [109]) into ECMO and fuzzed the

example kernel modules provided by UnicornFuzz. As shown in Fig. 5.16, UnicornFuzz

can work under ECMO and the fuzzing speed can reach to 396 instances per second.

This demonstrates the usage of ECMO for kernel fuzzing.

Answer to RQ4: Applications, e.g., crash analysis, forensic analysis, kernel
fuzzing, can be built upon the rehosted Linux kernel by our system.
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5.6 Discussion

Manual efforts. ECMO provides mostly automated approach and only developing

the ECMO Driver requires manual efforts. However, this is a one-time effort. Fur-

thermore, one ECMO Driver can be transplanted to different kernel versions if the

related functions and structures are not changed. Even if the functions are changed,

we just need to change a few APIs and compile it again to create a new ECMO

Driver. For example, the 815 Linux kernels consist of 20 different kernel versions.

For the kernel in version 2.6.36, it takes 385 lines of C code. This driver can be

used for all the kernel images of Netgear (Table 4). For the kernel in version 3.18.20

and 3.18.23, it takes 534 lines of C code while 180 lines of new code are added. For

kernels in all the left 17 versions, they share the same driver code. 60 lines of new

code are added compared with the one used in 3.18.20. Note that the driver code

for the transplanted peripherals does not need to be developed. Instead, we reuse

the existing code. For example, the driver code for VIC (PL190) is open source [38].

Thus, we just reuse the existing driver code, merge the driver code into one file,

and finally compile it to generate the ECMO driver. In total, it takes less than one

person-hour to build a new customized driver.

Functionality of peripherals. We successfully boot the Linux kernel by trans-

planting designated peripherals (e.g., IC, Timer, and UART). We admit that the

original peripherals may not work property as they are not emulated (or trans-

planted) in QEMU. However, the functionalities of the transplanted peripherals are

guaranteed. With the transplanted peripherals, ECMO can provide the capability to

introspect the runtime states of the Linux kernel that dynamic analysis applications

can be built upon. Without our system, it’s impossible to build such applications

since the target Linux kernel cannot be booted in QEMU. The three applications

used in the evaluation have demonstrated the usage scenarios of our system. We
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may build or port more complicated applications, e.g., dynamic taint analysis [134],

to further evaluate our system.

Other Peripherals. Currently, ECMO is evaluated based on transplanting three

early-boot peripherals (i.e., IC, timer, and UART) as they are required to boot a

Linux kernel. In general, peripheral transplantation works on all kinds of periph-

erals. The transplanting process depends on the identification of ECMO pointers.

Fortunately, to support the other peripherals, users can install the kernel modules

directly on the rehosted Linux kernel, which does not need to identify pointers. In

this case, all kinds of peripherals can be supported. Our experiments show that the

driver of Ethernet device, which is rather complex, can be successfully installed and

the network functionality can be guaranteed.

Other architectures Currently, ECMO only supports ARM architecture, which

is the most popular one in embedded systems [41]. However, the technique peripheral

transplantation can be easily extended to the other architecture as it does not rely

on any particular architecture feature. Specifically, developers need to implement

the module for identifying ECMO Pointers for the new architecture. This requires

additional engineering efforts and algorithm 2 is provided.

5.7 Summary

In this work, we propose a novel technique named peripheral transplantation to

rehost the Linux kernel of embedded devices in QEMU. This lays the foundation

for applications that rely on the capability of runtime state introspection. We have

implemented this technique inside a prototype system called ECMO and applied it

to 815 firmware images, which consist of 20 kernel versions and 37 device models.

ECMO can successfully transplant peripherals for Linux kernels in all images. Among

them, 710 kernels can be successfully rehosted, i.e., launching the user-space shell
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(87.1% success rate). Furthermore, we successfully install one Ethernet device driver

(i.e., smc91x) on all the rehosted Linux kernels to demonstrate the capability of

ECMO to support more peripherals. We further build three applications to show the

usage scenarios of ECMO.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, we conduct the empirical study on ARM disassembly tools, and pro-

pose two powerful tool named Examiner and ECMO, to lay the foundation of the

firmware analysis.

Our empirical study reveals the observations that have not been systematically

summarized and/or confirmed before and explore the implementation bugs of the

state-of-the-art ARM disassembly tools. Furthermore, our study sheds light on the

limitations of state-of-the-art disassembly tools and points out the potential direc-

tions for improvement. With this study, the static firmware analysis framework can

be more accurate and robust.

To enhance the dynamic firmware analysis frameworks, which usually based on

state-of-the-art emulators (i.e., QEMU). We propose Examiner, which can automat-

ically locate the inconsistent instructions between emulators and hardware devices.

With Examiner, we are able to locate 12 different bugs of three emulators (i.e.,

QEMU, Unicorn, and Angr), which cover commonly used instructions (e.g., BLX).

All of these bugs are confirmed by the developers. Furthermore, we locate a huge

number of inconsistent instructions and demonstrate the capability of these instruc-

tions on detecting emulators, anti-emulation, and anti-fuzzing. With our findings,
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the dynamic firmware analysis frameworks can be more stable and reliable.

To further increase the scalability and capability of the state-of-the-art dynamic

firmware analysis platforms, we propose a technique named peripheral transplanta-

tion and implement it inside a prototype system called ECMO. ECMO aims to trans-

plant the device drivers of designated peripherals into the Linux kernel and replace

the peripherals of Linux kernel that are not supported by QEMU with supported

ones. Our evaluation demonstrate that ECMO can successfully rehost 710 different

firmware images out of 815 ones, covering 20 kernel versions, 37 device models, and

24 vendors. With ECMO, the Linux kernel of embedded devices can be rehosted and

different applications (e.g., kernel crash analysis, rootkit forensic analysis, and kernel

fuzzing) can be conducted, boosting the capability of the state-of-the-art dynamic

firmware analysis platforms.

Overall, our works are helpful to nearly all the dynamic and static analysis tools.

Almost all the static analysis tools rely on the disassembly technique and may reuse

the state-of-the-art disassemblers, which are our study targets. With our study, the

accuracy and reliability of these static analysis tools can be enhanced. The same

impact also applies to the dynamic analysis tools. Most of the dynamic analysis

tools are based on the state-of-the-art emulators. Our work successfully find the bugs

of the emulators and reveal the fact that there are many inconsistent instructions

between emulators and real devices. This can make the dynamic analysis tools more

accurate and robust. Furthermore, our peripheral transplantation technique and the

proposed system ECMO can enhance the scalability of the current dynamic analysis

tools and boost the capability of analyzing embedded Linux kernels. Thus, the works

proposed in this thesis can impact the field of general program analysis.
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6.2 Future Work

In the future, we aim to explore the following directions. First, we would like to

design new algorithms for disassembling ARM binaries more accurately. Based on

the implication from our empirical study, ARM disassembly tools do not have very

good support on detecting the right instruction set and identifying function bound-

aries. Combining the static analysis and machine-learning based mechanism may

help improve the accuracy. Furthermore, conflict analysis can be utilized to identify

the usage of BL label instruction, which can greatly improve the result of identifying

function boundary.

Second, we aim to improve the capability of Examiner on testing instructions

in privileged environments. This can help us to test the reliability of virtual ma-

chines. Apart from this, testing instruction stream sequences will also be our future

work. This is because emulators may have optimization strategy towards the specific

instruction stream sequences, whether these optimizations may influence the emula-

tion accuracy is unknown and deserve our testing. Furthermore, we aim to extend

Examiner to support more emulators and architectures.

Third, we aim to improve ECMO so that it can support more peripherals. Re-

hosted Linux kernel not only lays the foundation for building different applications,

but also provides us with the capability on installing kernel modules. Currently, we

inject the other peripheral drivers (i.e., NIC) on the rehosted Linux kernel with the

loadable kernel modules (.ko files). We aim to extend the supported peripherals and

apply ECMO on analyzing the security issues of kernel drivers.

All of the above mentioned future works can complement our existing works and

boost the capability and reliability of the state-of-the-art firmware analysis tech-

niques.
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