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Abstract

Refractive error is the most common of visual impairments and impacts millions

of people globally. Regular vision screening is the recommended best strategy to

ensure timely diagnosis and treatment, however, many people do not have access

to optometric care and a comprehensive vision examination is inaccessible to many

people. There is therefore a need for fast, low­cost and easily­operate vision screen­

ing approaches. In this thesis, we aim to investigate the possibility of conducting

photorefraction, a common vision screening procedure, on the mobile platform, to

address the challenge.

Our approach exploits machine learning algorithms and computer vision tech­

niques. Starting from principles from optometry and prior studies, we create sev­

eral hand­crafted features corresponding detection methods. The experiment re­

sults indicate that our detection methods outperform contemporary approaches,

leading to a better performance of refractive error measurement and amblyopia

risk factor detection. We then move on to pre­trained features extracted by convo­

lutional neural networks (CNN).We employ the convolutional layers frommultiple

pre­trained CNN models to encode features and train machine learning models to

predict the refractive error. The experiments show promising results, even though

the CNN models were not trained on photorefraction datasets.

Given these encouraging results, we further investigate the possibility of data

augmentation. One of our challenges is that it is not possible to collect a large

amount of datawhich is enough to train awell­performingCNNmodel from scratch.

Therefore, we investigate the use of synthetic data for augmentation. We develop

a model of the eye based on the principle of photorefraction, and use it to generate

synthetic pupil images with pre­determined refractive errors. Evaluation results

show that models trained on these synthetic pupil images can achieve similar per­
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formance as real images on multiple experiments, which provides solid evidence

for the correctness of our photorefraction model.

We finally apply transfer learning to solve the insufficient data issue. CNN

models pre­trained on large­scale public image datasets are finetuned with photore­

fraction images and the experiments results show large improvement. The CNN

models are then trained on more than 10,000 images of synthetic eyes generated

via our eye model, and finetuned using real images, achieving performances that

outperform all of the previous models. These results support the feasibility of the

proposed photorefraction model, and provides a novel direction to obtain training

data, which may be extensible to other similar domains.
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Chapter 1

Introduction

1.1 Background and Motivation

Refractive error refers to the error occurred when eyeball refracts the lights in­

correctly that makes the patients see blurred image. The most common types of

refractive error can be categorized to myopia (nearsightedness), hyperopia (far­

sightedness) and astigmatism (a mixture of various error in different meridians).

A recent report from WHO indicates that refractive error is a primary cause of vi­

sual impairment, impacting 285 million people globally, of whom 39 million are

blind [1]. It affects not only adults and teenagers, but also children and prever­

bal infants. In 2018, the refractive error prevalence among children ranged from

16.2% in South­East Asia to 59.7% in America [2]. In Hong Kong, the prevalence

of myopia is 18.3% and 61.5% for 6 and 12­year­old children respectively [3]. Fur­

thermore, some research indicates that, due to the changes in lifestyles, the preva­

lence of refractive error is increasing faster in this decade [4] [5]. For pre­school

children, the uncorrected refractive error can lead to worse vision disabilities such

as amblyopia, also know as lazy­eye, which is the leading cause of vision loss

in kids, but it is almost always treatable if detected early. Frequent eye exams
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are important, especially during the school years, as the degree of error changes

frequently during this time [6], and uncorrected refractive error can significantly

impact academic [7], physical and even mental [8] development. Early discovery

and treatment is therefore recommended to improve treatment outcomes [9].

Although a comprehensive eye examination is the recommended best strategy

to ensure proper diagnosis and treatment, the requirement of professional expertise

is a significant barrier to regular diagnosis in daily life. Generally speaking, the pro­

cess of an eye exam often consists of several complex steps from completing nec­

essary health history forms to multiple refraction tests. Special eye drops are also

utilized to ensure the pupil’s dilation to allow a better view of the structure inside the

eyeball. The testing process also requires devices including visual field machines,

optometry tonometer, phoropter, autorefractor, etc., which are usually not accessi­

ble to normal users. Currently, the most accurate vision screening techniques rely

on subjective refraction, which requires real­time feedback from patients. This

may be difficult, especially for young children and infants. Photorefraction­based

refractive error diagnosis, which requires only a single photo, is a better choice in

these situations. However, most of these approaches require expensive devices,

and trained personnel to operate them.

One critical challenge is the lack of professionals, especially in underdeveloped

areas. A recent report [10] presents that there are only 17 established institutions

offering optometry degree programs in Africa, 14 of which are fully accredited.

The optometry manpower is extremely insufficient in such a continent with a pop­

ulation of more than one billion and 55 recognized countries. As a consequence,

it is hard for people in these underdeveloped areas to get access to regular vision

screening due to the severe situation of vision healthcare.

Up to this point, contemporary vision screening methods are not easily acces­
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sible enough, especially for impoverished populations worldwide. The solution to

these problems clearly has to address two issues: the financial (equipment) cost,

and also the human cost, in terms of trained personnel.

The development of e­health offers an alternative approach. During the past

few decades, e­health technology has been significantly developed and the applica­

tions bring strategic benefits including the improvement of the healthcare delivery

quality, better access to up­to­date health information, the reduction of healthcare

costs, etc. As one way to provide an efficient healthcare service, e­health tools are

not only widely invested in developed countries, the benefits make it significantly

relevant for developing countries [11–13].

As an almost ubiquitous device, using smartphones for clinical practice is quite

attractive for healthcare [14–18]. Equipped with different kinds of sensors, modern

smartphones are increasingly programmed with algorithms that pave the way for

diagnosing diseases. Specifically, for vision screening, there are several hand­held

systems including SVone, GoCheckkids, EyeNetra, etc. These systems simulate

the process of traditional photorefraction that uses a external light source to spot

patient’s pupil, and diagnose the refractive error by some properties of the light

reflection. Smartphones with embedded camera and flashlight naturally fit in the

photorefraction settings. The flashlight is capable to be the light source, with the

camera to capture the image for further diagnosis by optometrists or computer vi­

sion models.

The drawback of contemporary systems is that they all require an external lens

to capture clear eye images, which may bring much inconvenience and make it

almost impossible to utilize in underdeveloped areas. Few recent studies are pro­

posed to address this challenge. Kwok et al. [19] introduce the data­driven ap­

proach based on a smartphone as the sole device to take photos. To calibrate the
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sizes, users can employ a simply modified glasses frame while taken pictures. Nev­

ertheless, even the glasses frame largely reduces the cost and significantly improves

convenience, it still relies on external attachment for assistance. Another work

introduced by Chun et al. [20] utilizes several neural networks trained with eye

images captured by smartphone cameras to conduct pre­diagnosis of myopia and

hyperopia. Since collecting suitable eye images and the corresponding optometry

result is extremely time­consuming and expensive, the challenge of this work is

the lack of enough data to train well­performing CNN models. Their solution is to

apply pre­trained models as a start point of training and then finetune the models

with a limited amount of photorefraction images. As a result, the performance of

the proposed system still has room for improvement.

Our motivation is to build a democratized e­health vision screening system.

The system should be easily operated, meanwhile maintaining satisfactory accu­

racy. We propose that the smartphone can be used to make vision screening acces­

sible to untrained individuals. To achieve this, we require a method that does not

depend on professional expertise and expensive machines. Therefore, our intention

is eventually to develop a low­cost, machine­learning­based automatic refractive

error detection approach that uses a smartphone as the primary interaction device.

1.2 Study Overview

We establish our study by investigating the feasibility and efficiency of analysing

smartphone images via machine learning algorithms for vision screening. Inspired

by previous work [19], we follow the optometry principle to design hand­crafted

features based on the size of eye structures. When there is a single flashlight and a

proper distance between camera and eyes, the pictures will show a bright reflection

region inside the pupil of myopic or hyperopic eyes. The optometry principle tells
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Figure 1.1: The overview of the proposed photorefraction system via smartphone

images. This thesis focuses on image processing for eye images to conduct vision

screening.

us that the refractive error can be measured by the sizes of the bright area on the

retina (which is called crescent) and other related structures.

When a smartphone is used to capture the image, the non­optimal image quality

brings challenges to the precision of estimating feature sizes. We propose multiple

detection techniques which are low­cost and outperform the contemporary meth­

ods. In addition, we exploit the implementation of traditional machine learning al­

gorithms to predict refractive error and detect amblyopia risk through the detected

features. In order to further improve the convenience, we explore the possibility

of reducing the need for add­on devices. The previous method requires the use of

a calibrated pair of lens­less glasses (e.g. just the frame) that is used to measure

the sizes of the eye structure in images. We therefore propose a novel method to

perform this calibration through the iris size, which means that the smartphone is

the only device that is required.

In addition to the features guided by the optometry principle, we also explore

the use of convolutional neural networks (CNNs) to extract more abstract features.

CNN has been shown to be a powerful tool to encode image information. The

features extracted by CNN are often hard to interpret but are able to achieve better
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performance than hand­crafted features. Several pre­trained CNN models and the

utilization of the extracted features are investigated.

Training a well­performing CNN model often requires large­scale data. How­

ever, it is almost impossible to collect a large enough dataset for our problem be­

cause of its cost. To address this challenge, we develop a photorefraction model

based on the optical principle. We start from simplifying the eyes, camera and

flashlight into one optical geometry framework to calculate the route of light reflec­

tion and refraction to generate the crescent. The proposed photorefraction model

makes it possible to generate synthetic eye images with determined refractive error

and pupil size.

Finally, we aim to CNN training itself. The previous results have shown the po­

tential of the CNN for analysing smartphone images for photorefraction. Since we

are faced with insufficiency of data, we explore transfer learning, which is a widely

used paradigm to deal with insufficient data issues especially in the medical image

processing area. We implement transfer learning from other large­scale datasets to

the photorefraction domain, and the experiment shows promising results.

Although we cannot collect enough real eye images, the proposed photorefrac­

tion model is able to generate a large­scale dataset of synthetic photorefraction

images. We managed a synthetic dataset containing more than 10,000 images with

refractive error ranging from 0D to ­10.0D. The corresponding optometry results

for the synthetic eyes include sphere error, cylinder error and astigmatism axis.

The synthetic dataset fills the refractive error gap of real dataset with its variety.

We then implement the synthetic dataset on transfer learning to transfer the

knowledge from the synthetic photorefraction dataset to real photorefraction dataset.

Similar to the previous approach, the CNN models are firstly pre­trained on syn­

thetic datasets to gain the ability to encode image information in synthetic eyes.
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The results reveal that the model pre­trained on synthetic images outperforms cur­

rently published state of the art performance. From the view of transfer learning,

this result suggests that our synthetic photorefraction domain is close to the real

photorefraction domain, in the sense that the CNN models pre­trained on the syn­

thetic dataset are a better start point model compared with the previous models. In

addition, this result suggests our proposed photorefraction model provides a direc­

tion to generalize our smartphone vision screening system to other devices without

collecting a large amount of data.

The contributions of this thesis are the following:

• Propose low­cost feature detection methods that achieve state­of­the­art per­

formance on iris detection and crescent detection on images taken by a smart­

phone for photorefraction.

• Propose a novel calibration technique based on eye structure, making the

smartphone photorefraction system totally free of external devices.

• Develop a photorefraction model through optometry principle to generate

synthetic pupil with the crescent on refractive error.

• Investigate the use of transfer learning on this task, including transfer learn­

ing from commonly used large scale image dataset ImageNet and the syn­

thetic photorefraction dataset generated by the proposed model to real pho­

torefraction dataset.

The remaining chapters of this thesis will cover the following:

Chapter 2 provides the literature reviews from the e­health studies, photore­

fraction to smartphone photorefraction and transfer learning. It covers the imple­

mentation of e­health on chronic diseases, mental health and the efforts during the
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COVID­19 pandemic. Then we extend the content to photorefraction and the com­

bination of e­health and vision screening. We then introduce transfer learning and

its applications in medical image processing.

Chapter 3 introduces the construction of the smartphone photorefraction dataset.

We collect more than 4,000 photorefraction eye images using two common smart­

phones: Microsoft Lumia 950 XL and iPhone X. In addition, we conduct com­

prehensive vision screening for the subjects and obtain the optometry results. The

collection was conducted under various scenarios including universities, primary

schools and hospitals. To the best of our knowledge and belief, it is the largest

smartphone photorefraction dataset so far.

Chapter 4 presents the implementation ofmachine learning algorithms. We pro­

posed two types of features which are hand­crafted and CNN extracted respectively

with their detection methods. The experiment results indicate that the proposed

hand­crafted features are useful tomeasure refractive error and outperform contem­

porary studies. This chapter also demonstrates a technique making the smartphone

photorefraction system free of external devices. We propose a novel calibration

method through eye structure. The experiment results reveal that the system can

totally relieve external devices with no loss on performance.

Chapter 5 demonstrates the implementation of traditional data augmentation

approaches on the photorefraction dataset. We utilize several geometric transfor­

mations and noise injection to generate more training samples without disturbing

the critical information related to label refractive error. The experimental results

illustrate that after data augmentation, the CNN models are capable to encode ef­

ficient features and achieve higher performance with the model pipelining.

Chapter 6 intends to develop a photorefraction model to generate synthetic eye

images as preparation for the following transfer learning. We summarize the proce­
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dure of photorefraction into a geometrical optical framework. We conduct experi­

ments with the synthetic pupils to evaluate the correctness of the proposed model.

The results suggest our synthetic pupils performwell inmultiple tasks. Through the

photorefraction model, we are able to generate a large­scale dataset for the follow­

ing transfer learning approaches. We then exploit the data augmentation through

the synthetic photorefraction dataset. We investigate the effect of data amount and

data distribution. The results reveal that pre­training CNNmodels on synthetic im­

ages significantly improves performance compared with the traditional data aug­

mentation. In addition, the synthetic dataset with uniform diopter distribution out­

performs the other original diopter distribution and achieves the state­of­the­art

accuracy of refractive error estimation, which provides a deeper understanding on

this task.

Chapter 7 summarizes our contributions and limitations of this thesis.
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Chapter 2

Literature Review

This thesis aims to investigate photorefraction vision screening by processing smart­

phone images. To this end, we utilize the embedded camera and flashlight to sim­

ulate the manual photorefraction process. This chapter presents a review of the

development of traditional photorefraction vision screening and the recent studies

on vision screening by the images captured by smartphones. As insufficient data

is a common issue when developing data­driven models in previous studies on this

task, this chapter also reviews the transfer learning technique and how its imple­

mentations address this problem in the computer­aided healthcare area. Based on

that, this chapter outlines the rationales for the proposed studies.

2.1 Photorefraction Vision Screening

As a fast and accurate objective technique for measuring the refractive error of

the eye, photorefraction was first introduced by Kaakinen and Molteno et al. to

determine amblyopia risk factors in 1979. They measure refractive status and ac­

commodation of the eye by interpreting the fundus reflex (the crescent) with flash

light [21, 22]. The early photorefraction with white light was used to look at ac­
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commodation in owls but not for measuring refractive error since the constricted

pupil is not feasible for an optometry. With the advent of infrared light­emitting

diodes that will not make pupil constrict, it becomes possible to measure refractive

error for human [23]. At this stage, photorefraction relied on a single flashlight.

The theory behind photorefraction is shown in Figure 2.1. A light source is located

eccentrically to the camera lens. The camera is focused on the pupils of the subject

so that a crescent reflex is seen in the eye. When there are multiple light sources,

an overlapped crescent with gradually changing intensity is shown. Based on the

principle, an analytical description of reflex can be determined by the following

parameters: refractive error of the eye, the distance of the eye to the camera, pupil

size, and eccentricity. With all the parameters above, the refractive error of an eye

should be revealed.

The accuracy of photorefraction is then validated byAtkinson et al. used isotropic

photorefraction to screen 1096 infants aged 6–9 months in the City of Cambridge,

and 5% of them were found to have large hypermetropic errors. This result was

soon confirmed by retinoscopy screening, which is the most accurate measurement

of refractive error. In 1985, Bobier et al. and Howland provided formulations

of the refractive state of eyes, and named this technique Eccentric Photorefrac­

tion [24, 25].

Since the working range of a single external light source is limited by the fixed

eccentricity (the distance from camera to flashlight), Schaeffel et al. modified the

system with multiple eccentric light sources, which enabled the method to measure

larger diopter ranges [26]. After that, using the fact that the slope of the intensity

distribution across the pupil varied linearly, Scheaffel improved the method by

measuring the intensity gradient of the reflex, which is proved to be a more accu­

rate indicator [27] for refractive error. However, in this study we tend to conduct
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photorefraction with smartphone, which usually has no such designed multiple ec­

centric flashlights. Therefore the theory of single flashlight photorefraction is im­

plemented.

In addition to the manual photorefraction vision screening, in 1990, Uozato de­

veloped a Topcon PR­1000 photorefractor with multiple infrared light sources for

vision screening of infants [28] by early stage computer vision techniques. And

mainly because it is possible to do rapid screening and does not require the patient

to understand language or provide feedback, computer­aided automatic photore­

fraction became widely used in vision screening for children and infants [29]. As a

consequence, some commercial devices with the similar machenism likePower Re­

fractor have been developed. Nevertheless, in practice, some optical characteris­

tics of the eye will affect the calibration of instruments, including reflectance of the

retina, the distance between the retina and cornea, and higher­order monochromatic

aberrations [29, 30]. Therefore, each instrument model requires a specific calibra­

tion adjustment, which further increases the cost and complexity. [31]. Also, these

devices often require external light sources and cameras, leading to high prices and

inconvenience during use.

2.2 Vision Screening on Smartphone Images

Smartphones have become essential devices in daily life. With the performance

improving rapidly and more kinds of embedded sensors being incorporated, there

has been more health care research focusing on leveraging medical services to mo­

bile devices [32–35]. Compared with conventional health care tools, smartphones

can perform more timely and regular measurements of physical signals. Newer

smartphones also possess enough computing power to deal with these signals or

medical images locally, which allows smartphones to perform remote diagnostics
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in real­time.

If we narrow the scope to vision screening, there are several commercial prod­

ucts to leverage vision screening with mobile devices as well. SVOne developed

by Smart Vision lab, uses a handheld structure clipped onto the iPhone is used to

capture the eye images. Nevertheless, SVOne is expensive ($3,950) because of

the extra lens and requires professionals to operate. Another portable, smartphone­

based autorefractor named EyeNetra consists of a smartphone, handheld phoropter,

and a digital Lensometer to assist the optometry. The price of this set of refraction

kits is $2,995. The high price of the commercial devices makes them not suitable

for daily vision screening for normal users, especially for people in underdeveloped

areas.

Previous studies investigate the feasibility of leveraging smartphones images to

vision screening. Kwok et al. [19] firstly present a smartphone­based photorefrac­

tion vision screening approach. Inspired by the principle of photorefraction, they

utilize the flashlight and embedded camera to conduct the photorefraction proce­

dure. Towards building a data­driven approach to measure refractive error, sev­

eral efficient hand­crafted features and the corresponding detection methods are

demonstrated. Machine learning models are trained with the proposed features

to process the captured eye images. The experiments show promising results on

refractive measurement, which reveal the feasibility of a smartphone to conduct

vision screening without professional devices. However, the demonstrated mod­

els highly rely on the efficiency of the selected hand­crafted features. Also, the

proposed feature detection methods are easily affected by the noise of the image,

which is hard to avoid in real applications.

Instead of hand­crafted features, another related work introduced by Chun et

al. [20] investigated the implementation of deep learning models on refractive error
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range classification. They collected 300 eye images and divided them into 5 classes

according to their refractive error. However, the size of the dataset is not enough

to train a well­performing CNN model. To address this issue, they applied several

pre­trained CNNmodels and fine­tuned themwith real eye images. The experiment

results of fine­tuned CNN models show encouraging performance on the specific

classification task and indicate the feasibility of CNNmodels on this task even with

insufficient data amount. However, there still lacks a comprehensive investigation

of how to build well­performing CNN models for this task in this study. Also,

classifying the refractive error range is different from accurate measurement, where

the latter is our actual ultimate goal.

As there is no large­scale dataset on smartphone image vision screening task,

our previous work [38] aimed to address the insufficient data problem by exploiting

active learning techniques to reduce the manual effort on image annotating. In this

study, all eye images are assigned an information score computed by a model com­

mittee. Instead of the whole dataset, only the images with high information scores

are selected to train models. The experimental results show that after applying ac­

tive learning, we can reduce the amount of data by 18% without a performance

drop. These previous studies have demonstrated the feasibility of several image

processing methods and the implementation of transfer learning, active learning

techniques on the smartphone image vision screening task.

2.3 Transfer Learning

Existing research has shown the performance of deep learning networks is highly

correlated with the amount of data. [39]. To train well­performing deep learn­

ing models, there are several developed large­scale databases such as ImageNet,

PASCAL, VOC, MS COCO, etc. These databases contain millions of manually

14



annotated images for classification, object detection, semantic segmentation tasks.

However, not all the research could collect enough image instances for their spe­

cific task. Transfer learning is then proposed to address this challenge and has been

widely utilized in training machine learning models.

Transfer learning can be roughly categorized into three types: 1) instance­based

transfer learning: measure and weight the similarity of instances in the source do­

main and target domain. 2) feature­based transfer learning: measure and project

features of the source domain and target domain to a higher space where the dis­

tance of them are closer. 3) parameter­based transfer learning: transfer the knowl­

edge learned on a source domain to the target domain on a parameter level by

sharing the parameters of the source domain model with the target domain model.

Since instance­based and feature­based transfer learning is hard to realize on

deep learning models because of the scale of the dataset and the abstract features,

parameter­based methods have become the most common way to utilize transfer

learning on convolutional neural networks (CNN). As a typical parameter sharing

method, fine­tuning is widely used in CNN transfer learning, especially in the com­

puter vision area. Many works on image processing implement pre­trained CNN

models which are able to extract general image features, and then fine­tune them

on other specific projects. Fine­tuning is also the most common way to conduct

transfer learning on vision screening via smartphone images. As mentioned above,

pre­trained models [20,38] are usually employed to fine­tune with smartphone eye

image performance. The experimental results from previous studies also indicate

the feasibility of fine­tuning on smartphone images vision screening tasks.
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Figure 2.1: (a) A flashlight is located at a distance e above the camera. d is the

distance from the camera to the eye being tested. Light rays enter the myopic

eye and are refracted by lens. The refracted light rays focus in front of the retina

and forms an blurred image AB. (b) If the eye is myopic, the light returning from

this image will enter the camera and manifests as a bright area (z) on the captured

picture. The photograph of the eye shows a bright crescent on the same side as the

flashlight.
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(a) (b)

Figure 2.2: (a) Device for SVOne (Source: [36]) (b) Refraction Kits for EyeNetra

(Source: [37])
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Chapter 3

Dataset Construction

In order to build up and evaluate the data­driven smartphone images­based vision

screening system, we develop a dataset containing eye images that are taken by

smartphones and possibly to be analyzed for vision screening. On our study, our

data collection is carried out with two common smartphones: 1) Microsoft Lumia

950 XL and 2) iPhone X.

According to the principle of photorefraction, an eye’s refractive error can be

computed on the size of its pupil and crescent area. Since the resolution of a smart­

phone camera is limited, better effects can be observed if patients’ pupils are dilated

enough such that an observable crescent can be generated. To this end, we collected

all the images under a dim illumination environment to make sure subjects’ pupils

were dilated as much as possible. Our experiments can be replicated in any dark

environment such as a room with the light off and/or curtains drawn.

The distance between the eyes and the smartphone embedded camera also needs

to be carefully deliberated. According to the principle of photorefraction, the low­

est measurable refractive error is 1
distance

diopter, where diopter is the unit of re­

fractive error. As a result, a larger distance from the eye to the camera can bring a

larger measurable refractive error range. On the other hand, unlike the single reflex
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camera used in traditional photorefraction vision screening, it is hard for the smart­

phone embedded camera to capture high­quality images at a distance, as a larger

distance means a smaller eye area, leading to lower image quality, which would af­

fect the performance of the following image processing methods. Therefore, there

is a trade­off between image quality and measurable refractive error range. We

conducted several testing and found that 1 meter is a good compromise for our ex­

periments, which can provide both acceptable image quality and a relatively large

measurable refractive range.

During data collection, subjects are asked to stand or sit 1 meter away from the

smartphone camera, and asked to look directly at it without blinking (as much as

they can) while the photos are taken.

A perfect eyeball is completely round and symmetrical. However, for people

with astigmatism, the eyeball is shaped more like an football that is tilted at some

angle to the horizontal axis, leading to the multiple focus points of the refracted

lights as shown in Figure 3.1. Standard optometry practice models the eyeball as

a composition of a Sphere and a Cylinder, which is tilted at a particular Axis. The

refractive error is thus recorded using three measures: the sphere error, cylinder

error, and the astigmatism axis.

Figure 3.1: The difference of perfect eyeball and the eyeball with astigmatism

The gold standard for each subject is the optometry report with the sphere error,
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cylinder error, and astigmatism axis. Nevertheless, to calculate all of the three

measurements, we need the pictures captured at three meridians. With one picture

in a specific meridian, only the refractive error at that meridian can be measured.

We thus reduce these three measurements into one number and calculate the ground

truth refractive error of the eye image as follows:

X = S + C × sin (A−m)2 (3.1)

where S refers to the sphere error, C refers to the cylinder error, A is the astigma­

tism axis and m is which meridian in which the crescent is located. The meridian

here is the angle between the axis connecting the light source and the camera, and

the horizontal axis, as shown in Figure 3.2.

Figure 3.2: The meridian as defined in photorefraction.

There are two datasets taken by smartphones, which are noted as Dataset­2015

and Dataset­2020 according to the year during which the datasets are constructed:

3.1 Dataset­2015

The Dataset­2015 was collected and investigated by the previous study [19] in

2015. The device used to collect images for the Dataset­2015 is a Microsoft Lumia

950 XL, of which the eccentricity (distance from flashlight to camera) is 10mm.
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The embedded camera and flashlight are utilized to simulate the photorefraction

vision screening process. Images are taken by the default camera program of the

operating system.

The experiments are conducted in a classroom with curtains down during the

daytime. The smartphone is located at the same horizontal line as the subject’s eyes.

They took the eye images with the portrait orientation, which means the flashlight

is on the right side of camera (from photographer’s view). As a result, for myopic

eyes the crescent will be located at the right side of pupil. Meanwhile, for the sake

of calibration for later processing, subjects were asked to wear a glasses frame with

two green labels as shown in Figure 3.3. The distance of the two labels is fixed at

10cm, which will be used as a scale to calculate actual sizes of eye structure from

their pixels amount in images.

Figure 3.3: The modified glasses frame with two green labels. The distance be­

tween two labels is 10cm, which is used as scale to compute actual size.

The gold standard refractive error measurement for the subjects is measured

by an open­field autorefractor: Grand Seiko WAM­5500, whose effectiveness has

been demonstrated in previous clinical studies [40]. The eye structures including

iris, pupil and crescent are annotated manually.

97 primary school students with myopia were recruited as the subjects for

Dataset­2015 (age:11.34±0.96 years). Informed consent was obtained before data

collection. For each subject, they take one picture and crop two eye images. The
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final Dataset­2015 contains 194 eye images in total.

3.2 Dataset­2020

The Dataset­2020 was collected by the collaboration with Dr. Chi­wai Do and Lily

Chan from the School of Optometry. The staff of Tianjin Medical University Eye

Hospital recruited the subjects and provided the optometry equipment. We use an

updated iPhone X to capture the images for Dataset­2020. The embedded camera

and the flashlight are applied to simulate the photorefraction vision screening. The

same image­taking procedure as Dataset­2015 was conducted with 203 subjects in

total (116 female), involving patients from different age groups (7 to 30 years old).

Informed consent is obtained before the data collection. The data collection for 82

of the subjects takes place in a dark office with curtains down and the remaining 121

subjects in a totally dark room where no illumination exists, except the flashlight

on the smartphone. The subjects sit 1 meter away from the smartphone and wear a

glasses frame for calibration. We takemultiple images for each subject and crop the

eye area, giving us 5483 eye images for Dataset­2020. An experienced optometrist

measured subjects’ refractive errors using a state­of­the­art autorefractor. The eye

structures on images including iris, pupil and crescent are annotated manually.

Unlike the Lumia 950 XL which uses a single LED light for the flash, the

iPhone X flashlight is composed of 4 tiny LEDs arranged in a square configuration.

As a consequence, the resulting crescent will be composed of 4 overlapping cres­

cents, which creates a larger crescent with blurred boundaries. The eccentricity

of the iPhone X is 6mm, which is much smaller than the eccentricity of the Lu­

mia 950 XL. According to the optometry principle, given the same pupil size and

refractive error, the size of crescents in Dataset­2020 will be larger than those in

Dataset­2015.
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Image Samples from Dataset­2015 and Dataset­2020

(a) (b)

Figure 3.4: (a) The eye image captured by Lumia 950XL; (b) the eye image cap­

tured by iPhone X. The boundary of crescent is more clear in Dataset­2015 com­

pared with the crescent taken by iPhone X.

3.3 Data Cleaning

After collecting the eye images, we manually filter Dataset­2015 and Dataset­2020

to ensure their quality is acceptable. Since we focus on estimating the refractive

error for myopia, the eye images with positive refractive error (hyperopic) are not

used. Besides, images are removed from the datasets under these four conditions:

1. image is blurred due to misuse of the smartphone (e.g. hand tremor, out of

focus, etc)

2. subject did not look at the camera,

3. subject blinked or otherwise closed their eyes during the photo, resulting in

only a small area of the eye being exposed,

4. pupil is extremely contracted (usually caused by operation error, such as

turning on a light accidentally or taking the photo too soon after the subject

walks into the darkened room)

After the filtering, we have 179 images for Dataset­2015, and the refractive error

ranges from 0D (normal eye) to ­8.5D as shown in Figure 3.5. The Dataset­2020

contains 4872 images, whose refractive error range from 0D to ­10.0D as shown

in Figure 3.6. Table 3.1 depicts the statistics of the two datasets.
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Refractive Error Distribution of Dataset­2015

Figure 3.5: The distribution of refractive error in diopter for the Dataset­2015.

Lower value refers to more severe myopia.

Refractive Error Distribution of Dataset­2020

Figure 3.6: The distribution of refractive error in diopter for Dataset­2020. Lower

value refers to more severe myopia.
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Statistics
Dataset

Dataset­2015 Dataset­2020

Refractive error Refractive error

Mean ­2.20D ­2.67D

Standard deviation 1.58 1.87

Range [­8.5D , 0D] [­10.0D , 0D]

Table 3.1: Statistics of the Dataset­2015 and Dataset­2020
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Chapter 4

Machine Learning on Smartphone

Images for Photorefraction

4.1 Hand­Crafted Features

Our study starts by investigating the implementations of a machine learning algo­

rithm on photorefraction vision screening via smartphone images. Inspired by the

principle of photorefraction, the refractive error can be computed by the size of

crescent and the other eye structures. So prior to the final refractive error measure­

ment, we first attempt to extract features from eye structures, which are referred to

as ”Hand­crafted features” including the sizes of iris, pupil and crescent shown in

Figure 4.1.
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Figure 4.2: An overview of the approach with hand­crafted features

Figure 4.1: the hand­crafted features. The refractive error can be computed by the

pupil size and crescent size, where the pupil size is measured in by the detected iris

and crescent.

The overall feature detection tasks consist of iris detection and crescent detec­

tion, and the pupil size will be computed by the results of these two detections.

Figure 4.2 illustrates our approach. From a myopic eye image, we extract the iris

and crescent areas. Then we will compute the actual size of pupil radius, cres­

cent width, etc. These features will be provided to a Support Vector Regression

(SVR) [41] and Support Vector Machine (SVM) [42] engine for training together

with the ground truth refractive error.

4.1.1 Iris Detection

Iris segmentation is widely performed in biometrics studies [43]. The most com­

mon and effective approach is to look for the area that most closely resembles a

circle or ellipse in eye images and fit the corresponding shape to the area. Depend­
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ing on how the fitting is performed these methods can be summarized as:

• Daugman’s operator­based [44–46] that searches for the circle whose bound­

ary has maximum gradient in intensity, in the 3­d space of coordinate of the

center (x, y) and the radius r. The operator is applied iteratively to obtain

accurate localization.

• Hough transform­based [47–50], which also conducted the searching in 3­d

spcae of the three parameters of a circle, and finds the circle intersecting the

most edge pixels.

• RANSAC­based [51,52] approaches, which traverses all the combination of

edge pixels to fit a circle intersecting with the most pixels.

Nevertheless, contemporary iris detection methods easily fail in our task due to

two major challenges. The first is the reflex crescent. For instance, Daugman’s

operator­basedmethods find themost iris­like circle following the integral­differential

of intensity. This can be significantly affected by the crescent due to the dramatic

intensity change along its edge (Fig 4.3). The other challenge is brought by im­

age quality. To induce the crescent and to stay within our constraint of using only

low­cost devices, the eye images have to be taken with a smartphone camera at

a distance, as well in low­light conditions. These settings result in relatively low

quality and low resolution compared with eye images in existing common­used

database for biometrics, which are often taken by single­lens reflex cameras. For

example, the image resolution in our dataset is about 90×50, which is much lower

than those in the SDUMLA­HMT [53] and CASIA v4­lamp [54] datasets, which

are 768×576 and 640×480 respectively. In addition, the lower resolution leads to

more noise, which affects the performance of the Hough transform­based methods

(Fig 4.3).
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(a) (b) (c)

Figure 4.3: Iris detection by Daugman’s operator­based (a), Hough transform­

based (b) and (c) proposed RANSAC­based method. Daugman’s method can be

misled by the crescent edge and Hough methods affected by outlier points

We therefore propose an iris detection method based on RAndom SAmple Con­

sensus (RANSAC), which is more robust to the outlier points that frequently appear

in our relatively low­quality eye images. The proposed method can be roughly di­

vided into three steps:

The first step is to detect a coarse edge of iris according to the brightness differ­

ence between the sclera and iris limbus. For a given cropped eye image, we set a

Cartesian coordinate system whose origin is located at the bottom left corner. The

unit of coordinate is the pixel, i.e., a pixel at the third column(counted from left)

and the fifth row(counted from the bottom) has a coordinate of (3,5). Then this

pixel can be represented by p3,5. We search for Right and Left Iris Edge Pixels as

follows:

Definition 4.1.1 A pixel pxr,y is an Right Iris Edge Pixel if ∀ x s.t. I(px,y) −

I(px−1,y) > threshold, xr ≥ x.

Definition 4.1.2 Apixel pxl,y is an Left Iris Edge Pixel if∀x s.t. I(px,y)−I(px+1,y) >

threshold, xl ≤ x.

where I(px,y) is the intensity (brightness) of the pixel located at (x, y) in the given

image. This gives us one Right Iris Edge Pixel and one Left Iris Edge Pixel in each

row (if such pixels exist). For denoising, we delete candidate pairs where xr ≤ xl,
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which indicates that these two detected pixels are not reliable. In the experiments

we set the intensity threshold as 25 to get the optimal performance.

Then in the second step, we use RANSACmethod to fit the most iris­like circle

based on the filtered edge pixels.

Our final step is to improve our iris segmentation based on the obtained iris­

like circle. The fitted circle may contain part of the eyelid and/or sclera, etc. We,

therefore, apply Otsu’s threshold [55] to delete these noisy areas, keeping only the

iris area. Figure 4.4 illustrates the our whole iris detection process.

(a) (b) (c) (d)

Figure 4.4: The iris detection process. (a) The original eye images. (b) Candi­

date Iris Edge Pixels are identified in every row. (c) fit a iris­like circle through

RANSAC with detected Iris Edge Pixels. (d) Otsu’s threshold is used to remove

noise, leaving only the iris area.

4.1.2 Crescent Detection

The state­of­the­art approach [19] detects the crescent using an intensity (bright­

ness) threshold. However, the best threshold may vary among the eye images due

to the different reflecting ability among individuals, which lead to low accuracy of

crescent detection.

To address this challenge, we propose a data­driven approach to detect crescent

by classifying whether the pixels are in crescent. Firstly, all the pixels in iris region

are annotated asCrescent orNon-Crescent. We then train a Support VectorMachine

(SVM) as a pixel­level crescent detection model with the following features: (1)
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distance from iris center; (2) intensity value in R, G, B channel; and (3) intensity

gradient. This model thus labels all pixels in a target image as Crescent or Non-

Crescent. We then select the largest contiguous Crescent cluster, which is further

fitted to an ellipse by RANSAC. The width of the crescent is thus the length of

the minor axis of the fitted ellipse. Then the radius of the pupil is computed as the

largest distance between the iris center and pixels within the detected crescent area.

An example of crescent detection in cropped iris is shown in Figure 4.5.

(a) (b) (c)

Figure 4.5: (a) The cropped iris image. (b) The manually annotated crescent. (c)

Crescent detected by proposed method.

4.1.3 Refractive Error Estimation

After detecting iris and crescent from eye images, we are able to extract size­based

features to build the refractive error detection model. The conventional photore­

fraction theory uses the crescent width, pupil radius, and iris radius as parameters

for refractive error estimation. However, since the distance from eyes to the cam­

era may not always be exactly 1 meter in practice, the number of pixels may not

represent the actual size of the detected crescent, pupil or iris.

To address this issue, we propose to obtain the actual size of features using

external calibration tool. Subjects are asked to wear a pair of lens­less glasses with

two green labels separated by 10 cm (Figure 4.2). These two labels function as

a calibration reference. Given the number of pixels in the line segment between

31



the centers of the labels and in the iris, pupil and crescent, it is then possible to

determine the actual sizes of these eye features.

In addition, we observe that the brightness of the crescent and the proportion

taken up by the crescent within the iris are also indicative of the refractive error.

Therefore, besides the size features, the sum of the intensity values within the de­

tected crescent area and the ratio of crescent width to pupil radius are also computed

as features. Our final set of features for each eye are, therefore:

1. iris radius (Ir)

2. pupil radius (r)

3. crescent width (z)

4. Sum of Intensity (SoI)

5. ratio of crescent width to pupil radius (Ra)

Some of the features are illustrated in Figure 4.6. To make the model robust to

outliers, we select Support Vector Regression (SVR) and train it on these features

to estimate refractive error. The performance of this model and the contribution of

different combinations of these features will be presented in the next section.

4.1.4 Results

Performance of Iris Detection

We adopt two performance metrics to evaluate the performance of our iris detection

method. The first one is intersection­over­union (IoU). We regard a detected iris

as correct, if the IoU of the labeled iris area and detected iris area is greater than

a certain threshold. The second metric is mean­error­rate, which is computed as
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Figure 4.6: The captured features for SVR: (1) crescent width. (2) pupil radius. (3)

iris radius. (4) SoI

follows:

e =
1

N × w × h

∑
x∈w

∑
y∈h

T (x, y)⊕M(x, y) (4.1)

where N is the total number of images, w and h are the width and height of one

image, T and M are the labeled and detected iris respectively. The symbol ⊕ rep­

resents an exclusive OR operation to identify the segmentation error.

Figure 4.7 shows the performance of the proposed method where the Area Un­

der the Curve (AUC) is 0.85, against both Daugman’s (AUC=0.77) and Hough

method (AUC=0.62). It can be seen that our method outperforms both competitors

for all thresholds. Table 4.1 corroborates this finding with the mean error rate of

iris detection, which is consistent with IoU. This indicates that our proposed iris

detection method is more effective than the current state­of­the­art.

It is observed that bothDaugman’s Operator andHough Transforming are heav­

ily affected by the presence of crescent. As a result, the performance of these two

techniques are not satisfactory for most of photorefraction eye images with my­

opia. We conduct the same iris detection experiments on the eye images without

crescent, whose results are shown in Table 4.2. It can be seen that on normal eye

images, the Daugman’s Operator and Hough Transforming are able to achieve the
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Iris Detection Accuracy­IoU Curve on Dataset­2015

Figure 4.7: Accuracy along the IoU threshold of three methods. The proposed

method achieve higher accuracy than the others under all the IoU threshold

close performance to the proposed method. This result again reveals that for pho­

torefraction images, the proposed approach is more robust when crescent exists. It

is also can be explained by the mechanics of the proposed method, which detect iris

edge from the outside to avoid the various brightness distribution inside the iris.

Performance of Crescent Detection

We evaluate crescent detection on the images which exhibit a crescent on Dataset­

2015 and Dataset­2020. For comparison, we also evaluate the performance of

the state­of­the­art crescent detection approach [19] and the proposed method by

the same metrics as iris detection. The proposed crescent detection method gets

AUC=0.70, while state­of­the­art [19] gets AUC=0.32, which is also consistent

with the mean error rate metrics as shown in Table 4.3. Both the results show that

the proposed approach outperforms the state­of­the­art.
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Iris Detection Accuracy­IoU Curve on Dataset­2020

Figure 4.8: Accuracy along the IoU threshold of three methods.

From the example shown in Figure 4.5, we can see that beside detecting the

crescent region accurately, the proposed method also can recognize the cornea re­

flection (bright spot near pupil center), which should not be part of the crescent.

This result further shows that comparedwith the previous approach, the data­driven

method is more robust than manually determined threshold.

In practice, the illumination conditions during taking the pictures are not ex­

actly the same. As a result, the manually determined brightness threshold may

fail on the images whose overall brightness is too dark or too bright. Also, the

performance of the previous method is affected by the various brightness of cres­

cent itself. Even under the same illumination, the ability to reflect light still vary

among individuals. This phenomenon leads to more dark crescents without clear

boundary.
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Methods
Mean error rate

Dataset­2015 Dataset­2020

Daugman’s Operator­Based 8.17% 6.75%

Hough­Based 9.46% 10.51%

Proposed 4.02% 3.74%

Table 4.1: Performance of Iris detection – mean error rate

Methods
Mean error rate

Dataset­2015 Dataset­2020

Daugman’s Operator­Based 4.21% 3.52%

Hough­Based 4.77% 3.79%

Proposed 4.10% 3.00%

Table 4.2: Performance of Iris detection – mean error rate on eye images without

crescent

Performance of Refractive Error Detection

In this study, we measure the overall performance of our refractive error detection

approach by computing the mean absolute error (MAE), which is defined as the

difference between actual and estimated refractive error. For comparison, we test

the state­of­the­art model demonstrated by Kwok [19], which trained SVR with

the detected iris, pupil and crescent sizes. We also employ their iris, pupil and

crescent detection methods to our proposed feature combination to compare the

performance. The results on Dataset­2015 and Dataset­2020 are presented in Ta­

ble 4.4.

In general, models based on our proposed iris and crescent detection methods

outperform state­of­the­art. The best performance of our refractive error detection
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Methods
Mean error rate

Dataset­2015 Dataset­2020

Kwok [19] 15.61% 23.90%

Proposed 5.21% 8.23%

Table 4.3: Crescent mean error rate

Features Combination
Detected by Kwok [19] Detected by Proposed

2015 2020 2015 2020

z, r 0.962 D 1.850 D 0.841 D 1.634 D

z, r, Ir (Kwok [19]) 0.890 D 1.803 D 0.828 D 1.590 D

SoI, Ra 1.172 D 1.855 D 0.841 D 1.728 D

z, r, Ir, SoI, Ra 0.931 D 1.800 D 0.785 D 1.575 D

Theory­driven 1.145 D 2.163 D 0.883 D 1.612 D

Table 4.4: Mean absolute error

achieves MAE of 0.785 D, using the features of Crescent (z), Pupil (r), Iris (Ir),

SoI and Ratio (Ra), detected by the proposed methods.

Our methods achieve more accurate iris and crescent detection and therefore

outperforms the state­of­the­art on all combinations of features. This result also

demonstrates that the new features SoI and Ratio can contribute to the model,

though on their own they do not perform as well as the size­based features.

It is interesting to see that these two features can improve the accuracy if de­

tected by proposed methods, but are harmful if detected by Kwok [19]. Since these

two features are directly computed based on crescent, the efficiency of them heav­

ily rely on how accurate the crescent is segmented. Therefore, the more accurate

approach proposed in this study makes the two features be beneficial. These results
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also agree with the previous comparison on crescent detection.

We also observe that the theory­driven method performs worse than the SVR.

This is perhaps because the theory­driven method is based on an ideal scenario

and requires very precise measurements of features. The machine­learning­based

method is, in contrast, more robust.

It is also should be noted that the accuracy on Dataset­2020 is much worse

than Dataset­2015. The poor performance could be caused by the relatively low

accuracy on crescent detection of iPhone images according to the previous results

shown in Table 4.3. However, as a more updated smartphone model, iPhone X is

supposed to provide higher quality images than Lumia smartphone, which is also

supported by the iris detection results (shown in Table 4.2). Based on our observa­

tion, we hypothesize that the hand­crafted crescent detection methods suffer from

the ambiguous crescent of iPhone eye images. The flashlight in the iPhone X is

composed of four LEDs, which work together when taking pictures. Each LED

is a single light source, which, according to the optical principle, can generate a

crescent area on the eye images. There thus will be four overlapping crescent areas

in the eye images. This creates a blurred boundary on the ”overall” big crescent.

As a result, the crescent edge can only be recognized by tiny differences in the

brightness gradient, greatly increasing the difficulties of extracting the exact size

of crescent. The images in Dataset­2015, which is taken by the Lumia smartphone,

has a single LED as the flashlight, which makes the crescent edge much more easy

to identify (Fig. 4.9).

Refractive Amblyopia Risk Factor Detection

Amblyopia, or poor vision, is an important measure of eye health. Prior studies

have demonstrated that children older than 48monthswith a refractive error smaller
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Figure 4.9: Comparison of eye images captured by Lumia 950 XL (the upper row)

and iPhone X (the lower row).

than ­1.5D have a high risk of developing amblyopia [56,57]. Since photorefraction

can measure the refractive error of individuals, it can also be used to estimate the

risk of amblyopia.

We further evaluate our method on estimating the risk of amblyopia. In this

experiment, the myopic eye images are annotated as Risk or Non-Risk according

to their refractive error. We train an SVM for refractive amblyopia risk factor de­

tection with the best features combination presented in the previous experiment.

Similarly, we explore the performance of different combinations of features. The

performance is shown in Table 4.5, which indicates that our model can attain a

much higher sensitivity with reasonable specificity.

Methods Sensitivity Specificity Accuracy

Kwok [19] 64.57% 83.16% 76.22%

Proposed 77.04% 83.05% 81.00%

Table 4.5: Amblyopia factor detection on Dataset­2015

4.1.5 Iris Size­based Calibration

Our proposed methods described thus far require the use of an external calibration

tool to obtain the actual sizes of eye structures. Although the calibrating glasses

39



Methods Sensitivity Specificity Accuracy

Kwok [19] 62.12% 63.79% 62.55%

Proposed 66.06% 76.65% 70.21%

Table 4.6: Amblyopia factor detection on Dataset­2020

are cheap and easy to make, the best scenario would be a system that is completely

independent from external devices. In this section, we aim to demonstrate a novel

calibration technique which only depends on eye structure, without the external

tools.

Method

The eyeball of a human is almost fully grown when born and there is no significant

difference between gender and age groups [58]. In addition, the size of iris also

does not vary too much from person to person. According to a survey [59], the

range of the iris diameter varies from 10.2 to 13.0 mm and the mean size is 12mm.

This constancy of iris size gave us the insight to use the iris itself for calibrating

sizes. To confirm this, we manually measure the iris size for the eye images in

our dataset, and we find that the mean and standard deviation of the iris size are

11.4mm and 0.82 respectively.

Given this information, we run two experiments to test our hypothesis. The first

experiment simply uses the number of pixels in the iris as the parameter, rather than

the size. The second experiment assumes that the size of the iris is the mean over

the dataset (i.e. 11.4mm), and uses that to calibrate the sizes of the other features

(e.g. crescent and pupil.).
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Calibration Tools Mean absolute error Error rate

Glasses Label Distance 7.53 pixels 2.58%

Detected iris radius 0.74 pixels 4.03%

Table 4.7: Mean absolute error in pixels and error rate of different calibration tools

Evaluation

The accuracy of iris radius detection is essential if it is used for calibration. The

mean absolute error of proposed iris radius detection method is 0.74 pixels. For the

distance between labels on glasses frame, the mean absolute error is 7.53 pixels.

In addition, we define the error rate ER as follows:

ER =
1

N

N∑
n=1

|rn − r̂n|
rn

(4.2)

Where N is the total number of eyes, rn is the manually determined radius of the

nth eye (or the distance between labels for glasses calibration), r̂n is the detected iris

radius. The error rate ER of iris radius and the distance between labels on glasses

frame are 4.03% and 2.58% respectively. A summary of the result is shown in Ta­

ble 4.7. Considering that the size of the iris is much smaller than the glasses frame,

iris­based calibration is less tolerant to error than glass­based calibration. Though

the absolute error of iris radius detection is lower than the error incurred with au­

tomatic measurement of the distance between the calibration labels, the error rate

is still a issue if we use iris for calibration, which may affect the performance of

refractive error prediction.

For comparison, we train an SVR with selected features from 1) Automatic

Glasses­based calibration, 2) Manual Glasses­based calibration, 3) Automatic Iris­

based calibration, 4) Manual Iris­based calibration and 5) No calibration. Auto­

matic means that the measurement are estimated automatically and no calibration
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simply uses the size in pixels, without attempting to convert to a physical measure­

ment in millimeters. The comparison results are shown in Table 4.8.

Calibration Method Measurement
Features Used

Theory­driven
z, r z, r, SoI, Ra

Glasses­based Automatic 0.841 D 0.796 D 0.883 D

Glasses­based Manual 0.842 D 0.805 D 0.887 D

Iris­based Automatic 0.852 D 0.814 D 1.075D

Iris­based Manual 0.812 D 0.806 D 1.112 D

None ­ 0.873 D 0.849 D *

Table 4.8: Comparison of performance in refractive error detection with different

calibration methods (MAE, lower is better). Features used: Crescent (z), Pupil (r),

Iris (Ir), Sum of Intensity inside Crescent (SoI) and Ratio (Ra)

We can see the performance of iris­based calibration is close to Glasses­based

calibration. In particular, for the case where manually­determined iris sizes are

used, and the model features are restricted to crescent width and pupil radius, the

performance of the model with iris­based calibration is better than the correspond­

ing model with glasses­based calibration. Note that the theory requires actual sizes

to compute refractive error. Without calibration, one can only get the size in pixels.

So we cannot calculate the theory­driven result for the case where calibration is not

used. Considering that the error rate (ER) of the the current iris radius detection

is higher than detecting the calibration labels on the glasses, we believe the differ­

ences of performance may be eliminated by a more accurate iris detection process.

Since the iris­based calibration is is totally independent of external devices, this

will enable us to create a more flexible and convenient vision screening system.
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4.2 Applying Convolutional Neural Networks

In the previous section, we proposed several hand­crafted features based on the op­

tometry principle and the corresponding detection methods to predict the refractive

error. These hand­crafted features include the size of the crescent, pupil radius, and

iris radius, and are used as features for SVR and SVM models. Nevertheless, due

to the limited image quality, the proposed hand­crafted features are hard to pre­

cisely measure even manually by professionals. To further improve the accuracy

of the photorefraction model via eye images, there is a need for more robust feature

extraction approaches.

Convolutional neural networks (CNN) have shown their strong ability to en­

code the information of the image and are widely used in computer vision tasks.

Some recent studies investigated the feasibility of CNN models on photorefraction

tasks [20, 38]. However, there still lacks a comprehensive investigation of imple­

mentations of CNN models on this task.

It is also known that light­weight CNN structures are more effective in learning

from less training data and taking less running time to generate well­performing

models. We therefore propose to apply two state­of­the­art light­weight CNNs,

namely, DenseNet [60] and MobileNet [61] and analyze their performance. We

will compare the performance against models trained by ResNet­18 and another

commonly used CNN structure, VGG­16 [62].

One foreseeable challenge of applying CNN models is that our datasets do not

contain enough images for training from scratch. To address the data insufficiency

issues, we propose to fine­tune the CNNmodels that were pre­trained on ImageNet

database [63]. We hope the fine­tuned CNN model can encode high­level features

that are indicative to refractive error, on the basis of the prior learned knowledge.

To reduce the number of trainable parameters and avoid over­fitting, we freeze the

43



Model Layers Parameters (Million)

ResNet18 5 / 18 8.45 / 11.69

VGG16 6 / 16 127.03 / 138.36

DenseNet 36 / 121 5.82 / 7.98

MobileNet 4 / 15 2.49 / 3.50

Table 4.9: Number of layers and parameters (Remain/Total) used for fine­tuning.

first few layers of the CNNmodels, and fine­tune the remaining ones in the training

process. Table 4.9 shows the number of remaining trainable layers and parameters

for fine­tuning.

4.2.1 Pipelining CNN features

Well­trained CNN models are able to learn indicative features for the target prob­

lem. Prior studies also demonstrated that pipelining learned CNN features to tra­

ditional machine learning algorithms often attains better performance than using

an end­to­end CNN model [64]. Inspired by these works, we also propose a sim­

ilar approach. Specifically, we take the outputs (after global average pooling) of

the last convolutional layer of the CNN models, and provide them as features for

another machine learning model. Fig. 4.10 illustrates the pipeline. For each eye

image, the CNN extracted features are obtained as following:

Fk =
1

h× w

h,w∑
i=1

M(k, i, j) (4.3)

where the Fk refers to the kth element of final feature vector; the three­dimensional

matrix M(k, h, w) is the feature map from kth convolution kernel; h and w are

height and width of the feature map respectively. We then train machine learning

models on these CNN extracted features for refractive error Estimation and ambly­
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Figure 4.10: Extracting and applying learned features from CNN model.

opia risk factor Classification.

As presented in Table 4.9, we work on 4 CNNs. Each one could be trained from

scratch or fine­tuned from pre­trained model. We thus could have 8 potential CNN

models. We then can extract the CNN features learned by these models to train

with other machine learning algorithms. In our method, we adopt support vector

regression [41] to train Estimationmodels, and support vector machine (SVM) [65]

to train Classification models.

4.3 Summary

This chapter firstly investigates the traditional machine learning approaches on

smartphone image vision screening. We propose the hand­crafted features and im­

prove the existing feature detection methods. The experiments results reveal that

our data­driven models achieve promising accuracy and outperform the theory­

driven method that computes the refractive error by optometry principle. Nev­

ertheless, we also observe the hand­crafted features suffer from the image noise,

and the ambiguous crescent especially on Dataset­2020. In real­life contexts, it

is impractical to expect a smartphone to capture perfect quality eye images. This

constrains the efficiency of hand­crafted features, which relies on extracting pre­

cise size information of crescent and other areas. To address this challenge, this
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chapter then presents an investigation into CNN­based refractive error detection

models. In addition, as CNN has the ability to learn and encode indicative features

in images, this chapter thus demonstrates that piping the CNN extracted features

to SVM/SVR to implement the features more efficiently.
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Chapter 5

Data Augmentation

Although convolutional neural networks (CNN) is widely­used and achieves re­

markable performance on computer vision tasks, it still faces the drawbacks of

overfitting due to the huge amount of trainable parameters when there is no large

scale dataset. Data augmentation focuses on the source of this problem by artifi­

cially enlarging training dataset. For image data, many works have demonstrated

the effectiveness of the traditional augmentations based on the geometric manipu­

lations such as rotating, horizontal and vertical flipping, random cropping, etc. The

geometric manipulations make the models to encode the invariance of the images

and are good methods to address the positional biases in data. Its application is

efficient on many image recognition tasks, but unsuitable on the tasks where the

bias of image are complex and needed to be supervised by domain knowledge. For

example, on medical image processing, random cropping may alter the label of an

image if some critical details are removed. Besides, the traditional augmentations

also include non­geometric methods such as noise injection, color transformation,

etc. These augmentations lead the models to learn more robust features by inducing

the potential noises that present in real world. Their drawback is that some features

based on intensity or color may be altered.
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Other than traditional data augmentation, synthetic data generated by some

models such as GANs, Neural Style Transfer etc. is another way to enlarge the

training dataset. The synthetic data is able to fill the gap of unbalanced data with

the unseen synthetic samples. In medical area, synthetic data augmentation are suc­

cessfully implemented on accelerating Magnetic Resonance Imaging (MRI) scan­

ning, quality positron emission tomography estimation, super resolution of retinal

vasculature segmentation, etc. [66–69]. These implementations address the prob­

lem of unbalance, insufficient and unlabeled data. The validation of structured

synthetic medical data also shows the predictive correlation of results derived from

synthetic data and the results from real data. [70]

On the photorefraction task, it is hard to collect a lot of data from real patients.

To address this challenge, we propose to implement both the traditional and syn­

thetic approaches to artificially generate more photorefraction images for training.

In this chapter, we focus on the implementation of traditional data augmentation

methods. The augmentation based on synthetic data is introduced in the following

chapter. One thing to be noted is that some of the manipulations may be invalid on

specific data. For example for the hand­written digit MNIST dataset, the 6 can be

transformed to 9, which is in totally different class. On our photorefraction dataset,

flipping image is not used since the it will change the meridian at which the cres­

cent shows. As a result, the corresponding astigmatism axis will be changed. Also

rotating the image with a large angle is not valid due to the same reason. Random

cropping can not be implemented since the refractive error is determined by the

details of a specific small region of the eye (the area inside iris). The image would

be useless if any of the detail of that region is cropped. Since the intensity of the

crescent area are indicative of refractive error, our data augmentation methods need

to avoid changing these values. This means that some common data augmentation
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Figure 5.1: Examples of augmented eye images: (a) Original image, (b) Gaussian

noise (σ = 15), (c) impulse noise (nr = 0.06), and (d) rotation (20◦)

techniques such as histogram equalization, white balance and sharpen, etc. are not

included in our augmentation method.

Our method adopts rotation, and adding noise (Gaussian and impulse noise) to

augment the image data. For each eye image, we first rotate it by {−40◦, −30◦,

..., 40◦} respectively, to generate 7 images (including the original one, i.e. rotate

by 0◦). We then further add noise to these images. For each of them, we add

noise by the following 7 methods respectively: None; Gaussian (µ = 0) with σ ∈

{15, 30, 45}; and impulse with nr ∈ {0.03, 0.06, 0.09} (nr denotes noise rate).

Finally, we generate 7 × 7 = 49 images for one eye. Fig. 5.1 illustrates some

examples of our data augmentation.

5.1 Evaluation

We implemented our models using PyTorch. The models are trained with SGD

optimizer with an initial learning rate of 1e­3, which decreases by 0.95 for every

30 epochs. The max training epochs is 600 with a batch size of 16. A momentum

of 0.9 is used in the training process. In our method, all the input images are pre­

processed for better training, including re­scaling the image resolution to 224×224,

and normalizing the pixel intensity to the range of [0, 1].

We adopted 10­fold cross validation for evaluation. The dataset is divided into

10 partitions, and the models trained on 9 of the partitions and evaluated on the
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remaining one. This process is repeated 10 times, and the average performance of

all the partitions taken as the model performance. Since one subject may contribute

to more than one image in our dataset, we ensure that images from the same subject

are allocated to the same partition, i.e. we will not have images from the same

subject in the training and evaluation set at the same time.

5.1.1 Results of CNN models

Table 5.1 presents the performance of differentmodels, including themodels trained

with the four CNN structures, with and without fine­tuning (FT) from pre­trained

models. The performance is measured in terms of mean absolute error (MAE) in

diopter (D) for the Estimation task (the lower the better), and classification accu­

racy for amblyopia risk factor identification (the higher the better).

We first look at the performance of CNNmodels which are trained from scratch.

In general, the CNN models, especially DenseNet and MobileNet, achieve better

performance than models with hand­crafted features. The accuracy of hand­crafted

methods rely on precise measurements of the sizes of the crescent, pupil, and iris,

etc. Most of the time, the boundary of the crescent is not clear especially on the

images in Dataset­2020 which are taken by iPhone X with the multiple­LED flash­

light.

On the contrary, CNN models are trained to encode indicative information au­

tomatically. They are not constrained to size features. It is possible for a CNN

to learn more powerful features such as the brightness gradient, shape of crescent

area, etc. This makes CNN­based models more robust, especially in real appli­

cations where noise is unavoidable. This is supported by the observation that all

of the data­driven approaches achieve better performance than the theory­driven

approach across the board.
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Method Training (CNN)
Performance on Task/Dataset

Estimation (D) Classification (%)

2015 2020 2015 2020

VGG16 from scratch 1.037 1.254 71.18 66.84

ResNet18 from scratch 0.831 1.121 75.30 68.14

DenseNet from scratch 0.756 1.100 76.12 72.32

MobileNet from scratch 0.739 1.081 77.20 69.19

VGG16 fine­tuned 0.853 0.825 78.85 78.38

ResNet18 [20] fine­tuned 0.755 0.811 79.88 79.11

DenseNet fine­tuned 0.700 0.758 82.33 81.72

MobileNet fine­tuned 0.704 0.773 82.33 80.41

Hand­crafted ­ 0.785 1.375 81.00 68.92

Theory­driven ­ 0.883 1.612 67.35 62.14

Table 5.1: Evaluating refractive error detection models on different tasks.

Though CNNs can encode powerful features, they require large amounts of data

and the small size of our dataset may still affect their performance. This is also re­

vealed in our results: ResNet and VGG do not perform as well as the other two

networks. According to Table 4.9, they have more trainable parameters, and thus

are more susceptible to over­fitting when the training dataset is small. The exper­

imental results suggest that light­weight CNNs are more appropriate for training

well­performing refractive error detection models in our context.

To combat the challenge of data insufficiency, some of our CNN models are

pre­trained on ImageNet dataset and our dataset used for fine­tuning. In the fine­

tuning process, the knowledge of recognizing low­level features will be kept and

adapted for encoding more indicative features for refractive error detection, which
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hopefully makes the small dataset more efficient for training. In a way, fine­tuning

reduces the required data amount for training well­performing models.

We observe that models with fine­tuning consistently achieve better perfor­

mance than those trained from scratch, for all the CNN structures and on all tasks.

Among the models, DenseNet achieves the best performance across the board,

achieving anMAE of 0.755 for refractive error estimation, and accuracy of 81.72%

for classification. The results indicate that fine­tuning from pre­trained models can

boost the performance where additional data is not available.

We employ the best end­to­end model here, which is the fine­tuned DenseNet

to evaluate the Estimation performance improvement brought by the data augmen­

tation methods. The results are illustrated in the Table 5.2, where the digits stand

for the performance gain between the model with data augmentation and without

data augmentation. The Gaussian noise with sigma as 15 provides the largest im­

provement for its ability to simulate the noises induced by camera in real scenario.

Surprisingly the rotations can also provide relatively large improvement. Theoret­

ically the rotation will change the axis that indicates the meridian with maximum

diopter. However in this task we only consider the value of refractive error, so

the changes on axis is not critical. Furthermore the rotation give a simulation of

the unstable smartphone while taking the pictures, leading to the eye images not

exactly horizontal.

5.1.2 Pipelining from CNN to SVM/SVR

To further improve the model performance, we experiment with pipelining the

CNN­learned features to SVR/SVM for the final training and evaluation. We ex­

periment with features learned from the 8 potential models (4 CNN structures, with

and without fine­tuning).
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Augmentations Dataset­2015 Dataset­2020

Gaussian, sigma=15 0.092 0.225

Gaussian, sigma=30 0.068 0.103

Gaussian, sigma=45 0.045 0.111

Impulse, nr=0.03 0.018 0.039

Impulse, nr=0.06 0.003 0.050

Impulse, nr=0.09 0.015 0.031

Rotation, 10 0.037 0.128

Rotation, 20 0.024 0.133

Rotation, 30 0.022 0.096

Rotation, 40 0.010 0.050

Table 5.2: Performance gain of different data augmentation methods.

Table 5.3 shows the results. We again see the benefit of fine­tuning from pre­

trained model, which consistently contributes to more indicative features and better

performance than the models trained from scratch.

In addition, we can also see that features learned by the fine­tuned DenseNet

model outperforms other counterparts across the board, including the best end­to­

end trained model (also based on DenseNet). We are able to precisely estimate

refractive error with MAE around 0.72, and classify amblyopia risk with 85% ac­

curacy.

It is observed that for all the tested CNN structures, providing the CNN­learned

features to an SVR/SVM achieves better performance than an end­to­end­trained

CNN model. When we train an end­to­end CNN model, fully connected layers are

used to map learned features to the final predictions. Compared to that, SVR/SVM

kernels, such as the Gaussian kernels, are able to project features to higher dimen­

53



Method Training (CNN)
Performance on Task/Dataset

Estimation (D) Classification (%)

2015 2020 2015 2020

VGG16 from scratch
0.833

(0.204)

1.151

(0.103)

72.30

(1.12)

68.48

(1.64)

ResNet18 from scratch
0.796

(0.034)

0.870

(0.251)

76.81

(1.51)

73.36

(5.22)

DenseNet from scratch
0.720

(0.036)

0.810

(0.290)

82.73

(6.61)

76.24

(3.92)

MobileNet from scratch
0.724

(0.015)

0.825

(0.256)

81.95

(4.75)

75.78

(6.59)

VGG16 fine­tuned
0.818

(0.035)

0.803

(0.022)

77.62

(1.23)

79.97

(1.59)

ResNet18 [20] fine­tuned
0.736

(0.019)

0.792

(0.019)

79.88

(0)

81.46

(2.35)

DenseNet fine­tuned
0.662

(0.038)

0.722

(0.036)

87.95

(5.62)

84.85

(3.13)

MobileNet fine­tuned
0.675

(0.029)

0.746

(0.027)

86.52

(4.19)

83.85

(3.44)

Best end­to­end fine­tuned 0.700 0.758 82.33 81.72

Hand­crafted ­ 0.785 1.375 80.95 68.92

Theory­driven ­ 0.883 1.612 67.35 62.14

Table 5.3: Performance attained by pipelining CNN­learned features to SVM/SVR.

Figures in brackets denote performance gain over end­to­end CNN.
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sional spaces. This enables a more non­linear way to model the features, leading

to better performance.

It is encouraging to see that the CNN­learned features are effective. However,

even for the same CNN structure, the learned features would vary with the training

task. Our study includes two training tasks, namely, Estimation and Classification.

Therefore, for one CNNmodel, there could be two possible sets of learned features.

In order to have a deeper understanding on the problem, we also investigate the

performance of applying these sets of features on different tasks. We take the fine­

tuned DenseNet model, which attains the best performance on all tasks, and feed

the features learned for the Estimation and Classification tasks into the SVM and

SVR for training.

Features learned for
Performance on

Estimation Task

(MAE)

Performance on

Classification

task (%)

2015 2020 2015 2020

Estimation 0.662 0.722 89.30 85.90

Classification 0.681 0.730 87.95 84.85

Table 5.4: Comparing efficacy of features learned by the fine­tuned DenseNet

model for different tasks

Table 5.4 shows the results. It is interesting to note that features trained on the

Estimation task yield better performance than the Classification task. One possible

reason for this may be the complexity of the two tasks. We note that the models

trained for Classification task focus on the data located at the boundary between

Risk and Non­Risk classes (i.e. refractive error close to ­1.50D) so that they can

distinguish the two classes asmuch as possible. This is also consistent with findings
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from previous studies [38]. On the other hand, models trained for Estimation have

to focus on all the data points. As a result, they have to encode features that better

distinguish data with different refractive error, which are more powerful and lead

to more robust performance. In summary, training CNN models for a more fine­

grained task appears to be able to learn more powerful features.

From the experiment results, we also observe that the overall performance of

the proposed model is heavily affected by its low accuracy on the images with high

refractive error. The absolute error is negatively correlated with the amount of

images in each refractive error range (r2 = 0.72). Figure 5.2 illustrates the relation

between them.

Figure 5.2: The distribution of ground truth refractive error (in diopters) and the

absolute error of model for the corresponding images (fine­tuned DenseNet with

pipelining).

To further study the effect of data distribution, we down­sample Dataset­2020

such that it exhibits a uniform distribution, and for comparison a dataset with the
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same distribution as the original. These two down­sampled datasets contain the

same number of images (250), but with different distributions. We then conduct

the same training and testing process using the fine­tuned DenseNet with model

pipelining. The experiment is repeated 10 times, each time with a different data

sampling following the same distribution.

The results are shown in Table 5.5 and Figure 5.3. We can see that under uni­

form distribution, the model can achieve a similar overall performance as the orig­

inal one without significant difference (p=0.19), but the performance on high re­

fractive error images is improved by 0.228D (p=0.00).

Distribution Overall MAE High Diopter (<­5.0) MAE

Uniform 0.807 D 0.883 D

Original 0.799 D 1.21 D

Original (No Down­sample) 0.722 D 0.805 D

Table 5.5: The mean absolute error on down­sampled datasets.

Figure 5.3: The comparison of absolute error distribution of down­sampled

datasets.

These results show that that model performance is related to the data amount.

Firstly, the total data amount of the two down­sampled dataset is the same, which
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leads to a similar overall accuracy. However, the uniform distribution sample con­

tains more images with high refractive error, which makes the model achieve better

accuracy on that refractive error range. Similarly, fewer images leads to worse per­

formance on the low refraction error images.

In addition, the comparison of down­sampling andwithout down­sampling also

reveals the effect of data amount. With the same distribution, the dataset without

downsampling contains much more data points, leading to much higher accuracy.

This result further indicates that more data samples is correlated with better perfor­

mance.

These encouraging results of the data amount effect show that the CNNmodels

can be improved with more data, especially the images with high refractive error

that the current dataset lacks. However, as people with severe myopia only rep­

resent only a small part of the population, collecting images with high refractive

error is difficult in practice. Therefore, it is hard for CNN models to learn enough

information from the current dataset.

5.2 Summary

The difficulty of collecting large­scale datasets is a limitation of training well­

performing CNN models. In this chapter, we propose to augment our dataset by

rotating and adding noise to the collected images. Our experimental results show

that, with data augmentation, CNN models are able to encode more powerful fea­

tures and achieve better performance for refractive error detection. In addition, our

study demonstrates that piping the learned features to SVR/SVM is a more efficient

way to make use of the features.

Nevertheless, it is still challenging to train heavy­weight models (i.e. models

with too many trainable parameters). Our results suggest that light­weight CNNs
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(e.g. DenseNet, MobileNet, etc.) are more appropriate for refractive error detec­

tion. Fine­tuning from pre­trainedmodels can further address the data insufficiency

challenge and gain much better performance. In our study, we find that fine­tuned

DenseNet model pre­trained on the ImageNet dataset yields the best performance

among the end­to­end models. Another interesting observation is that CNN mod­

els that are trained for a more fine­grained task can contribute to more indicative

features. Finally, by applying the features learned by fine­tuned DenseNet model

that is trained for the Estimation task, we are able to precisely detect refractive

error with an estimation error about 0.72, and accuracy of 86% for classification

respectively.

Nevertheless, the performance of CNN models is still affected by the imbal­

anced data. Because few people have severe myopia, the accuracy of CNNmodels

is not satisfactory with insufficient data with high diopter. We conduct experiments

to reveal that the accuracy of CNN model is heavily affected by data amount and

data distribution. Therefore, more eye images, especially those with severe refrac­

tive error are therefore needed to further improve the performance.
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Chapter 6

Data Augmentation through

Synthetic Photorefraction Images

In the previous chapter, we propose the implementation of several machine learn­

ing methods on the photorefraction vision screening via eye images. However,

the performance of CNN models is limited by insufficient data. To address this

challenge, we develop a photorefraction model based on optical theory. We then

use this model to generate synthetic data for data augmentation. This allows us to

generate virtually unlimited data with specified refraction error ranges.

The extremely small number of hyperopic eyes in our dataset means that we

could not test for correctness even if we could generate synthetic training data.

Therefore, our current model handles only the myopic case. We will extend to

hyperopic eyes in future work.
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6.1 Constructing a Synthetic Eye Image

6.1.1 Eccentric Photorefraction Process

We start by simplifying the eyes, camera, and light source into one optical geom­

etry framework. Under this framework, the crescent formation mechanism can be

modeled as a 3­phase process:

• The Retina Phase traces the path of travel of the light from the light source

to the retina, where a Retinal Image is formed.

• The Camera Phase traces the reverse path where the light is reflected back

from the retina to the image capture device (sensor or film) of the camera.

• The Image Capture Phase models how the light rays that enter the camera

manifest in the final image.

We start from geometry and optics to simulate a pupil image with a given refractive

error, defined as a combination of spherical error, cylindrical error, and astigmatism

axis. The spherical error denotes the magnitude of the myopia or hyperopia and is

non­zero when either myopia or hyperopia is present. The cylindrical error denotes

the magnitude of the astigmatism and is non­zero when astigmatism is present. The

axis refers to where on the cornea the astigmatism is located, and is only non­zero

when the cylindrical error is non­zero.

Our derivation is based on an early analysis of eccentric photorefraction with

geometrical optics [71]. In addition, we make the following simplifying assump­

tions:

• the cornea­lens­vitreous structure of human eyes can be simplified to a single

convex lens

• the pupil is round
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• the curvature of the retina can be neglected (i.e. the retina is modelled as a

vertical plane)

• light energy distribution on the surface of lens is uniform.

• the light source (the flash bulb of the camera) can be modelled as a point

light source

• the image capture mechanism (light sensor or film), the flash bulb of the

camera, and the lens of the camera are all on the same vertical plane

Retina Phase

Figure 6.1: The Retina Phase: Formation of the image on retina

Figure 6.2: The cross section of the Retina Phase process.

Figure 6.1 presents the Retina Phase and Figure 6.2 illustrates the cross section

which traces the light route from the light source to the retina. We first define two
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coordinate systems, one on the plane of the Camera Lens, and one on the plane

of the retina. The origin of the camera plane coordinate system (ocx, ocy) is set at

the center of the Camera Lens. The origin of the retinal plane coordinate system

(orx, ory) is set at the horizontal axis formed between (ocx, ocy), and the center of

the eyeball lens (oex, oey). Physically, light rays from the light source is projected

by the lens onto the retina, forming an image on the retina (which we shall call the

Retinal Image), which is then sent to the brain via the optic nerve for processing.

Given a point light source, in eyes with perfect vision, the light rays converge to

one point on the retina to create a sharp image. In eyes with myopia, the light rays

converge to one point in front of the retina, and then diverge again to hit the retina

over an area. This results in the brain ”seeing” a blurred image. The Retinal Image

is a circle in myopic­only cases, and an ellipse if astigmatism is present together

with myopia.

Camera Phase

Figure 6.3: The Camera Phase: Formation of the Camera Image.

In the Camera Phase (Figure 6.3), we model the process in which the light rays

from the Retinal Image are reflected back to the camera plane, which manifests as

a crescent in the pupil of the eye in the captured image. Essentially, in the Camera

Phase, the Retinal Image acts as an extended (i.e. non­point) light source. This light
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source emits light, which is refracted by the eyeball lens, back in the direction of the

camera in a similar way as when the light first entered the eyeball, and eventually

generates an image on the Camera Plane.

Figure 6.4: Cross section of Camera Phase considering a single point on Retinal

Image as light source.

We consider the light rays emitting from one single point on the edge of the

Retinal Image, located at (px,py). The light rays from this point will generate a

circle on the camera plane in a similar process as in the Retina Phase, as shown in

Figure 6.4. Since the Retinal Image is a circular area, this process is repeated many

times, over all the points present within the area of the Retinal Image. Therefore,

the whole image on the Camera Plane will be composed of multiple overlapping

circles, as shown in Figure 6.5 and Figure 6.6.

Image Capture Phase

In the Image Capture Phase, we model the location of the crescent on the pupil

in the final image captured by the camera. Since the image of the crescent passes

through the eye lens on the way back from the retina to the camera plane, it is

focused onto a point p’, called the convergence point, in front of the camera plane.

Hence, the projected image on the camera plane is an inverted image, as illustrated

in Figure 6.7. However, since the image has already been inverted when it passed
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Figure 6.5: Cross section of the overlapping Camera Images generated by multiple

points on Retina Plane

Figure 6.6: Illustration of the overlapping Camera Images on Camera Plane con­

sidering all the points on Retinal Image

through the lens during the camera phase, this means that the final image on the

camera plane is an inversion of the inverted image (Figure 6.8).

The Camera Image, composed of multiple overlapping circles generated by

the projection of light from the Retinal Image, is generated over an area that is

larger than the Camera Lens. Hence, only the part of the image that is located in

the intersection between Camera Image and the Camera Lens will be captured and

manifest as crescent in the final eye picture. (Figure 6.9)

Considering the whole Retinal Image as an extended light source, we can obtain

the final crescent by summing up the intensity over all points in all crescents gen­

erated by all points in the intersection between the Camera Image and the Camera
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Figure 6.7: The illustration of generating reverse image of the object if the light

rays converge in front of the plane.

Figure 6.8: The illustration of the formation of the reverse images on Retina Plane

and Camera Plane

Lens.

6.1.2 Constructing the Mathematical Model

Retina Phase

We model the light source, camera lens and the eye ball under an geometry op­

tical framework. For the convenience of computing, we present the symbols and

notations adopted in the Retina Phase in the Table 6.1.

As the Retinal Image generated by a point light source manifests as a circle,

we can compute the position of its center and the radius in the cross­section of the
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Variable Description

(ocx, ocy) Origin of camera plane coordinate system. (Center of the Camera

Lens)

(oex, oey) Center of the eyeball lens

(orx, ory) Origin of retinal plane coordinate system. Located on the retina

on the horizontal axis formed between (ocx, ocy) and (oex, oey)

(0,−dr) The coordinates of the center of the image on the retina plane

dr Distance from center of the Retinal Image (0,−dr) to the origin of

retina plane coordinate system (orx, ory)

rr Radius of the Retinal Image

e Eccentricity (distance between light source and (ocx, ocy))

rpupil Pupil radius

D Distance between center of the eye pupil/lens (oex, oey) and Cam­

era Lens (ocx, ocy)

leye Distance from eyeball lens to the image of the flash inside the eye­

ball

fe Focal length of myopic eyeball lens

fn Focal length of perfect (no refractive error) eyeball lens

fc Focal length of concave (diverging) corrective lens for myopia

Table 6.1: Notations used for the calculation in Retina Phase.
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Figure 6.9: The crescent, as manifested in the pupil in the final image.

Figure 6.10: Calculation of distance from the origin from the center of the Retinal

Image

geometry optical framework. Figure 6.10 illustrates the cross­sectional view for

the Retina Phase. Our calculation are based on the lens equation from optics:

1

u
+

1

v
=

1

f
(6.1)

where u is the object distance, v is the image distance, and the f is the focal length.

We first compute the focal length fn of a normal (no refractive error) eye lens

that can correctly focus the light rays onto the retina. By definition, we have:

1

D
+

1

leye
=

1

fn
(6.2)

⇒ fn =
1

1
D
+ 1

leye

(6.3)

In a completely relaxed state, the distance from the eyeball lens to the retina is 1
60

meter [72]. This gives us leye = 1
60
m.

We take the case of a myopic­only eye with a measured spherical refractive

error of R (R is negative in myopic cases). This refractive error measurement
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means that the individual would require concave (diverging) corrective lenses with

optical power of diopter R to correct the refractive error in the eyeball lens i.e.

that the eyeball lens and the glasses together will be able to focus the light rays

correctly to a point on the retina. The relationship between the optical powerR (in

m−1, diopters) and the focal length of a corrective lens is

R =
1

fc
(6.4)

We make the ”thin lens” simplifying assumption, which allows us to apply the rule

of compound lens:
1

f
=

1

f1
+

1

f2
(6.5)

Since the corrective lens work together with the eyeball lens to correct the individ­

ual’s vision to that of a ”normal” lens, this gives us:

1

fn
=

1

fe
+

1

fc
(6.6)

1

fn
=

1

fe
+R (6.7)

This equation can be solved to give us the focal length of the (uncorrected) eyeball

lens, where R is the spherical refractive error (myopia only):

⇒ fe =
1

1
fn

−R
(6.8)

We then determine the position of the Retinal Image by computing the distance

dr between the center of the Retinal Image and (orx, ory). In Figure 6.10, consider

the similar triangles ∆EFG and ∆HIG. we get:

dr
leye

=
e

D
(6.9)

⇒ dr =
e× leye

D
(6.10)

Similarly, in Figure 6.11, consider similar triangles∆KGJ and∆LHJ , where

their sides and the corresponding heights are in proportion. We can get the radius

rr of the Retinal Image as:
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Figure 6.11: Calculation of radius of the image on retina.

rr
leye − v

=
rpupil
v

(6.11)

⇒ rr =
rpupil × (leye − v)

v
(6.12)

By this, we can determine a circle on the retina, centered at (0,−dr) on the

retina plane coordinate system, with radius rr. This is our Retinal Image.

Camera Phase

To compute the position and area of the Camera Image induced by one single point

on the retina, there are some additional symbols and notations presented as Ta­

ble 6.2, which are used in the calculation of Camera Phase.

We first consider one arbitrary point p ∈ Imretina on the Retinal Image, located

at (px, py). This point will generate a circle on the camera plane in a similar process

as in the Retina Phase, as shown in Figure 6.12.

In Figure 6.12, considering the similar triangles ∆NFG and ∆MIG:

px
leye

=
p′′x
D

(6.13)

⇒ p′′x =
px ×D

leye
(6.14)

py
leye

=
p′′y
D

(6.15)
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Notions Description

ImRetina The Retinal Image

(p′′x, p′′y) The coordinates of the center of the Camera Image

rp′′ Radius of the captured image

p One single point on the Retinal Image

(px, py) The coordinate of the single point p

D Distance between center of the eye pupil/lens (oex, oey) and Cam­

era Lens (ocx, ocy)

p′ Convergence point

dp′ Distance from eye pupil/lens (oex, oey) to the p′ of lights in Camera

Phase

Table 6.2: Notations used for the calculation in Camera Phase.

⇒ p′′y =
py ×D

leye
(6.16)

We proceed to calculate the radius of the image on the camera frame. In Fig­

ure 6.13, consider the similar triangles∆NQP and∆GKP , where their sides and

the corresponding heights are in proportion. we can get:

rpupil
dp′

=
rp′′

D − dp′
(6.17)

⇒ rp′′ =
rpupil × (D − dp′)

dp′
(6.18)

This allows us to determine, on the camera plane, a circle P ′′ centered at (p′′x,

p′′y) with radius rp′′ . This circle will form part of the camera plane image. We will

name this function, which maps a point from the Retinal Image to a circle on the

camera plane, CP (p).
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Figure 6.12: Calculation of the distance from the origin of camera plane to the

center of image on camera plane

Figure 6.13: Calculation of the radius of the reflected image in the camera plane

generated by one point in the Retinal Image

Image Capture Phase

To compute the final image captured by camera, some additional notations are pre­

sented in Table 6.3 .

As not the whole image will fall into the Camera Lens, only part of it will be

captured by the camera to form the crescent. Reverse tracing the rays from the

part of the camera plane image that is captured by the lens, back to its originating

location on the Retinal Image, will determine which parts of the eye image will

manifest a crescent, and the intensity of the crescent in that location.

In other words, from the Retinal Image, we trace all the light rays that finally
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Figure 6.14: Illustration of the final camera plane image

Notions Description

rc The radius of Camera Lens

P The Camera Image generated by the single point p on Retinal Im­

age

pf One point on the final image captured by camera

Table 6.3: Notations used for the Image Capture Phase.

reach the Camera Lens. The locations of these rays as they pass through the lens

will give us the locations of the pupil whichmanifest a bright spot. Summing up the

intensity of all eligible rays that pass through that location on the pupil give us the

intensity of that point within the crescent. The final entire crescent is constituted

of all points which were passed through by light rays that finally enter the Camera

Lens.

Given the summation of all of the points generated by the projections of all

points in the Retinal Image back to the camera plane. We can get a brightness

function of all points overlapping camera plane image:

In(p) =

∫∫
Ω

CP (p)dp (6.19)

where Ω is the Retinal Image, and CP () is the transfer function that maps a
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Figure 6.15: Illustration of the final camera plane image.

point p in the Retinal Image to a set of points in a circle on the camera plane as per

the process in the camera phase.

As shown in Figure 6.7, since the image of the crescent passes through the eye

lens on the way back from the retina to the camera plane, and is focused onto a

point in front of the camera plane, it is thus an inverted image. In other words, the

final captured image is the Camera Image, flipped horizontally and vertically about

the x­ and y­axis respectively – in other words, mapping each point (x, y) on the

Camera Image to (−x,−y). The image is then scaled such that it is the same size

of the image of the pupil.

Mathematically, given the coordinate of a point (x, y), we can determine its

position (x′, y′) in the inverted image as: x′

y′

 = M ×

 x

y

 (6.20)

where the function of M is to firstly flip (x, y) to (−x,−y), and then scale the

image to the same size of actual pupil:

M =

 D−dp′

dp′
0

0
D−dp′

dp′

×

 −1 0

0 −1

 (6.21)

If we only consider the crescent brightness in the pupil captured by camera

without scaling (the scaling does not affect the brightness), the inverted Camera
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Figure 6.16: Illustration of retrieving the crescent.

Image can be directly regarded as the pupil region (yellow) and the crescent (green)

generated by one single point p in the Retinal Image, as shown in Figure 6.16. The

final image captured by camera is the summation of the captured area of inverted

Camera Images generated by all the points on Retinal Image.

We then consider one point pf in the pupil region of the final image captured

by camera. Without scaling, we consider the final image captured by camera as the

same size as the Camera Image. Then the brightness of the point pf in the pupil

region of final captured image can be computed as following:

In′(pf ) =

∫∫
Ω

I(p, pf )∆σ (6.22)

Where p is a point in the pupil, In′(pf ) refers to the intensity at pf , p is one

single point inside ∆σ, Ω refers to the whole image on retina, and the I(p, pf ) is

indicator function defined as follows:

I(p, pf ) =


1, if pf is in the captured part of the P induced by p.

0, if pf is not in the captured part of the P induced by p.
(6.23)

We set a coordinate system centered as the center of the pupil region of the final

image captured by camera, and the coordinate of pf is (pf x, pf y). Since the Camera

Image is the inverted final image captured by camera, the coordinate of pf ’s cor­

responding point on any Camera Image when we take the center of Camera Image

as the origin is (−pf x,−pf y). Then if we consider one Camera Image on camera

plane, the coordinate of Camera Image center is (xc, yc). Thus the coordinate of
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Figure 6.17: Illustration of the coordinate pf ’s corresponding point on Camera

Image

pf ’s corresponding point on camera plane is (xc−pf x, yc−pf y). Figure 6.17 shows

the calculation.

Then we can define whether one point is in the captured part of one Camera

Image as:

Definition 6.1.1 A pointK of the final captured image is in the captured part of a

Camera Image P if: ||(xc −Kx, yc −Ky)||2 ≤ rc

where the xc, xy is the coordinate of the Camera Image center on camera plane;

theKx andKy is the coordinate theK’s corresponding point on Camera Image; rc

is the radius of Camera Lens. Thus the brightness of each point on the final image

captured by camera can be determined by the integral above.

6.1.3 Generalizing for Astigmatism

As mentioned earlier in Section 6.1, standard optometry practice models the eye­

ball as a composition of a Sphere and a Cylinder, which is tilted at a particular

Axis. In myopic­only cases, the Cylinder and Axis are both zero, thus implying a

perfect sphere for the eyeball. When astigmatism is presented, the Cylinder value
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gives the severity of the astigmatism, and the Axis value gives the meridian along

which the astigmatism is presented. For the convenience of computing, we present

some additional symbols and notations used for the calculation with astigmatism,

as shown in Table 6.4. Our synthetic eye construction simplified the eyeball to a

perfect sphere, which is an adequate approximation as the eyeball in our synthetic

eye is used only for the purposes of simulating the Retinal Image. For the astig­

matic case, we model the lens such that it has a different refractive error between

the meridians, leading to different focal length. In this case, the refractive error

on the astigmatism axis remains the Sphere value, while the refractive error on its

perpendicular meridian is Sphere+ Cylinder value. Consequently, the eyeball lens

produces an elliptical Retinal Image and elliptical Camera Image, whosemajor axis

lays on the astigmatism axis and the minor axis is perpendicular to it.

Table 6.4 presents the symbols and notations adopted in the generalization for

the astigmatic case.

Figure 6.18: The image on retina without astigmatism is a circle (left); an ellipse

with astigmatism (right).

Given the Sphere and Cylinder, we can get the refractive error Ra on the astig­

matism Axis as and Rp on the axis perpendicular to it.

Ra = Sphere (6.24)

Rp = Sphere+ Cylinder (6.25)
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Then the fa and fp can be computed as:

fa =
1

1
fn

−Ra

(6.26)

fp =
1

1
fn

−Rp

(6.27)

On the axis with higher refractive error, the focal length is smaller so that the light

rays converge farther away from retina, leading to a larger radius. As a result, on the

axis perpendicular to the astigmatism Axis, since its refractive error is the largest

among all the meridians, the major axis of the ellipse Retinal Image is formed.

Ditto for the minor axis formation. We can get the vr,mi and vr,ma by:

vr,mi =
1

1
fa

− 1
D

(6.28)

vr,ma =
1

1
fp

− 1
D

(6.29)

Similar to the calculation of the center and radius of circle, we can determine

the image on the retina as follows:

dr =
e× d

D
(6.30)

br =
rpupil × (d− vr,mi)

vr,mi

(6.31)

ar =
rpupil × (d− vr,ma)

vr,ma

(6.32)

In the Camera Phase, for every point (px, py) on the Retinal Image, we can

determine a corresponding image on camera plane.

p′′x =
px ×D

leye
(6.33)

p′′y =
py ×D

leye
(6.34)

bc =
rpupil × (D − vc,mi)

vc,mi

(6.35)

ac =
rpupil × (D − vc,ma)

vc,ma

(6.36)
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Figure 6.19: Comparison of Camera Image without (upper) and with astigmatism

(lower).

When astigmatism is not present, the inverted Camera Image can be directly re­

garded as the final image since the shape is unchanged, and only needs to be flipped

and scaled. However, when astigmatism is presented, the projection is stretched

in the major axis direction since the points on this meridian are projected farther

away from the center due to the larger refractive error along that axis, as shown in

Figure 6.19. Therefore a simple inversion of the Camera Image will also give us

a stretched image. To retrieve the originating points (i.e. the locations of the light

source Retinal Image), we can compress the elliptical Camera Image in the same

scale to a circle in the major axis direction, which is the direction that is stretch

during refraction. Then the position of intersection part (green) in the pupil re­

gion (yellow) is the originating area of the lights captured by camera, as shown in

Figure 6.20.

Similarly, to generate the crescent in the final image, we set a coordinate system

centered at the elliptical Camera Image. For the convenience of computation, we

can separate the reverse operation into 5 steps:
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1. rotate the Camera Image by θ to make the major axis lay on the x­axis of the

coordinate system;

2. compress the rotated ellipse along the x­axis to create a circle;

3. rotate the compressed image by −θ to the original direction;

4. obtain the inverse image of the circle provided by the 3rd step;

5. scale the image to the size of actual pupil.

Thus for every point (x, y) on Camera Image, we can get its corresponding position

(x′, y′) in the reverse image through Equation 6.20 with a modified operatorM to

realize the four steps:

Ma =

 D−vc,mi

vc,mi
0

0
D−vc,mi

vc,mi

×

 −1 0

0 −1

×
 −cos(θ) −sin(θ)

sin(θ) −cos(θ)


−1

×

 br
ar

0

0 1

×

 −cos(θ) −sin(θ)

sin(θ) −cos(θ)

(6.37)
where the first matrix is identical to the operator used in Equation 6.20, which

maps (x, y) to (−x,−y) as in Step 4; the second step is to rotate the point by

−θ, which corresponds to Step 3; the third matrix compresses the ellipse along

the major axis into a circle by reducing (x, y) to ( br
ar
x, y), which is Step 2; the last

matrix rotates the point by θ. Similarly, the final image can be computed as the

summation of all the reverse Camera Images as Equation 6.22.
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Figure 6.20: Illustration of retrieving the crescent with astigmatism

6.2 Applying the Synthetic Eye Generation

6.2.1 Generation of a Synthetic Eye Dataset

In the previous section, we model the crescent formation mechanism that is used in

photorefraction vision screening. Through the analysis of reflection and refraction

of lights emitted from light source, as well as how the lights are captured by the

camera, we can synthesize pupils with crescents for any desired refractive error.

However, our final objective is to generate photorefraction eye images for data

augmentation, which requires that we generate an image of the whole eye, not just

the pupils. To this end, the other structure of eye image needs to be constructed.

To keep the properties of smartphone­captured eye images in our dataset such as

the resolution, noises, etc. we employ the eye images in the real dataset as the

templates. Since some of the pupils in real images are too small to identify pre­

cisely, we manually select 65 images that appear suitable to be used as templates

from both Dataset­2015 (Chapter 3.1) and Dataset­2020 (Chapter 3.2). The re­

quirements are: the images must contain both upper and lower eyelid, and an iris

that is not blocked too much. For each image, we convert it into an eye template

as follows: we first identify and annotate the pupil region manually. Then the

identified pupil is cropped out, leaving behind a blank region in the image.

The synthetic pupils are then generated with desired refractive error and scaled
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Figure 6.21: Samples of selected eye templates from Dataset­2015 and Dataset­

2020

to the same size as the cropped pupil. In addition, the corneal reflex – the phe­

nomenon that is manifested when light reflects off the surface of the cornea instead

of entering the pupil – has to be considered. This corneal reflex usually manifests

as a bright point on the center of the pupil in real images (Figure 6.22). To simulate

Figure 6.22: The corneal reflex (bright spot in the center of the cornea).

this phenomenon, we add a bright spot on the center of the synthetic pupil. As the

cornea reflection is close to a direct reflection of the light source, which is usually

the brightest region of the image, we set the brightness of the spot to the highest

brightness value of the pixels in the original eye image. In addition, based on our

observation, we set the radius of the bright spot as 2 pixels, which appears to be

closest to the real corneal reflex by a visual inspection.

In real scenarios, it is usually hard to distinguish the pupil and iris, which are

both black (because all of our eyes are Asian eyes). This similarity indicates that

the pupil and iris have the same brightness and noise, making it possible to create

more realism to our synthetic pupil by adding in noise based on the noise on the

iris area, as follows:

We assume that the noise in the iris (and by extension the pupil) follows a
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Gaussian distribution. We model the brightness of a given iris pixel as a constant

B, plus some noise ϵ, where we note the noise distribution K follows a Gaussian

distribution (K ∼ N(0, σ2).

SinceB is a constant, this means that var(K) = var(B+K). We can calculate

var(B +K) = 1
n−1

Σn
i=1(bi − b̄)2, where n is the total number of pixels, bi is the

brightness of one given pixel and b̄ is the average brightness over all the pixels.

This allows us to calculate σ2 = var(B +K).

For each synthetic pupil generated, we generate some noise ϵ following the

distribution ∼ N(0, σ2). This noise is then added to the brightness of that pupil.

The statistics of the variance of the distribution of noise of the eye templates is

shown in Table 6.5. The brightness of image ranges from 0 to 255.

We then fill the blank space in the eye template with the synthetic pupil. As

a result, an eye image is synthesized with the same eye structures of the original

image except for the pupil, which is replaced by a synthetic pupil with the desired

refractive error. Figure 6.23 illustrates the steps of generating multiple synthetic

eye images under different refractive errors with one real eye image used as a tem­

plate.
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Figure 6.24: Synthetic eye image with partially blocked pupil. The synthetic pupil

is also blocked on the same region.

Figure 6.23: Illustration of the synthetic eye image generation process from real

eye templates.

6.2.2 Real Evaluation and Experimental Study

The previous subsection described the process of generating eye pupil images with

a given refractive error. In this subsection, we describe how to utilize the synthetic

images to help to predict refractive error and evaluate their performance.

Automatic Annotation for Eye Features in Real Images

In real eye images, it is usually difficult for people to identify the edge of the pupil or

crescent. This difficulty can be due to a number of reasons including: 1) the color of

the pupil is too similar to the color of iris (especially for the eyes of Asians); 2) the

complex illuminance condition with multiple light sources, which creates an image
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with blurred crescents; 3) weak reflection ability of the fundus, which results in a

dim crescent. As a consequence, manually annotating these eye features is usually

challenging. However, since wrongly annotated images will affect the performance

of machine learning models, the quality of the annotated images is also important.

Our synthetic pupils offer a solution to this challenge. We demonstrate amethod

to automatically annotate the crescent in training set images when the ground truth

refractive error is available. Given an eye image, we utilize the proposed photore­

fraction model to synthesize a pupil with the same refractive error. This pupil is

then used to replace the real pupil in the eye image. We then identify the pixels

in the image of the real pupil which are in the same corresponding position as the

crescent in the synthetic pupil. These pixels are then all annotated as being part of

the crescent. An example of automatic annotation and the synthetic eye is shown

in Figure 6.25.

Figure 6.25: The illustration of automatically annotating process. Left: Real eye

image with a crescent with ambiguous edges. Center: A synthetic eye, generated

with the same refractive error. Right: The real eye image, with the pixels in the

corresponding locations as the synthetic crescent annotated (red edge).

We then train the same crescent and iris detection models described in Chap­

ter 4.1 to extract the hand­crafted features and predict refractive error, but with the

automatic annotations. The experiment result is shown in Table 6.6.

We first note that on Dataset­2015, the performance with automatic annotation

is close to that of the manual annotation with no significant difference (p=0.61).
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Furthermore, we also observe that on Dataset­2020, the model trained with auto­

matic annotation outperforms the manual annotation, which suggests that the auto­

matic annotation is more precise than manual annotation. This result is an indirect

measure of correctness for our synthetic pupils and the photorefraction model.

Table 6.7 presents the average interaction over union (IoU) between the man­

ual and automatic annotations, which is a measure of the agreement between the

manual and automatic annotations, on Dataset­2020 as compared to Dataset­2015.

It can be seen that the average IoU is higher on Dataset­2015 than Dataset­2020,

which suggests that Dataset­2015 is easier to annotate for humans. The fact that the

average IoU is lower on Dataset­2020, but the performance of the model is better

(lower MAE) on the automatically annotated eyes in Dataset­2020, suggests that

human annotators are more likely to make mistakes annotating the blurred crescent

boundaries exhibited by the eyes in Dataset­2020.

6.3 Contribution of the Synthetic Eyes

Due to the high­cost of data collection, it is difficult to acquire an adequate amount

of photorefraction images to train well­performing CNN models. This problem is

especially serious for rare cases (e.g. severe myopia), as these cases by definition

present only in a small part of the population. As a consequence, the CNNmodels’

performance is not satisfactory when evaluating on images with severe refractive

error.

One possible solution is data augmentation. Nevertheless, there are drawbacks

of traditional image augmentation approaches on our problem. Firstly, the opera­

tions that apply distortion on the image structure are not appropriate for our prob­

lem, since eye structures such as iris, pupil, crescent, etc. have physical meaning.

For example, the flipping operation makes the crescent appear on the opposite side
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of the pupil, which is a critical discriminator between myopia and hyperopia. Simi­

larly, rotation with a large angle will change the astigmatism degree of eyes; scaling

too much will change the shape and size of crescent. All these may be indicative

of a different refractive error.

Furthermore, traditional image augmentation approaches generate data based

on existing eye images – i.e. with the same refractive error. It is impossible to

create samples with refractive errors that have not been seen in the original dataset.

As a consequence, the insufficient data issue, especially where images with high

refractive error are concerned, still can not be addressed.

In Chapter 4.2, we described a strategy to pre­train the CNN models on other

large­scale datasets to let them learn basic information, and then fine­tune them

on photorefraction images. We have demonstrated the efficacy of this method by

applying CNN models pre­trained on a large­scale general image database (Ima­

geNet), and achieving encouraging results. However, ImageNet samples are not

similar to our eye dataset. We therefore postulate that if we could directly train the

CNN on photorefraction images, it would be able to reach a better performance.

Given the photorefraction model proposed in Chapter 6.1, it is possible to gen­

erate large­scale synthetic photorefraction images for any given refractive error.

In this chapter, we aim to exploit the implementation of synthetic photorefraction

images on training CNN models.

6.3.1 Method

The synthetic eyes generated by our proposed photorefraction model provides a

potential solution to address the insufficient data challenge. For the sake of a com­

prehensive investigation of the synthetic images, we generate two datasets with (1)

uniform refractive error distribution and (2) the same refractive error distribution
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of the real dataset. Each synthetic dataset contains 10,000 eye images generated by

the proposed photorefraction model. Based on the results in Chapter 4.2, we select

the best CNNmodel DenseNet with model pipelining, where the features extracted

by CNN are then fed to SVR/SVM for refractive errorMeasurement and risk factor

Classification.

Following the pipeliningmethodology presented in Chapter 4.2, the CNNmodel

is first pre­trained on a synthetic dataset and then fine­tuned with the real eye im­

ages. The same experiment settings as chapter 4.2 are used for training, where the

model is updated with SGD optimizer with a learning rate of 1e­3, decreasing by

0.95 for every 30 epochs along with a momentum of 0.9.

10­fold cross­validation is adopted for evaluation, where the model is trained

on 9 of the partitions and evaluated on the remaining one. To avoid any cheating

here, we ensure that the eyes in each testing partition will not be used as an eye

template for generating synthetic eyes, fine­tuning models or training SVM/SVR.

This process is repeated 10 times, and the average performance of all the partitions

is taken as the model’s overall performance.

6.3.2 Evaluation

The experiment results on Dataset­2015 are presented in Table 6.8. The synthetic

dataset with distribution identical to the real dataset is denoted as Synthetic­I, and

the one with uniform distribution as Synthetic­U.

We can see that the model pre­trained on synthetic images outperforms the one

on ImageNet on both datasets. The first possible reason is that synthetic images

are the eye images captured by smartphones, which is exactly our target domain.

It is a lot easier to transfer knowledge between two domains that are close to each

other. The pre­trained CNN learns information about eyes, pupils, crescent and
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other information relevant to refractive error estimation on the synthetic images,

while the models pre­trained on ImageNet database learn basic features for general

image classification.

We also note that the synthetic image dataset with the uniform distribution

achieves a better overall accuracy than that with distribution identical to the origi­

nal dataset (i.e. with an imbalanced distribution.) This observation agrees with the

findings of Chapter 4.2.

Data Amount Effect

We further explore the effect of the number of synthetic images. Figure 6.26 and

Figure 6.27 show the trend of MAE while increasing the size of the synthetic

dataset. We can see on both Dataset­2015 and Dataset­2020 that a larger amount

of training images leads to better performance before the improvement flattens

out. However, we can see that to achieve the best performance, the model on

Dataset­2020 requires more data (about 6000 samples) compared with the model

on Dataset­2015 (about 4500 samples). This observation also agrees with the find­

ing from Chapter 4.1, where it was found that the model with hand­crafted features

finds it harder to reach acceptable performance onDataset­2020 thanDataset­2015.

It is interesting to find that, even though the CNN models were not explicitly de­

signed to extract the hand­crafted features, they still have more difficulty handling

the iPhone images with blurred crescent boundaries. On the other hand, the simi­

lar behavior between the models with hand­crafted features and CNN model may

indicate that the CNN model actually learned to encode information similar to the

hand­crafted features.
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Effect of data amount on Dataset­2015

Figure 6.26: The effect of data amount on Dataset­2015. The MAE drops (perfor­

mance increase) as more data is used for training.

Visualization of CNN Extracted Features

Although the CNN features are able to achieve better performance, they are harder

to understand. Unlike the hand­crafted features which are intuitive and directly

related to optometry principles, it is hard to explain what happened inside the CNN

models and why the features benefit their final performance.

We visualize the CNN extracted features by calculating the Grad­Cam heat

map, which is a weighted average of activation map. Given the feature maps from

the last convolutional layerMk of kernel k, we take the partial derivative ∂R
∂P

of the

average refractive error (R) of all pixels P (k, x, y) onMk as its weightWk. Then

we sum all feature maps along with the weights. The final visualization map V can

be computed as V =
∑

k=1Wk ×Mk.

Some samples of the heat map of DenseNet are illustrated in Figure 6.28, where

the red regions indicate higher values. We can see that the model pre­trained from

ImageNet database focuses more on general image information such as corner,
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Effect of Data Amount on Dataset­2020

Figure 6.27: Effect of data amount onDataset­2020. TheMAE drops (performance

increases) as more data is used for training.

edge, etc. As a comparison, the DenseNet pre­trained on synthetic dataset seems

to pay more attention to the regions that are critical for computing crescent, such as

eyes boundary, crescent, and pupil. This observation supports our hypothesis that

training on the synthetic eye data leads the model to encode information directly

related to refractive error.

This visualization provides an interpretation of the better performance of syn­

thetic augmentation. As the models pre­trained on ImageNet tend to encode the

basic structures of the image rather than those having optometry meaning, it is

possible for the model to ‘remember’ an image and its refractive error, but not to

learn the relation between crescent and refractive error. In contrast, the synthetic

dataset contains a large number of images generated from the same eye image,

but with different crescents and refractive error. This property could address the

over­fitting issue by forcing the models to learn the crescent information which is

actually useful to computing the refractive error.
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Figure 6.28: The comparison between heat map of DenseNet pre­trained on Ima­

geNet (middle) and pre­trained on Synthetic­U (right).

Figure 6.29 presents a visualization of the effect of dataset size. We see that

that as the number of synthetic photorefraction images increases, the red region of

the visualization map converges onto the critical eye structures. In addition, the

heat map does not change much after 6000 images are added. This agrees with the

performance curves from Figures 6.26 and 6.27.

6.4 Summary

In this chapter, we develop a photorefraction model to generate synthetic pupil im­

ages and eye images. The contribution of this model is to provide a data augmenta­

tion approach of both photorefraction images and corresponding vision screening

results. We also generalize the model to the cases with astigmatism. Following the

findings in chapter 5, the photorefraction model provides a direction to address the
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Figure 6.29: Visualizing the effect of the synthetic dataset size using Grad­cam

heat map (DenseNet pre­trained on Synthetic­U).

insufficient data problem. It is possible to generate a large­scale dataset containing

images and the corresponding refractive error for CNN training. To evaluate the

proposed photorefraction model, we introduce the automatic annotation method

for eye features to test the synthetic eye images. The experiment shows promising

results, especially on the images captured by iPhone X, in which the crescents are

hard for humans to identify precisely. It supports the correctness of our proposed

photorefraction model and the generated synthetic images.

We then propose to utilize synthetic photorefraction images to pre­train CNN

models. The results suggest that our synthetic dataset is a better source dataset

than ImageNet for pre­training, and the proposed models achieve state­of­the­art

performance. As a critical factor for CNN models, the effect of data amount is

also investigated. We conduct the experiments on different synthetic image set

sizes. The experiment results reveal that synthetic dataset with uniform refractive

error distribution can contribute more to the CNN model because it provides more

images on with severe refractive error, which are lacking in the real population

and thus rarely seen in real datasets. We also find that Dataset­2020 requires more
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images to reach the performance ceiling than Dataset­2015. This coincidence with

results from models using hand­crafted features suggests that the CNN models are

learning similar structural information from the synthetic data. This is supported

by the visualization of the CNN extracted features, which suggests that the CNN

models are trained to pay more attention to the crescent and iris areas.
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Notions Description

ar Major axis of the Retinal Image

br Minor axis of the Retinal Image

vr,mi Distance from pupil to the convergence point of lights at minor

axis in Retina Phase

vr,ma Distance from pupil to the convergence point of lights at major

axis in Retina Phase

ac Major axis of the image on camera plane

bc Minor axis of the image on camera plane

vc,mi Distance from pupil to the convergence point of light rays at minor

axis in Camera Phase

vc,ma Distance from pupil to the convergence point of light rays at major

axis in Camera Phase

θ The angle from the major axis of Camera Image or Retinal Image

to the horizontal line

fa The focal length of eye lens with astigmatism on the astigmatism

Axis

fp The focal length of eye lens with astigmatism on the axis perpen­

dicular to the astigmatism Axis

Table 6.4: Additional variables in the case with astigmatism
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Dataset­2015 Dataset­2020

Mean 224.1 210.2

Standard Deviation 77.2 83.5

Range [51.9 , 993.4] [39.1 , 721.2]

Table 6.5: Statistics of the variance of the distribution of noise.

Dataset Automatic Annotation Manual Annotation

Dataset­2015 0.805D 0.785D

Dataset­2020 1.26D 1.575D

Table 6.6: Mean Absolute Error (MAE) of the hand­crafted features with automatic

annotation

Dataset Average IoU

Dataset­2015 0.921

Dataset­2020 0.873

Table 6.7: Average Intersection over Union (IoU) between the manual and auto­

matic pupil annotations
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Pre­trained on
Estimation (D) Classification (%)

Dataset­2015 Dataset­2020 Dataset­2015 Dataset­2020

ImageNet 0.662 0.722 87.95 84.85

Synthetic­I 0.640 0.655 89.37 87.40

Synthetic­U 0.625 0.642 90.51 89.33

Train from scratch 0.720 0.810 82.73 76.24

Hand­crafted [73] 0.785 1.375 81.00 68.92

Theory­driven 0.883 1.612 67.35 62.14

Table 6.8: Evaluation results of the DenseNet pre­trained by synthetic dataset (with

model pipelining).
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Chapter 7

Conclusions

7.1 Contributions

Regular vision screening is critical to early diagnosis and treatment of refractive

error but is hard to access by everyone. Recent studies have taken attempts to

address this problem through e­health tools with the combination of healthcare

and artificial intelligence. Nevertheless, there are still some issues that need to

be addressed, including the unsatisfactory performance, inconvenience brought by

external attachments and insufficient data, etc. This thesis investigates techniques

for a deeper understanding of photorefraction on smartphone images, and develops

state­of­the­art models for this problem.

We investigate the feasibility of using machine learning algorithms to analyze

smartphone images for photorefraction. To address the non­optimal image quality,

we proposed several hand­crafted features and methods to automatically extract

them accurately. We train machine learning models to predict refractive error of

eye images that outperform the previous studies. We then exploit knowledge about

the eye structure to improve the convenience of the photorefraction system through

a novel calibration method is that gets rid of the external calibration tools. The
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performance without external calibration devices is close to our previous result,

which is useful as it means that photorefraction can be conductedwith a smartphone

alone without suffering a performance drop.

In addition to hand­crafted features which are inspired by theory from optome­

try, we also investigate the feature extracted by pre­trained CNN models. Experi­

ments are conducted to evaluate the CNN features and their results show promising

performance. We also employ CNN models that are pre­trained on a large­scale

image dataset and have already gained the ability to encode basic information of

images, and pipeline them into other machine learning algorithms that are better

able to learn from limited data. Our experiment results show that our approaches

acquire much improvement of accuracy.

Inspire by the results of the previous section, we believe that CNN models

trained on a large dataset could reach higher performance. The challenge here is

on insufficient data. To address this issue, we propose a photorefraction model to

calculate the light reflection process from the light source to the eye retina, and back

to the camera plane – i.e. what happens during the process of photorefraction. The

proposed model provides an approach to generate synthetic photorefraction images

for a given refractive error. We conduct experiments to evaluate the generated pupil

images and obtain satisfactory results. The experiment’s outcome provides solid

evidence for the correctness of the proposed photorefraction model.

Next, we are aiming to further improve the performance by applying data aug­

mentation with synthetic images on CNN models. We implement the photorefrac­

tion model proposed above to generate a large­scale photorefraction dataset with

selected refractive error distribution. The CNN models are pre­trained on the syn­

thetic dataset and go through the same fine­tuning and model pipelining procedure.

The experiments result reveal that the CNNmodels trained on our synthetic dataset,
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especially with uniform distribution, achieve the best performance on both refrac­

tive error measurement and amblyopia detection.

Overall, this thesis demonstrates a photorefraction method via the eye images

captured by smartphone without external devices. We investigate the implemen­

tation of various computer vision techniques to address the challenges brought by

the image quality. A comprehensive analysis of photorefraction is provided and

lead to optometry model to synthesis photorefraction images for data augmenta­

tion. We finally manage to achieve the state­of­the­art performance on this task

through transfer leaning based on the synthetic photorefraction images.

7.2 Limitations

This thesis aims to develop an eye images­based photorefraction system and the

result of experiment are promising and achieve the state of the art. However, there

are still limitations on several aspects.

The first limitation of this study is the insufficient data amount. Although we

propose a photorefraction model to generate synthetic data, it still cannot totally

replace the real dataset. In this thesis, we construct the smartphone photorefraction

images dataset with more than 4,000 images. However, the subjects recruited are

less than 300, which means there are many eye images are from the same person.

The limited amount of subjects leads to limited refractive error samples. In addi­

tion, all of the subjects are from a similar ethnic group whose iris are dark. As a

consequence, our hand­crafted feature detection methods have not been tested on

the eye images with various color of iris. Also, the CNN models require a large

number of photorefraction images from other ethnicities to improve their robust­

ness. Furthermore, our study is constrained by diagnosing myopic eyes, whose

refractive error is lower than zero. However, hyperopia and astigmatism are also

100



common visual impairment. There is a need to extend our study to more types of

refractive error especially astigmatism.

In addition, the hand­crafted feature detection approaches depend on traditional

machine learning algorithms. The performance of these approaches is highly cor­

related with the corresponding features used to train machine learning models. In

other words, the further improvement of the models requires a deeper understand­

ing of eye structure and abundant optometry experience. Another direction is to

implement CNN models to detect hand­crafted features including iris pupil sizes,

width and shape of crescent. The challenge here is that there is not enough data to

train the deep models and there is existing works on the low­quality eye images.

Our system also faces some drawbacks on user experience. The current image­

taking operation requires an embedded camera on the back of the smartphone. In

addition, the distance from eye to image has to be fixed to be 1 meter. Both of

the constraints make it is impossible to operate the system by a single person. One

solution is to find a way to make use of the front camera and utilize the screen as

a light source. Unfortunately, the brightness of the screen in current commonly

used smartphones is not bright enough to generate a recognizable crescent in our

experiments, and the screen can manifest a much larger cornea reflection that in­

validates the diagnosis. This is something that we intend to investigate in future

work as more advanced models are released.

Finally, our system estimates a single value for the refractive error. For real us­

ages, the system should follow real­world conventions as much as possible. Hence,

in future work, we will investigate the possibility of converting the single refractive

error to the component Sphere, Cylinder and Axis values.
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