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Abstract

In recent years, there has been increasing interest in formulaic language across a variety
of linguistic disciplines from the fields of discourse analysis, language acquisition,
language pathology, language pedagogy, and applied linguistics (Lu et al., 2018; Wray,
2002). Formulaic language is a long-recognized phenomenon and previous studies have
identified its prevalent use in first language discourse (Erman & Warren, 2000;
Nattinger & DeCarrico, 1992; Pawley & Syder, 1983). For example, Altenberg (1998)
claimed that over 80 percent of words in the London Lund corpus are in formulaic
sequences. Erman and Warren (2000) considered that over 50 percent of language could
be formulaic. Formulaicity in the current study is operationalized via the concept of
lexical bundles (LBs), first put forward by Biber et al. (1999b) who defined LBs as
“bundles of words that show a statistical tendency to co-occur (1999b, p. 989)” and as
“simply sequences of word forms that commonly go together in natural discourse”
(19990, p. 990). The present study attempts to extend earlier research on formulaic
sequences in political speech by exploring use of lexical bundles used by L2 interpreters

compared with L1 speakers and source text (ST) speeches.

Specifically, three issues are investigated. 1) The general distribution patterns of the use
of LBs in L2 interpreted texts and L1 speeches in terms of their frequency. 2) The
general distribution patterns of the use of LBs between L2 interpreting and L1 original
speech in terms of their syntactic structures and discoursal functions. 3) The impact of
source texts on L2 simultaneous interpreting (SI) regarding the use of LBs in interpreted

texts.

A comparable and parallel interpreting corpus based on the United Nations Security
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Council Meetings (UNSCCP corpus) is constructed. The comparable corpus includes
two English components of L2 interpreted texts (abbreviated as L2I) and L1 original
speech (abbreviated as L10). The parallel corpus features one English component of
target texts, which is half size of L2I, abbreviated as L2I (partial) and one Chinese

component of source texts (abbreviated as STC).

Four-word lexical bundles are first retrieved and identified in L2I and L10. These two
groups of LBs are compared in terms of their frequency, syntactic structure, and
discourse functions. The second section compares the relationship (including general
patterns of equivalence, addition, and shifts) of LBs between ST and target texts (TT)
in the parallel corpus. This step aims to investigate the link between source texts and
target texts, which acts as a triangulation for studying ST interference, or the amount to

which interpreters' use of lexical bundles is influenced by source texts.

Results from the comparable corpus indicate three points: 1) In terms of the general
frequency L2 interpreters use LBs significantly more frequently than L1 English
speakers, suggesting that L.2 interpreters in political contexts depend more heavily on
the idiom principle. Moreover, the distribution of functional bundles in L2I and L10
reveals divergent patterns, indicating that these two groups of speakers may apply
distinct mechanisms in producing their speech. 2) In terms of the syntactic structure
taxonomy, L2I contained most noun phrase (NP) / prepositional phrases (PP) and L10
comprised most verb phrases (VP), suggesting that L2I seems to feature more written
language reflecting the formal speech style of political discourse in interpreting, while
L10O is closer to spoken language. 3) In terms of discoursal function taxonomy, L2
interpreters used a greater number of different four-word bundle types across the three

main functional categories than L1 speakers, according to the type counts of these
it



bundles. In each subcategory the results suggest that with the exception of ability
bundles in the stance bundle group and introduction/transitional bundles in the
discourse-organising bundle group, the type counts of L2I were mostly higher than

those of L10O.

Regarding frequency counts, both L2I and L10 showed a similar pattern in the
distribution of functional bundles. The majority of stance bundles used by L2
interpreters and L1 speakers, respectively, are used to express desire, obligation,
intention, and epistemic stance. Therefore, it makes sense to surmise that lexical
bundles of high frequency are to some extent pre-fabricated. Even though lexical
bundles are not usually idiomatic, the fact that they are always useful suggests that they
may be retained in memory unaltered and used for textual or interpersonal discourse

functions.

The second part of the analysis examines the three types of translation relationships in
which LBs are used in accordance with their distribution of discourse functions. The
results showed that equivalence pattern accounts for 63% of all occurrences, followed
by addition (29%) and shift (7%). Within the three major functional groups, stance
bundles and referential bundles are mostly used as equivalent cases, while most
discourse-organising bundles are used as addition in comparison to ST. The additional
cases are mostly grammatical supplements when rendering Chinese ST into English TT.
It is reasonable to infer that most bundles used by L2 interpreters correspond to the ST
expressions. The addition and shift of LBs are used by interpreters to cope with the

grammatical distinctions between Chinese and English.

The current research is the first attempt to carry out the exploration of the use of LBs
il



between L2 interpreting and L1 speakers as well as source texts and target texts. The
emphasis on L2 interpreted texts contributes to the understanding of this underexplored
field as most studies in corpus-based interpreting studies have focused on interpreting
into L1. The current research adds to research on interpretese by presenting supportive
evidence of normalisation, contributing to the knowledge on corpus-based interpreting
studies. It also enhances knowledge of SI output by illustrating how L2 interpreters use

LBs to form their speech.
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Chapter 1 Introduction

1.1 Research motivations

Formulaic language, prevalent in both written and spoken discourse (Altenberg, 1998;
Erman & Warren, 2000) has attracted increasing attention in a wide range of disciplines
(Wood, 2015; Wray, 2002). Formulaic sequences provide process advantages (Guz,
2014; Hyland, 2012; Schmitt, 2004; Simpson-Vlach & Ellis, 2010; Van Lancker-Sidtis
& Rallon, 2004) through language production by allowing speakers to produce clusters
of words stored holistically in their memory instead of assembling speech word by word
(Arnon & Snider, 2010; Conklin & Schmitt, 2008; Grandage & Adolphs; Jiang &
Nekrasova, 2007; Schmitt, 2004; Schmitt & Galpin, 2004; Wood, 2015; Wray, 2002;

Wray & Perkins, 2000).

In recent years, studies on formulaic language have adopted a data-driven and
frequency-based methodology to determine a certain kind of formulaic sequence.
Formulaic sequences, therefore, have been further identified into lexical phrases
(Nattinger & DeCarrico, 1992), formulas (Simpson-Vlach & Ellis, 2010), clusters
(Carter & McCarthy, 2006), multi-word units or multi-word expressions (Adolphs,
2006; Moon, 1997), n-grams (Milton & Freeman, 1996), recurrent word combination

(Altenberg, 1993), and lexical bundles (Biber et al., 1999a).

Specifically, formulaicity in the current study is operationalized via the concept of
lexical bundles (LBs), defined as “bundles of words that show a statistical tendency to
co-occur (Biber et al., 1999b, p. 989)” and as “simply sequences of word forms that

commonly go together in natural discourse” (1999b, p. 990). It is commonly claimed

1



that LBs are the most frequent multi-word sequences in a corpus, and that they possess

certain functions in discourse (Wood, 2015).

The use of lexical bundles is considered to be varied in different text types and registers
(Breeze, 2013; Conrad & Biber, 2005; Hyland, 2008b; Shirazizadeh & Amirfazlian,
2021; Wang, 2017) and disciplines (Cortes, 2004; Hyland, 2008b). For example, Biber
and Barbieri (2007) investigated the use of lexical bundles in both spoken and written
discourse in a range of university registers. Their work suggested that lexical bundles
are more frequently used in non-academic university registers than in instructional
registers, and are more common in writing than in speech texts. Moreover, the use of
lexical bundles is also related to language development (Chen & Baker, 2010; Cortes,
2004; Salazar, 2014). Many studies have concluded that L1 speakers tend to use more
lexical bundles both in number and variation as compared to L2 speakers (Adel &

Erman, 2012; Chen & Baker, 2010; Pan et al., 2016).

Although there has been relatively little research interest in LBs in translation and
interpreting studies, the investigation of lexical issues at multi-word level has attracted
researchers’ interest since the emergence of corpus-based translation studies. Many of
these studies discuss lexical bundles or similar multi-word sequences (i.e., collocations,
set phrases, idioms). In translation studies, the findings of several corpus studies (Lee,
2013; Xiao, 2010) support the hypothesis of normalisation in language pairs of English-
Chinese and English-Korean in written translation. Kajzer-Wietrzny (2012) showed
that interpreting subcorpora involving different language pairs tested confirmation of
the normalisation hypothesis while the results generated from translation subcorpora
are mixed among different language pairs. In addition, several scholars have identified

LBs as a preferred technique in promoting fluency, improving readability, and



performing meta-discursive functions when assessing translators’ stylistic preferences

(Granger, 2014; Liu & Afzaal, 2021b; Shrefler, 2011).

In interpreting studies, the facilitation of “chunks” (including LBs) in simultaneous or
consecutive interpreting has long been emphasized by interpreting practitioners,
researchers, and trainers (Aston, 2018; Ferraresi & Milic¢evi¢, 2017; Henriksen, 2007,
Plevoets & Defrancq, 2018a). For instance, Henriksen (2007, p. 8) argued that “a great
store of formulas diminishes the interpreter’s production effort, insofar as these can be
retrieved as single lexical items from memory.” She also claimed that “the formula is
the result of automatic language production” (2007, p. 13). Aston (2018) came up with
a similar finding in that the use of recurrent formulaic phraseologies boosts the fluent
output of interpreters as holistically stored formulaic phraseologies help interpreters

reduce cognitive load when producing speech.

While the usefulness and benefits of applying formulaic expressions are agreed upon,
the scarcity of extensive empirical studies suggests there are hindrances in these fields.
Firstly, it is important to note that there is no systematic classification of units under
investigation. Formulaic interpreting has been mostly limited to a small number of
formulaic sequences such as idiomatic, collocational, and metaphorical expressions
using various identification methods (Li & Halverson, 2022). Frequency-based
formulaic sequence lexical bundles have been overlooked despite their omnipresent
feature in language production (Altenberg, 1998; Erman & Warren, 2000). Secondly,
previous studies have focused mainly on European languages. Genetically distant
languages such as English and Chinese (Tsao, 1982) have rarely been discussed in this
line of research with a few recent exceptions of corpus-based studies exploring the use

of LBs in Chinese-English pairs through ST-TT descriptive data (Li & Halverson, 2020,



2022; Xu & Li, 2021). However, there has been limited interest in comparing the use
of such formulae between interpreted language and L1 language in this language pair
in examining how the two groups of speakers apply LBs as building blocks to construct
their spoken output. Thirdly, the issue of directionality should also be taken into
consideration. Some studies reveal that both professional interpreters and interpreting
trainees have adopted different strategies when working in different directions (A-to-B
and B-to-A interpreting; Barttomiejczyk, 2006; Chang & Schallert, 2007; Wu & Liao,
2018). Most of the studies reviewed have focused on interpreting from one’s B language
into one’s A language, perhaps because many international institutions (e.g., the United
Nation, the European Union) favour interpreting into A language (Albl-Mikasa &
Tiselius, 2021). Few studies have examined the interpreting products of B language,
while retour interpreting from one’s A language into one’s B language is now widely
recognized as an interpreting working mode that fulfils a genuine market demand and

ensures interpreting quality (Albl-Mikasa & Tiselius, 2021).

To fill these research gaps, this research project carried out a comparison of the use of
lexical bundles between L1 English speakers and L2 interpreters and ST-TT descriptive
data in simultaneous interpreting (SI) mode from the perspective of textual features

based on a relatively large-scale self-built comparable corpus.

Research has reported clusters to be genre-sensitive and to vary across genres (Biel et
al., 2019; Cortes, 2004; Hyland, 2008b). The current study limits the corpora to the
register of political debates and similar proceeding settings as political discourse is
considered to be highly formulaic (Li & Li, 2015; Wu et al., 2021; Yusof, 2021). To
limit the research scope, the current study focuses solely on investigating four-word

sequences, which are the most studied, especially with respect to English (Adel &



Erman, 2012; Biel et al., 2019; Chen & Baker, 2016) to facilitate comparison with

previous studies.

1.2 Research questions

The aim of this study is twofold. Firstly, to contribute to the knowledge of how the two
groups of speakers perform formulaicity in their speech, the distribution of lexical
bundles in terms of structure and function used both in L1 speech and interpreted texts
is examined. Secondly, to investigate ST interference (i.e., the degree to which
interpreters’ employment of lexical bundles is influenced by the source texts) the

relationship between source texts and target texts regarding the use of LBs is identified.

RQ1: What are the general distribution patterns in the use of LBs in L2I and L10O in
terms of frequency?
RQI1.1 Are interpreted language outputs more formulaic than native speech in
terms of the use of LBs?
RQ 1.2 What are the most frequently used (top 50) LBs between the two sub-
corpora?
RQ 1.3 What LBs are shared in the two groups?
RQ 1.4 Are there any patterns of overuse or underuse of the shared LBs between
the two groups of speakers?
RQ2: What differences exist in the lexical bundles used by L2 interpreters and L1
English speakers based on their syntactic structures and discoursal functions?
RQ 2.1 What are the typical structural characteristics of lexical bundles used by
L1 English speakers and professional L2 interpreters in the political register?
RQ 2.2 What are the typical discourse functions served by the lexical bundles used

by the two groups of speakers?



RQ3: What is the impact of source texts on L2 SI regarding the use of LBs in interpreted
texts?
RQ 3.1 What translation relationships do the target language LBs have to the

corresponding parts of the STs?

RQ 3.2: How are these three types of translation relationships distributed in the
dataset?

1.3 Data and methodology

To examine patterns in the use of lexical bundles (LBs) in the natural speech of L1
speakers and L2 interpreters, a comparable corpus of spontaneous speech is required.
A parallel corpus was also built to determine whether and to what degree the

employment of LBs by L2 interpreters is impacted by the source texts.

The comparable-parallel corpus (UNSCCP corpus) consisting of political debates in the
United Nations Security Council (UNSC) was designed and built for the current study
because of its openness, availability, and comparability. The comparable corpus
included both simultaneously interpreted texts in English (interpreting into L2 language)
and L1 original English speech, while the parallel corpus contained source texts in

Chinese and target texts in English.

Following Biber et al. (1999), a lexical bundle is defined based on the frequency of
recurring sequences of orthographic word units. This research project focused on four-
word bundles as these are “the most researched length” in studies on lexical bundles
and are often within “a manageable size for manual categorisation and concordance
checks” (Chen & Baker, 2010, p. 32), as well as being the most studied in previous

research. As the lexical bundles occur frequently and are distributed widely in different



texts (Biber, 2010, p. 170), frequency cut-off points should be set to identify lexical
bundles. However, Biber et al. (2004) claimed that setting the cut-off point is somewhat

arbitrary as identifying the significance of the frequency of lexical bundles is subjective.

In the present study, a relatively high frequency threshold of 40 occurrences per million
words was chosen considering the high formulaicity of the corpus. The dispersion rate
is another concern when identifying lexical bundles in ruling out idiosyncratic use by
individual speakers or authors. It is stipulated that to be regarded as lexical bundles they

should appear in at least eight different texts.

Corpus analysis software Wordsmith 8.0 was used for the automatic retrieval of the
four-word lexical bundles from the self-built corpora based on the criteria mentioned
above. Following Chen and Baker (2010, 2016), overlapping bundles! were manually
screened out to prevent inflated results via concordance analyses, and combined as
appropriate (2016, p. 855). In addition, meaningless bundles such as its role as the,
peace and the Arab were excluded as they do not process certain functions. It is
believed that the scrutinized bundles genuinely reflect the frequency-related building

blocks of discourse in mediated and non-mediated languages.

The identified bundles were then classified into different syntactic structural and
discoursal functional groups based on the adapted taxonomy framework proposed by
Biber et al. (2004). The high-frequency four-word bundles identified in the interpreted
sub-corpora were then explored further in the parallel corpus containing source texts of

Chinese speeches and target texts of English interpreting output, to investigate the

! The overlapping word sequences refer to two or more four-word bundles derived from the same
longer bundle. For example, the five-word bundle “call on all parties to” derives bundles of call on all
parties and on all parties to.
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translation relationship (equivalence, addition, and shift) between source texts and
target texts in the use of four-word bundles. This revealed the extent to which

interpreters’ use of lexical bundles is influenced by the source texts.

1.4 Outline of the study

The thesis is organised as follows:

The objective of the first chapter is to introduce the rationale and motivation for
studying the use of lexical bundles of L2 interpreters. Lexical bundles (LBs), one of the
most frequent multi-word sequences in corpora, have been extensively examined in
applied linguistics, although the way they are employed by L2 interpreters has been
rarely explored. The research questions to be answered are posed, followed by a brief
introduction to the data and methods to be used. The dissertation’s structure is then

outlined.

Chapter two begins with a discussion of earlier research on formulaic language and
then moves on to investigate the specific formulaic sequences known as lexical bundles.
These investigations are conducted through the lens of applied linguistics, translation,

and interpreting studies, highlighting the research gaps in this line of research.

Chapter three and chapter four introduces the self-built corpus for the current research
and the methodology adopted to identify and analyse the use of LBs. The study compare
the use of LBs through both comparable and parallel corpora. The examination of LBs
is conducted from two perspectives: first, textual features including general distribution
pattern, structural and functional analysis of the LBs identified from the comparable

corpus of L1 speakers and L2 interpreters are analysed, and second, the translation
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relationship of the use of LBs between ST and TT in the parallel corpus is examined.

Chapter five presents the study’s findings and discusses them in light of the first two
major research questions and the relevant literature. The primary objective is to
compare the use of LBs between L2 simultaneous interpreting and L1 original speeches
in terms of general distribution, structural and functional use, and to discuss how the

two groups of speakers construct their language output using LBs.

Chapter six investigates and shows the LBs’ three types of translation relationships (i.e.,
equivalence, addition, and shift) to the source texts in different discourse function
groups to identify whether and to what extent source texts impact interpreters’ usage of
LBs. The results of this chapter reveal that equivalence pattern is found in most stance
LBs and referential LBs used by L2 interpreters, but addition pattern is more common
in discourse-organising bundles. Shift pattern only accounted for a small percentage of

total occurrences.

Chapter seven summarizes the primary findings and conclusions of the current study,
together with the scholarly contributions and significance of the research. The author
also outlines the limitations of the current study as well as possible directions for further

research.



Chapter 2 Literature Review

This chapter first reviews previous studies on formulaic language, then focuses on the
research into the particular type of formulaic sequences known as lexical bundles in the
fields of applied linguistics, translation, and interpreting studies. In addition, the author
also reviews previous studies on corpus-based translation and interpreting studies.
moreover, as the current study paid special attention to interpreting products of B
language, research on the impact of working direction on simultaneous interpreting is

also examined.

2.1 Formulaic language

Formulaic sequences are ubiquitous in natural language use. This long-recognized
linguistic phenomenon has been extensively studied using a variety of research
methodologies in the fields of corpus linguistics, psycholinguistics, discourse analysis,
second language acquisition, and second language pedagogy (Altenberg, 1993; Arnon
& Snider, 2010; Becker, 1975; Biber, 2009; Conklin & Schmitt, 2008; Firth, 1957;

Hyland, 2008a; Raupach, 1984; Sinclair, 1991; Swinney & Cutler, 1979; Wray, 2002).

Wray (2002, p. 9) defines a formulaic sequence as “a sequence, continuous or
discontinuous, of words or other elements, which is or appears to be, prefabricated: that
is, stored and retrieved whole from memory at the time of use, rather than being subject
to generation or analysis by the language grammar”. There are a few key points, not
explicitly stated in this definition, that are fundamental to understanding the nature of
formulaic sequences. Firstly, the notion of formulaic language is a complex one, and
there a number of different types of formulaic sequences. Biber et al. (2004, p. 372)

explain that studies on formulaic sequences mainly differ in the following ways:
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e how such expressions are defined and identified, whether by perceptual
importance, frequency or some other criterion;

e what exactly are the type of expressions under investigation, whether
continuous sequences of words, frames or collocational frameworks, two-word
collocations or longer sequences;

e how these formulaic sequences should be described, whether structurally or

functionally or both.

The term “formulaic sequence” can thus be regarded as an umbrella term used to refer
to different types of prefabricated word strings — including idioms such as under the
weather, collocations such as make an effort, and multi-word units/expressions such as
in terms of — which vary in terms of their idiomaticity, invariability, and structural

completeness.

Secondly, this definition is based on the assumption that formulaic sequences are
holistically stored and processed, something known as the holistic hypothesis (Jiang &
Nekrasova, 2007). The holistic hypothesis posits that formulaic language facilitates
fluent communication by allowing speakers to produce prefabricated chunks of words
with specific meanings and functions that can be easily comprehended by readers or
listeners, instead of constricting utterances word by word (Wood, 2015). In other words,
formulaic sequences possess processing advantages by allowing speakers to lighten
their cognitive burden during speech production (Conklin & Schmitt, 2012). Pawley
and Syder (1983) note that in everyday conversation among L1 speakers, fluent speech
contains a large number of strings of independent clauses. The presence of these
memorized chunks in daily conversation means that a speaker is able to encode the

required meanings in whole clauses and avoid hesitation. Arnon and Snider (2010)
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carried out an experiment which found that L1 speakers reacted more quickly to higher
frequency four-word sequences than to lower frequency combinations, indicating that
frequent word strings are processed as wholes. Studies on the use of formulaic
sequences involving L1 speakers seem unanimous in identifying faster processing
speeds for frequently used sequences in contrast to less frequent ones: as if formulaic
sequences are produced as single words (Conklin & Schmitt, 2008; Guz, 2014;

Nattinger & DeCarrico, 1992; Schmitt et al., 2004; Underwood et al., 2004).

On the other hand, similar research on nonnative speakers has tended to yield mixed
results. For example, Siyanova-Chanturia, Conklin, and Schmitt (2011) found that
native speakers process idioms quicker than novel language phrases, while nonnative
speakers demonstrated the opposite pattern: which may show that nonnative speakers
encounter idioms less often. In contrast, Wood (2006, 2009, 2010) investigated the role
of formulaic language in speech fluency among L2 learners, suggesting that increased
use of formulaic language boosts the performance of speech fluency; while a small-
scale experiment conducted by Boers, Eyckmans, Kappel, Stengers, and Demecheleer
(2006) claimed to show that building a repertoire of formulaic sequences contributed
to the improvement of L2 speakers’ speech proficiency. It seems that whether formulaic
sequences are processed as holistic units, thus facilitating speech fluency among L2
speakers, relates specifically to the type of formulaic sequences under investigation,
and that idiomatic formulaic sequences, in particular, are difficult for nonnative

speakers to process as holistic units.

In addition, the processing advantage of formulaic sequences may show differing
effects among language learners at different proficient levels. Conklin and Schmitt

(2012) argue that the use of formulaic sequences used by proficient learners shows
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processing advantages similar to those of native speakers, but less proficient learners

tended to perform formulaic sequences in a more word-by-word manner.

2.2 Lexical bundles

2.2.1 Defining lexical bundles

The current study follows a frequency-based approach to examine the use of a particular
type of formulaic sequence, the lexical bundle (LB), a unit which is identified not
intuitively but rather empirically through a corpus-driven methodology (Cortes, 2012,
2015). The origins of research into lexical bundles dates back at least to Altenberg (1993,
1998), who was one of the first researchers to adopt frequency as a primary selection
criterion for identifying word combinations, and who employed a functional analysis
to classify them. Later, the term “lexical bundle” (LB) was put forward by Biber and
his colleagues in their Longman Grammar of Spoken and Written English (Biber et al.,
1999b), where they define LBs as “bundles of words that show a statistical tendency to
co-occur (1999b, p. 989)” or less technically as “simply sequences of word forms that
commonly go together in natural discourse” (1999b, p. 990), and since then, research
into LBs has flourished. In later work, Biber et al. (2004) claim that lexical bundles can
be regarded as the basic building blocks of discourse both in written and spoken

registers and that they play important functions in constructing discourse.

The use of an empirical methodology suggests that the length of lexical bundles tends
to affect their identification as such. There are differences between three-word lexical
bundles and longer expressions consisting of four or more words: in general, longer
bundles are less common in natural discourse than shorter ones. Biber et al. (1999b, p.

992) pointed out that three-word bundles can be regarded as “a kind of extended
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collocational association” but four-word, six-word or even longer bundles are “more
phrasal in nature and correspondingly less common”. In addition, the length of a bundle
influences the “type of lexical items that make up the bundle, the grammatical group
the bundle aligns with, and the communicative function of its use in a particular register”

(Cortes, 2015, p. 204).

Frequency is the criterion most widely used to define lexical bundles. It is commonly
believed that the most frequent multi-word sequences in a corpus are LBs, and that they
occur across a range of texts or different disciplines. The high frequency of such word
sequences suggest that they are stored and used as prefabricated chunks and they are
more likely to be used unanalysed compared to lower frequency sequences (Cortes,
2015). The frequency cut-off used to identify lexical bundles in different studies is
rather arbitrary (Altenberg, 1998; Biber et al., 2004; Hyland, 2008b). Frequency
thresholds from 10 to 40 occurrences per million words have been employed in different
studies (Biber et al., 1999b; Hyland, 2008b; Simpson-Vlach & Ellis, 2010).
Researchers also set distribution criteria to identify LBs: in other words, LBs must
generally appear in at least five texts in the corpus, or at least in a certain percentage of
the texts therein, in order to be deemed as LBs (Biber & Barbieri, 2007; Hyland, 2008b).
This procedure helps to eliminate the possibility of idiosyncrasy, which means that
specific sequences may be often used more often by a particular user, or when a

particular topic is discussed.

Although the use of a frequency-based method to identify LBs seems straightforward,
there are still some challenges faced by researchers in targeting LBs in a corpus. Firstly,
the appropriate size of corpus chosen to be studied remains undefined, although a

threshold of one million words was suggested by Cortes (2015). The size of the corpus
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also has implications for the length of lexical bundles, with two or three word strings
able to be identified in smaller corpora if they occur frequently. Secondly, the
quantitative criteria used ti to identify LBs such as frequency, and dispersion thresholds

are commonly selected rather arbitrarily.

2.2.2 The structure of lexical bundles

In terms of internal structure, the majority of LBs are parts of phrases or clauses with
embedded fragments rather than complete structural units (Biber et al., 1999b, pp. 993-
1000). Biber et al. (1999b) found that only 15% of the LBs in conversation could be
recognized as complete phrases or clauses, while less than 5% of LBs in academic prose
are complete structural units. Although lexical bundles are structurally incomplete, they
can connect two structural units, which means that the last word of the bundle is
commonly the first element of the following structure (Biber et al., 2004). For example,
lexical bundles such as we hope that the, ready begins to continue to, is important that

we, begin with clauses or phrases with their last words forming another structural unit.

Although lexical bundles are often incomplete units, they have “strong grammatical
correlates” which allow them to be grouped into different structural types (Cortes, 2015,
p. 207). Biber et al. (2004, p. 381) proposed a framework for classifying LBs into
structural types which represents a further refinement of the previous seminal work of
(Biber et al., 1999b). The primary purpose of this taxonomy is to distinguish clausal
bundles from phrasal bundles. Lexical bundles are classified into three broad types:
Type 1: lexical bundles incorporating verb phrase fragments, either beginning
with a subject and followed by a verb phrase, or starting with a discourse marker
and followed by a verb fragment, or starting directly with a verb phrase;

Type 2: lexical bundles incorporating dependent clause fragments; and

15



Type 3: lexical bundles incorporating noun phrase and prepositional phrase
fragments.
These three broad structural types of lexical bundles are shown in Table 2.1 below,
taken from Biber et al. 2004:

Table 2.1 Structural Types of LBs (Biber et al., 2004, p. 381)

1. Lexical bundles that incorporate verb phrase fragments

1 a. (connector +) 1st/2nd person pronoun + VP fragment

Example bundles: you don't have to, I'm not going to, well I don't know
Ib. (connector +) 3rd person pronoun + VP fragment

Example bundles: it's going to be, that's one of the, and this is a
lc. Discourse marker + VP fragment

Example bundles: I mean you know ,you know it was, I mean I don't
1d. Verb phrase (with non-passive verb):

Example bundles: is going to be, is one of the, have a lot of, take a look at
le. Verb phrase with passive verb:

Example bundles: is based on the, can be used to, shown in figure N
1f. yes-no question fragments:

Example bundles: are you going to, do you want to, does that make sense
1g. WH-question fragments:

Example bundles: what do you think, how many of you, what does that mean

2. Lexical bundles that incorporate dependent clause fragments

2a. 1st/2nd person pronoun + dependent clause fragment
Example bundles: I want you to, I don't know if, I don't know why, you might
want to
2b. WH-clause fragments:
Example bundles: what I want to, what's going to happen, when we get to
2c. If-clause fragments:
Example bundles: if you want to, if you have a, if we look at
2d. (verb/adjective+) to-clause fragment
Example bundles: fo be able to, to come up with, want to do is
2e. That-clause fragments:
Example bundles: that there is a, that I want to, that this is a

3. Lexical bundles that incorporate noun phrase and prepositional phrase

fragments

3a. (connector +) Noun phrase with of-phrase fragment:
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Example bundles: one of the things, the end of the, a little bit of
3b. Noun phrase with other post-modifier fragment:
Example bundles: «a little bit about, those of you who, the way in which
3c. Other noun phrase expressions:
Example bundles: a little bit more, or something like that, and stuff like that
3d. Prepositional phrase expressions:
Example bundles: of the things that, at the end of, at the same time
3e. Comparative expressions:

Example bundles: as far as the, greater than or equal, as well as the
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This structural taxonomy of lexical bundles has been foundational for later studies on
lexical bundles. A number of scholars have modified this taxonomy slightly by
grouping these structural types into different sub-groups in line with their research

purposes (Cortes, 2004; Hyland, 2008b; Wang, 2017).

2.2.3 The function of lexical bundles

Apart from being incomplete in structure, the meaning of lexical bundles is usually not
idiomatic; while by contrast idioms are often less frequent but are clearly prefabricated.
The meaning of a lexical bundle can usually be derived from the combination of the
meanings of the words that make it up. In lexical bundles such as it is important that,
hope that all the or give full play to, the words in these expressions retain their own
meaning and also contribute to the overall meaning of the lexical bundle when

appearing in sequence in texts.

When analysing LBs, researchers normally assign functions to the most frequently used
sequences and classify them into different categories. In this way, the saliency of a
particular type of expressions across different registers or among different groups of

users can be examined.

In their study using an inductive approach to investigate the language used in classroom
teaching textbooks, (Biber et al., 2004, pp. 389-396) identify the three primary types of
classroom language by functions as “stance expressions”, “discourse organisers”, and
“referential bundles”. It is worth noting that, while a single bundle may perform more
than one particular function even in a single occurrence, or serve a number of different
functions according to the context, most bundles typically have one primary function.

The structural and functional categories of bundles are closely related to each other:
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Biber et al. (2004) found that bundles that contain complement clauses tend to perform
a stance function, and those containing noun or prepositional phrases mainly serve
referential functions. Table 2.2 below sets out Biber et al. 2004’s functional taxonomy

of LBs with examples:

Table 2.2 Functional taxonomy of LBs (Biber et al., 2004, pp. 384-388)

I. Stance expressions II. Discourse organisers II1. Referential bundles
Express attitudes or Reflect relationships Make direct reference to
assessments of certainty | between prior and coming | physical or abstract
that frame some other discourse entities, or to the textual
proposition A. Topic context itself
A. Epistemic stance introduction/focus A. Identification/focus
I don’t know if, what do you think, that’s one of the, of the
1 think it was, if you look at things that
are more likely to, I would like to B. Imprecision
the fact that the B. Topic elaboration/ or something like that,
B. Attitudinal/modality clarification and stuff like that
stance I mean you know, C. Specification of
B1) Desire on the other hand attributes
if you want to, C1) Quantity specification
I don’t want to there’s a lot of,
B2) Obligation/directive how many of you
you might want to, C2) Tangible framing
it is important to attributes
B3) Intention/prediction the size of the, in the form
I’'m not going to, of
it’s going to be C3) Intangible framing at-
B4) Ability tributes
to be able to, the nature of the,
can be used to in the case of
D. Time/place/text
reference
D1) Place reference
in the United States
D2) Time reference
at the same time,
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at the time of
D3) Text deixis
shown in figure N,
as shown in figure
D4) Multifunctional
reference
the end of the,
the beginning of the
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This functional taxonomy was quickly adopted by a number of studies of the use of
LBs in academic registers (Biber & Barbieri, 2007; Cortes, 2004), modified and
expanded by researchers to capture the features of different registers (Adel & Erman,

2012; Chen & Baker, 2010; Li & Halverson, 2022; Simpson-Vlach & Ellis, 2010).

Li and Halverson (2022) employed this taxonomy into a parallel corpus of interpreted
texts between Chinese and English to illustrate the functions of lexical bundles in target
texts with complete equivalence in source texts. Li and Halverson retained the three
main types of classification as with Biber et al. stance expressions, discourse
organisers, and referential expressions — but modified the sub-types for the political
discourse they investigated, adding the sub-types of People Deixis and Political Terms
under referential expressions to capture instances occurring frequently in their parallel

corpus.

Table 2.3 Functional Taxonomy of LBs (Li & Halverson, 2022, p. 11)

1. Desire

1. gk [ would like to

FAr L, B, FE

I. Stance expressions
2. Obligation / Directive we

need to ensure

BAVE, BAOVISIRFr

3. B /O KBERARE 3. Intention / Prediction

the central government will
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FRBUF(E. &)

4. Ability
will / would be able to

II. Discourse organisers

LgIN / &k

(/2
7w

AL, WY, B

EBAGER i)

2. PRIk /I

HEGEAD W Rk

Wi, (O

1. Introduction / Focus

it is true that

how do you see

2. Elaboration / Clarification
as long as the

that is to say

II1. Referential

expressions

Lo /R

L. Y] R R

2. FHAEDEA
MK, Rz, 5w, 3k
”

3. MRS

1. Identification / Focus
the relationship between the

2. Specification of Attributes

have a lot of

3. Place Reference
between / of the two sides
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Hh
4. IR 4. Time Reference
the past few years
XU, KL, ik
JU4E
5. EEHR 5. Text Deixis
the government work report
BURF TAER

6. AR G

6. People Deixis (new)
people in Hong Kong

FHREER AR A

1), A

7. BUAARIE G

7. Political Terms (new) One
Country Two Systems the

— = 7 1 Hong Kong SAR

it EERTEIX

Hyland (2008b) modified this framework in an attempt to explore the frequency, forms

and functions of LBs in a large corpus covering academic articles, theses and
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dissertations from four different disciplines. Hyland put forward a new classification to
better represent the use of LBs in academic writing, assigning each instance of an LB
to one of three broad categories including research, text and participant-oriented type,

with more detailed subcategories as shown in Table 2.4 below.

Table 2.4 Functional Taxonomy of LBs of Hyland (Hyland, 2008b, pp. 13-14)

Research-oriented Location—at the same time
functions help Procedure—the use of the
structure experience Quantification—a wide range of,
and activity of real Description—the structure of the
world: Topic—in the United States

The textual functions | Transition signals—on the other hand
are labelled by Hyland | Resultative signals—as a result of

as text-oriented which | Structuring signals—in the present study
deal with the meaning | Framing signals—in the case of

of text and its

organisation:

The interpersonal Stance features—may be due to
functions are labelled | Engagement features—as can be seen
participant-oriented:
focusing on the writer

or the reader:

While previous studies mainly target written texts used in academic writing and
classroom teaching, Wang (2017) proposed a classification which takes into
consideration the features of spoken language, Four broad categories are distinguished,
namely, real-world oriented, text-oriented and participant-oriented and others as shown

in Table 2.5:
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Table 2.5 Functional Classification of LBs (Wang, 2017, p. 198)

1. Real-world oriented: referring to real-world properties
1. Time/place/personal reference, e.g. at the end of, the rest of Europe
ii. Identification/descriptive attribute, e.g. the first half of, the name of the
iii. Quantity specification, e.g. a lot of er, a little bit of

2. Text oriented: signaling the organisation of the speech and the elements of an
argument.
1. Transition signals: establishing logical links between elements, e.g. on the
other hand, so that we can
ii. Framing signals: situating arguments by specifying limiting conditions,

e.g. in the case of, on the basis of

3. Participant oriented: focusing on the interaction between the speaker and the

listener.
1. Stance markers: expressing epistemic stance, e.g. er it is not, or the
speaker’s attitudinal/modality stance, e.g. I don’t know if, it has to be
ii. Engagement signals: addressing the hearer directly, often involving
fragments of questions, e.g. if you want to, what do you think, or
expressing agreement/ disagreement, e.g. no no no no, yeah mhm hm
veah
iil. Procedure signals: indicating actions and the organisation of the
lecture/seminar, e.g. I would like to, you are going to
1v. Fillers: meaningless repetition of single words or sounds, e.g. the the the
the, of the of the
4. Others

A small number of instances whose functions cannot be easily classified into the

above categories were put into a group labelled as “Other”,

e.g. and so on and, a look at the.

The function of a particular lexical bundle is not fixed across registers, but rather may
need to be categorised under different functions in different registers. For example, the
four-word bundle, / would like to, is assigned to the sub-group “topic introduction/focus”
in Biber et al. (2004) in the register of classroom teaching and written texts, to the sub-

group of “procedure signals” in Wang (2017) in the register of spoken academic English
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as a Lingua Franca (ELF), and to the sub-group of “desire” in Li and Halverson (2022)
in the register of interpreted political discourse. At the same time, the function of a
lexical bundle is dependent on the context surrounding the sequence, and it may be
necessary to examine the concordances of a particular lexical bundle in order to decide
its function. In addition, any one bundle may perform more than one function in a
certain corpus: in this case, in analysis a particular bundle will be matched to the
function that it expresses most frequently (Biber et al., 2004; Cortes, 2015). Moreover,
many bundles are found to be salient in specific registers, which would support the

observation that some lexical bundles are register-bound.

2.3 Studies on lexical bundles across disciplines

2.3.1 Studies on lexical bundles in applied linguistics

Most studies on lexical bundles in the field of applied linguistics have followed the
structural and functional framework proposed by Biber et al. (2004). The use of LBs
has been proved to be pervasive in language use: LBs generally fall under several broad
types of syntactic structures, and perform certain discourse functions in language
production. It is demonstrated that the use of lexical bundles varies across text types,
disciplines, spoken and written registers, and native and non-native speakers with
varying levels of English proficiency. These inconsistent results of the use of LBs
between native and non-native speakers have motivated this doctoral project, which
attempts to compare the use of LBs between native speakers and L2 interpreters at
professional level. Professional interpreters are defined as interpreting practitioners
who possess interpreting related certificates or degree and have interpreting experience.
The detailed description of professional interpreters is provided in Section 3.2 of

Corpus Design. Professional interpreters allow this research to largely rule out the
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impact f