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## Abstract

Graph modification problems are significant problems in computer science that have gained considerable attention in recent decades. In this thesis, we focus on edge modification problems, whose task is to make an input graph satisfy some required properties by making small changes to the edges in the graph.

We study kernelization algorithms for edge modification problems toward several graph classes that can be characterized by a finite set of forbidden induced subgraphs and provide small kernels for these problems. A kernelization algorithm is a preprocessing algorithm that reduces the input instances to an equivalent instance with a smaller size in polynomial time. We show that the edge deletion problem toward cluster graphs and the edge addition problem toward paw-free graphs admit linear kernels, a $2 k$-vertex kernel for the former one and a $38 k$-vertex kernel for the latter one. In addition, we prove that the edge addition problem toward trivially perfect graphs admits a quadratic kernel. We also prove that the edge addition problem and the edge deletion problem toward (pseudo-) split graphs have a kernel with $O\left(k^{1.5}\right)$ vertices.
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## Chapter 1

## Introduction

### 1.1 Motivation and formulation

Graphs are used to represent a wide range of frameworks across various fields such as physics, biology, linguistics, sociology, and information systems [118, 1, 143, 98]. Usually, these frameworks need to satisfy certain special properties to ensure correctness. However, in real-life situations, these properties may not be satisfied due to data loss or errors in data. In such cases, it becomes necessary to modify the frameworks with minimum cost to satisfy the requirements. This is where graph modification problems arise.

Let's see it more clearly from an example of clustering. It is known that clustering is the task of partitioning instances into some number of groups (clusters) based on their similarity, and it plays a vital role in various areas [87, 163, 90, 146]. Usually, we have two aims for clustering, instances inside a cluster are highly similar to each other, and instances from distinct clusters are different from each other. Then there are various optimization problems about clustering in theory,
such as maximizing the similarity and minimizing the difference. Let us see another version of an optimization problem for clustering, which is given in [90]. We can build a graph such that its vertices correspond to instances, and there is an edge between two vertices if the similarity of their corresponding instances is higher than a baseline. Then we want this graph to be composed of vertex-disjoint clusters (clusters in a graph are also called cliques, which means there is an edge between each pair of vertices), we call such a graph a cluster graph, and classically it should be. However, experimental errors can cause the graph to deviate from this ideal. Therefore, we need to add or delete a set of edges with minimum size to the graph to make it a cluster graph. We call this graph modification problem the clustering editing problem. See Figure 1.1 for an example. Ideally, we get a graph such that the vertices with the same color are in a clique, and there is no edge between any two vertices with different colors. However, in practice, we may get a graph like the one in Figure 1.1b.


Figure 1.1: An example for clustering. We may get a graph like (b) when we use a graph to represent the framework (since data errors). The edges among vertices with diferent colors should be deleted and the missing edges among vertices with same color should be added.

Numerous problems arising from theory and applications can be formulated as
graph modification problems. In theory, one of the most well-studied problems, the vertex cover problem, can be seen as deleting a minimum number of vertices from an input graph to make the resulting graph an edgeless graph. Another famous problem, the feedback vertex set problem can be seen as to deleting a minimum number of vertices from an input graph to make the resulting graph a forest.

Now, we explore several graph modification problems, discussing their applications and motivations. We have an interesting graph modification problem in theory that asks for adding a minimum number of edges to an input graph to transform it into a chordal graph, where every cycle of length greater than three contains a chord [140, 166, 96, 69]. The relationship between the solution to this problem and the solution of a sparse symmetric positive definite system of linear equations by Gaussian elimination (which consists of a sequence of operations performed on the corresponding matrix of coefficients) motivates us to study this graph modification problem [130, 139]. During the process of Gaussian elimination, we may turn zero entries of the matrix into non-zero entries, which would increase the cost of space. Therefore, we want to minimize the number of zero entries turned into non-zero entries. Rose [139] has shown that if we see the matrix of coefficients of the system as the adjacency matrix of a graph, then minimizing the number of zero entries coverted into non-zero entries during the process of Gaussian elimination is equivalent to making the graph to be chordal with the minimum possible number of added edges.

The problem that asks for deleting the fewest vertices from an input graph to make it not contain any cycle with odd length is a classical and extensively researched problem in graph theory [167, 135, 97, 94]. The class of graphs with no odd cycles, also known as bipartite graphs, is a superclass of trees and forests -
two of the simplest nontrivial types of graphs in graph theory. Their significance in graph theory is evident. One notable property of this graph class is that the vertex set of a graph in it can be partitioned into two parts (vertices in every part are nonadjacent to each other). This property makes it a useful tool for modeling real-world scenarios where vertices in one part represents agents, and vertices in the other part represents resources assigned to these agents. Therefore, this graph class is often employed in practice to simulate such situations. Moreover, the graph modification problem related to bipartite graphs has a wide range of applications in various fields, including VLSI design [34] (corresponding to the via minimization problem), computational biology [136] (corresponding to the singleindividual haplotyping problem), and register allocation [169] (corresponding to the dual-bank register assignment problem). Thus, there is a strong motivation to study and understand this problem.

In the real world, we often want to increase the network's connectivity so that the failure of any set of a small number of nodes or links in the network does not affect the network's connectivity. Driven by this demand, researchers have started studying the connectivity augmentation problem [60, 157, 22, 71, 120], whose task is to increase the connectivity (vertex/edge connectivity) of an input graph by adding a set of edges with the smallest size. It is a well-known graph modification problem with significant practical applications.

For graph modification problems, we can make modifications to the vertices or edges of a given graph. For the vertex version, Lewis and Yannakakis [110] have shown that the vertex deletion for every nontrivial hereditary graphs is NP-hard. However, for the edge modification problem, we do not have such a dichotomy, although most edge modification problems are known to be NP-complete [166,
$44,124,144,20,116,63,164,46$. In this thesis, we will only consider the edge modification problems.

### 1.2 A way to solve hard problems

It is known that most graph modification problems are NP-complete, which means that it is unlikely to have a polynomial-time algorithm for solving them, unless $P=$ $N P$ (however, this hypothesis is widely believed to be false). However, in practical scenarios, we usually only need to make a minor modification to a structure to make it satisfy our requirement. As a result, the solution size for graph modification problems tends to be relatively small, even for large input instances. For example, consider the cluster editing problem illustrated in Figure 1.1b, which involves a graph with 24 vertices and 41 edges. By adding two edges among the cyan vertices and deleting five edges, we can obtain a solution of size 7 , which is small compared to the size of the input instance.

Therefore, it is natural to use a parameter $k$ to denote the size of a solution and ask whether we can modify at most $k$ edges or vertices to an input graph to obtain the desired graph property. We can then attempt to design an algorithm to solve the problem with time that exponentially depends only on the parameter $k$. If a problem has such an algorithm, we call this problem a fixed-parameter tractable (FPT) problem, and the algorithm is called a parameterized algorithm. In this way, if we have such a parameterized algorithm, it seems that we can solve those hard problems efficiently. For example, consider the vertex cover problem, which is a classical NP-complete problem. Many researchers [21, 3, 52, 127, 148] have shown an algorithm for this problem that runs in time $O\left(c^{k} \cdot n\right)$, where $c \leq 2$. When
$k$ is small, those algorithms are significantly faster than the brute-force algorithm that runs in time $O\left(2^{n}\right)$. Hence, the existence of such a parameterized algorithm for a hard problem became our first concern.

In numerous works [48, 126, 80, 51, 40], lots of parameterized algorithms are given for various problems. However, many problems have been proved that they are unlikely to admit parameterized algorithms when the parameter is the size of the solutions. In this case, we could change the parameter (not to denote the size of a solution but related to some property of the input graph, e.g., maximum degree) or add more parameters to the problem and try to design an algorithm to solve it with time depending on those parameters [63, 119, 91, 104]. If a problem is proved (probably) not to admit such a parameterized algorithm, then we should spend less effort to attack it (since the hope of progress we could get is tiny). If a parameterized algorithm exists for a problem, then the remaining task is to design an algorithm as efficient as possible. All graph modification problems studied in this thesis have been shown to admit parameterized algorithms, which means they are fixed-parameter tractable.

To design an efficient algorithm for a specific graph modification problem, it is essential to understand the characterizations of the graph class first. One fundamental way to characterize a graph class is through its set of obstructions. The characterizations of numerous graph classes by obstructions have been shown to us, such as perfect graphs, chordal graphs, interval graphs, cluster graphs, and split graphs. We could partition those graph classes into two parts: one contains graph classes with finite obstructions, and the other contains infinite obstructions. Graph classes can be divided into two categories based on their obstructions: those with finite obstructions and those with infinite obstructions. Cai [23] has shown that
for graph classes that can be characterized by a finite set of obstructions, the edge modification problems toward them are fixed-parameter tractable. There are many interesting graph classes that can be characterized by a finite number of obstructions, such as cluster graphs, cographs, and trivially perfect graphs are the ones that have been studied widely. However, several important graph classes are characterized by infinite obstructions, such as bipartite graphs, chordal graphs, and (proper) interval graphs. Therefore, Cai's approach cannot be directly applied to develop a fixed-parameter tractable algorithm for edge modification problems toward these graph classes. Fortunately, efficient parameterized algorithms for edge modification problems towards many of these graph classes have been given by multitudinous excellent researchers. For more information, we recommend referring to the survey [39].

### 1.3 Preprocessing

One way to improve the efficiency of the parameterized algorithms for a problem that is fixed-parameter tractable is by using some techniques, such as dynamic programming [7, 5], tree decomposition [88, 138] and linear programming [142, 147]. Another approach to improve the efficiency of the parameterized algorithms is to do some preprocessing to the input instance to reduce its size. Here preprocessing means dealing with the simple parts of an input instance first and then reducing it to an equivalent instance with a smaller size efficiently (polynomial in time with respect to the input size). We also refer to the preprocessing as kernelization and the minor instance we obtain after doing preprocessing exhaustively as a kernel. The idea of kernelization is intuitive since when faced with a challenging problem,


Figure 1.2: Do some preprocessing for the cluster editing problem.
one naturally starts by addressing the simpler aspects. For example, when playing Sudoku, we will first consider the cell such that there are enough known numbers in the row and column to make sure which number should be filled in the cell. In computational theory, for the vertex cover problem (given a graph, ask for finding a set of vertices with minimum size such that every edge in the graph has an endpoint in the vertex set), we first remove vertices with no edges incident to them as they are not part of any optimal solution. See Figure 1.2a for another example, it is easy to see that the three olive vertices should be in a cluster, which means that any optimal solution would not touch any one of them, then it is safe to delete them from the input graph. In the preprocessing subroutine, we could delete the three olive vertices (see Figure 1.2b). Then we obtain a smaller-sized instance.

There are two things we are most concerned about when we do some preprocessing for a problem. One of them is that we need to ensure the correctness of every reduction step, which means that we need to prove that the smaller-sized instance after a reduction step is equivalent to the original instance, where two instances are equivalent means that one instance is a yes-instance if and only if the other instance is a yes-instance. The other one is to analyze the size of the smaller-sized instance after all reduction steps (we want it to be as small as possi-
ble). Usually, we aim to get an instance with a polynomial size of the parameter $k$ (polynomial kernel), which means a tiny instance when $k$ is small (it is small in practice).

We already know that for many graph classes that can be characterized by a finite forbidden induced subgraphs, the graph modification problems towards them admit polynomial kernels [79, 84, 85, 33, 28, 10, 82, 54, 75, 43, 56], such as cluster graphs, chain graphs, trivially perfect graphs, threshold graphs, (pseudo)split graphs, and cographs. We say that a graph is $\mathcal{H}$-free if it does not contain any graphs in $\mathcal{H}$ as an induced subgraph. Then a question comes naturally: whether all $\mathcal{H}$-free graph modification problems admit polynomial kernels, where $\mathcal{H}$ is a finite set of graphs [23, 15, 62].Kratsch and Wahlström [107] answered this question negatively by showing that for a specific graph $H$ on seven vertices (see Figure 1.3), both the edge deletion problem and the editing problem toward $H$-free graphs do not admit polynomial kernels unless $\mathrm{NP} \subseteq$ coNP/poly. Moreover, Kratsch and Wahlström asked whether the edge modification problems always have polynomial kernels for graph classes whose forbidden induced subgraphs consist only of paths, cycles, and cliques. Guillemot et al. [82] answered their question by showing that the edge deletion problem toward $P_{\ell}$-free graphs has no polynomial kernel unless $\mathrm{NP} \subseteq$ coNP/poly when $\ell \geq 7$, and the edge deletion problem toward $C_{\ell}$-free graphs has no polynomial kernel unless $\mathrm{NP} \subseteq$ coNP/poly when $\ell \geq 4$. They also provided an $O\left(k^{3}\right)$-vertex kernel for the editing problem toward $P_{4}$-free graphs (also known as cographs).

Then another question arises: which $\mathcal{H}$-free graphs have polynomial kernels for the edge modification problems? While this question remains open, Cai and Cai [24] have made an outstanding contribution to it. They did comprehensive re-


Figure 1.3: A graph $H$ on seven vertices in [107].
search for the nonexistence of polynomial kernels of the edge modification problems for graph classes characterized by forbidding one single graph $H$, where $H$ is a 3-connected graph, a path, or a cycle. They showed that for a 3-connected graph $H$, the $H$-free edge deletion problem and the $H$-free editing problem have no polynomial kernel if and only if $H$ is not a complete graph, and the $H$-free completion problem admits no polynomial kernel if and only if $H$ misses at least two edges. When $H$ is a path or a cycle, they showed that the $H$-free edge deletion problem, the $H$-free completion problem, and the $H$-free edge editing problem admit no polynomial kernels if and only if $H$ has at least four edges. For graph classes characterized by a finite set $\mathcal{H}$ of forbidden induced subgraphs, Cai and Cai also proved that the $\mathcal{H}$-free edge deletion problem admits no polynomial kernels if all graphs in $\mathcal{H}$ are 3 -connected and there is a graph $H \in \mathcal{H}$ with fewest edges such that one can obtain a graph not in $\mathcal{H}$ by adding an edge to $H$. More recently, Marx and Sandeep provided additional insights into the existence of polynomial kernels of $H$-free edge modification problems [117]. They proved that there is a set $\mathcal{F}$ of nine graphs, each with five vertices, such that if the $F$-free edge editing problem does not admit a polynomial kernel unless $\mathrm{NP} \subseteq \operatorname{coNP} /$ poly for every $F \in \mathcal{F}$, then for a graph $H$ with at least five vertices the $H$-free edge editing problem admits a polynomial kernel if and only if $H$ is either empty or complete. They also show that there exists a set $\mathcal{F}$ of nineteen graphs, each with either five or six vertices, such that if the $F$-free edge deletion problem does not admit a polynomial kernel
unless $\mathrm{NP} \subseteq$ coNP/poly for every $F \in \mathcal{F}$, then for a graph $H$ with at least five vertices, the $H$-free edge deletion problem does not admit a polynomial kernel unless $\mathrm{NP} \subseteq$ coNP/poly if and only if $H$ is a graph with at least two edges but not complete. For the $H$-free completion problem, they provided a similar result for it as for the $H$-free deletion problem.

Based on the results presented in [24, 117], there are very few graphs $H$ such that the edge modification problems toward $H$-free graphs admit polynomial kernels. However, we still need to work on a general answer to the question of characterizing the graph classes such that the edge modification problems have polynomial kernels.

Naturally, we are also concerned about the efficiency of a preprocessing subroutine (the total time it is used). It is not necessary to do the preprocessing if it is very time-consuming. Therefore, we define a preprocessing algorithm as useful only when it works in polynomial time and returns a minor instance that is equivalent to the given instance [40].

### 1.4 Our contributions

In this thesis, we study several graph classes that are characterized by a set of finite forbidden induced subgraphs and show polynomial kernels for edge modification problems towards these classes. Let $\mathcal{H}$ denote a set of graphs. We study $\mathcal{H}$-free graphs, where $\mathcal{H}$ is a set of graphs with a size smaller than five (see Figure 1.4). We summarize our contributions in Table 1.1, where the kernels are measured by the number of vertices.

When $\mathcal{H}$ contains one single graph, we use $H$ to replace $\mathcal{H}$. When $H$ is a


Figure 1.4: Some small graphs.

| $\mathcal{H}$ | completion | deletion | editing |
| :--- | :--- | :--- | :--- |
| $\left\{P_{3}\right\}$ | trivial | $2 k$ | $2 k[28]$ |
| $\{$ paw $\}$ | $O(k)$ | $O\left(k^{4}\right)$ | $O\left(k^{6}\right)[58]$ |
| $\left\{P_{4}, C_{4}\right\}$ | $O\left(k^{2}\right)$ | $O\left(k^{3}\right)[57]$ | $O\left(k^{3}\right)[57]$ |
| $\left\{2 K_{2}, C_{4}, C_{5}\right\}$ | $O\left(k^{1.5}\right)$ | $O\left(k^{1.5}\right)$ | - |
| $\left\{2 K_{2}, C_{4}\right\}$ | $O\left(k^{1.5}\right)$ | $O\left(k^{1.5}\right)$ | - |

Table 1.1: The compressibility results we obtained for edge modification problems toward $\mathcal{H}$-free graphs. We use '-' to denote that the $\mathcal{H}$-free edge modification problem is in P .
graph with at most two vertices, the edge modification problems for $H$-free graphs are trivial. When $H$ is a three-vertex graph, then $\left\{P_{3}\right\}$-free edge modification problems are the simplest of all nontrivial edge modification problems on $H$-free graphs. In Chapter 3, we study the kernelization algorithm for the $\left\{P_{3}\right\}$-free edge modification problem. We also call $\left\{P_{3}\right\}$-free graphs as cluster graphs, which is a disjoint union of cliques. The edge modification problems towards cluster graphs are well-studied. It is easy to see that the cluster completion problem can be solved in polynomial time (add edges to make every component of the input graph complete). There are several papers to show that the cluster editing problem is NP-hard [108, 99, 144]. The cluster editing problem is fixed-parameter tractable by Cai's result [23], and its FPT algorithm has been improved many times [79, 62, 132, 13]. For the kernelization algorithms for this problem, there are also numerous results [79, 133, 83, 13, 33, 28]. Cao and Chen [28] provided a $2 k$-vertex
kernel for the cluster editing problem. Their algorithm actually implies a $2 k$-vertex kernel for the cluster deletion problem. We record this simple result for future reference. The cluster deletion problem is also studied widely and has been shown to be NP-complete in [122]. The parameterized complexity of this problem is studied in [79, 78, 45]. We study the kernelization algorithm for this problem. We show a kernelization algorithm for it that produces a $2 k$-vertex kernel, improving on the $4 k$-vertex kernel [81]. We also show that the same algorithm produces a kernel of the same size for the strong triadic closure problem, which, though originally not posed as an edge modification problem, is closely related to the cluster edge deletion problem [101].

We provide our results as follows.

Theorem 1.4.1. The cluster deletion problem admits a $2 k$-vertex kernel.

Theorem 1.4.2. The strong triadic closure problem admits a $2 k$-vertex kernel.

When $H$ is a four-vertex graph, it is one of the graphs in Figure 1.5 (some fourvertex graphs are omitted because they are the complement of the ones presented here). We summarize the known results of kernelization algorithms for $H$-free edge modification problems in Table 1.2, where $H$ is a four-vertex graph. The kernelization algorithms for edge modification problems toward claw-free graphs have been unknown to us until now.

(a) $P_{4}$

(b) $C_{4}$

(c) $K_{4}$
(d) claw
(e) paw

(f) diamond

Figure 1.5: Graphs on four vertices.

| H | completion | deletion | editing |
| :---: | :---: | :---: | :---: |
| $K_{4}$ | trivial | $O\left(k^{3}\right)$ | $O\left(k^{3}\right)$ [152] |
| $P_{4}$ | $O\left(k^{3}\right)$ | $O\left(k^{3}\right)$ | $O\left(k^{3}\right)$ [82] |
| diamond | trivial | $O\left(k^{3}\right)$ | $O\left(k^{8}\right)$ [31] |
| paw | $O(k)$ (our result) | $O\left(k^{4}\right)$ (our result) | $O\left(k^{6}\right)$ [58] |
| claw | unknown | unknown | unknown |
| $C_{4}$ | no | no | no [82] |

Table 1.2: The compressibility results of H -free edge modification problems for $H$ being four-vertex graphs, where the kernels are measured by the number of vertices. Note that the results for the complement of $H$ are implied; e.g., the answers are also no when $H$ is $2 K_{2}$, the complement of $C_{4}$.

In Chapter 4 , we show polynomial kernels for $H$-free completion problem when $H$ is a paw; see Figure 1.5 (e). They answer open problems posed by Sandeep and Sivadasan [141].

Theorem 1.4.3. The paw-free completion problem admits a $38 k$-vertex kernel.

When $\mathcal{H}$ contains several graphs, we consider the edge modification problems toward three well-studied $\mathcal{H}$-free graphs.

The first one is $\left\{P_{4}, C_{4}\right\}$-free graphs, also called trivially perfect graphs. All three edge modification problems (completion, edge deletion, editing) toward trivially perfect graphs are NP-complete $[121,145,166]$ and are fixed-parameter tractable by Cai's result [23]. Drange et al. [56] showed that the trivially perfect editing problem could not be solved in subexponential time under the Exponential Time Hypothesis (ETH). For the edge deletion problem towards trivially perfect graphs, Liu et al. [112] provided the best-known FPT algorithm for it, whose running time is $O\left(2.42^{k}\right)$, and Drange et al. [55] showed that there is no parameterized subexponential algorithm for the problem under ETH. For the trivially perfect completion
problem, Drange et al. [55] showed that it could be solved in parameterized subexponential time $2^{O(\sqrt{k} \log k)} \cdot n^{O(1)}$, and Bliznets et al. [12] showed that it could not be solved in time $2^{O\left(k^{1 / 4} / \log ^{c} k\right)} \cdot n^{O(1)}$ under ETH, for some integer $c$. Regarding kernelization algorithms for the edge modification problems toward trivially perfect graphs, Drange et al. [56] gave an $O\left(k^{7}\right)$-vertex kernel for the trivially perfect editing problem, and Dumas et al. [57] improved the kernel to $O\left(k^{3}\right)$. Note that their algorithms imply the existence of kernels with the same size for the trivially perfect deletion problem and the trivially perfect completion problem. In Chapter 5, we study the trivially perfect completion problem. Guo [84] has claimed an $O\left(k^{3}\right)$-vertex kernel for it, but the details have never been published. We propose a very simple kernelization algorithm for the problem, which produces a kernel with at most $2 k^{2}+2 k$ vertices.

Theorem 1.4.4. The trivially perfect completion problem admits a $2 k^{2}+2 k$-vertex kernel.

Another one is $\left\{2 K_{2}, C_{4}, P_{5}\right\}$-free graphs, also called split graphs. Split graphs also can be defined as graphs whose vertices can be partitioned into a clique and an independent set. By this definition, we can get that split graphs are closed under complementation, and the split completion problem and the split edge deletion problem are equivalent. Hammer and Simeone [89] showed that the split editing problem could be solved in polynomial time. We are concerned about the split edge deletion problem, which is shown to be NP-complete in [124]. Ghosh et al. [75] gave the first subexponential algorithm for it, whose running time is $2^{O(\sqrt{k} \log k)}$. $n^{O(1)}$, and had been improved to $2^{O(\sqrt{k})}$ by Cygan et al. [40]. For the kernelization algorithm for this problem, the best-known result is an $O\left(k^{2}\right)$-vertex kernel [75].

In Chapter 6, we provide a kernel with $O\left(k^{1.5}\right)$ vertices for it.
Theorem 1.4.5. The split edge deletion problem has a kernel with $O\left(k^{1.5}\right)$ vertices.

Theorem 1.4.6. The split completion problem admits a kernel with $O\left(k^{1.5}\right)$ vertices and $O\left(k^{2.5}\right)$ edges.

The last one is $\left\{2 K_{2}, C_{4}\right\}$-free graphs, also called pseudo-split graphs. A pseudosplit graph is either a split graph or a split graph plus a $C_{5}$ such that every vertex in the $C_{5}$ is adjacent to all vertices in the clique part of the split graph and nonadjacent to any vertex in the independent set part of the split graph. Also, pseudo-split graphs are closed under complementation. Drange [53] showed that the pseudosplit editing problem is solvable in polynomial time. For the convenience of presentation, we work on the edge deletion problem. The parameterized subexponential algorithm for it that runs in $2^{O(\sqrt{k} \log k)} \cdot n^{O(1)}$ time is given in [55]. In Chapter 6, we use the same algorithm for the split edge deletion problem to get a kernel with $O\left(k^{1.5}\right)$ vertices for the pseudo-split completion problem.

Theorem 1.4.7. The pseudo-split completion problem and the pseudo-split edge deletion problem have a kernel with $O\left(k^{1.5}\right)$ vertices.

## Chapter 2

## Preliminaries

In this chapter, we introduce all the notations and basic definitions that are used in this thesis.

### 2.1 Basic notions

All graphs discussed in this thesis are undirected and simple. A graph $G$ is defined as a pair $(V, E), V(G)$ and $E(G)$ the vertex set and edge set of a graph $G$, respectively. Every edge in $G$ is an unordered pair of vertices. We use $u v$ to denote an edge $\{u, v\}$ and refer to $u$ and $v$ as the endpoints of the edge $u v$, and we call $u v$ a non-edge if it is not an element of $E(G)$. A vertex $v$ and an edge $e$ are incident if $v$ is one of the endpoints of $e$. Two vertices $u$ and $v$ are adjacent if $u v \in E(G)$. The sizes of the vertex set and the edge set are denoted by $n$ and $m$, respectively.

For a vertex $v$ in $G$, the neighborhood of $v$ is denoted as $N_{G}(v)$, is the set of vertices adjacent to $v$, i.e., $N_{G}(v)=\{u \mid u v \in E(G)\}$. The closed neighborhood of $v$ is denoted as $N_{G}[v]$, is $N_{G}(v)$ along with $v$ itself, i.e., $N_{G}[v]=N_{G}(v) \cup\{v\}$. The
degree of a vertex $v$ in $G$, denoted as $d_{G}(v)$, is the number of vertices in $N_{G}(v)$. A vertex of degree 0 in a graph is called an isolated vertex. The degree sequence of a graph is a list of its vertex degrees, usually written in nonincreasing order. Given a vertex subset $X$ of $V(G)$, the neighborhood of $X$, denoted as $N_{G}(X)$, is the set of vertices adjacent to any vertex in $X$, but not in $X$ itself, i.e., $N_{G}(X)=$ $\bigcup_{v \in X} N_{G}(v) \backslash X$. The closed neighborhood of $X$, denoted as $N_{G}[X]$, is $N_{G}(X)$ along with $X$ itself, i.e., $N_{G}[X]=N_{G}(X) \cup X$. The degree of $X$, denoted as $d_{G}(X)$, is the number of vertices in $N_{G}(X)$, i.e., $d_{G}(X)=\left|N_{G}(X)\right|$. We write $d_{G}(v)$ instead of $d_{G}(\{v\})$ for a singleton set. We may omit the subscript when the context is clear.

A clique is a set of pairwise adjacent vertices, and an independent set is a set of pairwise nonadjacent vertices. For a positive integer $k$, a $k$-partite graph is a graph whose vertices can be partitioned into $k$ different independent sets, called parts. A $k$-partite graph is complete if there is an edge between every pair of vertices from different parts. A complete multipartite graph is a graph that is complete $k$-partite (see an example in Figure 2.1).


Figure 2.1: A complete multipartite graph.

A vertex $v$ is simplicial if $N[v]$ is a clique, and a vertex $v$ is universal if $N[v]=$ $V(G)$. Two vertices $u$ and $v$ are true twins in $G$ if their closed neighborhoods $N[u]$ and $N[v]$ are identical, and false twins if their neighborhoods $N(u)$ and
$N(v)$ are identical. A vertex set $X$ is a module if every vertex in $X$ has the same neighborhood outside $X$, i.e., $N(u) \backslash X=N(v) \backslash X$ for every pair of vertices $u$ and $v$ in $X$.

For two disjoint vertex subsets $X$ and $Y$ of $V(G)$, we say $X$ is complete to $Y$ if every vertex in $X$ is adjacent to every vertex in $Y$, and use $E(X, Y)$ to denote the set of edges of which one endpoint is in $X$ and the other in $Y$.

The complement of a graph $G$, denoted as $\bar{G}$, is a graph that has the same vertex set as $G$ and two vertices $u$ and $u$ are adjacent in $\bar{G}$ if and only if they are nonadjacent in $G$. An $\ell$-vertex graph is a graph with $\ell$ vertices. A graph $G$ is complete if the vertex set of $G$ forms a clique. We use $K_{\ell}$ to denote a complete graph with $\ell$ vertices and $I_{\ell}$ to denote an $\ell$-vertex graph such that its vertex set is an independent set. A subgraph of a graph $G$ is a graph $H$ with vertex set $V(H)$ that is a subset of $V(G)$ and edge set $E(H)$ that is a subset of $E(G)$. If $H$ is a subgraph of $G$, then we call $G$ is a supergraph of $H$. An induced subgraph of $G$ is a subgraph $H$ such that every edge of $G$ whose two endpoints are in $V(H)$ belongs to $E(H)$. If $H$ is an induced subgraph of $G$ with vertex set $X$, then we use $G[X]$ to denote $H$. For a subset $X \subseteq V(G)$, we denote by $G-X$ the subgraph $G[V(G) \backslash X]$, which is further shortened to $G-v$ when $X=\{v\}$.

A walk in a graph $G$ of length $\ell$ is defined as an alternating sequence of vertices and edges, denoted as $\left\langle v_{0}, e_{1}, v_{1}, e_{2}, \ldots, e_{\ell}, v_{\ell}\right\rangle$, where $e_{i}=v_{i-1} v_{i}$ for $1 \leq i \leq \ell$. A $u-v$ walk is a walk with the first vertex $u$ and the last vertex $v$. A path is a walk with no repeated vertex, and a trail is a walk with no repeated edges. A cycle in a graph is a non-empty path in which only the first and last vertices are the same. The length of a path or a cycle is defined as the number of edges it contains. We use $P_{\ell}$ and $C_{\ell}$ to denote an induced path and an induced cycle on $\ell$ vertices, respectively.

A subgraph $H$ of a graph is maximal, respectively minimal, with respect to some property if there is no proper supergraph, respectively proper subgraph, of $H$ with that property. A graph $G$ is connected if there exists at least one path connecting any two vertices in the graph. The components of a graph $G$ are its maximal connected subgraphs. A component is trivial if it consists of a single vertex and is nontrivial otherwise.

A set $X$ can be divided into subsets $X_{1}, X_{2}, \ldots, X_{\ell}$, forming a partition of $X$ if the union of the subsets equals $X$ and no two sets in the partition have any elements in common. A graph is bipartite if its vertex set can be partitioned into two independent sets, $A$ and $B$. The vertices in $A$ can be adjacent to some or all of the vertices in $B$. A complete bipartite graph is a special type of bipartite graph where every vertex in $A$ is connected to all vertices in $B$, and it is denoted as $K_{p, \ell}$, where $|A|=p$ and $|B|=\ell$

We say that a vertex $v$ and an edge $e$ dominate each other if at least one of endpoints of $e$ is adjacent to $v$. Note that an edge dominates, and is dominated by, both endpoints of this edge. A vertex $v$ dominates a vertex set $S$ if $S$ is a subset of $N[v]$.

An isomophism from a graph $G_{1}$ to a graph $G_{2}$ is a bijection function $f$ : $V\left(G_{1}\right) \rightarrow V\left(G_{2}\right)$ such that $u v \in E\left(G_{1}\right)$ if and only if $f(u) f(v) \in E\left(G_{2}\right)$. We say that a graph $G_{1}$ is isomorphic to a graph $G_{2}$ if there is an isomorphism from $G_{1}$ to $G_{2}$. A graph $G$ contains a subgraph $H$ if there is an induced subgraph of $G$ that is isomorphic to $H$. For a set $\mathcal{H}$ of graphs, called obstructions, a graph $G$ is $\mathcal{H}$-free if $G$ does not contain any obstruction from $\mathcal{H}$. If $\mathcal{H}$ contains only one single graph $H$, we say that a graph $G$ is $H$-free if $G$ does not contain $H$. If every graph $H$ in $\mathcal{H}$ is minimal, i.e., not containing any $H^{\prime}$ in $\mathcal{H}$ as a proper induced
subgraph, then the set $\mathcal{H}$ of graphs are the minimal forbidden induced subgraphs of this graph class.

For a set $F$ of non-edges, we denote by $G+F$ the graph with vertex set $V(G)$ and edge set $E(G) \cup F$. For a subset $F$ of $E(G)$, we denote by $G-F$ the graph with vertex set $V(G)$ and edge set $E(G) \backslash F$. For $F \subseteq V(G) \times V(G)$, we denote by $G \Delta F$ the graph with vertex set $V(G)$ and edge set $(E(G) \backslash F) \cup(F \backslash E(G))$. For a vertex subset $X$ of $V(G)$, we denote by $G-X$ the graph with vertex set $V(G) \backslash X$ and edge set $E(G) \backslash E(X, N[X])$. Let $\mathcal{G}$ be a graph class. The problems to be studied are formally defined as follows.

## $\mathcal{G}$ Completion

Input: A graph $G$ and a nonnegative integer $k$.
Output: Is there a set $E_{+}$of at most $k$ edges such that $G+E_{+}$is in $\mathcal{G}$ ?

## $\mathcal{G}$ Edge Deletion

Input: A graph $G$ and a nonnegative integer $k$.
Output: Is there a set $E_{-}$of at most $k$ edges such that $G-E_{-}$ is in $\mathcal{G}$ ?

## $\mathcal{G}$ Editing

Input: A graph $G$ and a nonnegative integer $k$.
Output: Is there a set $E_{ \pm}$of at most $k$ edges such that $G \triangle E_{ \pm}$ is in $\mathcal{G}$ ?

## $\mathcal{G}$ Deletion

Input: A graph $G$ and a nonnegative integer $k$.
Output: Is there a set $V_{-}$of at most $k$ vertices such that $G-V_{-}$ is in $\mathcal{G}$ ?

Since it is always clear from the context what problem we are talking about, when we mention an instance ( $G, k$ ), we do not always explicitly specify the problem. We use $\operatorname{opt}(G)$ to denote the size of optimal solutions of $G$ for the optimization version of a certain problem. Thus, an instance $(G, k)$ is a yes-instance if and only if $\operatorname{opt}(G) \leq k$.

For each problem, we apply a sequence of reduction rules. Each rule transforms an instance $(G, k)$ to a new instance $\left(G^{\prime}, k^{\prime}\right)$. We say that a rule is safe if $(G, k)$ is a yes-instance if and only if ( $G^{\prime}, k^{\prime}$ ) is a yes-instance. Since all of our reduction rules are very simple and obviously doable in polynomial time, we omit the details of their implementation and the analysis of their running time.

### 2.2 Graph classes

We first introduce some general notations and then describe the graph classes we studied in this thesis. A property is said to be non-trivial if it holds for at least one graph, but not for all graphs. If a property is preserved under vertex deletion, it is called hereditary. A graph class is hereditary if given a graph $G$ in the class, then every induced subgraph of $G$ is also in the class. A large number of graph classes we have learned are hereditary, such as forests, bipartite graphs, planar graphs, perfect graphs, and chordal graphs. Let $\mathcal{H}$ be a set of graphs. We use $\mathcal{G}_{\mathcal{H}}$
to denote the graph class of all $\mathcal{H}$-free graphs and say that $\mathcal{G}_{\mathcal{H}}$ is characterized by $\mathcal{H}$. Cai [23] has shown another way to look at hereditary graph classes.

Theorem 2.2.1 ([23]). A graph class $\mathcal{G}$ is hereditary if and only if it can be characterized by a (possible infinite) set of graphs.

In our work, we only study some hereditary graph classes $\mathcal{G}_{\mathcal{H}}$ where $\mathcal{H}$ is a finite set of graphs. We partition them into two parts: $\mathcal{H}$ consist of only one graph or not. When $\mathcal{H}$ consists of one graph $\{H\}$, we write it as $H$.

### 2.2.1 $\quad H$-free graphs

For $H$-free graphs, we are interested in $H$-free edge modification problems when $H$ is a small graph, and we list all small graphs with at most four vertices in Figure 2.2.
(a) $K_{1}$
(b) $I_{2}$
(c) $K_{2}$
(d) $I_{3}$
(e) $K_{2}+I_{1}$
(f) $P_{3}$
(g) $K_{3}$

(h) $I_{4}$
(i) $K_{2}+I_{2}$
(j) $2 K_{2}$
(k) $P_{3}+I_{1}$
(1) $P_{4}$
(m) claw
(n) $K_{3}+I_{1}$

(o) $C_{4}$

(p) paw

(q) diamond

(r) $K_{4}$

Figure 2.2: Graphs with at most four vertices.

We do not consider edge modification problems toward $H$-free graphs when $H$ is a one-vertex graph, which is $K_{1}$, because we cannot get a $K_{1}$-free graph by modifying edges on a given graph. There are two two-vertex graphs (see Figure 2.2 (b)(c)). Since the $H$-free completion problem is equivalent to the $\bar{H}$-free
edge deletion problem and $K_{2}=\overline{I_{2}}$, we only need to consider the edge modification problems toward $K_{2}$-free graphs. Then the edge modification problems for $K_{2}$-free graphs can be solved by deleting all edges in polynomial time. When $H$ is a three-vertex graph, there are four candidates for it (see Figure 2.2(d)-(g)). Since $K_{3}=\overline{I_{3}}$ and $P_{3}=\overline{K_{2}+I_{1}}$, we only need to consider the edge modification problems towards $K_{3}$-free graphs and $P_{3}$-free graphs. In this thesis, we study the $P_{3}$-free graphs, also called cluster graphs.

The cluster graphs is a simple and vital graph class that has been studied widely. A graph is a cluster graph if the vertex set of it can be partitioned into a set of disjoint cliques. The complement of a cluster graph isz a complete multipartite graph or a 2-leaf power [128].

When $H$ is a four-vertex graph, there are eleven graphs (see Figure 2.2(h)-(r)). For $H$-free edge modification problems, we only need to consider six four-vertex graphs (since we do not consider the complement of a graph). We can see that $I_{4}=\overline{K_{4}}$, diamond $=\overline{K_{2}+I_{2}}, C_{4}=\overline{2 K_{2}}$, paw $=\overline{P_{3}+I_{1}}$, claw $=\overline{K_{3}+I_{1}}$, and $P_{4}=\overline{P_{4}}$.

We study paw-free graphs here.

Proposition 2.2.2 ([129]). A graph is paw-free if and only if every component of it is triangle-free or a complete multipartite graph with at least three parts.

In other words, if a connected paw-free graph contains a triangle, then it is necessarily a complete multipartite graph.

### 2.2.2 $\mathcal{H}$-free graphs

When $\mathcal{H}$ contains more than one graph, we study several $\mathcal{H}$-free graphs where $\mathcal{H}$ is a set of small graphs with at most five vertices.

The first one is $\left\{P_{4}, C_{4}\right\}$-free graphs, also called trivially perfect graphs [77]. A graph is a trivially perfect graph if, for every induced subgraph, the size of the maximum independent set equals the number of maximal cliques. Trivially perfect graphs are also known as comparability graphs of trees [161], quasi-threshold graphs [165], or intersection graphs of nested intervals [19], here a set of nested intervals is a set of intervals such that every two intervals in the set either are disjoint or one contains the other (see Figure 2.3).


Figure 2.3: An example to show a trivially perfect graph is an intersection graph of nested intervals.

Another $\mathcal{H}$-free graph we studied is $\left\{2 K_{2}, C_{4}, C_{5}\right\}$-free graphs, which is also called split graphs [64]. A graph is a split graph if its vertex set can be partitioned into a clique and an independent set. We use $C \uplus I$, where $C$ being a clique and $I$ an independent set, to denote a split partition of a split graph. Note that a split graph may have more than one split partition; e.g, a complete graph $K_{n}$ has $n+1$ different split partitions. The class of split graphs has many characterizations, and some of them are introduced here. Foldes and Hammer [64] showed that a graph $G$ is a split graph if and only if $G$ and $\bar{G}$ are chordal graphs. Brandstädt et al. [19] showed that a graph is a split graph if and only if $G$ is an intersection graph of a set of distinct substars of a star, where a star is a bipartite graph such that one side of its partition has only one vertex. The degree-sequence characterization is one of the most nice
characterizations of split graphs [89, 155]. A graph $G$ with the degree sequence $d_{1} \geq d_{2} \geq \ldots \geq d_{n}$ is a split graph if and only if $\sum_{i=1}^{j} d_{i}=j(j-1)+\sum_{i=j+1}^{n} d_{i}$, where $j$ is the largest index in the degree sequence such that $d_{j} \geq j-1$. From the definition, we can see that the complement of a split graph is also a split graph. Thus, the split completion problem is polynomially equivalent to the split edge deletion problem.

The last $\mathcal{H}$-free graph class we studied is $\left\{2 K_{2}, P_{4}\right\}$-free graphs, also called pseudo-split graphs [115]. The class of pseudo-split graphs is a superclass of split graphs. In particular, split graphs are precisely $C_{5}$-free pseudo-split graphs. A pseudo-split graph is a graph whose vertex set can be partitioned into a clique $C$, an independent set $I$, and a set $S$ such that (1) $S$ induces a $C_{5}$; (2) $C \subseteq N(v)$ for every $v \in S$; and (3) $I \cap N(v)=\emptyset$ for every $v \in S$, where $S$ may or may not be empty. We say that $C \uplus I \uplus S$ is a pseudo-split partition of the graph, where $S$ may or may not be empty. If $S$ is empty, then the graph is a split graph and $C \uplus I$ is a split partition of it. Otherwise, the graph has a unique pseudo-split partition. (One may also verify that $S$ is a module.) Similar as split graphs, the complement of a pseudosplit graph remains a pseudo-split graph. Thus, the completion problem and the edge deletion problem toward pseudo-split graphs are polynomially equivalent. Note that a pseudo-split graph contains at most one $C_{5}$. In case that a pseudo-split graph does contain a $C_{5}$, removing any vertex from the $C_{5}$ leaves a split graph. Therefore, those two classes are very "close."

### 2.2.3 Other classes

There are several graph classes that will be mentioned in this thesis and are closely related to the graph classes we introduced above.

A chordal graph is a graph that every cycle of length larger than three in it has a chord. The forbidden induced subgraphs of chordal graphs are all induced cycles with lengths larger than three. From the forbidden induced subgraphs of chordal graphs and split graphs (every induced cycle with a length larger than five contains a $2 K_{2}$ ), we can easily get that split graphs is a subclass of chordal graphs. A graph is an interval graph if its vertices can be assigned to intervals on a real line such that there is an edge between two vertices if and only if their corresponding intervals intersect. A graph is a unit interval graph if it is an interval graph and all the intervals have the same length. We can get that interval graphs is a subclass of chordal graphs from another definition of chordal graphs and interval graphs, i.e., chordal graphs are intersection graphs of subtrees of a tree, and interval graphs are intersection graphs of sub-paths of a path. Lekkerkerker and Boland [109] showed that a graph is an interval graph if and only if it is chordal and contains no asteroidal triple (Three independent vertices construct an asteroidal triple if there exists a path between each pair of them avoiding every neighbor of the third one).We get that trivially perfect graphs is a subclass of interval graphs since a trivially perfect graph can be represented as a set of nested intervals. A graph is a complete split graph if every vertex in the clique side is adjacent to all vertices in the independent set side of a split partition. A graph $G$ is a threshold graph if there is a real number $t$ (called threshold) and an assignment $f: V(G) \rightarrow \mathbb{R}$ such that $u v$ is an edge in $E(G)$ if and only if $f(u)+f(v) \geq t$ [36]. The forbidden
induced subgraphs of threshold graphs are $2 K_{2}, C_{4}$, and $P_{4}$ [37]. For a complete split graph $G$ with a split partition $C \uplus I$, we can get that $G$ is a threshold graph by assigning $f(v)=t$ for every vertex $v$ in $C$ and $f(u)=0$ for every vertex in $I$. Therefore, complete split graphs is a subclass of split graphs. For a threshold graph $G$ with threshold $t$, we can partition every vertex $v$ with $f(v)$ not less than $\frac{t}{2}$ into a set and other vertices into another set, then we can get a threshold partition. Hence, threshold graphs is a subclass of split graphs. For a threshold graph $G$ with a split partition $C \uplus I$, where $C=\left\{v_{1}, v_{2}, \ldots, v_{|C|}\right\}$ and $I=\left\{u_{1}, u_{2}, \ldots, u_{|I|}\right\}$. If we order the vertices in $V(G)$ such that $f\left(u_{1}\right) \leq f\left(u_{2}\right) \leq \ldots \leq f\left(u_{|I|}\right)<\frac{t}{2}$ and $\frac{t}{2} \leq f\left(v_{1}\right) \leq f\left(v_{2}\right) \leq \ldots \leq f\left(v_{|C|}\right)$, then we can get the inclusion relation of neighbors of vertices in the clique part and the independent set part that $N\left(u_{1}\right) \subseteq$ $N\left(u_{2}\right) \subseteq \ldots \subseteq N\left(u_{|I|}\right)$ and $N\left(v_{1}\right) \subseteq N\left(v_{2}\right) \subseteq \ldots \subseteq N\left(v_{|C|}\right)$.

Recall that a bipartite graph is a graph whose vertices can be partitioned into two independent sets. The relationship between split graphs and bipartite graphs is that we can obtain a split graph from a bipartite graph by adding edges to make one side of the bipartite graph into a clique. A similar relationship also exists between threshold graphs and chain graphs, i.e., we can get a chain graph by deleting all edges in the clique side of a threshold graph [168, 166].

### 2.2.4 Graph modification problems on (subclasses of) chordal graphs

As stated before, most graph modification problems are NP-complete, where the input graphs are general graphs. There are several things we could do for NPcomplete problems if we do not want to give up. One is to try to find a solution
that is good enough but not optimal, which means finding an approximation algorithm [159]. One way is to design better exact algorithms for them [6, 160, 66, 65], which is to design an algorithm to obtain exact solutions with good exponential running times. Restricting the input graph classes to smaller classes is also an approach we could use to deal with those NP-complete problems [150, 95, 74, 42, 30]. Another classical way to deal with NP-complete problems is to design parameterized algorithms [47, 48]. In this thesis, we will study the last two methods.

For an NP-complete graph modification problem, restricting the input graph as a special graph is also a way to understand the hardness of the problem more deeply. We have studied some vertex deletion problems such that both the input graph and the target graph are a graph in subclasses of chordal graphs [30], where those problems are NP-complete when the input graph is a general graph. We get that some of them are still NP-complete, and some of them become polynomialtime solvable. Figure 2.4 shows the results and major graph classes studied in [30] and the relationship among these graph classes. In Figure 2.4, a solid edge between two classes means that the lower one is a subclass of the higher one, and a directed dashed edge from $\mathcal{G}_{1}$ to $\mathcal{G}_{2}$ is used when $\mathcal{G}_{2}$ is not an immediate subclass of $\mathcal{G}_{1}$. The cyan, violet, and black edges indicate that the complexity of the representing problems is in P, NP-complete, and unknown, respectively.

As we can see, some of these problems are still NP-complete. We first recall several results from [30] here.

Theorem 2.2.3. The vertex deletion problem from split graphs to threshold graphs is NP-complete.

Since split graphs and threshold graphs can be recognized in polynomial time [76],


Figure 2.4: A summary of results and major graph classes studied in [30].
the vertex deletion problem from split graphs to threshold graphs is in NP. Now we prove it is NP-hard by using a reduction in [168] that is used to prove the NPhardness of the vertex deletion problem from bipartite graphs to chain graphs. Let $G$ be a bipartite graph with partition $C$ and $I$. By adding all possible edges among $C$ to make it a clique, we can get a split graph with split partition $C \uplus I$, and we use $G^{\prime}$ to denote it. We claim that for every vertex set $X$ that $G[X]$ is a chain graph, i.e., being $2 K_{2}$-free, if and only if $G^{\prime}[X]$ is a threshold graph, i.e., being $P_{4}$-free. Let $X$ be a set of four vertices. If $G[X]$ is a $2 K_{2}$, then we can get that $|X \cap C|=|X \cap I|=2$, then $G^{\prime}[X]$ is a $P_{4}$. Similarly, if $G^{\prime}[X]$ is a $P_{4}$, then we can get that $G[X]$ is a $2 K_{2}$ (since $|X \cap C|=|X \cap I|=2$ ). Therefore, we can get that this problem is NP-complete.

We also proved that the vertex deletex problem from split graphs to interval graphs is NP-complete. Here we use threshold graphs, which is a commom subclass of split graphs and interval graphs, to help us to complete our proof. Recall
that threshold graphs is a subclass of interval graphs, and this can be generalized as follows. Let $G_{1}$ and $G_{2}$ be two threshold graphs with split partitions $C \uplus I$ and $C^{\prime} \uplus I^{\prime}$, respectively. We use $G_{1} \bowtie_{\left(C, C^{\prime}\right)} G_{2}$, or simply $G_{1} \bowtie G^{\prime}$ in the rest of the paper if it does not cause any ambiguity, denote the graph obtained from $G_{1}$ and $G_{2}$ by adding all possible edges between $C$ and $C^{\prime}-$ i.e., its vertex set and edge set are $V\left(G_{1}\right) \cup V\left(G_{2}\right)$ and $E\left(G_{1}\right) \cup E\left(G_{2}\right) \cup\left(C \times C^{\prime}\right)$ respectively. This is clearly a split graph with the split partition $C \cup C^{\prime}$ and $I \cup I^{\prime}$. See an example in Figure 2.5. One can verify that $G_{1} \bowtie G_{2}$ is also an interval graph by their obstructions as follows. A split graph that is not an interval graph has to contain a tent, a net, or a rising sun (see Figure 2.6). Each of them has three independent vertices, which have to be from $I \cup I^{\prime}$. Suppose that there is a net $\{a, b, c, x, y, z\}$ in $G_{1} \bowtie G_{2}$, where $a, b, c$ are three independent vertices in it and $x, y, z$ are neighbors of $a, b, c$, respectively. At least two of $\{x, y, z\}$ come from same graph ( $G_{1}$ or $G_{2}$ ), suppose $x$ and $y$ are from $G_{1}$. Then we can see that the subgraph induced by $\{a, b, x, y\}$ is not a threshold graph, which contradict that $G_{1}$ is a threshold graph. All of these three graphs cannot be contained in $G_{1} \bowtie G_{2}$ by using similar observation.


Figure 2.5: An example for the graph $G_{1} \bowtie G_{2}$.

Proposition 2.2.4. For any two threshold graphs $G_{1}, G_{2}$, the graph $G_{1} \bowtie G_{2}$ is an interval graph.

(a) net

(b) tent

(c) rising sun

Figure 2.6: Minimal split graphs that are not interval graphs.

A better way to look at Proposition 2.2.4 is probably through interval models. Recall that an interval model for an interval graph is a set of intervals representing its vertices. In this thesis, all intervals are closed. An interval model can be specified by the $2 n$ endpoints for the $n$ intervals. We use $[\operatorname{lp}(v), \operatorname{rp}(v)]$ to denote an interval for vertex $v$.

Let $G$ be a threshold graph with split partition $C \uplus I$, and let vertices in $I$ be ordered in a way that $N\left(v_{1}\right) \subseteq N\left(v_{2}\right) \subseteq \cdots \subseteq N\left(v_{|I|}\right)$. We can build an interval model for $G$ by setting intervals

$$
\begin{array}{rr}
{[i, i+0.5]} & \text { for every } v_{i} \in I, \\
{\left[\min \left\{i: v_{i} \in N(v)\right\},|I|+2\right]} & \text { for every } v \in N(I), \text { and }  \tag{2.1}\\
{[|I|+1,|I|+2]} & \text { otherwise (i.e., } v \in C \backslash N(I)) .
\end{array}
$$

See Figure 2.7 for illustration.
An interval model for $G_{1} \bowtie G_{2}$ can be built from the interval models for $G_{1}$ and $G_{2}$ by (i) keeping the intervals for $G_{1}$, and (ii) setting the interval to be $\left[|I|+\left|I^{\prime}\right|+3-\operatorname{rp}(v),|I|+\left|I^{\prime}\right|+3-\operatorname{lp}(v)\right]$ for each $v \in V\left(G_{2}\right)$. See Figure 2.8 for illustration.

Theorem 2.2.5. The vertex deletion problem from split graphs to interval graphs is NP-complete.


Figure 2.7: The interval model for a threshold graph given by (2.1).


Figure 2.8: The interval model for $G_{1} \bowtie G_{2}$.
Since split graphs and interval graphs can be recognized in polynomial time [76, 18, 102, 93, 86, 38, 27], the vertex deletion problem from split graphs to interval graphs is in NP. Let $G$ be a split graph with split partition $C \uplus I$. We take a complete split graph $G^{\prime}$ with split partition $C^{\prime} \uplus I^{\prime}$, where $\left|C^{\prime}\right|=\left|I^{\prime}\right|=|C|$, and let $H=G \bowtie G^{\prime}$. We argue that $(G, k)$ is a yes-instance of the vertex deletion problem from split graphs to threshold graphs if and only if $(H, k)$ is a yes-instance of the vertex deletion problem from split graphs to interval graphs. When $k \geq|C|$, it is trivial to get that these two problems are yes-instance. Now we assume that $k<|C|$.

Suppose that a vertex set $V_{-}$is a solution of ( $G, k$ ), then $G-V_{-}$is a threshold graph. According to Proposition 2.2.4, the graph $\left(G-V_{-}\right) \bowtie G^{\prime}$ is an interval graph. It is the same graph as $H-V_{-}$. Therefore, the solution $V_{-}$is also a solution
of $(H, k)$. This verifies the only if direction.
Now suppose that $H-V_{-}$, where $\left|V_{-}\right| \leq k$, is an interval graph. Let $G^{\prime \prime}=$ $G-\left(V_{-} \cap V(G)\right)$. Suppose for contradiction that $G^{\prime \prime}$ is not a threshold graph, then $G^{\prime \prime}$ must contain some $P_{4}$. Assume that $v_{1} u_{1} u_{2} v_{2}$ is a $P_{4}$ in $G^{\prime \prime}$. Since $G^{\prime \prime}$ is a split graph, we must have $u_{1}$, and $u_{2}$ are vertices in $C$ and $v_{1}$, and $v_{2}$ are vertices in $I$. On the other hand, by the assumption $k<|C|$, neither $C^{\prime} \backslash V_{-}$nor $I^{\prime} \backslash V_{-}$can be empty. Let $u \in C^{\prime} \backslash V_{-}$and $v \in I^{\prime} \backslash V_{-}$. By the construction, the only edges between $\{u, v\}$ and $\left\{v_{1}, u_{1}, u_{2}, v_{2}\right\}$ are $u u_{1}$ and $u u_{2}$, but then these six vertices together induce a net in $H-V_{-}$, which is a contradiction. Then by Theorem 2.2.3, we can ge that the vertex deletion problem from split graphs to interval graphs is NP-complete.

We also find that several graph modification problems become easier when the input graph is a graph in a subclass of chordal graphs, which means these problems could be solved in polynomial time. Next we recall some polynomial-time algorithms from [30]. Our focus would be laid on the use of structural properties, and if possible, we would present the simplest algorithms without explaining on the implementation details. These problems may have more efficient algorithms, and with more complex data structures and algorithmic finesses, some of them may even be solved in linear time.

We present two algorithms on split graphs in detail, for which we need to put split partitions under scrutiny. It is a trouble to us that a split graph can have many different partitions. Hence the first thing we need to do is to restrict split partitions that a split graph could have. Let $C \uplus I$ be a split partition of a split graph $G$. If some vertex in $I$ is completely adjacent to $C$, then we can move such a vertex $v$ to $C$ to make another split partition $C^{\prime}=C \cup\{v\}$ and $I^{\prime}=I \backslash\{v\}$. Note that the vertex $v$ may not be unique, and the resulting graphs by moving them would be isomorphic.

Moreover, after such a move, no vertex of $I^{\prime}$ can be completely adjacent to $C^{\prime}$. The following proposition fully characterizes split graphs with more than one different split partition.

Proposition 2.2.6. Let $G$ be a split graph with at least two split partitions, and let $C \uplus I$ and $C^{\prime} \uplus I^{\prime}$ be two different split partitions of $G$.
(i) The difference between $|C|$ and $\left|C^{\prime}\right|$ is at most one.
(ii) If $|C|=\left|C^{\prime}\right|+1$, then $C$ is a maximum clique, and $I^{\prime}$ is a maximum independent set of $G$; moreover, $C^{\prime} \subset C$.
(iii) If $|C|=\left|C^{\prime}\right|$, then $G-E(C)$ and $G-E\left(C^{\prime}\right)$ are isomorphic.

As a result, a split graph has either one or two essentially distinct split partitions. On the other hand, of all split partitions of a complete bipartite graph, only one, whose independent set is the largest, satisfies the definition of complete bipartite graphs, and we will exclusively refer to it when we are discussing a complete split graph.

Let $G$ be a split graph with split partition $C \uplus I$ and let $G^{\prime}$ be a $\left\{2 K_{2}, P_{3}\right\}$-free subgraph of $G$. Note that $\left\{2 K_{2}, P_{3}\right\}$-free graphs are cluster graphs with only one nontrivial clique. If $G^{\prime}$ has edges, all of them must be in the same nontrivial clique. At most one vertex of this clique can be from $I$; therefore, all other vertices of $I$ either are deleted or become isolated in $G^{\prime}$. In other words, for each other vertex $v$ in $I$, either $v$ or all its neighbors have to be deleted.

Theorem 2.2.7. The vertex deletion problem from split graphs to $\left\{2 K_{2}, P_{3}\right\}$-free graphs is in $P$.
0. $\mathcal{S} \leftarrow \emptyset$;

1. build a bipartite graph $G^{\prime}$ by removing all edges among $C$ from $G$;
2. find a minimum vertex cover of $G^{\prime}$, and add it to $\mathcal{S}$;
3. for each $v \in I$ do
find a minimum vertex cover $X$ of $G^{\prime}-(C \backslash N(v))-v$; add $X \cup(C \backslash N(v))$ to $\mathcal{S}$;
4. return a set in $\mathcal{S}$ with the minimum cardinality.

Figure 2.9: An algorithm for the vertex deletion problem from split graphs to $\left\{2 K_{2}, P_{3}\right\}$-free graphs.

Let $G$ be the input graph to the vertex deletion problem from split graphs to $\left\{2 K_{2}, P_{3}\right\}$-free graphs. Let $C \uplus I$ be a split partition of $G$. We use the algorithm in Figure 2.9 to find a minimum solution to $G$. To argue its correctness, we show that (i) every set in $\mathcal{S}$, added in step 2 or 3 , is a solution to $G$, and (ii) at least one of them is minimum. For (i), it is easy to verify that any vertex cover of $G^{\prime}=G-E(C)$ is a solution: There is no edge between $C$ and $I$ after its deletion. The situation in step 3 is similar; note that $N[v] \uplus(I \backslash\{v\})$ is a split partition of $G-(C \backslash N(v))$.

Let $V_{-}$be a minimum solution to $G$. In the first case, every vertex $v \in I \backslash V_{-}$is isolated in $G-V_{-}$. In other words, $V_{-}$contains a vertex cover of $G^{\prime}=G-E(C)$, and then the solution found by step 2 is already the minimum. Henceforth we assume that there exists a vertex $v \in I \backslash V_{-}$such that $N(v) \nsubseteq V_{-}$. Since any vertex $u \in N(v)$ and $w \in C \backslash N(v)$ induce a $P_{3}$ with $v$, in this case all vertices in $C \backslash N(v)$ must be in $V_{-}$. Note that the vertex $v$ is unique: If two vertices in $I \backslash V_{-}$have neighbors in $C \backslash V_{-}$, then they are in a non-clique component. Therefore, after removing $C \backslash N(v)$ and $v$ from the graph, it reduces to the first case. This justifies step 3.

The algorithm in Figure 2.9 makes $O(n)$ calls to an algorithm for the bipartite vertex cover problem, each taking $O(m \sqrt{n})$ time, and hence the whole algorithm
runs in $O(m n \sqrt{n})$ time. Therefore, we get that the vertex deletion problem from split graphs to $\left\{2 K_{2}, P_{3}\right\}$-free graphs is in $P$.

Since $\left\{2 K_{2}, P_{3}\right\}$-free graphs is a common subclass of split graphs and cluster graphs, we can apply the algorithm of Theorem 2.2.7 to the vertex deletion problem from split graphs to cluster graphs. Moreover, since split graphs is selfcomplementary, while the complement a $\left\{2 K_{2}, P_{3}\right\}$-free graph is a complete split graph, we get that the vertex deletion problem from split graphs to complete split graphs is also in P .

Corollary 2.2.8. The vertex deletion problem from split graphs to cluster graphs and the vertex deletion problem from split graphs to complete split graphs are in $P$.

A similar observation can be used to solve the vertex deletion problem from split graphs to unit interval graphs. We start from a simple property of connected graphs in a common subclass of split graphs and unit interval graphs. Figure 2.10 shows a unit interval model of a connected split graph with a split partition $C \uplus I$ that is also a unit interval graph, where violet intervals are for vertices in $C$ and cyan for $I$. Note that the vertex $v$ from $I$ is completely adjacent to $C$.


Figure 2.10: An interval model for a connected split graph that is also a unit interval graph.

Proposition 2.2.9. Let $G$ be a connected split graph and let $C \uplus I$ be a split partition of $G$. If $G$ is a unit interval graph, then $|I| \leq 3$, and the equality holds only when there is a vertex $v \in I$ adjacent to all vertices in $C$.

Proof. We prove $|I| \leq 2$ if $C$ is a maximum clique of $G$, and then the proposition follows from Proposition 2.2.6(i). Let $u_{\ell}$ and $u_{r}$ be the vertices in $C$ with respectively the leftmost and rightmost intervals. Suppose for contradiction that $|I|>2$. Let $v_{1}$ and $v_{2}$ be the vertices in $I$ with respectively the leftmost and rightmost intervals. Then $\operatorname{lp}\left(u_{\ell}\right)<\operatorname{rp}\left(v_{1}\right)<\operatorname{lp}\left(u_{r}\right)<\operatorname{rp}\left(u_{\ell}\right)<\operatorname{lp}\left(v_{2}\right)<\operatorname{rp}\left(u_{r}\right)$, where the second and the fourth inequalities follow from that $C$ is a maximum clique, and the others from the selections of the four vertices. Since $G$ is connected, the interval for any other vertex $v$ in $I \backslash\left\{v_{1}, v_{2}\right\}$, which is nonempty, has to lie in between $\operatorname{rp}\left(v_{1}\right)$ and $\operatorname{lp}\left(v_{2}\right)$. But then it has to contain $\left[\operatorname{lp}\left(u_{r}\right), \operatorname{rp}\left(u_{\ell}\right)\right]$, and $C \cup\{v\}$ is a clique, contradicting that $C$ is a maximum clique of $G$.

Similar as Theorem 2.2.7, our algorithm for the vertex deletion problem from split graphs to unit interval graphs separates into two cases, based on whether there is a vertex in $I \backslash V_{-}$adjacent to all vertices in $C \backslash V_{-}$.

Theorem 2.2.10. The vertex deletion problem from split graphs to unit interval graphs is in $P$.

Let $G$ be the input graph to the vertex deletion problem from split graphs to unit interval graphs and let $C \uplus I$ be a split partition of $G$. We use the algorithm in Figure 2.11 to find a solution. To argue its correctness, we show that all sets put into $\mathcal{S}$ in steps 1-4 are solutions to $G$, and at least one of them is minimum. It is clear for step 1. After the deletion of a solution found in step 2, only the vertex $v$ in $I$ remains adjacent to the remaining vertices of $C$. In step 3 , only the vertices $v_{1}$ and $v_{2}$ from $I$ can remain adjacent to vertices in $C$. In step 3.2, no vertex in $C$ is adjacent to both $v_{1}$ and $v_{2}$; in step 3.3, every vertex in $C$ is adjacent to at least one of $v_{1}$ and $v_{2}$. In either case, it is easy to verify that the graph is a unit interval graph
0. $\mathcal{S} \leftarrow \emptyset$;

1. solve the vertex deletion problem from split graphs to $\left\{2 K_{2}, P_{3}\right\}$-free graphs on $G$, and add the solution to $\mathcal{S}$;
case 1:
2. for each $v \in I$ do
find a minimum vertex cover of $G-v-E(C)$, and add it to $\mathcal{S}$;
3. for each $v_{1}, v_{2} \in I$ do
3.1. $G^{\prime} \leftarrow G-\left\{v_{1}, v_{2}\right\}-E(C)$;
3.2. find a minimum vertex cover of $G^{\prime}-N\left(v_{1}\right) \cap N\left(v_{2}\right)$, and add its union with $N\left(v_{1}\right) \cap N\left(v_{2}\right)$ to $\mathcal{S}$;
3.3. find a minimum vertex cover of $G^{\prime}-C \backslash\left(N\left(v_{1}\right) \cup N\left(v_{2}\right)\right)$, and add its union with $C \backslash\left(N\left(v_{1}\right) \cup N\left(v_{2}\right)\right)$ to $\mathcal{S}$;
case 2:
4. for each $v \in I$ do
$G^{\prime \prime} \leftarrow G-(C \backslash N(v))$ with split partition $N[v]$ and $I \backslash\{v\}$;
solve $G^{\prime \prime}$ as case 1, but append $C \backslash N(v)$ to each solution found;
5. return a set in $\mathcal{S}$ with the minimum cardinality.

Figure 2.11: An algorithm for the vertex deletion problem from split graphs to unit interval graphs.
by building a unit interval model directly. Step 4 follows from the same argument as above: After the deletion of $C \backslash N(v)$, it reduces to one of the three previous steps.

Let $V_{-}$be a minimum solution to $G$. If $G-V_{-}$is a $\left\{2 K_{2}, P_{3}\right\}$-free graph, then the solution found by step 1 is the minimum. Henceforth we assume that $G-V_{-}$ contains a component $G[U]$ such that $U$ is not a clique; note that such a component contains all vertices in $C \backslash V_{-}$and hence is unique.

In the first case, every vertex $v \in U \cap I$ has at least one non-neighbor in $C \backslash V_{-}$, i.e., $N(v) \backslash V_{-} \subset C \backslash V_{-}$. According to Proposition 2.2.9, we have $|U \cap I| \leq 2$. If $U \cap I=\{v\}$, then $G-\left(V_{-} \cup\{v\}\right)$ is a $\left\{2 K_{2}, P_{3}\right\}$-free graph and the only nontrivial clique $U \backslash\{v\}$ is a subset of $C$; hence step 2 always find a minimum solution. In the rest of this case, the set $U \cap I$ has two different vertices; let them be $v_{1}$ and $v_{2}$.

Since any $u_{1} \in N\left(v_{1}\right) \cap N\left(v_{2}\right)$ and $u_{2} \in C \backslash\left(N\left(v_{1}\right) \cup N\left(v_{2}\right)\right)$ induce a claw with $\left\{v_{1}, v_{2}\right\}$, at least one of the two sets needs to be empty or completely contained in $V_{-}$. Steps 3.2 and 3.3 take care of these two situations separately.

We are now in the second case, where $C \backslash V_{-} \subseteq N(v)$ for some vertex $v \in I \backslash V_{-}$; in other words, $V_{-}$contains all vertices in $C \backslash N(v)$. There might be two of such vertices, when we can take $v$ to be either of them. Clearly, $N[v]$ and $I \backslash\{v\}$ is then a split partition of $G^{\prime \prime}=G-(C \backslash N(v))$, which has a solution $V_{-} \backslash(C \backslash N(v))$. Moreover, under this new split partition, we reduce it to the first case.

The algorithm in Figure 2.11 makes $O\left(n^{3}\right)$ calls to the algorithm for the bipartite vertex cover problem, each taking $O(m \sqrt{n})$ time, and hence the whole algorithm runs in $O\left(m n^{3.5}\right)$ time. Therefore, we have that the vertex deletion problem from split graphs to unit interval graphs is in $P$.

### 2.3 Parameterized algorithms

Parameterized complexity is a framework in computer science that aims to analyze the computational complexity of problems beyond the traditional polynomial time complexity analysis. Downey and Fellows [47, 48, 49, 50, 51] initially studied the theory of parameterized complexity, and they gave a systematic complexity analysis of parameterized problems. In parameterized complexity, we want to find a parameter that really affects the complexity of the problem. Note that there may be several choices of parameters for the same problem.

A parameterized problem is a language $L \subseteq \Sigma^{*} \times \mathbb{N}$, where $\Sigma$ is a fixed, finite alphabet. An input of a parameterized problem is an instance $(x, k) \in \Sigma^{*} \times \mathbb{N}$, where $k$ is called the parameter. A parameterized problem $L \subseteq \Sigma^{*} \times \mathbb{N}$ is fixed-
parameter tractable (FPT) if given an instance $(x, k)$ of it there is an algorithm that can correctly determine whether $(x, k)$ is in $L$ in time $f(k) \cdot|(x, k)|^{c}$, where $f: \mathbb{N} \rightarrow \mathbb{N}$ is a computable function and $c$ is a constant.

### 2.4 Kernelization algorithms

A kernelization algorithm, or in short, kernelization is a polynomial-time algorithm that takes an instance $(x, k)$ of a parameterized problem as input and produces an equivalent instance $\left(x^{\prime}, k^{\prime}\right)$ such that $(x, k)$ is a yes-instance if and only if $\left(x^{\prime}, k^{\prime}\right)$ is a yes-instance, where $k^{\prime} \leq k$ and the size of $G^{\prime}$ is bounded by a computable function of $k^{\prime}$. The output instance $\left(x^{\prime}, k^{\prime}\right)$ is a polynomial kernel if the size of $G^{\prime}$ is bounded from above by a polynomial function of $k^{\prime}$.

It is known that a parameterized problem is fixed-parameter tractable if and only if it admits a kernelization. If a parameterized problem admits a kernelization, we can apply a polynomial-time kernelization algorithm to every instance of the problem to obtain an equivalent instance whose size is bounded by a function of the parameter. We can then use an algorithm to determine whether the resulting instance is a yes-instance, and the running time depends only on the parameter. This enables us to quickly establish that the problem is fixed-parameter tractable. For the other direction, it is not immediately apparent but not difficult to see, as demonstrated in [67].

We will focus on the kernelization of edge modification problems in this thesis. Many techniques have been used to design a kernelization algorithm for an FPT problem, as shown in [114, 68, 103, 67]. These techniques include crown decomposition [35, 113], linear programming [125, 32], sunflower lemma [59],
modular decomposition [9, 82], matroids [105, 106], and rainbow matching [8]. In this chapter, we introduce the most intuitive method used in kernelization algorithms for both vertex modification problems and edge modification problems in a hereditary graph class $\mathcal{G}$ that is characterized by finite obstructions.

### 2.4.1 The sunflower lemma for vertex modification

Let $\mathcal{G}$ be a hereditary graph class with finite obstructions. The sunflower lemma was first introduced by Erdös and Rado [59], which is a most intuitive and simple method used in kernelization algorithms for vertex modification problems. Let us first introduce the definition of the sunflower. A sunflower is a collection of $k$ sets $S_{1}, S_{2}, \ldots, S_{k}$ such that the intersection of any pair of distinct sets is identical (use $Y$ to denote it) and every set minus the intersection is nonempty, we call the intersection as the core of the sunflower and $S_{i} \backslash Y$ for every $1 \leq i \leq k$ as a petal of the sunflower.

Theorem 2.4.1 ([59]). Let $\mathcal{S}$ be a family of distinct sets over a universe $U$, and each set has cardinality at most $d$. If $|\mathcal{S}|>d!(k-1)^{d}$, then $\mathcal{S}$ contains a sunflower with $k$ petals.

For the vertex deletion problem to $\mathcal{G}$, we need to hit all of the obstructions in the input graph. Then we can reduce the vertex deletion problem to the $d$-hitting set problem, where $d$ is the size of an obstruction for $\mathcal{G}$ with a maximum number of vertices. By Theorem 2.4.1, we can easily get an $O\left(k^{d}\right)$-vertex kernel for the $d$ hitting set problem, which means that the vertex deletion problem to $\mathcal{G}$ also admits an $O\left(k^{d}\right)$-vertex kernel.

### 2.4.2 The modulator approach

For edge modification problems, the sunflower lemma cannot be used to get a polynomial kernel since we may get a new obstruction by deleting or adding an edge, which means that it is not sufficient only to hit the original obstructions. Here we introduce one of the most common methods, the modulator method, used for the kernelization algorithm of the $\mathcal{G}$ edge modification problems (also used for the vertex deletion problems).

A modulator for a $\mathcal{G}$ edge modification problem is a set of vertices whose removal results in a graph in $\mathcal{G}$. Given an instance $(G, k)$ of a $\mathcal{G}$ edge modification problem, we can get a modulator by packing a maximal set of obstructions if $\mathcal{G}$ is a graph class characterized by finite obstructions, or calling a constant approximation algorithm of the problem if it exists. Suppose $M$ is a modulator of $(G, k)$, then $G-M$ is a graph in $\mathcal{G}$, and then the properties of this graph class can be used to reduce the size of $G-M$. To reduce the size of $G-M$ as much as possible, usually, we can add more vertices in the modulator and make it satisfy some particular property. In [56], the modulator must contain at least one edge of every obstruction, and in [2], the modulator must contain at least nine vertices of every obstruction.

Given an instance ( $G, k$ ) of a $\mathcal{G}$ edge modification problem, we define that a set $M \subseteq V(G)$ of vertices is a 2-modulator of a graph $G$ if every obstruction in $G$ intersects $M$ by at least two vertices.

## Chapter 3

## Cluster Graphs

In this chapter, we introduce a $2 k$-vertex kernel for the cluster edge deletion problem. Also, we show that the same algorithm produces a kernel of the same size for the strong triadic closure problem, which, though originally not posed as an edge modification problem, is closely related to cluster edge deletion [101]. As in [28], both algorithms work for the weighted versions of the problems as well.

Cluster graphs is a graph class that is widely used in many applications. In computational biology [146], the genes that manifest similar expression pattern would be identified as a group in the analysis of genes expression data. We can build a cluster graph whose vertices correspond to the genes and there is an edge between two vertices if and only if their corresponding genes manifest similar expression pattern.

### 3.1 Edge deletion

Our first problem is the cluster edge deletion problem. It is easy to see that the cluster completion problem is trivial: the minimum solution is to add edges to make every component of the input graph complete. Both cluster edge editing and cluster edge deletion are NP-complete and have received wide attentions. The cluster edge deletion problem is NP-hard even on some special graph classes, such as graphs with maximum degree four [100] and $\left\{2 K_{2}, 3 K_{1}\right\}$-free graphs [73]. It could be solvable in polynomial time on cographs [73] (where a cograph is a graph that does not contain a $P_{4}$ as an induced subgraph) and in time $O\left(1.42^{k}+m\right)$ on general graphs [14].

### 3.1.1 Previous results

Gruttemeier and Komusiewicz [81] showed a $4 k$-vertex kernel for the cluster edge deletion problem. As we have mentioned before, Cao and Chen [28] devised a $2 k$-vertex kernel for the cluster edge editing problem and their algorithm actually implies a $2 k$-vertex kernel for the cluster edge deletion problem.

### 3.1.2 The reduction rule

We only have one reduction rule for our kernelization algorithm, which is stated as below.

Rule 3.1.1. If there is a simplicial vertex $v$ such that $d(N[v]) \leq d(v)$, then remove $N[v]$ and decrease $k$ by $d(N[v])$.

Now, we show the safeness of Rule 3.1.1.

Lemma 3.1.1. The Rule 3.1.1 is safe.

Proof. We show that $\operatorname{opt}(G)=\operatorname{opt}(G-N[v])+d(N[v])$. Let $E_{-}$be an optimal solution to the graph $G$. We have nothing to show if $N[v]$ makes a separate component of $G-E_{-}$. In the rest of the proof, $N[v]$ is not a component of $G-E_{-}$. Let $G[X]$ denote the component of $G-E_{-}$that contains $v$. Since $X$ is a clique and $N[v] \neq X$, we have $X \subseteq N[v]$. In other words, neither $X$ nor $N[v] \backslash X$ is empty. Since any induced subgraph of $G-E_{-}$is a cluster graph, the subset of edges in $E_{-}$with both endpoints in $V(G) \backslash N[v]$ is a solution to $G-N[v]$. Noting that this solution is disjoint from $E(X, V(G) \backslash X)$, we have

$$
\begin{align*}
\operatorname{opt}(G) & \geq\left|E_{-} \cap E(G-N[v])\right|+d(X) \\
& \geq \operatorname{opt}(G-N[v])+|X| \cdot|N[v] \backslash X|  \tag{3.1}\\
& \geq \operatorname{opt}(G-N[v])+|X|+|N[v] \backslash X|-1 \\
& =\operatorname{opt}(G-N[v])+d(v),
\end{align*}
$$

where the third inequality holds because both $|X|$ and $|N[v] \backslash X|$ are positive integers. For any solution $E_{-}^{\prime}$ of $G-N[v]$, the set $E_{-}^{\prime} \cup E(N[v], V(G) \backslash N[v])$ is a solution of $G$. Thus, we have

$$
\begin{equation*}
\operatorname{opt}(G) \leq \operatorname{opt}(G-N[v])+d(N[v]) \leq \operatorname{opt}(G-N[v])+d(v) . \tag{3.2}
\end{equation*}
$$

Therefore, all the inequalities in (3.1) and (3.2) are tight. In other words, if we remove all the edges between $N[v]$ and $V(G) \backslash N[v]$, and then delete an optimal solution to $G-N[v]$, then we have an optimal solution to the graph $G$.

Let us mention that the condition of Rule 3.1.1 can be weakened to $d(N[v])<$
$2 d(v)-1$. We do not prove the stronger statement because it does not improve the analysis of the kernel size, but let us briefly explain why it is true. The bound $\operatorname{opt}(G) \geq \operatorname{opt}(G-N[v])+2 d(v)-1$ holds unless $|X|=1$ or $|N[v] \backslash X|=1$; see the third inequality of (3.1). In the first case, $v$ itself makes a trivial component, and all the vertices in $N(v)$ are in the same component; this can only happen when there exists another vertex $u$ with $N(v) \subseteq N(u)$. In the second case, a vertex $u \in N(v)$ is incident to all the edges between $N(v)$ and $V(G) \backslash N[v]$. If $d(N[v])<2 d(v)-1$, then $\operatorname{opt}(G) \geq \operatorname{opt}(G-N[v])+2 d(v)-1$ holds in both cases.

### 3.2 An improved kernel

With Rule 3.1.1, we can prove Theorem 1.4.1, which we recall here.
Theorem 3.2.1. The cluster deletion problem admits a $2 k$-vertex kernel.
Proof. Let $G$ be a graph to which Rule 3.1.1 is not applicable. We show that if $(G, k)$ is a yes-instance, then $|V(G)| \leq 2 k$. Let $E_{-}$be an optimal solution to $G$, and let $\left\{v_{1}, v_{2}, \ldots, v_{r}\right\}$ be the vertices that are not incident to any edge in $E_{-}$; they have to be simplicial. For $i=1, \ldots, r$, the set $N\left[v_{i}\right]$ forms a component of $G-E_{-}$. Note that for distinct $i, j \in\{1, \ldots, r\}$, the sets $N\left[v_{i}\right]$ and $N\left[v_{j}\right]$ are either the same (when $v_{i}$ and $v_{j}$ are true twins) or mutually disjoint: if $N\left[v_{i}\right] \neq N\left[v_{j}\right]$ and there exists $x \in N\left[v_{i}\right] \cap N\left[v_{j}\right]$, then one of $x v_{i}$ and $x v_{j}$ needs to be in $E_{-}$. We divide the cost of each edge $u v \in E_{-}$and assign them to $u$ and $v$ equally. For $i=1, \ldots, r$, the total cost attributed to all the vertices in $N\left[v_{i}\right]$ is $d\left(N\left[v_{i}\right]\right) / 2$, because Rule 3.1.1 does not apply to $v_{i}$. Each of the vertices not in $\bigcup_{i=1}^{r} N\left[v_{i}\right]$ is an endpoint of at least one edge in $E_{-}$and therefore bears cost at least $1 / 2$. Summing them up, we get a lower bound for the total cost:

$$
\begin{aligned}
\left|E_{-}\right| & \geq \frac{1}{2} \sum_{i=1}^{r} d\left(N\left[v_{i}\right]\right)+\frac{1}{2}\left|V(G) \backslash \bigcup_{i=1}^{r} N\left[v_{i}\right]\right| \\
& \geq \frac{1}{2} \sum_{i=1}^{r}\left|N\left[v_{i}\right]\right|+\frac{1}{2}\left|V(G) \backslash \bigcup_{i=1}^{r} N\left[v_{i}\right]\right| \\
& \geq \frac{1}{2}|V(G)| .
\end{aligned}
$$

The second inequality holds since Rule 3.1.1 does not apply to $v_{i}$ for $1 \leq i \leq r$. Thus, $|V(G)| / 2 \leq\left|E_{-}\right| \leq k$ for a yes-instance, and we can return a trivial noinstance if $|V(G)|>2 k$. This concludes the proof.

We provide the algorithm in Figure 3.1, whose running time is $O\left(n^{4}\right)$. Step 1 can be done in $\mathrm{O}(1)$ time. In Step 2, we can find a simplical vertex $v$ such that $d(N[v])<d(v)$ in $O\left(n^{3}\right)$ time and do Rule 3.1.1 in $O(n)$ time. Since we delete at least one vertex when we apply Rule 3.1.1, we apply Rule 3.1.1 at most $n$ times. Therefore, Step 2 would take $O\left(n^{4}\right)$ time. Steps 3 and 4 can be completed in $O(n)$ time. Hence, we conclude that the running time of the kernelization algorithm for the cluster edge deletion problem is $O\left(n^{4}\right)$.
procedure reduce $(G, k)$

1. if $k<0$ then return a trivial no-instance;
2. if there is a simplicial vertex $u$ such that $d(N[v]) \leq d(v)$ then apply Rule 3.1.1 and return reduce $(G, k)$;
3. if $|V(G)| \leq 2 k$ then return $(G, k)$;
4. else return a trivial no-instance.

Figure 3.1: The kernelization algorithm for Cluster Edge Deletion.

### 3.3 Strong triadic closure

In the original definition, which was motivated by applications in social networks, the strong triadic closure problem asks for a partition of the edge set of the input graph into strong edges and weak ones, such that for every two vertices that are linked to a common neighbor with strong edges are adjacent. The objective is to maximize the number of strong edges. For our purpose, it is more convenient to define the problem as follows.

Strong triadic closure
Input: A graph $G$ and a nonnegative integer $k$.
Output: Is there a set $E_{-}$of at most $k$ edges such that the missing edge of every $P_{3}$ of $G-E_{-}$is in $E(G)$ ?

Thus, we call the set of weak edges as the solution to the strong triadic closure problem. For any set $E_{-} \subseteq E(G)$, if $G-E_{-}$is a cluster graph, then $E_{-}$is also a solution to the strong triadic closure problem: setting all edges in $E_{-}$weak, and all other edges strong is a feasible partition of $E(G)$. As illustrated in Figure 3.2, however, a strong triadic closure of a graph can have fewer weak edges than an optimal solution to the cluster edge deletion problem on the same graph.

Surprisingly, Rule 3.1.1 works for the strong triadic closure problem without change.

Lemma 3.3.1. Rule 3.1.1 is safe for the strong triadic closure problem.
Proof. We show that $\operatorname{opt}(G)=\operatorname{opt}(G-N[v])+d(N[v])$. Let $E_{-}$be an optimal solution to the graph $G$. We have nothing to show if $N[v]$ makes a separate component of $G-E_{-}$. In the rest of the proof, $N[v]$ is not a component of

(a)

(b)

(c)

Figure 3.2: The example given by Konstantinidis et al. [101]: (a) the input graph; (b) a maximum cluster subgraph with seven edges; and (c) a maximum strong triadic closure with eight edges.
$G-E_{-}$. Let $X$ denote the set of vertices with $N[X]=N[v]$, and $Y \subseteq N[v]$ the ends of these edges in $E(N[v], V(G) \backslash N[v]) \backslash E_{-}$(i.e., edges between $N[v]$ and $V(G) \backslash N[v]$ that are not in $\left.E_{-}\right)$. Note that $X \neq \emptyset$ because $v \in X$, and $Y \neq \emptyset$ because $E(N[v], V(G) \backslash N[v]) \nsubseteq E_{-}$(otherwise $N[v]$ is a component of $G-E_{-}$ by the minimality of $E_{-}$).

By definition, the subset of edges in $E_{-}$with both ends in $G-N[v]$ is a solution to $G-N[v]$. By the selection of $X$ and $Y$, every vertex in $N[v] \backslash(X \cup Y)$ is incident to at least one edge in $E_{-} \cap E(N[v], V(G) \backslash N[v])$. For every $x \in X$ and every $y \in Y$, there exists $z \in V(G) \backslash N[v]$ that is adjacent to $y$ but not $x$; hence, $x y z$ is a $P_{3}$. As a result, all the edges between $X$ and $Y$ have to be in $E_{-}$. Thus,

$$
\begin{align*}
\operatorname{opt}(G) & =\left|E_{-} \cap E(G-N[v])\right|+\left|E_{-} \cap E(N[v], V(G) \backslash N[v])\right|+\left|E_{-} \cap E(N[v])\right| \\
& \geq o \operatorname{opt}(G-N[v])+|N[v] \backslash(X \cup Y)|+|X| \cdot|Y| \\
& \geq o \operatorname{opt}(G-N[v])+|N[v]|-|X|-|Y|+|X|+|Y|-1  \tag{3.3}\\
& \geq o p t(G-N[v])+|N[v]|-1 \\
& =\operatorname{opt}(G-N[v])+d(v),
\end{align*}
$$

where $|X| \cdot|Y| \geq|X|+|Y|-1$ because both $|X|$ and $|Y|$ are positive integers. For
any solution $E_{-}^{\prime}$ of $G-N[v]$, the set $E_{-}^{\prime} \cup E(N[v], V(G) \backslash N[v])$ is a solution of $G$. Thus,

$$
\begin{equation*}
\operatorname{opt}(G) \leq \operatorname{opt}(G-N[v])+d(N[v]) \leq \operatorname{opt}(G-N[v])+d(v) . \tag{3.4}
\end{equation*}
$$

Therefore, all the inequalities in (3.3) and (3.4) are tight. In other words, if we remove all the edges between $N[v]$ and $V(G) \backslash N[v]$, and then delete an optimal solution to $G-N[v]$, then we have an optimal solution to the graph $G$.

The proof of the following theorem is exactly same as that for Theorem 1.4.1, hence omitted.

Theorem 3.3.2. There is a $2 k$-vertex kernel for the strong triadic closure problem.

For the strong triadic closure problem, we may alternatively state Rule 3.1.1 as follows.

Rule 3.3.1. If there is a simplicial vertex $v$ such that $d(N[v]) \leq d(v)$, then set all the edges in $G[N[v]]$ strong, set all the edges between $N[v]$ and $V(G) \backslash N[v]$ weak, and delete $N[v]$.

We should remark that our kernelization algorithms for the cluster edge deletion problem and the strong triadic closure problem work for the weighted versions as well; see [28]. By using the cutting lemma, we could modify the Rule 3.1.1 to that if there is a simplicial vertex $v$ such that $\sum_{u \in N[v], w \in N(N[v])} w t(u, w) \leq d(v)$, then remove $N[v]$ and decrease $k$ by $\sum_{u \in N[v], w \in N(N[v])} w t(u, w)$.

## Chapter 4

## Paw-free Graphs

In this chapter, we study the kernelization algorithm for the paw-free completion problem. By Proposition 2.2.2, we get that each component of a paw-free graph is either triangle-free or a complete multipartite graph with at least three parts, which motivates us to use the modulator approach. Note that the deletion of all the vertices in the modulator leaves the graph paw-free. Given an instance $(G, k)$ of the paw-free completion problem, we first construct a 2-modulator $M$ such that any isolated vertex $v$ in $G-M$ cannot dominate all the edges of $G_{v}$ where $G_{v}$ is the component of $G$ containing $v$, and then study the interaction between $M$ and the components of $G-M$, which are triangle-free or complete multipartite.

Independent of our work, Eiben et al. [58] obtain similar results for edge modification problems to paw-free graphs. They also develop a polynomial kernel for the editing problem. They also take the modulator approach and construct a modulator $M$ by finding a maximal packing of edge-disjoint paws. They first apply several simple rules to bound the number of vertices in complete multipartite components in $G-M$ by $O\left(k^{3}\right)$. The gist is to bound the size of triangle-free
components of $G-M$. They proved that for any component $G^{\prime}$ of $G$, the number of vertices in the triangle-free components of $G^{\prime}-M$ is at most $4 k+6$. It is easy to bound by $k$ the number of components containing a paw of $G$, implying that the number of vertices in the triangle-free components of $G-M$ is $O\left(k^{2}\right)$. In our method, we construct a specific modulator and prove that for a component $G^{\prime}$ of $G$, the order of $G^{\prime}-M$ is $c \cdot\left|G^{\prime} \cap M\right|$ where $c$ is a constant, hence we get an $O(k)$ kernel.

### 4.1 Observations

Given an instance $(G, k)$ of the paw-free completion problem, let $M$ be a 2-modulator of $G$. Before going details of our kernelization algorithm, we give several simple observations we get for this problem. A simple fact is on the adjacency between a vertex and a (maximal) clique in a paw-free graph.

Proposition 4.1.1. Let $K$ be a clique in a paw-free graph. If a vertex $v$ is adjacent to $K$, then $|K \backslash N[v]| \leq 1$.

Proof. It is trivially true when $|K| \leq 2$. For $|K| \geq 3$, any two vertices in $K \backslash N[v]$, a vertex in $K \cap N(v)$, and $v$ itself induce a paw if $|K \backslash N[v]|>1$.

Note that GM is paw-free. The following three propositions characterize the interaction between the modulator $M$ and the components of $G M$.

Proposition 4.1.2. If a vertex $v \in M$ forms a triangle with two vertices in a component $C$ of $G-M$, then $N(v) \subseteq M \cup C$.

Proof. Suppose that $u v w$ is a triangle with $u, w \in V(C)$. Suppose for contrary that there is a vertex $x$ in $N(v)$ that is not in $M \cup C$, which means that $x$ is in another
component of $G-M$. Then $\{u, v, w, x\}$ induces a paw with only one vertex in $M$ (see Figure 4.1), contradicting the definition of the 2-modulator.


Figure 4.1: Illustration for Proposition 4.1.2.

In other words, if a vertex $v$ in $M$ forms a triangle with a component of $G-M$, then we can see $v$ as a "private" neighbor of this component. As we will see, these components (forming triangles with a single vertex from $M$ ) are the focus of our algorithms.

Proposition 4.1.3. If a vertex $v \in M$ forms a triangle with an edge in a trianglefree component $C$ of $G-M$, then (i) $v$ is adjacent to all the vertices of $C$; and (ii) $C$ is complete bipartite.

Proof. Let $u v w$ be the triangle with $u, w \in V(C)$. Suppose that there is a vertex in $C$ nonadjacent to $v$. We can find a path $P$ in $C$ from this vertex to $u$, and let $x$ be the last vertex on this path nonadjacent to $v$. If $x$ is the neighbor of $u$ on this path, we extend the path by appending $w$ after $u$; otherwise, every vertex on the subpath of $P$ that from $u^{\prime}$ to $u$ is adjacent to $v$, where $u^{\prime}$ is the neighbor of $x$ on this subpath, and the length of this subpath is at least two. Therefore, we always have three consecutive vertices $x, u^{\prime}, w^{\prime}$, of which only $x$ is nonadjacent to $v$. Since $C$ is triangle-free, $x w^{\prime} \notin E(G)$. But then $\left\{x, u^{\prime}, v, w^{\prime}\right\}$ induces a paw with only one
vertex in $M$ (see Figure 4.2), a contradiction to the definition of the 2-modulator. Therefore, every vertex in $C$ is adjacent to $v$.


Figure 4.2: Illustration for Proposition 4.1.3.

For the second assertion, suppose that there are three vertices $x, y, z$ in $C$ with only one edge among them, assume it is $x y$. By the first assertion, we know that $v$ is adjacent to $x, y$ and $z$. Then they induce a paw with $v$, where $v$ is the only vertex of the paw that is in $M$, again contradicting the definition of the 2 -modulator. Then $C$ is a triangle-free and $\overline{P_{3}}$-free component. Thus, $C$ is complete bipartite.

We say that a triangle-free component of $G-M$ is of type if there exist two vertices in it that form a triangle with a vertex in $M$, or type in otherwise. By Proposition 4.1.3, for each type-I triangle-free component, all its vertices have a common neighbor in $M$. Note that all trivial components of $G-M$ are type-II triangle-free components.

Proposition 4.1.4. For any complete multipartite component $C$ of $G-M$ and vertex $v \in M$ adjacent to $C$, the set of vertices in $C$ that are nonadjacent to $v$ is either empty or precisely one part of $C$.

Proof. Suppose that the parts of $C$ are $U_{1}, \ldots, U_{p}$. We have nothing to prove if all the vertices in $C$ are adjacent to $v$. In the following we assume that, without loss of generality, $v$ is adjacent to a vertex $u \in U_{1}$ and nonadjacent to a vertex $w \in U_{p}$.

We need to argue that $v$ is adjacent to all vertices in the first $p-1$ parts but none in the last part. Any vertex $x \in U_{i}$ with $1<i<p$ makes a clique with $u$ and $w$. It is adjacent to $v$ by the definition of the 2-modulator $(\{u, v, w, x\}$ cannot induce a paw) and Proposition 4.1 .1 (see Figure 4.3(a)). Now that $v$ is adjacent to some vertex from another part ( $p \geq 3$ ), the same argument implies $U_{1} \subseteq N(v)$. To see $U_{p} \cap N(v)=\emptyset$, note that a vertex $w^{\prime} \in U_{p} \cap N(v)$ would form a paw together with $u, v, w$ (see Figure 4.3 (b)), contradicting the definition of the 2-modulator.


Figure 4.3: Illustration for Proposition 4.1.4.

A false twin class of a graph $G$ is a vertex set in which every vertex has the same open neighborhood. It is necessarily independent. The following is immediate from Proposition 4.1.4.

Corollary 4.1.5. Let C be a complete multipartite component of $G-M$. Each part of $C$ is a false twin class of $G$.

Proof. Since $C$ is a complete multipartite component, each part of $C$ is a false twin class of $C$. By Proposition 4.1.4, we get that the vertices in every part of $C$ have the same neighbors in $M$. Therefore, each part of $C$ is a false twin class of $G$.

We say that a paw-free graph $\widehat{G}$ is a paw-free completion of $G$ if $V(G)=V(\widehat{G})$ and $E(G) \subseteq E(\widehat{G})$. The preservation of false twins by all minimum paw-free completions could be of interest to our kernelization algorithm.

Lemma 4.1.6. Let $G$ be a graph and let $E_{+}$be a minimum set of edges such that $G+E_{+}$is paw-free. Any false twin class of $G$ remains a false twin class of $G+E_{+}$.

Proof. Let $I$ be a false twin class of $G$. If $I$ consists of the isolated vertices, then they remain isolated in $G+E_{+}$because $E_{+}$is minimum. Hence it remains false twin class. In the rest we may assume that $G$ is connected; otherwise we consider the component of $G$ that contains $I$. Moreover, if $G$ is paw-free, then $E_{+}$is empty and the claim holds vacuously. Now that $G$ is connected and contains a paw, by Proposition 2.2.2, $G+E_{+}$is complete multipartite. It suffices to show that vertices in $I$ are in the same part of $G+E_{+}$. Suppose for contradiction that $u, v \in I$ are in different parts of $G+E_{+}$; let $P_{u}$ and $P_{v}$ be the parts of $G+E_{+}$that contain $u$ and $v$ respectively, and assume without loss of generality that $\left|P_{u}\right| \geq\left|P_{v}\right|$.

Observe that every vertex in $P_{u} \backslash\{u\}$ is nonadjacent to $u$ in $G+E_{+}$, hence nonadjacent to $u$ in $G$, which further implies that it is nonadjacent to $v$ in $G$ because $u$ and $v$ are false twins. Then $G+\left(E_{+} \backslash E_{1}\right) \cup E_{2}$, where $E_{1}=\left\{v x \mid x \in P_{u}\right\}$ and $E_{2}=\left\{v x \mid x \in P_{v} \backslash\{v\}\right\}$, is also paw-free: Parts $P_{u}$ and $P_{v}$ are replaced by $P_{u} \cup\{v\}$ and $P_{v} \backslash\{v\}$, while the others remain unchanged. Since $\left|E_{1}\right|=\left|P_{u}\right|>$ $\left|P_{v}\right|-1=\left|E_{2}\right|$, this contradicts that $E_{+}$is minimum. This concludes the proof.

Since all of our reduction rules in this section are very simple and obviously doable in polynomial time, we omit the analysis of their running time.

### 4.2 Paw-free completion

For the kernelization algorithm for the paw-free completion problem, it is easy to see that the components of $G$ that are paw-free are the easy part to deal with, we could just delete them. Hence, we can do the following reduction rule safely.

Rule 4.2.1. If a component of $G$ contains no paw, delete it.

Behind our kernelization algorithm for the paw-free completion problem is the following simple and crucial observation. After Rule 4.2.1 is applied, each remaining component of $G$ contains a paw, hence a triangle, and by Proposition 2.2.2, we need to make it complete multipartite. We say that a vertex $v$ is major if $v$ dominates all the edges in the component containing $v$; note that we always mean the component of the input graph. Recall that a vertex $v$ and an edge $x y$ dominate each other if at least one of $x$ and $y$ is adjacent to $v$. In a complete multipartite graph, every vertex is major and every edge dominates all its vertices, and hence in a yes-instance, every edge "almost" dominates all the vertices in the component.

Proposition 4.2.1. Let $G$ be a connected graph containing a paw. For any edge $u v$ and $a$ vertex $w$ that does not dominate $u v$ in $G$, we need to add at least one of $u w$ and $v w$ to $G$ to make it paw-free.

Proof. Let $E_{+}$be a set of edges such that $G+E_{+}$is paw-free. By Proposition 2.2.2, $G+E_{+}$is a complete multipartite graph. Since $u v \in E(G)$, vertices $u$ and $v$ belong to different parts of $G+E_{+}$. Thus, at least one of them is not in the same part as $w$, and the edge between it and $w$ is in $E+$.

In other words, for each edge $u v$, the number of edges we need to add to $u$ and $v$ is at least the number of vertices $u v$ does not dominate. As hinted by Proposi-
tion 4.2.1, the way we bound the kernel size for the paw-free completion problem is to show that, after applying some reductions, the minimum number of edges we need to add to $G$ to make it paw-free is linear in $|V(G)|$. We need to tweak the modulator for this problem: We also take the degree-one vertices of all paws in $G$, and the purpose is to simplify the disposal of triangle-free components of $G-M$. As a result of Proposition 4.2.1, if there are more than $2 k$ non-major vertices, then we know ( $G, k$ ) is a no-instance. Hence, we focus on major vertices, for which we consider the components $G^{\prime}$ of $G$ one by one. If too many isolated vertices in $G^{\prime}-M$ are major, then we can remove most of them (Rule 4.2.2). No vertex in $G^{\prime}-M$ can be major if there are two or more nontrivial components in $G^{\prime}-M$. In the rest, there is precisely one type-I triangle-free component or precisely one complete multipartite component, but not both, in $G^{\prime}-M$. In this case, no isolated vertex in $G^{\prime}-M$ can be major (Proposition 4.2.4), and hence we are concerned with the only nontrivial component of $G^{\prime}-M$. For a type-I triangle-free component $C$ of $G^{\prime}-M$, we show that if $C$ satisfies any of the six simple conditions stipulated in Lemma 4.2.8, then we need to add at least $|V(C)| / 32$ edges to $G^{\prime}$. Otherwise, we can apply Rule 4.2.3 to reduce $G^{\prime}$. The disposal of a complete multipartite component is very similar (Lemma 4.2.10 and Rule 4.2.4). We summarize the algorithm in Figure 4.7 and use it to prove Theorem 1.4.3. Formally, the 2-modulator $M$ for the completion problem is constructed as in Figure 4.4.

It is easy to see that the modulator constructed in Figure 4.4 is a 2-modulator. Now we show some properties of a 2-modulator.

Lemma 4.2.2. For each component $G^{\prime}$ of $G$, we need to add at least $\left|M \cap V\left(G^{\prime}\right)\right| / 4$ edges to $G^{\prime}$ to make it paw-free.

1. $\mathcal{F} \leftarrow \emptyset ; M \leftarrow \emptyset$;
2. for each paw $F$ of $G$ do
2.1. if $\left|F \cap F^{\prime}\right| \leq 1$ for each paw $F^{\prime}$ in $\mathcal{F}$ then $\mathcal{F} \leftarrow \mathcal{F} \cup\{F\} ;$
add the vertices of $F$ to $M$;
2.2. else add the degree-one vertex of $F$ to $M$;
3. return $M$.

Figure 4.4: The construction of the 2-modulator for $G$.

Proof. Let $A$ be the set of vertices of those paws in $G^{\prime}$ we greedily added to $M$, and $B$ the set of degree-one vertices of all other paws in $G^{\prime}$; thus, $A \cup B=M \cap V\left(G^{\prime}\right)$. For each paw $F$ added to $A$, at least one of its missing edges needs to be added to $G^{\prime}$ to make it paw-free. This edge is not in any previous selected paw, as otherwise we should not have added $F$ to $A$. Therefore, we need to add at least $|A| / 4$ edges to $G[A]$ to make it paw-free. On the other hand, each vertex $v$ in $B$ is the degree-one vertex of some paw $F$, (it is possible that all other three vertices of $F$ are in $A$ ) and therefore we need to add at least one edge incident to $v$. Therefore, we need to add at least $|B| / 2$ edges incident to vertices in $B$ to $G^{\prime}$ to make it paw-free. Note that these two sets of edges we need to add are disjoint (since the paws we forbid by adding edges are different). The total number of edges we need to add to $G^{\prime}$ to make it paw-free is at least

$$
\frac{|A|}{4}+\frac{|B|}{2} \geq \frac{|A \cup B|}{4}=\frac{|M|}{4} .
$$

This concludes the proof.

Corollary 4.2.3. If $(G, k)$ is a yes-instance, then $M$ contains at most $4 k$ vertices.

Proof. Let $C_{1}, C_{2}, \ldots, C_{\ell}$ be the components of $G$ and $M$ the 2-modulator con-
structed in Figure 2. Let $E_{+}$be a solution to ( $G, k$ ), and let $E_{i} \subseteq E_{+}$be the edges that need to be added to $C_{i}$ to make it paw-free. By Lemma 4.2.2, we get that $\left|E_{i}\right| \geq\left|M \cap V\left(C_{i}\right)\right| / 4$ and then $\left|E_{+}\right|=\sum_{i=1}^{\ell}\left|E_{i}\right| \geq \sum_{i=1}^{\ell}\left|M \cap V\left(C_{i}\right)\right| / 4=|M| / 4$. Since $\left|E_{+}\right| \leq k$, therefore $|M| \leq 4 k$.

We proceed only when $|M| \leq 4 k$. Recall that a vertex $v$ is major if $v$ dominates all the edges in the component containing $v$. By Proposition 4.2.1, for each nonmajor vertex $v$, we need to add at least one edge incident to $v$ to make the graph paw-free. Therefore, after the application of Rule 4.2.1, the total number of nonmajor vertices in a yes-instance is at most $2 k$. It remains to deal with major vertices in $V(G) \backslash M$, for which we consider the components $G^{\prime}$ of $G$ one by one; let $M^{\prime}=M \cap V\left(G^{\prime}\right)$.

Proposition 4.2.4. The following hold for major vertices of $G^{\prime}$.
(i) No vertex in a nontrivial type-II triangle-free component of $G^{\prime}-M^{\prime}$ can be major.
(ii) If two components in $G^{\prime}-M^{\prime}$ are nontrivial, then no vertex in $G^{\prime}-M^{\prime}$ is major.
(iii) If there is an isolated vertex in $G^{\prime}-M^{\prime}$ that is major, then all vertices in $G^{\prime}-M^{\prime}$ are isolated.

Proof. Let $C$ be a nontrivial type-II triangle-free component of $G^{\prime}-M^{\prime}$. Since $G^{\prime}$ contains a paw, there must be a triangle in $M^{\prime}$ (by the construction of $M$ ); let it be $u v w$. If a vertex $x$ in $C$ is major, then $x$ is adjacent to at least two of $u, v$, and $w$; assume without loss of generality, $u, v \in N(x)$. Since $C$ is a nontrivial component, we can find a neighbor $y$ of $x$. Since $C$ is a type-II triangle-free component, the
vertex $y$ is adjacent to neither of $u$ and $v$. Then $y$ is a degree-one vertex of the paw induced by $\{u, v, x, y\}$, and should be in $M^{\prime}$. This contradicts to the construction of $M$, and thus (i) holds.

Let $C_{1}$ and $C_{2}$ be two nontrivial components of $G^{\prime}-M^{\prime}$. Then there is an edge in each of $C_{1}$ and $C_{2}$. If there is a major vertex $v$ in $G^{\prime}-M^{\prime}$, then $v$ must be adjacent to both $C_{1}$ and $C_{2}$, which is impossible. This concludes assertion (ii).

Suppose that an isolated vertex $v$ in $G^{\prime}-M^{\prime}$ is major. By definition, every edge in $G^{\prime}$ has one end adjacent to $v$, and this end must be in $M^{\prime}$, which means that there is no edge in $G^{\prime}-M^{\prime}$. This concludes assertion (iii).

By Proposition 4.2.4(ii), we may assume that there is at most one nontrivial component in $G^{\prime}-M^{\prime}$. The next two propositions are on independent sets $I$ of $G^{\prime}$. The first is about the cost of separating vertices in $I$ into more than one part; it also means that a sufficiently large independent set cannot be separated.

Proposition 4.2.5. Let $G^{\prime}$ be a connected graph containing a paw, and let I be an independent set of $G^{\prime}$. If we do not add all the missing edges between I and $N(I)$, then we need to add at least $|I|-1$ edges among I to $G^{\prime}$ to make it paw-free.

Proof. Let $E_{+}$be a set of edges such that $G^{\prime}+E_{+}$is paw-free. Since $G^{\prime}$ contains a paw, $G^{\prime}+E_{+}$is a complete multipartite graph by Proposition 2.2.2. If all vertices in $I$ are in the same part of $G^{\prime}+E_{+}$, then all the missing edges between $I$ and $N(I)$ are in $E_{+}$and we are done. Otherwise, vertices in $I$ are in at least two parts of $G^{\prime}+E_{+}$(see Figure 4.5), and the number of edges among them in $E_{+}$is at least $|I|-1$ (when one part has one vertex and the rest are in another part).

Let $I$ be an independent set of $G^{\prime}$ such that every vertex in $I$ is adjacent to all vertices not in $I$. If $V\left(G^{\prime}\right) \backslash I$ is also an independent set, then $G^{\prime}$ is complete


Figure 4.5: Illustration for Lemma 4.2.5. The graph $G^{\prime}+E_{+}$is a complete multipartite graph, all violet edges should be in $E_{+}$when vertices in $I$ are in more than one part of $G^{\prime}+E_{+}$.
bipartite and paw-free. Hence, we assume that $G^{\prime}$ contains a triangle, and we need to make it complete multipartite. Clearly, the set $I$ has to form a separate part by itself. If $V\left(G^{\prime}\right) \backslash I$ is connected and contains a triangle, then any solution to $G^{\prime}-I$ is a solution to $G^{\prime}$, and thus we can remove $I$. Otherwise, we need to keep one vertex in I to make sure the component contains a triangle. The second assertion of the following proposition is not used in this thesis.

Proposition 4.2.6. Let I be an independent set in a component $G^{\prime}$ of a graph $G$. If every vertex in $I$ is adjacent to every vertex in $V\left(G^{\prime}\right) \backslash I$, then $(G, k)$ is a yesinstance if and only if $(G-(I \backslash\{v\}), k)$ is a yes-instance for any $v \in I$. Moreover, if $G-I$ is connected, then $(G, k)$ is a yes-instance if and only if $(G-I, k)$ is a yes-instance.

Proof. It suffices to show the if direction. Suppose that $(G-(I \backslash\{v\}), k)$ is a yesinstance for any $v \in I$, then we show that $(G, k)$ is a yes-instance. It is vacuously true when $G$ is paw-free, and henceforth we assume otherwise. Suppose that $E_{+}$ is a solution to $\left(G-I^{\prime}, k\right)$, where $I^{\prime}=I \backslash\{v\}$. Note that $G^{\prime}-I^{\prime}$ is connected because every other vertex is adjacent to $v$. By Proposition 2.2.2, $\left(G^{\prime}-I^{\prime}\right)+E_{+}$ is a complete multipartite graph; let $U_{1}, \ldots, U_{\ell}$ be its parts. Since $v$ is adjacent to every other vertex, it is in a size-one part; without loss of generality, let it be $U_{\ell}$.

On the other hand, $I$ remains an independent set and adjacent to every vertex in $V\left(G^{\prime}\right) \backslash I$ in $G+E_{+}$. Therefore, $G^{\prime}+E_{+}$is a complete multipartite graph with parts $U_{1}, \ldots, U_{\ell-1}, I$, hence paw-free. The proof of the second assertion is very similar and omitted.

We are now ready for our reduction rules. We start from type-iI triangle-free components of $G^{\prime}-M^{\prime}$. If there is a nontrivial type-II triangle-free component in $G^{\prime}-M^{\prime}$, then by Proposition 4.2.4(i, iii), no vertex in $G^{\prime}-M^{\prime}$ can be major. Now suppose that all vertices in $G^{\prime}-M^{\prime}$ are isolated and some of them are major. We observe that if too many of them are major, then any optimal solution puts the major ones of them and their non-neighbors in the same part. Thus, by Proposition 4.2.6, we can remove all but one of these vertices, after adding certain edges.

Rule 4.2.2. Let $I$ be the set of isolated vertices in $G^{\prime}-M^{\prime}$ that are major. If $|I| \geq$ $\left|M^{\prime}\right|$, then add all the missing edges between $V\left(G^{\prime}\right) \backslash N(I)$ and $N(I)$; decrease $k$ accordingly; and remove all but one vertex in $V\left(G^{\prime}\right) \backslash N(I)$ from $G^{\prime}$.

## Lemma 4.2.7. Rule 4.2.2 is safe.

Proof. We argue first that $I$ is a false twin class of $G$; i.e., $N\left(v_{1}\right)=N\left(v_{2}\right)$ for any pair of vertices $v_{1}, v_{2} \in I$. Note that $v_{1}$ and $v_{2}$ are not adjacent. For any vertex $x \in N\left(v_{1}\right)$, we must have $x \in N\left(v_{2}\right)$ as well because $v_{2}$ dominates the edge $x v_{1}$. Therefore, $N\left(v_{1}\right) \subseteq N\left(v_{2}\right)$. For the same reason, $N\left(v_{2}\right) \subseteq N\left(v_{1}\right)$, and then $N\left(v_{1}\right)=N\left(v_{2}\right)$.

Since each vertex in $I$ is major, $V\left(G^{\prime}\right) \backslash N[I]$ is an independent set. Then $V\left(G^{\prime}\right) \backslash N(I)$, which is $\left(V\left(G^{\prime}\right) \backslash N[I]\right) \cup I$, is also an independent set. We argue that any optimal solution $E_{+}$of $G^{\prime}$ contains all the missing edges between $V\left(G^{\prime}\right) \backslash N(I)$
and $N(I)$. By Lemma 4.1.6, the set $I$ remains an independent set in $G^{\prime}+E_{+}$, which is complete multipartite. Suppose that some vertices in $V\left(G^{\prime}\right) \backslash N(I)$ are not in the same part as $I$; let $X$ be the set of all such vertices. We consider another solution $E_{+}^{\prime}$ obtained from $E_{+}$as follows: removing all edges incident to $X$ and all edges incident to $I$, and then adding all missing edges between $X$ and $N(I)$. Since $|I| \geq\left|M^{\prime}\right| \geq|N(I)|>|N(I) \backslash N(x)|$ for each $x \in X$ (the last one holds because $G^{\prime}$ is connected and vertices in I are major), $\left|E_{+}^{\prime}\right|<|E+|$. This contradicts that $E_{+}$is optimal.

After adding all the missing edges between $V\left(G^{\prime}\right) \backslash N(I)$ and $N(I)$, every vertex in $V\left(G^{\prime}\right) \backslash N(I)$ is adjacent to every vertex in $N(I)$, and the correctness of removing all but one vertex in $V\left(G^{\prime}\right) \backslash N(I)$ from $G$ follows from Proposition 4.2.6.

Henceforth, the subgraph $G^{\prime}-M^{\prime}$ has precisely one type-I triangle-free component or one complete multipartite component, but not both (by Proposition 4.2.4). Each part of such a component is an independent set (recall that a type-I trianglefree component is complete bipartite by Proposition 4.1.4. We try to relate the order of this component to $\left|M^{\prime}\right|$ or the number of major vertices in $G^{\prime}$.

Lemma 4.2.8. Let $G[U]$ be a type-I triangle-free component of $G^{\prime}-M^{\prime}$ and let $L \uplus R$ be the bipartition of $G[U]$ with $|L| \geq|R|$. If any of the following conditions is satisfied, then we need to add at least $|U| / 32$ edges to $G^{\prime}$ to make it paw-free.
(i) $|L| \leq 4\left|M^{\prime}\right|$;
(ii) there is an edge in $G^{\prime}-N[L]$;
(iii) $V\left(G^{\prime}\right) \neq N[U]$ and $|L| \leq 2|R|$;
(iv) there are $|L| / 2$ or more missing edges between $L$ and $N(L)$;
(v) $|L| \leq|R|+\left|M^{\prime}\right|$ and $G^{\prime}-N[R]$ has an edge; or
(vi) $|L| \leq|R|+\left|M^{\prime}\right|$ and there are $|R| / 2$ or more missing edges between $R$ and $N(R)$.

Proof. (i) If $|L| \leq 4\left|M^{\prime}\right|$, then $|U|=|L|+|R| \leq 2|L| \leq 8\left|M^{\prime}\right|$, and it follows from Lemma 4.2.2.
(ii) By Proposition 4.2.1, we need to add at least $|L| \geq|U| / 2$ edges.
(iii) Since $G[U]$ is complete bipartite and $|L| \geq|R|$, we can find a matching of size $|R|$ between $L$ and $R$. By Proposition 4.2.1, for each vertex $v \in V\left(G^{\prime}\right) \backslash N[U]$, the number of edges between $v$ and $U$ we need to add is at least $|R|=(2|R|+$ $|R|) / 3 \geq(|L|+|R|) / 3=|U| / 3$.
(iv) By Proposition 4.2.5, we need to add at least $|L| / 2 \geq|U| / 4$ edges.

In the rest, (v) and (vi), we have $|L| \leq|R|+\left|M^{\prime}\right|$. We may assume none of the previous conditions is satisfied. Therefore, we can get that $|L|>4\left|M^{\prime}\right|$, which means $|L| \leq 2|R|$. Also note that the proofs for these two conditions are almost the same as conditions (ii) and (iv) respectively.
(v) By Proposition 4.2.1, we need to add at least $|R| \geq|U| / 3$ edges.
(vi) By Proposition 4.2.5, we need to add at least $|R| / 2 \geq|U| / 6$ edges.

We say that a type-r triangle-free component $C$ of $G^{\prime}-M^{\prime}$ is reducible if none of the conditions in Lemma 4.2.8 holds true.

Rule 4.2.3. Let $C$ be a type-I triangle-free component of $G^{\prime}-M^{\prime}$ and let $L \uplus R$ be the bipartition of $C$ with $|L| \geq|R|$. If $C$ is reducible, then add all the missing edges between $L$ and $N(L)$ and all the missing edges between $V\left(G^{\prime}\right) \backslash N[L]$ and $N(L)$; decrease $k$ accordingly; and remove all but one vertex from $V\left(G^{\prime}\right) \backslash N(L)$.


Figure 4.6: Illustration of notations $L, R, L^{\prime}, X, M^{\prime}$, and $M^{\prime} \cap N(L)$.

Lemma 4.2.9. Rule 4.2.3 is safe.

Proof. Let $X=V\left(G^{\prime}\right) \backslash N[L]$ and $L^{\prime}=L \cup X$ (see in Figure 4.6); note that $L^{\prime}$ is an independent set because condition (ii) of Lemma 4.2.8 is not true. We show the existence of a solution that contains all the missing edges between $L^{\prime}$ and $N(L)$. Let $E_{+}$be any solution to ( $G, k$ ), we may assume that it does not contain edges between $G^{\prime}$ and other components of $G$. Let $E^{\prime}=E_{+} \cap\binom{V\left(G^{\prime}\right) \backslash L^{\prime}}{2}$. We show that the set $E_{+}^{\prime}$, consisting of $E^{\prime}$ together with all the missing edges between $L^{\prime}$ and $N(L)$, is also a solution of $(G, k)$. By Proposition 2.2.2, $G^{\prime}+E_{+}$is a complete multipartite graph, then its subgraph $\left(G^{\prime}-L^{\prime}\right)+E^{\prime}$ is complete bipartite or complete multipartite. Therefore, $G^{\prime}+E_{+}^{\prime}$ is a complete multipartite graph, where $L^{\prime}$ forms a single part. Since $E_{+}$and $E_{+}^{\prime}$ have the same set of edges incident to $V\left(G^{\prime}\right) \backslash L^{\prime}$, to show $\left|E_{+}^{\prime}\right| \leq\left|E_{+}\right|$we may focus on their edges incident to $L^{\prime}$.

Case $1,|L|>|R|+\left|M^{\prime}\right|$. If $E_{+}$contains all the missing edges between $L$ and $N(L)$, then $E_{+}$and $E_{+}^{\prime}$ have the same set of edges between $L$ and $N(L)$. Otherwise, by Proposition 4.2.5, $E_{+}$contains at least $|L|-1 \geq|L| / 2$ edges among $L$; since condition (iv) of Lemma 4.2.8 is not true, this is strictly more than the number of
edges in $E_{+}^{\prime}$ between $L$ and $N(L)$. It suffices to show that the number of edges incident to $X$ in $E_{+}$is at least $\sum_{x \in X}|N(L) \backslash N(x)|$, the number of edges incident to $X$ in $E_{+}^{\prime}$. Note that $N(L) \subseteq M^{\prime} \cup R$, and hence $|N(L)| \leq|R|+\left|M^{\prime}\right|<|L|$. We claim that there is a matching from $N(L)$ to $L$ of size $|N(L)|$; otherwise there exists a vertex set $Y \subseteq N(L)$ with $|N(Y) \cap L|<|Y|$ by Hall's theorem, but then the missing edges between $L$ and $N(L)$ is at least $|Y| \cdot|L \backslash N(Y)|>|Y| \cdot(|L|-|Y|) \geq$ $|L|-1 \geq|L| / 2$, and condition (iv) of Lemma 4.2.8 would be true. For each vertex $x \in X$, we can find from the matching at least $|N(L) \backslash N(x)|$ edges that are not dominated by $x$. Since these edges do not share any end, by Proposition 4.2.1, at least $|N(L) \backslash N(x)|$ edges in $E_{+}$are incident to $x$. Thus, the number of edges in $E_{+}$incident to $X$ is at least $\sum_{x \in X}|N(L) \backslash N(x)|$.

Case 2, $|L| \leq|R|+\left|M^{\prime}\right|$. Since $C$ is reducible, none of the conditions in Lemma 4.2.8 is satisfied. In particular, $|L|>4\left|M^{\prime}\right|$ (condition i), which means $|R|>3\left|M^{\prime}\right|$ and $|L| \leq 2|R|$. We must have $V\left(G^{\prime}\right)=N[C]$ (condition iii). Moreover, by conditions (ii) and (v), both $V\left(G^{\prime}\right) \backslash N[L]$ and $V\left(G^{\prime}\right) \backslash N[R]$ are independent sets, and by conditions (iv) and (vi), the number of missing edges between $L$ and $N(L)$ and the number of missing edges between $R$ and $N(R)$ are smaller than $|L| / 2$ and $|R| / 2$, respectively.

If $|P \cap L|<|L| / 2$ for every part $P$ in $G^{\prime}+E_{+}$, then every vertex $v$ in $L^{\prime}$ is incident to more than $|L| / 2$ edges in $E_{+}$. The total number of edges in $E_{+}$that are incident to $L^{\prime}$ is more than $\frac{1}{2}(|L| \cdot|L| / 2)+|X| \cdot|L| / 2$. On the other hand, the total number of edges in $E_{+}^{\prime}$ that are incident to $L^{\prime}$ is at most the sum of the number of missing edges between $L$ and $N(L)$, the number of missing edges between $R$ and $N(R)$, and the number of missing edges between $X$ and $M^{\prime} \backslash X$, which is at most $|L| / 2+|R| / 2+|X| \cdot\left|M^{\prime} \backslash X\right|$. Thus, we have $\left|E_{+}^{\prime}\right| \leq\left|E_{+}\right|$.

Now suppose that there is a part $P$ in $G^{\prime}+E_{+}$with $|P \cap L| \geq|L| / 2$. If $L^{\prime}=P$, then $\left|E_{+}^{\prime}\right|=\left|E_{+}\right|$and we are done. In the rest $L^{\prime} \neq P$. Since $|P \cap L| \geq|L| / 2$ and there are less than $|L| / 2$ missing edges between $N(L)$ and $L$ by condition (iv) of Lemma 4.2.8, no vertex in $N(L)$ can be in $P$. Therefore $P \subseteq L^{\prime}$, and $L^{\prime} \nsubseteq P$. If there is precisely one vertex $v$ in $L^{\prime} \backslash P$, then all the $\left|L^{\prime}\right|-1$ edges between $v$ and $P$ are in $E_{+}$. But the number of missing edges between $v$ and $M^{\prime} \cup R$ (in $E_{+}^{\prime}$ ) is less than

$$
\left|M^{\prime}\right|+|R| / 2 \leq|L| / 4+|L| / 2<|L|-1 \leq\left|L^{\prime}\right|-1 .
$$

Otherwise, suppose that $\left|L^{\prime} \backslash P\right|=t>1$, then at least $t\left(\left|L^{\prime}\right|-t\right) \geq t|L| / 2$ edges among $L^{\prime}$ are in $E_{+}$. But the number of missing edges between $L^{\prime} \backslash P$ and $M^{\prime} \cup R$ (in $E_{+}^{\prime}$ ) is less than $t\left|M^{\prime}\right|+|R| / 2 \leq t|L| / 4+|L| / 2 \leq t|L| / 2$.

We have thus proved that it is safe to add all the missing edges between $L^{\prime}$ and $N(L)$. After that, every vertex in $L^{\prime}$ is adjacent to every vertex in $G^{\prime}-L^{\prime}$, and the correctness of removing all but one vertex in $L^{\prime}$ from $G$ follows from Proposition 4.2.6.

In the last we consider the complete multipartite components of $G^{\prime}-M^{\prime}$.

Lemma 4.2.10. Let $G[U]$ be a complete multipartite component of $G^{\prime}-M^{\prime}$, and let $P^{*}$ be a largest part of $G[U]$. If any of the following conditions is satisfied, then we need to add at least $|U| / 12$ edges to $G^{\prime}$ to make it paw-free.
(i) $|U| \leq 3\left|M^{\prime}\right|$;
(ii) there is an edge in $G^{\prime}-N[U]$;
(iii) $\left|P^{*}\right|>2|U| / 3$ and $G^{\prime}-N\left[P^{*}\right]$ has an edge;
(iv) $\left|P^{*}\right| \leq 2|U| / 3$ and $V\left(G^{\prime}\right) \neq N[U]$; or
(v) $\left|P^{*}\right| \leq 2|U| / 3$ and $V\left(G^{\prime}\right)=N[U]$, and for every part $P$ of $G[U]$,

- $G^{\prime}-N[P]$ contains an edge, or
- there are at least $|P|$ missing edges between $V\left(G^{\prime}\right) \backslash N[P]$ and $N(P)$.

Proof. (i) If $|U| \leq 3\left|M^{\prime}\right|$, then it follows from Lemma 4.2.2.
(ii) By Proposition 4.2.1, we need to add at least $|U|$ edges.
(iii) By Proposition 4.2.1, we need to add at least $\left|P^{*}\right|>2|U| / 3$ edges.
(iv) Let $E_{+}$be a minimum set of edges such that $G+E_{+}$is paw-free. By Corollary 4.1.5 and Lemma 4.1.6, the vertices in any part of $G[U]$ remain in the same part in $G^{\prime}+E_{+}$. Since $V\left(G^{\prime}\right) \neq N[U]$, there is a vertex $v \in V\left(G^{\prime}\right) \backslash N[U]$, and the missing edges between $v$ and all but one part of $G[U]$ are in $E_{+}$. Since $P^{*}$ is a largest part and $\left|P^{*}\right| \leq 2|U| / 3$, we need to add at least $|U| / 3$ edges.

For (v), we show that we need to add at least $|P|$ edges incident to $P \cup\left(V\left(G^{\prime}\right) \backslash\right.$ $N[P])$. By Proposition 4.1.4 and the fact $V\left(G^{\prime}\right)=N[U]$, the sets $V\left(G^{\prime}\right) \backslash N[P]$ for different parts are disjoint. As a result, each edge is counted at most twice, and the total number of edges we need to add is $|U| / 2$. If there is an edge in $G^{\prime}-N[P]$, then it follows from Proposition 4.2.1. Now there is no edge in $G^{\prime}-N[P]$ and there are more than $|P|$ missing edges between $V\left(G^{\prime}\right) \backslash N[P]$ and $N(P)$. Let $X=V\left(G^{\prime}\right) \backslash N[P]$, and let $E_{+}$be a minimum set of edges such that $G+E_{+}$is paw-free. By Corollary 4.1.5 and Lemma 4.1.6, the vertices in any part of $G[U]$ remain in the same part in $G^{\prime}+E_{+}$. If all vertices in $X$ are in the same part as $P$ in $G^{\prime}+E_{+}$, then all missing edges between $X$ and $N(P)$ are in $E_{+}$. Otherwise, there is a vertex $x$ in $X$ that is not in the same part as $P$ in $G^{\prime}+E_{+}$, and all edges between $x$
and $P$ are in $E_{+}$. In either case, we need to add at least $|P|$ edges incident to $P \cup X$. This concludes the proof.

We say that a complete multipartite component of $G^{\prime}-M^{\prime}$ is reducible if none of the conditions in Lemma 4.2 .10 holds true.

Rule 4.2.4. Let $G[U]$ be a reducible complete multipartite component of $G^{\prime}-M^{\prime}$ and $P^{*}$ a largest part of $G[U]$.

1. If $\left|P^{*}\right|>2|U| / 3$, then add all the missing edges between $V\left(G^{\prime}\right) \backslash N\left(P^{*}\right)$ and $N\left(P^{*}\right)$; decrease $k$ accordingly; and remove all but one vertex in $V\left(G^{\prime}\right) \backslash$ $N\left(P^{*}\right)$ from $G^{\prime}$.
2. Otherwise, find a part $P$ such that $V\left(G^{\prime}\right) \backslash N(P)$ is an independent set and there are less than $|P|$ missing edges between $V\left(G^{\prime}\right) \backslash N(P)$ and $N(P)$. Add all the missing edges between $V\left(G^{\prime}\right) \backslash N(P)$ and $N(P)$; decrease $k$ accordingly; and remove all but one $V\left(G^{\prime}\right) \backslash N(P)$ from $G^{\prime}$.

Lemma 4.2.11. Rule 4.2.4 is safe.

Proof. Let $E_{+}$be a minimum set of edges such that $G^{\prime}+E_{+}$is paw-free; note that it does not have edges between $G^{\prime}$ and other components of $G$. By Proposition 2.2.2, $G^{\prime}+E_{+}$is a complete multipartite graph. By Corollary 4.1.5 and Lemma 4.1.6, vertices in the same part of $G[U]$ remain in the same part in $G^{\prime}+E_{+}$.

Case 1: $\left|P^{*}\right|>2|U| / 3$. Let $X=V\left(G^{\prime}\right) \backslash N\left[P^{*}\right]$. Since $G[U]$ is reducible, none of conditions in Lemma 4.2.10 is satisfied. In particular, $|U|>3\left|M^{\prime}\right|$ (condition i) and $X$ is an independent set (condition iii). For each vertex $x \in X$, if it is not in the same part of $G^{\prime}+E_{+}$as $P^{*}$, then all the $\left|P^{*}\right|$ missing edges between $x$ and $P^{*}$
are in $E_{+}$. Since

$$
\left|N\left(P^{*}\right)\right| \leq\left|\left(U \backslash P^{*}\right) \cup M^{\prime}\right|=\left|U \backslash P^{*}\right|+\left|M^{\prime}\right|<|U| / 3+|U| / 3<\left|P^{*}\right|,
$$

putting $x$ to the same part as $P^{*}$ minimizes the number of edges incident to it. After adding all the missing edges between $X$ and $N\left(P^{*}\right)$, every vertex in the independent set $P^{*} \cup X$ is adjacent to every vertex in $V\left(G^{\prime}\right) \backslash\left(P^{*} \cup X\right)=N\left(P^{*}\right)$. It is thus safe to remove all but one vertex in $P^{*} \cup X$ from $G^{\prime}$ by Proposition 4.2.6.

Case 2: $\left|P^{*}\right| \leq 2|U| / 3$. Since the component $G[U]$ is reducible, none of conditions in Lemma 4.2.10 is satisfied. In particular, we have $V\left(G^{\prime}\right)=N[U]$ (condition iv) and we can find a part $P$ of $G[U]$ such that $V\left(G^{\prime}\right) \backslash N(P)$ is an independent set and the missing edges between $V\left(G^{\prime}\right) \backslash N(P)$ and $N(P)$ is less than $|P|$ (condition v). Let $X=V\left(G^{\prime}\right) \backslash N[P]$. For each vertex $x \in X$, if it is not in the same part of $G^{\prime}+E_{+}$as $P$, then all the $|P|$ missing edges between $x$ and $P$ are in $E_{+}$. This is more than the total number of missing edges between $X$ and $N(P)$. Hence, putting $X \cup P$ in the same part minimizes the number of edges incident to it. After adding all the missing edges between $X$ and $N(P)$, all vertices in the independent set $P \cup X$ are adjacent to $V\left(G^{\prime}\right) \backslash(P \cup X)=N(P)$. It is thus safe to remove all but one vertex in $P \cup X$ from $G^{\prime}$ by Proposition 4.2.6.

We summarize our kernelization algorithm for the paw-free completion problem in Figure 4.7.
procedure reduce $(G, k)$
0 . if $k<0$ then return a trivial no-instance;

1. remove all paw-free components from $G$;
2. construct a 2 -modulator $M$;
3. if $|M|>4 k$ then return a trivial no-instance;
4. if more than 2 k non-major vertices then return a trivial no-instance;
5. for each component $G^{\prime}$ of $G$ do
5.1. $M^{\prime} \leftarrow V\left(G^{\prime}\right) \cap M$;
5.2. if two components in $G^{\prime}-M^{\prime}$ are nontrivials then skip $G^{\prime}$ and goto 5;
5.3. if there are at least $\left|M^{\prime}\right|$ isolated major vertices in $G^{\prime}-M^{\prime}$ then apply Rule 4.2.2 and return reduce $(G, k)$;
5.4. if $G^{\prime}-M^{\prime}$ has a type-I triangle-free component $C$ then if $C$ is reducible then apply Rule 4.2 .3 and return reduce $(G, k)$;
5.5. if $G^{\prime}-M^{\prime}$ has a complete multipartite component $C$ then if $C$ is reducible then apply Rule 4.2.4 and return reduce $(G, k)$;
6. if $|V(G)| \leq 38 k$ then return $(G, k)$;
7. else return a trivial no-instance.

Figure 4.7: The kernelization algorithm for Paw-free Completion.

### 4.3 A linear kernel

We use our kernelization algorithm in Figure 4.7 to prove Theorem 1.4.3, which we recall here.

Theorem 4.3.1. The paw-free completion problem has a $38 k$-vertex kernel.

Proof. We use the algorithm described in Figure 4.7. The correctness of steps 0 and 1 follows from the definition of the problem and Rule 4.2.1 respectively. Steps 2 and 3 are justified by Lemma 4.2.2. Step 4 is correct because of Proposition 4.2.1, and after that step 5 deals with the components of G separately. The cost of a component $G^{\prime}$ of $G$ is the minimum number of edges we need to add to $G^{\prime}$ to make it paw-free. We show that the cost of $G^{\prime}$ is at least $1 / 32$ of the number of
major vertices in $V\left(G^{\prime}\right) \backslash M^{\prime}$.
If there are two or more nontrivial components in $G^{\prime}-M^{\prime}$, then by Proposition 4.2.4 (ii) and Proposition 4.2.1, the cost of $G^{\prime}$ is at least $\left|M^{\prime}\right| / 4+\mid V\left(G^{\prime}\right) \backslash$ $M^{\prime}\left|/ 2>\left|V\left(G^{\prime}\right)\right| / 4\right.$, and thus $G^{\prime}$ can be skipped in step 5.2. Let $r$ be the number of isolated vertices in $G^{\prime}-M^{\prime}$ that are major. If $r \geq\left|M^{\prime}\right|$, then step 5.3 calls Rule 4.2.2 to remove most of these vertices, and the correctness is given in Lemma 4.2.7. If $0<r<\left|M^{\prime}\right|$, then by Proposition 4.2.4(iii), every component of $G^{\prime}-M^{\prime}$ is trivial, and the cost of $G^{\prime}$ is at least $\left|M^{\prime}\right| / 4>r / 4$. Henceforth, $G^{\prime}-M^{\prime}$ has precisely one type-i triangle-free component or one complete multipartite component, while no isolated vertex in $G^{\prime}-M^{\prime}$ is major. The algorithm enters step 5.4 if there is a type-r triangle-free component $C$ in $G^{\prime}-M^{\prime}$. If $C$ is reducible, the correctness of Rule 4.2.3 is given in Lemma 4.2.9; otherwise, the cost of $G^{\prime}$ is at least $|C| / 32$ by Lemma 4.2.8. The algorithm enters step 5.5 if there is a complete multipartite component $C$ in $G^{\prime}-M^{\prime}$. If $C$ is reducible, the correctness of Rule 4.2.4 is given in Lemma 4.2.11; otherwise, the cost of $G^{\prime}$ is at least $|C| / 12$ by Lemma 4.2.10.

When the algorithm reaches step 6 , none of Rules 4.2.2, 4.2.3, and 4.2.4 is applicable. There are at most $4 k$ vertices in $M$, at most $2 k$ non-major vertices. On the other hand, for each other vertex, there is an amortized cost of at least $1 / 32$. Therefore, if $(G, k)$ is a yes-instance, then the number of vertices in $G$ is at most $38 k$, and this justifies steps 6 and 7.

We now analyze the running time of this algorithm. When each time the algorithm calls itself in step 5.3, 5.4, or 5.5, it removes at least one vertex from the graph. Therefore, the recursive calls can be made at most $n$ times. On the other hand, each step clearly takes polynomial time. Therefore, the algorithm returns in polynomial time.

We spare little effort in getting a better kernel size and more efficient implementation. For the running time, e.g., we do not need to call the algorithm after each reduction (application of Rules 4.2.3 and 4.2.4). We believe that, with more careful analysis, one may show that our kernel is between $12 k$ and $16 k$ vertices. However, to find a kernel of less than $10 k$ vertices for the problem or to implement it in linear time is quite a challenge.

## Chapter 5

## Trivially Perfect Graphs

In this chapter, we propose a very simple kernelization algorithm, which has only two simple reduction rules, and the resulting kernel contains at most $2 k^{2}+2 k$ vertices. The forbidden induced subgraphs of trivially perfect graphs are $P_{4}$ and $C_{4}$. Note that adding the edge to connect the two ends of a $P_{4}$ merely turns it into a $C_{4}$. Thus, in each $P_{4}$ or $C_{4}$, there are two missing edges (call them potential missing edges) such that every solution needs to contain at least one of them. Note that each vertex of the $P_{4}$ or $C_{4}$ is an end of one of the two missing edges. Our first rule is the most routine for this kind of problems, namely, adding a missing edge if it is one of the two possible missing edges in $k+1$ or more $P_{4}$ 's and $C_{4}$ 's. Our second rule removes all vertices that are not contained in any $P_{4}$ or $C_{4}$ of $G$. Now the analysis is similar as Buss and Goldsmith's kernelization algorithm for the vertex cover problem [21]. Since every solution contains at least one of the pair of potential missing edges (for some $P_{4}$ or $C_{4}$ ), and since each potential edge is in at most $k$ pairs, there cannot be more than $k^{2}+k$ potential edges in a yes-instance. On the other hand, every vertex is in a $P_{4}$ or $C_{4}$, hence an endpoint of some potential
edge. We are thus safe to return a trivial no-instance when the number of vertices of the input graph is larger than $2 k^{2}+2 k$.

### 5.1 Properties of trivially perfect graphs

Trivially perfect graphs was first studied by Wolk [162, 161], and was named by Golumbic [77]. Recall that trivially perfect graphs is characteized by forbidden induced subgraphs $P_{4}$ and $C_{4}$. If there is a pair of adjacent vertices $u, v$ such that neither $N[u] \backslash N[v]$ nor $N[v] \backslash N[u]$ is empty, then they are contained in a $P_{4}$ or $C_{4}$. An additional important characterization of trivially perfect graphs is provided in [165]. According to this characterization, a trivially perfect graph can be generated by adding a universal vertex and performing a disjoint union with the single-vertex graph $K_{1}$. By these characterizations of trivially perfect graphs, we can easily see that the following theorem is correct.

Theorem 5.1.1 ([162, 165]). The following are equivalent for a graph $H$.
(i) $H$ is a trivially perfect graph.
(ii) Every connected induced subgraph of $H$ contains a universal vertex.
(iii) For every pair of adjacent vertices $u$ and $v$, one of $N[u]$ and $N[v]$ is a subset of the other.

### 5.2 Trivially perfect completion

We say that a trivially perfect graph $\widehat{G}$ is a trivially perfect completion of $G$ if $V(G)=V(\widehat{G})$ and $E(G) \subseteq E(\widehat{G})$, and it is minimal if there is no other trivially
perfect completion $\widehat{G}^{\prime}$ of $G$ with $E(G) \subseteq E\left(\widehat{G}^{\prime}\right) \subset E(\widehat{G})$. The following two observations are very simple.

Proposition 5.2.1. Let $H$ be a connected graph, and let $\widehat{H}$ be a minimal (minimum) trivially perfect completion of $H$. For any universal vertex $u$ of $\widehat{H}$, the graph $\widehat{H}-u$ is a minimal (minimum) trivially perfect completion of $H-u$.

Proof. Adding $u$ as a universal vertex to any trivially perfect completion of $H-u$, we end with a trivially perfect completion of $H$ (by Theorem 5.1.1).

Lemma 5.2.2. Let $\widehat{G}$ be a minimal trivially perfect completion of a graph $G$, and let $u$ and $v$ be two vertices of $G$. If $N_{G}[u] \subseteq N_{G}[v]$, then $N_{\widehat{G}}[u] \subseteq N_{\widehat{G}}[v]$.

Proof. Suppose for contradiction, $N_{\widehat{G}}[u] \nsubseteq N_{\widehat{G}}[v]$. By Theorem 5.1.1(iii), $N_{\widehat{G}}[v] \subset$ $N_{\widehat{G}}[u]$. Since $N_{G}[u] \subseteq N_{G}[v] \subseteq N_{\widehat{G}}[v] \subset N_{\widehat{G}}[u]$, it follows that $x u \notin E(G)$ for every $x \in N_{\widehat{G}}[u] \backslash N_{\widehat{G}}[v]$. Let $E_{+}=E(\widehat{G}) \backslash E(G)$. We consider

$$
E_{+}^{\prime}=E_{+} \backslash\left\{x u \mid x \in N_{\widehat{G}}[u] \backslash N_{\widehat{G}}[v]\right\} \text { and } \widehat{G}^{\prime}=G+E_{+}^{\prime} .
$$

Then $N_{\widehat{G}^{\prime}}[u]=N_{\widehat{G}^{\prime}}[v]$. Since $\widehat{G}^{\prime}-u=\widehat{G}-u$, it is a trivially perfect graph. On the other hand, since $u$ and $v$ are true twins of $\widehat{G}^{\prime}$, the graph $\widehat{G}^{\prime}$ is also a trivially perfect graph. But since $E(G) \subseteq E\left(\widehat{G}^{\prime}\right) \subset E(\widehat{G})$, we have a contradiction to the minimality of $\widehat{G}$.

If a vertex $v$ is not contained in any $P_{4}$ or $C_{4}$, then for every neighbor $u$ of $v$, one of $N[u]$ and $N[v]$ is a subset of the other. Let $(G, k)$ be an instance for the trivially perfect completion problem.

Lemma 5.2.3. If a vertex $v$ is not contained in any $P_{4}$ or $C_{4}$, then $\operatorname{opt}(G-v)=$ $\operatorname{opt}(G)$.

Proof. It is trivial that $\operatorname{opt}(G-v) \leq \operatorname{opt}(G)$. For the other direction, we show a stronger statement: any minimal solution $E_{+}$to $G-v$ is also a solution to $G$. Let $\widehat{G}=G+E_{+}$. We verify that $\widehat{G}$ is a trivially perfect graph by showing that it satisfies Theorem 5.1.1(ii). If $v$ is universal in $G$, hence also in $\widehat{G}$, then we are done; otherwise we show that $\widehat{G}$ is a trivially perfect graph if and only if a proper induced subgraph of $\widehat{G}$ is.

If $G$ is not connected, then we can consider the only component that contains $v$. If $G$ is connected but $G-v$ is not, then $v$ has to be universal in $G$; otherwise, there is a $P_{4}$ containing $v$. In the last and the general case, $v$ is not universal in $G$ and $G-v$ is connected. We argue that at least one vertex in $N_{G}(v)$ is universal in $\widehat{G}-v$. Let $u$ be any universal vertex of $\widehat{G}-v$. We are done if $u \in N_{G}(v)$, and henceforth we assume that $u \notin N_{G}(v)$. Since $v$ is not in any $P_{4}$, the distance between $v$ and $u$ in $G$ is at most two. Let $u^{\prime} \in N_{G}(u) \cap N_{G}(v)$. From that $v$ is not in any $P_{4}$ or $C_{4}$ it can be inferred that $N_{G}[u] \subset N_{G}\left[u^{\prime}\right]$ and $N_{G-v}[u] \subseteq N_{G-v}\left[u^{\prime}\right]$. By Lemma 5.2.2, $N_{\widehat{G}-v}[u] \subseteq N_{\widehat{G}-v}\left[u^{\prime}\right]$, and hence $u^{\prime}$ is also universal in $\widehat{G}-v$. In either case, we have found a vertex $x \in N_{G}(v)$ that is universal in $\widehat{G}-v$. By Proposition 5.2.1, $\widehat{G}-\{x, v\}$ is a minimal trivially perfect completion of $G-\{x, v\}$. Since the graph is finite, the claim follows.

As a simple result of Lemma 5.2.3, we have the following reduction rule. In particular, all universal vertices of every component of $G$ can be removed.

Rule 5.2.1. If there is a vertex $v$ that is not contained in any $P_{4}$ or $C_{4}$, then remove $v$.

For each induced 4-path or 4-cycle $v_{1} v_{2} v_{3} v_{4}$, we call the missing edges $\left\{v_{1}, v_{3}\right\}$ and $\left\{v_{2}, v_{4}\right\}$ the candidate edges for this path or cycle. Clearly, any solution of a
graph $G$ contains at least one candidate edge of every $P_{4}$ or $C_{4}$; note that a $P_{4}$ has another missing edge, the addition of which merely turns the $P_{4}$ into a $C_{4}$.

Rule 5.2.2. If uv is a candidate edge of $k+1$ or more $P_{4}$ 's and $C_{4}$ 's in $G$, then add the edge $u v$ and decrease $k$ by one.

Now we show the safeness of this reduction rule.
Lemma 5.2.4. Rule 5.2.2 is safe.
Proof. Since each $P_{4}$ or $C_{4}$ of $G$ has precisely two candidate edges, if a solution $E_{+}$of $G$ does not contain $u v$, then $E_{+}$must contain the other candidate edge of each of the $k+1 P_{4}$ 's and $C_{4}$ 's (see an example in Figure 5.1), hence we have that $\left|E_{+}\right|>k$.


Figure 5.1: An example to show Lemma 5.2.4. The canditate edge $u v$ are contained in three $C_{4}$ 's and six $P_{4}$ 's, if we do not add $u v$, then we need to add all violet dashed canditate edges.

### 5.3 A quadratic kernel

We summarize our kernelization algorithm for the trivially perfect completion problem in Figure 5.2.

Now we are ready to proof Theorem 1.4.4, we recall it here.
Theorem 5.3.1. There is a $\left(2 k^{2}+2 k\right)$-vertex kernel for the trivially perfect completion problem.
procedure reduce $(G, k)$

1. if $k<0$ then return a trivial no-instance;
2. if a vertex $v$ is not in any $P_{4}$ or $C_{4}$ then apply Rule 5.2.1 and return reduce $(G, k)$;
3. if $u v$ is a canditate edge of $k+1$ or more $P_{4}$ 's or $C_{4}$ 's then apply Rule 5.2.2 and return reduce $(G, k)$;
4. if $|V(G)| \leq 2 k^{2}+2 k$ then return ( $G, k$ );
5. else return a trivial no-instance.

Figure 5.2: The kernelization algorithm for Trivially Perfect Completion.

Proof. After applying Rule 5.2.2 and then Rule 5.2.1 exhaustively, we return $(G, k)$ if $|V(G)| \leq 2 k^{2}+2 k$, or a trivial no-instance otherwise. We consider all the candidate edges of $G$. We say that two candidate edges are associated if they belong to the same $P_{4}$ or $C_{4}$; i.e., their ends are disjoint and together induce a $P_{4}$ or $C_{4}$. Since Rule 5.2.2 is not applicable, each candidate edge is associated with at most $k$ candidate edges. On the other hand, of any two associated edges, one has to be in any solution of $G$. Thus, if $(G, k)$ is a yes-instance, there can be at most $k^{2}+k$ candidate edges. Since Rule 5.2.1 is not applicable, every vertex is in some $P_{4}$ or $C_{4}$, and hence is an end of a candidate edge. Thus, $|V(G)| \leq 2 k^{2}+2 k$ if $(G, k)$ is a yes-instance.

We now analyze the running time of this algorithm. When each time the algorithm calls itself in step 2 , or 3 , it removes at least one vertex from the graph. Therefore, the recursive calls can be made at most $n$ times. On the other hand, each step clearly $O\left(n^{4}\right)$ time. Therefore, the algorithm returns in $O\left(n^{5}\right)$ time.

The analysis of the kernel in Theorem 5.3.1 is essentially the same as Buss and Goldsmith's kernelization algorithm for the vertex cover problem [21]. In a sense, we are looking for a vertex cover of an auxiliary graph in which each
vertex corresponds to a candidate edge of $G$, and two vertices are adjacent if their corresponding edges are associated. We note that the same approach implies a simple $O\left(k^{2}\right)$-vertex kernel for the threshold completion problem, matching the result of Drange et al. [54]. The forbidden induced subgraphs of threshold graphs are $2 K_{2}, P_{4}$, and $C_{4}$. The observation on the missing edges of a $P_{4}$ or $C_{4}$ is the same as above, while the four missing edges of a $2 K_{2}$ can be organized as two pairs such that each solution has to contain at least one from each pair. However, we are not able to employ the $2 k$-vertex kernels for vertex cover to directly derive a linear-vertex kernel for either of the two problems.

Before closing this section, let us mention some observations that might be of independent interest. The first is a simple corollary of Lemma 5.2.2.

Corollary 5.3.2. If two vertices are true twins of a graph $G$, then they remain true twins of any minimal trivially perfect completion of $G$.

A set $M$ of vertices is a module if $N(M)=N(v) \backslash M$ for every $v \in M$. For example, a set of true twins is a module. Corollary 5.3.2 can be generalized to modules. For the last lemma, we use the fact that trivially perfect graphs are intersection graphs of nested intervals. (It can also be derived using the characterization by forbidden induced graphs.) A set of intervals representing an interval graph $G$ is called an interval representation for $G$, where the interval for a vertex $v$ is $I(v)$.

Lemma 5.3.3. A module $M$ of a graph $G$ remains a module in any minimal trivially perfect completion $\widehat{G}$ of $G$.

Proof. Let $E_{+}=E(\widehat{G}) \backslash E(G)$. The claim follows from Corollary 5.3.2 when $\widehat{G}[M]$ is a clique: $\widehat{G}$ is also a minimal trivially perfect completion of $G^{\prime}$, where
$G^{\prime}$ is the graph obtained from $G$ by adding edges to make $M$ a clique. In the rest $M$ is not a clique of $\widehat{G}$, hence not a clique of $G$.

Suppose for contradiction that $M$ is not a module of $\widehat{G}$. Let $U$ be the set of common neighbors of $M$ in $\widehat{G}$. Since $\widehat{G}[M]$ is not a clique, $\widehat{G}[U]$ must be a clique. Moreover, $U \subset N_{\widehat{G}}(M)$. We take the leftmost endpoint $\ell$ and the rightmost endpoint $r$ of $\bigcup_{v \in M} I(v)$. Note that $[\ell, r] \subseteq I(v)$ for every $v \in U$, and $I(x) \subseteq I(v)$ for every $x \in N_{\widehat{G}}(M) \backslash U$ and every $v \in U$. Let $p=r-\ell$, and we revise the intervals as follows. We increase each endpoint $\geq r$ by $p+2$; and for each vertex $x \in N_{\widehat{G}}(M) \backslash U$, we set $I(x)$ to be $I(x)+p+1$. (Informally speaking, we slide intervals for $N_{\widehat{G}}(M) \backslash U$ to the right so that they are disjoint from those for $M$.) We consider the graph $G^{\prime}$ represented by the revised intervals. It is easy to verify that these interval are still nested, and $E(\widehat{G}) \backslash E\left(G^{\prime}\right)$ is precisely the set of edges between $M$ and $N_{\widehat{G}}(M) \backslash U$. Since $M$ is a module of $G$, we have $N_{G}(M) \subseteq U$. Thus, $E(G) \subseteq E\left(G^{\prime}\right) \subset E(\widehat{G})$, which contradicts the minimality of $\widehat{G}$. This concludes the proof.

## Chapter 6

## Split Graphs and Pseudo-split <br> Graphs

Split graphs were defined and characterized by Földers and Hammer [149]. Recall that a graph is a split graph if its vertex set can be partitioned into a clique and an independent set. We use $C \uplus I$, where $C$ being a clique and $I$ an independent set, to denote a split partition of a split graph (see an example in Figure 6.1). The forbidden induced subgraphs of split graphs are $2 K_{2}, C_{4}$, and $C_{5}$. From both the definition and the forbidden induced subgraphs $\left(\overline{C_{4}}=2 K_{2}\right.$ and $\left.\overline{C_{5}}=C_{5}\right)$ we can see that the complement of a split graph is also a split graph. Thus, the split completion problem is polynomially equivalent to the split edge deletion problem. For the convenience of presentation, we work on the edge deletion problem.

Recall that a pseudo-split graph is either a split graph or a graph whose vertex set can be partitioned into a clique $C$, an independent set $I$, and a set $S$ such that (1) $S$ induces a $C_{5}$; (2) $C \subseteq N(v)$ for every $v \in S$; and (3) $I \cap N(v)=\emptyset$ for every $v \in S$. We use $C \uplus I \uplus S$ to denote a pseudo-split partition of a pseudo-split graph,


Figure 6.1: A split graph with a split partition $C \uplus I$.
where $S$ may or may not be empty (see an example in Figure 6.2). If $S$ is empty, then $C \uplus I$ is a split partition of the graph. Otherwise, the graph has a unique pseudo-split partition. The forbidden induced subgraphs of pseudo-split graphs are $2 K_{2}$ and $C_{4}$. Similar as split graphs, the complement of a pseudo-split graph remains a pseudo-split graph. Thus, the completion problem and the edge deletion problem toward pseudo-split graphs are polynomially equivalent. In this section, we study the pseudo-split edge deletion problem.


Figure 6.2: A pseudo-split graph with a pseudo-split partition $C \uplus I \uplus S$.

The class of pseudo-split graphs is a superclass of split graphs. In particular, split graphs are precisely $C_{5}$-free pseudo-split graphs. We can get a split graph from a pseudo-split graph that contains a $C_{5}$ by removing any vertex from the $C_{5}$ (a pseudo-split graph contains at most one $C_{5}$ ). Actually, the important part
in many algorithms for graph modification problems to pseudo-split graphs is to dealing with the $C_{5}$.

For the split editing problem, Hammer and Simeone [89] have presented a polynomial-time algorithm to find a minimum solution to it. Suppose that the vertices are sorted by their degrees from the largest to the smallest, with ties broken arbitrarily. They showed that it suffices to find a certain number $k$, and make the first $k$ vertices a clique and the rest an independent set. In other words, the solution comprises all the missing edges among the first $k$ vertices and all the edges among other vertices. It does not seem to be easy, if plausible at all, to adapt this approach to solve the pseudo-split edge editing problem. See the graph in Figure 6.3 for an example, where the vertices are numbered by their degrees. The degree sequence is then

$$
\langle 7,5,4,4,4,4,4,4,2\rangle,
$$

in which the five vertices in $S$ are not consecutive.


Figure 6.3: An example for the pseudo-split editing problem. The only optimal solution is to add the missing edge $v_{1} v_{2}$ and delete edges $v_{2} v_{3}$ and $v_{3} v_{8}$, with the pseudo-split partition $\left\{v_{0}, v_{1}\right\} \uplus\left\{v_{3}, v_{8}\right\} \uplus\left\{v_{2}, v_{4}, v_{5}, v_{6}, v_{7}\right\}$.

Drange [53] has show that the pseudo-split editing problem also can be soloved
in polynomial time. The crucial observation is that if there is a minimum solution $E_{ \pm}$to the input graph $G$ such that $G \Delta E_{ \pm}$contains a $C_{5}$, then this $C_{5}$ is contained in $G$ and there is at most one missing edge between the clique set and the $C_{5}$, and at most one edge between the independent set and the $C_{5}$. Since there is at most one $C_{5}$ in a pseudo-split graph, we can solve the pseudo-split editing problem in polynomial time by check every $C_{5}$ in $G$.

In this section, we study the kernelization algorithms for both of the split edge deletion problem and the pseudo-split edge deletion problem. We consider the partition of the vertex set after applying an optimal solution. We observe that for most of the vertices we know to which side they have to belong. It is nevertheless not safe to directly delete these "decided" vertices. We thus work on the annotated version, where we mark certain vertices that have to be in the independent set. Guo [84] has proved that it is safe to remove a vertex that is not contained in any $2 K_{2}, C_{4}$, or $C_{5}$. We show that a similar rule can be applied to annotated instances, and after its application, there can be $O\left(k^{1.5}\right)$ vertices in a yes-instance. Finally, a simple step that removes the marks concludes the algorithm. Our kernel for the split edge deletion problem has only $O\left(k^{2.5}\right)$ edges. With minor tweaks, our algorithm produces a kernel of the same size for the pseudo-split ( $\left\{2 K_{2}, C_{4}\right\}$-free graphs) edge deletion problem. A pseudo-split graph is either a split graph or a split graph plus a $C_{5}$. The first difficulty toward this adaptation is that it is not always safe to remove vertices not contained in any $2 K_{2}$ or $C_{4}$. We get over this obstacle by observing that we can remove vertices not contained in any $2 K_{2}, C_{4}$, or $C_{5}$. As we recycle the reduction rules for split edge deletion, only the arguments for their safeness need to be slightly revised.

### 6.1 Split edge deletion (completion)

Note that an instance ( $G, k$ ) is a yes-instance for the split edge deletion problem if and only if there exists a partition $\{C, I\}$ of $V(G)$ such that $C$ is a clique and $|E(I, I)| \leq k$; this is a split partition of $G-E(I, I)$. We call such a partition a valid partition of the instance $(G, k)$ and use $C \uplus I$ to denote it, and we call $C$ and $I$ the clique set and independent set, respectively, in the valid partition. The problem is thus equivalent to finding a valid partition. We notice that some vertices can be easily decided to which side of a valid partition they should belong. For example, unless the instance is trivial, a simplicial vertex always belong to the independent set in any valid partition. Even after we know the destinations of these vertices, however, we cannot safely delete them. This brings us to the annotated version of the problem, where we mark certain vertices that can only be put into the independent set in a valid partition. We use $\left(G, I_{0}, k\right)$ to denote such an annotated instance, where $I_{0}$ denotes the set of marked vertices. The original instance can be viewed as $(G, \emptyset, k)$, and a valid partition of an annotated instance $\left(G, I_{0}, k\right)$ needs to satisfy the additional requirement that $I_{0} \subseteq I$.

We can easily retrieve back an unannotated instance from an annotated instance. It suffices to add a small number of new vertices and make each of them adjacent to all other vertices but $I_{0}$.

Rule 6.1.1. Let $\left(G, I_{0}, k\right)$ be an annotated instance. Add a clique of $\sqrt{2 k}+1$ new vertices, and make each of them adjacent to all the vertices in $V(G) \backslash I_{0}$. Return the result as an unannotated instance.

Now we show the safeness of Rule 6.1.1
Lemma 6.1.1. Rule 6.1.1 is safe.

Proof. Let $K$ denote the clique of new vertices, and let $\left(G^{\prime}, k\right)$ be the resulting instance. For any valid partition $C \uplus I$ of $\left(G, I_{0}, k\right)$, the partition $(C \cup K) \uplus I$ is a valid partition of $\left(G^{\prime}, k\right)$ because $C \subseteq V(G) \backslash I \subseteq N(x)$ for every $x \in K$. For a valid partition $C \uplus I$ of $\left(G^{\prime}, k\right)$, if any vertex in $I_{0}$ is in $C$, then we must have $K \subseteq I$. Since $K$ is a clique of order $\sqrt{2 k}+1$, we have $|E(I, I)|>k$, which contradicts the validity of the partition.

The aforementioned observation on simplicial vertices is formalized by the following rule.

Rule 6.1.2. Let v be a simplicial vertex in $V(G) \backslash I_{0}$. If $\left|E\left(G-\left(N[v] \backslash I_{0}\right)\right)\right| \leq k$, then return a trivial yes-instance. Otherwise, add v to $I_{0}$.

Now we show the safeness of Rule 6.1.2

Lemma 6.1.2. Rule 6.1.2 is safe.

Proof. In the first case, $\left(N[v] \backslash I_{0}\right) \uplus\left(V(G) \backslash N[v] \cup I_{0}\right)$ is a valid partition. Otherwise, we show by contradiction that $v \in I$ in any valid partition $C \uplus I$ of $\left(G, I_{0}, k\right)$. Since $C$ is a clique, if $v \in C$, then $C \subseteq N[v] \backslash I_{0}$. Thus, $E(G-$ $\left.\left(N[v] \backslash I_{0}\right)\right) \subseteq E(I, I)$, but then $|E(I, I)|>k$, contradicting the validity of the partition.

We construct a modulator $M$ as follows. We greedily find a maximal packing of vertex-disjoint $2 K_{2}$ 's, $C_{4}$ 's, and $C_{5}$ 's. Let $M$ be the set of vertices in all subgraphs we found. We can terminate the algorithm by returning a trivial no-instance if we have found more than $k$ vertex-disjoint forbidden induced subgraphs from $G$. Henceforth, we may assume that $|M| \leq 5 k$, and we fix a split partition $C_{M} \uplus I_{M}$
of $G-M$. The following simple observation enables us to know the destinations of more vertices.

Lemma 6.1.3. For any valid partition $C \uplus I$ of $(G, k)$, if one exists, we have
(i) $\left|I_{M} \cap C\right| \leq 1 ;$ and
(ii) $\left|C_{M} \cap I\right| \leq \sqrt{2 k}$.

Proof. The first assertion follows from that $I_{M}$ is an independent set and $C$ is a clique. The second assertion holds because

$$
k \geq|E(I, I)| \geq\left|E\left(C_{M} \cap I, C_{M} \cap I\right)\right|=\binom{\left|C_{M} \cap I\right|}{2} .
$$

We say that a vertex is a c-vertex, respectively, an $i$-vertex, if it is in $C$, respectively, in $I$, for any valid partition $C \uplus I$ of $\left(G, I_{0}, k\right)$. Clearly, every vertex that has more than $k+1$ neighbors in $I_{M}$ is a c-vertex, while the following are i-vertices:

- every vertex with more than $\sqrt{2 k}$ non-neighbors in $C_{M}$; and
- every vertex nonadjacent to a c-vertex.

We can indeed delete all the c-vertices, as long as we keep their non-neighbors marked. Note that after obtaining the initial split partition $C_{M} \uplus I_{M}$ of $G-M$, we do not need to maintain the invariant that $M$ is a modulator, though we do maintain that $C_{M}$ is a clique and that $I_{M}$ is an independent set throughout. During our algorithm, we maintain $\left\{M, C_{M}, I_{M}, I_{0}\right\}$ as a partition of $V(G)$. Therefore, whenever we mark a vertex, we remove it from the set that originally contains it, and move it to $I_{0}$.

Rule 6.1.3. Let $\left(G, I_{0}, k\right)$ be an annotated instance.
(i) Mark every vertex that has more than $\sqrt{2 k}$ non-neighbors in $C_{M}$.
(ii) If a vertex $v$ has more than $k+1$ neighbors in $I_{M} \cup I_{0}$, then mark every vertex in $V(G) \backslash N[v]$ and delete $v$.

Now we show the safeness of Rule 6.1.3.
Lemma 6.1.4. Rule 6.1.3 is safe.
Proof. Let $I_{0}^{\prime}$ denote the set of marked vertices after the reduction. It is trivial that if the resulting instance of (i) is a yes-instance, then the original is also a yesinstance. For (ii), any valid partition $C^{\prime} \uplus I^{\prime}$ of $\left(G-v, I_{0}^{\prime}, k\right)$ can be extended to a valid partition $\left(C^{\prime} \cup\{v\}\right) \uplus I^{\prime}$ of $\left(G, I_{0}, k\right)$ because $C^{\prime} \subseteq V(G) \backslash I_{0}^{\prime} \subseteq N[v]$.

For the other direction, let $C \uplus I$ be any valid partition of $\left(G, I_{0}, k\right)$. (i) Since $C$ is a clique, $C_{M} \backslash N(v) \subseteq I$ for every $v \in C$. By Lemma 6.1.3(ii), if $\left|C_{M} \backslash N(v)\right|>$ $\sqrt{2 k}$ for some vertex $v$, then $v$ has to be in $I$. Thus, we get that $C \uplus I$ is also a valid partition of the new instance ( $G, I_{0}^{\prime}, k$ ). (ii) By Lemma 6.1.3(i), we have $\left|I_{M} \backslash I\right| \leq 1$. As $I_{0} \subseteq I$ and $\left|N(v) \cap\left(I_{M} \cup I_{0}\right)\right|>k+1$, there are at least $k+1$ edges between $v$ and $I$. Since $|E(I, I)| \leq k$, we must have $v \in C$. Moreover, since $C$ is a clique, we get that $C \subseteq N[v]$, and every vertex nonadjacent to $v$ has to be in $I$. This justifies the marking of $V(G) \backslash N[v]$. Clearly, the partition $(C \backslash\{v\}) \uplus I$ is a valid partition of $\left(G-v, I_{0}^{\prime}, k\right)$.

The next rule is straightforward: since $I_{0}$ has to be in the independent set of a valid partition, every solution contains all the edges in $E\left(I_{0}, I_{0}\right)$.

Rule 6.1.4. Let $\left(G, I_{0}, k\right)$ be an annotated instance. Remove all the edges in $E\left(I_{0}, I_{0}\right)$, and decrease $k$ accordingly.

Now we show the safeness of Rule 6.1.4.
Lemma 6.1.5. Rule 6.1.4 is safe.

Proof. By the definition of the annotated instance, any solution $E_{-}$of ( $G, I_{0}, k$ ) contains all the edges in $E\left(I_{0}, I_{0}\right)$. Moreover, the edge set $E_{-} \backslash E\left(I_{0}, I_{0}\right)$ is a solution to $G-E\left(I_{0}, I_{0}\right)$, and its size is at most $k-\left|E\left(I_{0}, I_{0}\right)\right|$. On the other hand, if $\left(G-E\left(I_{0}, I_{0}\right), k-\left|E\left(I_{0}, I_{0}\right)\right|\right)$ is a yes-instance, then any solution of this instance, together with $E\left(I_{0}, I_{0}\right)$, makes a solution of $\left(G, I_{0}, k\right)$ of size at most $k$.

Once there are no edges among vertices in $I_{0}$, we can replace $I_{0}$ with another independent set as long as we keep track of the number of edges between every vertex $v \in V(G) \backslash I_{0}$ and $I_{0}$. The following rule reduces the cardinality of $I_{0}$.

Rule 6.1.5. Let $\left(G, I_{0}, k\right)$ be an annotated instance where $I_{0}$ is an independent set. Introduce $p$ new vertices $v_{1}, v_{2}, \ldots, v_{p}$, where $p=\max _{v \in V(G)}\left|N(v) \cap I_{0}\right|$. For each vertex $x \in N\left(I_{0}\right)$, make $x$ adjacent to $v_{1}, \ldots, v_{\left|N(x) \cap I_{0}\right|}$. Remove all vertices in $I_{0}$, and mark the set of new vertices.

Note that if Rule 6.1.3 is not applicable, then $p \leq k+1$. Instead of proving the safeness of Rule 6.1.5, we prove a stronger statement.

Lemma 6.1.6. Let $\left(G, I_{0}, k\right)$ and $\left(G^{\prime}, I_{0}^{\prime}, k\right)$ be two annotated instances where $G-I_{0}=G^{\prime}-I_{0}^{\prime}$ and both $I_{0}$ and $I_{0}^{\prime}$ are independent sets. If $\left|N_{G}(x) \cap I_{0}\right|=$ $\left|N_{G^{\prime}}(x) \cap I_{0}^{\prime}\right|$ for every $x \in V(G) \backslash I_{0}$, then $\left(G, I_{0}, k\right)$ is a yes-instance if and only if $\left(G^{\prime}, I_{0}^{\prime}, k\right)$ is a yes-instance.

Proof. Let $\{C, I\}$ be a partition of $V(G)$. We show that $C \uplus I$ is a valid partition of $\left(G, I_{0}, k\right)$ if and only if $C \uplus\left(\left(I \backslash I_{0}\right) \cup I_{0}^{\prime}\right)$ is a valid partition of $\left(G^{\prime}, I_{0}^{\prime}, k\right)$. Note
that

$$
\left|E\left(I \backslash I_{0}, I_{0}\right)\right|=\sum_{x \in I \backslash I_{0}}\left|N_{G}(x) \cap I_{0}\right|=\sum_{x \in I \backslash I_{0}^{\prime}}\left|N_{G^{\prime}}(x) \cap I_{0}^{\prime}\right|=\left|E\left(I \backslash I_{0}^{\prime}, I_{0}^{\prime}\right)\right| .
$$

Since $G-I_{0}=G^{\prime}-I_{0}^{\prime}$, and since there is no edge in $G\left[I_{0}\right]$ or $G^{\prime}\left[I_{0}^{\prime}\right]$, the claim follows.

Let us recall an important observation of Guo [84].
Lemma 6.1.7 ([84]). If a vertex $v$ is not contained in any $2 K_{2}, C_{4}$, or $C_{5}$, then $\operatorname{opt}(G-v)=\operatorname{opt}(G)$.

Both Guo [84] and Ghosh et al. [75] used a rule derived from this observation to delete vertices, and this is their only rule that removes vertices from the graph. We may show that the same rule indeed works for our annotated instances, for which however we have to go through the original argument of [84]. We note that if a vertex $v$ in $I_{0}$ is adjacent to two vertices $u$ and $w$ with $u w \notin E(G)$, then any solution has to contain at least one of edges $u v$ and $v w$ (since $u$ and $w$ cannot be both in the clique). We say that an induced $P_{3}$ is $I_{0}$-centered if the degree-two vertex of this $P_{3}$ is from $I_{0}$. In a sense, $I_{0}$-centered $P_{3}$ 's are "minimal forbidden structures" for our annotated instances. Accordingly, a $C_{4}$ or $C_{5}$ involving a vertex from $I_{0}$ is no longer minimal. In summary, the "minimal forbidden structures" are $C_{4}$ 's and $C_{5}$ 's in $G-I_{0}$, all $2 K_{2}$ 's, and $I_{0}$-centered $P_{3}$ 's. Note that a "minimal forbidden structure" intersecting $I_{0}$ has to be a $2 K_{2}$ or an $I_{0}$-centered $P_{3}$, and this gives another explanation of the correctness of Lemma 6.1.6, which exchanges these two kinds of "minimal forbidden structures" with each other. The following rule can be viewed as the annotated version of the rule of Guo [84], and its safeness
can be argued using Lemma 6.1.7.

Rule 6.1.6. Let $\left(G, I_{0}, k\right)$ be an annotated instance where $I_{0}$ is an independent set, and let $v$ be a vertex in $C_{M}$. If $v$ is not contained in any $2 K_{2}$ or any $I_{0}$-centered $P_{3}$, and every $C_{4}$ and $C_{5}$ that contains $v$ intersects $I_{0}$, then remove $v$ from $G$.

Now we prove the safeness of Rule 6.1.6.

Lemma 6.1.8. Rule 6.1.6 is safe.

Proof. Suppose that $v$ is a vertex not contained in any $2 K_{2}$ or any $I_{0}$-centered $P_{3}$, and every $C_{4}$ and $C_{5}$ that contains $v$ intersects $I_{0}$. We show that ( $G, I_{0}, k$ ) is a yesinstance if and only if ( $G-v, I_{0}, k$ ) is a yes-instance, by establishing a sequence of equivalent instances. For each edge $x y \in E(G)$ with $x \in I_{0}$ and $y \in V(G) \backslash I_{0}$, we introduce a new vertex $v_{x y}$ and make it adjacent to $y$. Remove all vertices in $I_{0}$, and let $I_{0}^{\prime}$ denote the set of new vertices (see Figure 6.4). Let ( $G^{\prime}, I_{0}^{\prime}, k$ ) denote the resulting instance. The equivalence between $\left(G^{\prime}, I_{0}^{\prime}, k\right)$ and $\left(G, I_{0}, k\right)$ follows from Lemma 6.1.6. Then let ( $G^{\prime \prime}, k$ ) denote the instance obtained by applying Rule 6.1.1 to $\left(G^{\prime}, I_{0}^{\prime}, k\right)$, with $K$ being the added clique of size $\sqrt{2 k}+1$.

(a)

(b)

Figure 6.4: Illustration of Lemma 6.1.8. The transformation from $G$ to $G^{\prime}$.

We argue that $v$ is not contained in any $2 K_{2}, C_{4}$, or $C_{5}$ of $G^{\prime \prime}$. Suppose for contradiction that there is a set $F \subseteq V\left(G^{\prime \prime}\right)$ that contains $v$ and induces a $2 K_{2}, C_{4}$, or $C_{5}$ in $G^{\prime \prime}$. Since neither the transformation from $G$ to $G^{\prime}$ nor the transformation from $G^{\prime}$ to $G^{\prime \prime}$ makes any change to $V(G) \backslash I_{0}$, this set induces the same subgraph in $G$ and $G^{\prime \prime}$. Thus, the set $F \nsubseteq V(G) \backslash I_{0}$. Moreover, since every vertex in $K$ is universal in $G^{\prime \prime}-I_{0}^{\prime}$ and $\left\{V(G) \backslash I_{0}, K, I_{0}^{\prime}\right\}$ is a partition of $V\left(G^{\prime \prime}\right)$, it follows that $F \cap I_{0}^{\prime}$ is not empty. Note that every vertex in $I_{0}^{\prime}$ has only one neighbor in $G^{\prime \prime}$, we can conclude that $G^{\prime \prime}[F]$ must be a $2 K_{2}$ and $F \cap K=\emptyset$. But then $v$ is contained in either a $2 K_{2}$ or an $I_{0}$-centered $P_{3}$ in $G$, a contradiction.

It then follows from Lemma 6.1.7 that $\left(G^{\prime \prime}, k\right)$ is equivalent to $\left(G^{\prime \prime}-v, k\right)$. To see the equivalence between $\left(G^{\prime \prime}-v, k\right)$ and $\left(G-v, I_{0}, k\right)$, we apply the reversed operations from $G$ to $G^{\prime \prime}$. We first use Rule 6.1.3, applied to ( $G^{\prime \prime}-v, \emptyset, k$ ), to mark all vertices in $I_{0}^{\prime}$, then use Lemma 6.1.6 to replace $I_{0}^{\prime}$ by $I_{0}$, and finally remove vertices in $K$. The resulting graph is precisely $G-v$. We can thus conclude the proof.

We call an annotated instance reduced if none of Rules 6.1.2-6.1.6 is applicable to this instance. The following lemma bounds the cardinalities of $C_{M}$ and $I_{M}$ in a reduced instance.

Lemma 6.1.9. If a reduced instance $\left(G, I_{0}, k\right)$ is a yes-instance, then $\left|C_{M}\right| \leq$ $3 k \sqrt{2 k}$ and $\left|I_{M}\right| \leq k+1$.

Proof. Let $E_{-}$be any solution to ( $G, I_{0}, k$ ) with at most $k$ edges. Since Rule 6.1.6 is not applicable, every vertex in $C_{M}$ is contained in some $2 K_{2}$ or $I_{0}$-centered $P_{3}$, or some $C_{4}$ or $C_{5}$ in the subgraph $G-I_{0}$. Any of these structures must contain an edge in $E_{-}$. Therefore, to bound $\left|C_{M}\right|$, it suffices to count how many vertices in $C_{M}$
can form a $2 K_{2}$ or $I_{0}$-centered $P_{3}$, or a $C_{4}$ or $C_{5}$ in $G-I_{0}$ with an edge $x y \in E_{-}$.

- If a vertex $v \in C_{M}$ is in a $2 K_{2}$ with the edge $x y$, then either $v \in\{x, y\}$ or $v$ is adjacent to neither $x$ nor $y$. In the first case, no other vertex in $C_{M}$ can occur in any $2 K_{2}$ with $x y$. Since $x y \in E(G)$, at least one of its endpoints is not in $I_{0}$ (Rule 6.1.4). This vertex has at most $\sqrt{2 k}$ non-neighbors in $C_{M}$. Therefore, the total number of vertices in $C_{M}$ that can occur in any $2 K_{2}$ with $x y$ is at most $\sqrt{2 k}$.
- If $x y$ is an edge in any $I_{0}$-centered $P_{3}$, then precisely one of $x$ and $y$ is in $I_{0}$. Assume without loss of generality $x \in I_{0}$. If a vertex $v \in C_{M}$ is in an $I_{0}$-centered $P_{3}$ with the edge $x y$, then either $v=y$, or $v$ is not adjacent to $y$. Since $y \notin I_{0}$, it has at most $\sqrt{2 k}$ non-neighbors in $C_{M}$. Thus, the total number of vertices in $C_{M}$ that can occur in any $I_{0}$-centered $P_{3}$ containing $x y$ is at most $\sqrt{2 k}+1$.
- If a vertex $v \in C_{M}$ forms a $C_{4}$ or $C_{5}$ in $G-I_{0}$ with the edge $x y$, then $v$ is adjacent to at most one of $x$ and $y$. Since this $C_{4}$ or $C_{5}$ is in $G-I_{0}$, each of $x$ and $y$ has at most $\sqrt{2 k}$ non-neighbors in $C_{M}$. Thus, the total number of vertices in $C_{M}$ that can occur in such a $C_{4}$ or $C_{5}$ is at most $2 \sqrt{2 k}$.

Noting that an edge cannot satisfy the conditions of both the second $\left(\left|\{x, y\} \cap I_{0}\right|=\right.$ 1) and third $\left(\left|\{x, y\} \cap I_{0}\right|=0\right)$ categories, we can conclude $\left|C_{M}\right| \leq k(\sqrt{2 k}+$ $2 \sqrt{2 k})=3 k \sqrt{2 k}$.

Since Rule 6.1.2 is not applicable, no vertex in $I_{M}$ is simplicial. Suppose that $C \uplus I$ is a valid partition of $(G, k)$. Since $C$ is a clique, for each vertex $v \in I_{M} \cap I$, at least one neighbor of $v$ is in $I$. Therefore, each vertex $v \in I_{M} \cap I$ is incident
to an edge in the solution $E(I, I)$. Noting that $I_{M}$ is an independent set, we have $k \geq\left|I_{M} \cap I\right| \geq\left|I_{M}\right|-1$, where the second inequality follows from Lemma 6.1.3(i). Thus, we can conclude $\left|I_{M}\right| \leq k+1$, and this concludes this proof.

Note that the application of Rule 6.1.1 is different from the other ones. The application of one of Rules 6.1.2-6.1.6 may trigger the applicable of another. After the application of Rule 6.1.1, the instance is no longer annotated, and we will not go back to check the other rules.

### 6.2 An improved kernel

We summarize the kernelization algorithm in Figure 6.5.

Input: an instance $(G, k)$ of the split edge deletion problem.
Output: an equivalent instance ( $G^{\prime}, k^{\prime}$ ) with $\left|V\left(G^{\prime}\right)\right|=O\left(k^{\prime 1.5}\right)$.

1. $I_{0} \leftarrow \emptyset$;
2. $M \leftarrow$ a maximal packing of vertex-disjoint $2 K_{2}$ 's, $C_{4}$ 's, and $C_{5}$ 's;
3. if $|M|>5 k$ then return a trivial no-instance;
4. if $k<0$ then return a trivial no-instance;
5. for each simplicial vertex $v \in V(G) \backslash I_{0}$ do (Rule 6.1.2) if $\left|E\left(G-\left(N[v] \backslash I_{0}\right)\right)\right| \leq k$ then return a trivial yes-instance; else $I_{0} \leftarrow I_{0} \cup\{v\} ;$
6. remove c-vertices and mark i-vertices (Rule 6.1.3);
7. if $E\left(I_{0}, I_{0}\right) \neq \emptyset$ then remove edges in $E\left(I_{0}, I_{0}\right)$ and decrease $k$ (Rule 6.1.4);
8. merge $I_{0}$ into $\leq k$ vertices (Rule 6.1.5);
9. remove vertices in $C_{M}$ not contained in certain structures (Rule 6.1.6);
10. if any of Rules 6.1.2 6.1.4 and 6.1.6 made a change then goto 3 ;
11. if $\left|C_{M}\right|+\left|I_{M}\right|>3 k \sqrt{2 k}+k+1$ then return a trivial no-instance;
12. add $\sqrt{2 k}+1$ new vertices and remove all marks (Rule 6.1.1);
13. return $(G, k)$.

Figure 6.5: A summary of our kernelization algorithm for Split Edge Deletion.

Now we are ready to prove Theorem 1.4 .5 and Theorem 1.4.6, we recall them here.

Theorem 6.2.1. The split edge deletion problem has a kernel with at most $O\left(k^{1.5}\right)$ vertices.

Proof. We use the algorithm described in Figure 6.5. The first two steps build the modulator, and their correctness follows from that any solution contains at least one edge of each forbidden induced subgraph of $G$. Step 3 is obviously correct. Steps 4-8 follow from the safeness of the rules; so is step 11. The correctness of step 10 is ensured by Lemma 6.1.9.

The cardinality of $M$ is at most $5 k$, and it never increases during the algorithm. After step 7, we have $\left|I_{0}\right| \leq k$. We have bounded the cardinalities of $C_{M}$ and $I_{M}$ in Lemma 6.1.9. Step 11 increases $\left|C_{M}\right|$ by $\sqrt{2 k}+1$. Putting them together, we have

$$
|V(G)| \leq 5 k+k+(3 k \sqrt{2 k}+\sqrt{2 k}+1)+k+1=O\left(k^{1.5}\right) .
$$

It is easy to verify that each reduction rule can be checked and applied in polynomial time. To see that the algorithm runs in polynomial time, note that if any of Rules 6.1.2-6.1.4 and 6.1.6 made a change to the instance, then either $k$ decreases by one (Rule 6.1.4), or the cardinality of $V(G) \backslash I_{0}$ decreases by one (the other three rules).

Since the class of split graphs is self-complementary, our algorithm also implies a kernel for the split completion problem. This kernel actually has fewer edges than the one for Split Edge Deletion.

Theorem 6.2.2. The split completion problem has a kernel with at most $O\left(k^{1.5}\right)$ vertices and $O\left(k^{2.5}\right)$ edges.

Proof. Let $(G, k)$ be the input instance of the split completion problem. We can either take the complement of the input graph and consider it as an instance of the split edge deletion problem, or run the "complemented versions" of the rules. In the final result, we have an independent set of at most $O(k \sqrt{k})$ vertices, and at most $O(k)$ other vertices. The claim then follows.

### 6.3 Pseudo-split edge deletion (completion)

AS we mentioned before, split graphs are precisely $C_{5}$-free pseudo-split graphs. Note that a pseudo-split graph contains at most one $C_{5}$. In case that a pseudo-split graph does contain a $C_{5}$, removing any vertex from the $C_{5}$ leaves a split graph. Another way to derive a split subgraph from a pseudo-split graph is by removing any two consecutive edges from the $C_{5}$. Thus, if we use $\operatorname{sed}(G)$ to denote the size of the smallest edge set $E_{-}$such that $G-E_{-}$is a split graph, then

$$
\operatorname{opt}(G) \leq \operatorname{sed}(G) \leq \operatorname{opt}(G)+2
$$

Moreover, we have $\operatorname{opt}(G)=\operatorname{sed}(G)$ if and only if there is a minimum solution $E_{-}$of $G$ (for the pseudo-split edge deletion problem) such that $G-E_{-}$is a split graph.

We say that a partition $C \uplus I \uplus S$ of the vertex set of the input graph $G$ is a valid partition of the instance $(G, k)$ if there exists a set $E_{-}$of at most $k$ edges such that $C \uplus I \uplus S$ is a pseudo-split partition of $G-E_{-}$.

Proposition 6.3.1. Let $G$ be a graph with $\operatorname{opt}(G)<\operatorname{sed}(G)$, let $E_{-}$be a minimum solution to $G$, and let $C \uplus I \uplus S$ be the pseudo-split partition of $G-E_{-}$. Then the subgraph $G[S]$ is a $C_{5}$, and no vertex in I forms a triangle with two vertices in $S$ in $G$.

Proof. Since $\operatorname{opt}(G)<\operatorname{sed}(G)$, the set $S$ cannot be empty. Let $G^{\prime}=G-E_{-}$, and let $v_{1} v_{2} v_{3} v_{4} v_{5}$ be the cycle of $G^{\prime}[S]$. We first argue that $G[S]$ is a $C_{5}$. Suppose otherwise, then there is a chord of the cycle $G^{\prime}[S]$, say $v_{1} v_{3}$, in $E_{-}$. We take $E_{-}^{\prime}=\left(E_{-} \backslash\left\{v_{1} v_{3}\right\}\right) \cup\left\{v_{4} v_{5}\right\}$. Note that $G-E_{-}^{\prime}$ is a split graph, as evidenced by the split partition $\left(C \cup\left\{v_{1}, v_{2}, v_{3}\right\}\right) \uplus\left(I \cup\left\{v_{4}, v_{5}\right\}\right)$ (see Figure 6.6). But $\left|E_{-}^{\prime}\right|=\left|E_{-}\right|$ contradicts $\operatorname{opt}(G)<\operatorname{sed}(G)$.

(a)

(b)

Figure 6.6: Illustration for Proposition 6.3.1.

For the second part, suppose for contradiction that there is a triangle of $G$ containing a vertex $u \in I$ and two vertices in $S$. We have seen that $G[S]$ is a $C_{5}$. We may assume that the triangle is $u v_{1} v_{2}$. We take $E_{-}^{\prime}=\left(E_{-} \backslash\left\{u v_{1}, u v_{2}\right\}\right) \cup$ $\left\{v_{3} v_{4}, v_{4} v_{5}\right\}$. Note that $G-E_{-}^{\prime}$ is a split graph, as evidenced by the split partition $\left(C \cup\left\{v_{1}, v_{2}\right\}\right) \uplus\left(I \cup\left\{v_{3}, v_{4}, v_{5}\right\}\right)$. But $\left|E_{-}^{\prime}\right|=\left|E_{-}\right|$, which contradicts opt $(G)<$
$\operatorname{sed}(G)$.

For the pseudo-split edge deletion problem, one may expect a proposition similar as Lemmas 5.2.3 and 6.1.7; i.e., it is safe to remove vertices not in any $2 K_{2}$ or $C_{4}$. As shown in Figure 6.7, this is however not true. This graph contains no $2 K_{2}$, and the only $C_{4}$ is $v_{1} v_{2} v_{3} v_{4}$. The deletion of any edge from this cycle introduces a new $2 K_{2}$, e.g., $\left\{v_{1} v_{4}, v_{2} v_{6}\right\}$ after $v_{1} v_{2}$ deleted. On the other hand, opt $\left(G-v_{6}\right)=1$ because it suffices to delete either $v_{1} v_{2}$ or $v_{2} v_{3}$. We manage to show that if a vertex $v$ is not in any $2 K_{2}, C_{4}$, or $C_{5}$, then it is safe to remove $v$. This is sufficient for our algorithm.


Figure 6.7: $\operatorname{opt}(G)=2$, while $\operatorname{opt}\left(G-v_{6}\right)=1$.

Lemma 6.3.2. If a vertex $v$ is not contained in any $2 K_{2}, C_{4}$, or $C_{5}$, then $\operatorname{opt}(G-v)=$ opt( $G$ ).

Proof. Let $G^{\prime}=G-v$. It is trivial that any solution to $G$ contains a solution to $G^{\prime}$, hence $\operatorname{opt}\left(G^{\prime}\right) \leq \operatorname{opt}(G)$. Let $E_{-}$be a minimum solution to $G^{\prime}$. We have nothing to show if $G-E_{-}$is a pseudo-split graph as well. In the rest of the proof, $G-E_{-}$is not a pseudo-split graph. We take a pseudo-split partition $C \uplus I \uplus S$ of $G^{\prime}-E_{-}$. If $S=\emptyset$, then $G^{\prime}-E_{-}$is a split graph. Since every split graph is a pseudo-split graph, $E_{-}$is also a minimum split edge deletion set of $G-v$. By

Lemma 6.1.7, there is a set $E_{-}^{\prime}$ such that $\left|E_{-}^{\prime}\right|=\left|E_{-}\right|$and $G-E_{-}^{\prime}$ is a split graph. Thus, $\operatorname{opt}(G) \leq\left|E_{-}^{\prime}\right|=\operatorname{opt}(G-v)$.

Now that $S \neq \emptyset$, we may assume without loss of generality that (1) $G[S]$ is a $C_{5}$, and (2) $\left|S \cap N_{G}(x)\right| \leq 2$ for every vertex $x \in I$; otherwise, by Proposition 6.3.1, we can find another solution $E_{-}^{\prime}$ of $G^{\prime}$ such that $\left|E_{-}^{\prime}\right|=\left|E_{-}\right|$and $G^{\prime}-E_{-}^{\prime}$ is a split graph, and then we are in the previous case. Under these assumptions we show that the vertex $v$ is either adjacent to all vertices in $C \cup S$, or nonadjacent to any vertex in $I \cup S$. Accordingly, we can get that either $(C \cup\{v\}) \uplus I \uplus S$ or $C \uplus(I \cup\{v\}) \uplus S$ is a pseudo-split partition of $G-E_{-}$, and hence $G-E_{-}$is also a pseudo-split graph.

Let us start from the adjacency between $v$ and $S$. If $v$ is adjacent to only one vertex in $S$, or two or three consecutive vertices on the $C_{5}$, then $v$ is contained in a $2 K_{2}$. On the other hand, if $v$ is adjacent to four vertices in $S$, or two or three non-consecutive vertices on the $C_{5}$, then $v$ is contained in a $C_{4}$. See Figure 6.8 for illustration. Therefore, we have that $v$ is adjacent to either all or none of the vertices in $S$. If $S \subseteq N_{G}(v)$, then $C \subseteq N_{G}(v)$ as well: $v$, a vertex $x \in C \backslash N_{G}(v)$, and two nonadjacent vertices in $S$ would induce a $C_{4}$. Now that $N_{G}(v) \cap S=\emptyset$, we are done if $N_{G}(v) \cap I=\emptyset$. Suppose otherwise, and let $u$ be any vertex in $N_{G}(v) \cap I$. By assumption (2), we have $\left|S \cap N_{G}(u)\right| \leq 2$. But then an edge in $G[S]$ of which both endpoints nonadjacent to $u$ form an induced $2 K_{2}$ with $u v$ in $G$. This concludes the proof.

To adapt the algorithm in Figure 6.5 for the pseudo-split edge deletion problem, we only need to conduct very minor adjustments. We use the same modulator $M$ as the previous section, i.e., vertices of a maximal packing of vertex-disjoint $2 K_{2}$ 's, $C_{4}$ 's, and $C_{5}$ 's. Recall that a pseudo-split graph contains at most one $C_{5}$. Thus, if

(a)

(b)

(c)

(d)

(e)

(f)

Figure 6.8: Illustration for the proof of Lemma 6.3.2. There is a $2 K_{2}(a, b, c)$ or $C_{4}(d, e, f)$, shown as thick lines, containing $v$.
we have found $p$ vertex-disjoint $C_{5}$ 's from $G$, then we need to break at least $p-1$ of them.

Lemma 6.3.3. If $(G, k)$ is a yes-instance, then $|M| \leq 4 k+5$.

Proof. Let $E_{-}$be a minimum solution to $G$. Suppose that the numbers of vertexdisjoint $2 K_{2}$ 's, $C_{4}$ 's, and $C_{5}$ 's we have put into $M$ are $p, q$, and $r$, respectively. In each $2 K_{2}$ or $C_{4}$, at least one edge needs to be in $E_{-}$. At most one $C_{5}$ can be disjoint from $E_{-}$, and on each of other $C_{5}$ 's, at least two edges are in $E_{-}$. Thus, we have $k \geq\left|E_{-}\right| \geq p+q+2(r-1)$, and $|M|=4 p+4 q+5 r=4 p+4 q+5(r-1)+5 \leq$ $4 k+5$.

As a result, if $|M|>4 k+5$, then $(G, k)$ must be a no-instance (step 2 of the algorithm). Again, we start from a split partition $C_{M} \uplus I_{M}$ of $G-M$, and we work on the annotated version of the problem. In an annotated instance ( $G, I_{0}, k$ ), the set $I_{0}$ of marked vertices can only be put into the independent set $I$ in a valid partition. We use the same rules as we have used for the split edge deletion problem. We now verify that all of them remain safe for the pseudo-split edge deletion problem. The first is simple.

Rule 6.3.1. Let $\left(G, I_{0}, k\right)$ be an annotated instance. Add a clique of $\sqrt{2 k}+1$ new vertices, and make each of them adjacent to all the vertices in $V(G) \backslash I_{0}$. Return
as an unannotated instance.

Now we show the safeness of Rule 6.3.1.
Lemma 6.3.4. Rule 6.3.1 is safe.

Proof. Let $K$ denote the clique of new vertices, and let $\left(G^{\prime}, k\right)$ be the resulting instance. For any valid partition $C \uplus I \uplus S$ of $\left(G, I_{0}, k\right)$, the partition $(C \cup K) \uplus I \uplus S$ is a valid partition of $\left(G^{\prime}, k\right)$ because $C \subseteq V(G) \backslash I \subseteq N(x)$ and $S \subseteq V(G) \backslash I \subseteq N(x)$ for every vertex $x \in K$. Let $E_{-}$be a set of at most $k$ edges such that $G^{\prime}-E_{-}$is a pseudo-split graph and $C \uplus I \uplus S$ is a pseudo-split partition of $G^{\prime}-E_{-}$. If any vertex in $I_{0}$ is in $C \cup S$, then we must have $K \subseteq I$. But then $\left|E_{-}\right|>k$, which contradicts the validity of the partition.

Rule 6.1.2 was safe for the split edge deletion problem because a vertex is either in $C$ or $I$. For the pseudo-split edge deletion problem, we need to take care of the possibility that a simplicial vertex is in $S$.

Lemma 6.3.5. Let $\left(G, I_{0}, k\right)$ be an instance of the annotated version of the pseudosplit edge deletion problem, and let v be a simplicial vertex of $G$. If there exists a valid partition $C \uplus I \uplus S$ with $v \in S$, then there exists another valid partition $C^{\prime} \uplus I^{\prime} \uplus S^{\prime}$ with $S^{\prime}=\emptyset$.

Proof. Since $v \in S$, the set $S$ is not empty. Since $v$ is simplicial, $G[S]$ is not a $C_{5}$. The statement follows from Proposition 6.3.1.

As a result, for any simplicial vertex $v$, it suffices to look for a valid partition $C \uplus I \uplus S$ with $v \in C \cup I$. If $v \in C$, then $S=\emptyset$; since $C \cup S$ is a subset of $N[v]$, it is a clique, and then $(C \cup S) \uplus I$ is a partition with a smaller solution. Thus, it remains safe.

Rule 6.3.2. Let v be a simplicial vertex in $V(G) \backslash I_{0}$. If $\left|E\left(G-\left(N[v] \backslash I_{0}\right)\right)\right| \leq k$, then return a trivial yes-instance. Otherwise, add $v$ to $I_{0}$.

Now we show the safeness of Rule 6.3.2.

Lemma 6.3.6. Rule 6.3.2 is safe.

Proof. If $\left|E\left(G-\left(N[v] \backslash I_{0}\right)\right)\right| \leq k$, then $\left(N[v] \backslash I_{0}\right) \uplus\left(V(G) \backslash N[v] \cup I_{0}\right)$ is a valid partition. Otherwise, we show that there is a minimum solution $E_{-}$to ( $G, I_{0}, k$ ) such that $C \uplus I \uplus S$ is a pseudo-split partition of $G-E_{-}$and $v \in I$. Suppose for contrary that $v \notin I$, then by Lemma 6.3.5, we can suppose that $v$ is in $C$. Since $C$ is a clique, then $C \subseteq N[v] \backslash I_{0}$. Since every vertex in $S$ is adjacent to all vertices in $C$, then $S \subseteq N[v] \backslash I_{0}$. Thus, we have $E\left(G-\left(N[v] \backslash I_{0}\right)\right) \subseteq E_{-}$, but then $\left|E_{-}\right|>k$, contradicting the validity of the partition.

Lemma 6.3.7. Let $C \uplus I \uplus S$ be a valid partition of $(G, k)$, if one exists, we have
(i) $\left|I_{M} \cap C\right| \leq 1$;
(ii) $\left|I_{M} \cap S\right| \leq 2$; and
(iii) $\left|C_{M} \cap I\right| \leq \sqrt{2 k}$.

Proof. The first assertion follows from that $I_{M}$ is an independent set and $C$ is a clique. The second assertion holds because a $C_{5}$ does not contain an independent set of order three. The last assertion holds because

$$
k \geq|E(I, I)| \geq\left|E\left(C_{M} \cap I, C_{M} \cap I\right)\right|=\binom{\left|C_{M} \cap I\right|}{2} .
$$

We say that a vertex is a c-vertex, respectively, an $i$-vertex, if it is in $C$, respectively, in $I$, for any valid partition $C \uplus I \uplus S$ of $\left(G, I_{0}, k\right)$ (we do not consider vertices in $S$ since there are only five such vertices),

Lemma 6.3.8. If a vertex $v$ has more than $k+3$ neighbors in $I_{M}$, then $v$ is a $c$-vertex.

Proof. Let $E_{-}$be a set of at most $k$ edges such that $G-E_{-}$is a pseudo-split graph and $C \uplus I \uplus S$ is a pseudo-split partition of $G-E_{-}$. Suppose for contrary that $v$ is not a c-vertex, then it is in $I$ or $S$. By Lemma 6.3 .7 (i) and (ii), there are at least $k+1$ neighbors of $v$ are in $I$, then $\left|E_{-}\right|>k$, which is a contradiction.

Lemma 6.3.9. The following are i-vertices:

- every vertex nonadjacent to a c-vertex; and
- every vertex with more than $\sqrt{2 k}+1$ non-neighbors in $C_{M}$.

Proof. The first assertion follows from the definition of the pseudo-split graphs. Now we proof the second assertion. Let $v$ be a vertex with more than $\sqrt{2 k}+1$ non-neighbors in $C_{M}$, and let $E_{-}$be a set of at most $k$ edges such that $G-E_{-}$is a pseudo-split graph and $C \uplus I \uplus S$ is a pseudo-split partition of $G-E_{-}$. Suppose for contrary that $v \notin I$, then $v$ is in $C$ or $S$. If $v \in C$, then all non-neighbors of $v$ in $C_{M}$ are in $I$, then we have $\left|C_{M} \cap I\right|>\sqrt{2 k}$, which contradicts Lemma 6.3.7 (iii). If $v \in S$, then there are at most two non-neighbors of $v$ in $C_{M}$ that are in $S$, then all but one edges in $G\left[(V(G) \backslash N[v]) \cap C_{M}\right]$ are in $E_{-}$, then $\left|E_{-}\right|>k$, a contradiction.

We can indeed delete all the c-vertices, as long as we keep their non-neighbors marked. Note that after obtaining the initial split partition $C_{M} \uplus I_{M}$ of $G-M$, we do not need to maintain the invariant that $M$ is a modulator, though we do maintain that $C_{M}$ is a clique and that $I_{M}$ is an independent set throughout. During our algorithm, we maintain $\left\{M, C_{M}, I_{M}, I_{0}\right\}$ as a partition of $V(G)$. Therefore, whenever we mark a vertex, we move it to $I_{0}$.

Rule 6.3.3. Let $\left(G, I_{0}, k\right)$ be an annotated instance.
(i) Mark every vertex that has more than $\sqrt{2 k}+1$ non-neighbors in $C_{M}$.
(ii) If a vertex $v$ has more than $k+3$ neighbors in $I_{M} \cup I_{0}$, then mark every vertex in $V(G) \backslash N[v]$ and delete $v$.

Now we show the safeness of Rule 6.3.3.
Lemma 6.3.10. Rule 6.3.3 is safe.

Proof. Let $I_{0}^{\prime}$ denote the set of marked vertices after the reduction. It is trivial that if the resulting instance of (i) is a yes-instance, then the original is also a yesinstance. For (ii), any valid partition $C^{\prime} \uplus I^{\prime} \uplus S^{\prime}$ of ( $G-v, I_{0}^{\prime}, k$ ) can be extended to a valid partition $\left(C^{\prime} \cup\{v\}\right) \uplus I^{\prime} \uplus S^{\prime}$ of $\left(G, I_{0}, k\right)$ because $C^{\prime} \subseteq V(G) \backslash I_{0}^{\prime} \subseteq N[v]$ and $S^{\prime} \subseteq V(G) \backslash I_{0}^{\prime} \subseteq N[v]$.

For the other direction, let $E_{-}$be a set of at most $k$ edges such that $G-E_{-}$is a pseudo-split graph and $C \uplus I \uplus S$ is a pseudo-split partition of $G-E_{-}$where $I_{0} \subseteq I$. (i) Since $\left|E_{-}\right| \leq k$, then $\left|C_{M} \backslash N(v)\right| \leq \sqrt{2 k}$ for every $v \in C$ and $\left|C_{M} \backslash N(v)\right| \leq \sqrt{2 k}+1$ for every $v \in S$. Therefore, if $\left|C_{M} \backslash N(v)\right|>\sqrt{2 k}+1$ for some vertex $v$, then $v$ has to be in $I$. Thus, $C \uplus I \uplus S$ is also a valid partition of the new instance ( $G, I_{0}^{\prime}, k$ ). (ii) By Lemma 6.3.7(i) and (ii), $\left|I_{M} \cap I\right| \leq 1$ and
$\left|I_{M} \cap S\right| \leq 2$. As $I_{0} \subseteq I$ and $\left|N(v) \cap\left(I_{M} \cup I_{0}\right)\right|>k+3$, there are at least $k+1$ edges between $v$ and $I$. Since $\left|E_{-}\right| \leq k$, we must have $v \in C$. Moreover, since $C$ is a clique, $C \subseteq N[v]$, and every vertex nonadjacent to $v$ has to be in $I$. This justifies the marking of $V(G) \backslash N[v]$. Clearly, $(C \backslash\{v\}) \uplus I \uplus S$ is a valid partition of $\left(G-v, I_{0}^{\prime}, k\right)$.

Rule 6.3.4. Let $\left(G, I_{0}, k\right)$ be an annotated instance. Remove all the edges in $E\left(I_{0}, I_{0}\right)$, and decrease $k$ accordingly.

Lemma 6.3.11. Rule 6.3.4 is safe.
Proof. By the definition of the annotated instance, any solution $E_{-}$of ( $G, I_{0}, k$ ) contains all the edges in $E\left(I_{0}, I_{0}\right)$. Moreover, we have that $E_{-} \backslash E\left(I_{0}, I_{0}\right)$ is a solution to $G-E\left(I_{0}, I_{0}\right)$, and its size is at most $k-\left|E\left(I_{0}, I_{0}\right)\right|$. On the other hand, if $\left(G-E\left(I_{0}, I_{0}\right), k-\left|E\left(I_{0}, I_{0}\right)\right|\right)$ is a yes-instance, then any solution of this instance, together with $E\left(I_{0}, I_{0}\right)$, makes a solution of $\left(G, I_{0}, k\right)$ of size at most $k$.

Rule 6.3.5. Let $\left(G, I_{0}, k\right)$ be an annotated instance where $I_{0}$ is an independent set. Introduce p new vertices $v_{1}, v_{2}, \ldots, v_{p}$, where $p=\max _{v \in V(G) \backslash I_{0}}\left|N(v) \cap I_{0}\right|$. For each vertex $x \in N\left(I_{0}\right)$, make $x$ adjacent to $v_{1}, \ldots, v_{\left|N(x) \cap I_{0}\right|}$. Remove all vertices in $I_{0}$, and mark the set of new vertices.

The following statement ensures the safeness of Rule 6.3.5. Note that if Rule 6.3.3 is not applicable, then $p \leq k+2$.

Lemma 6.3.12. Let $\left(G, I_{0}, k\right)$ and $\left(G^{\prime}, I_{0}^{\prime}, k\right)$ be two annotated instances where $G-I_{0}=G^{\prime}-I_{0}^{\prime}$ and both $I_{0}$ and $I_{0}^{\prime}$ are independent sets. If $\left|N_{G}(x) \cap I_{0}\right|=$ $\left|N_{G^{\prime}}(x) \cap I_{0}^{\prime}\right|$ for every $x \in V(G) \backslash I_{0}$, then $\left(G, I_{0}, k\right)$ is a yes-instance if and only if $\left(G^{\prime}, I_{0}^{\prime}, k\right)$ is a yes-instance.

Proof. We show that $C \uplus I \uplus S$ is a valid partition of $\left(G, I_{0}, k\right)$ if and only if $C \uplus\left(\left(I \backslash I_{0}\right) \cup I_{0}^{\prime}\right) \uplus S$ is a valid partition of $\left(G^{\prime}, I_{0}^{\prime}, k\right)$. Note that

$$
\begin{aligned}
\left|E\left((I \cup S) \backslash I_{0}, I_{0}\right)\right| & =\sum_{x \in(I \cup S) \backslash I_{0}}\left|N_{G}(x) \cap I_{0}\right|=\sum_{x \in(I \cup S) \backslash 0_{0}^{\prime}}\left|N_{G^{\prime}}(x) \cap I_{0}^{\prime}\right| \\
& =\left|E\left((I \cup S) \backslash I_{0}^{\prime}, I_{0}^{\prime}\right)\right| .
\end{aligned}
$$

Since $G-I_{0}=G^{\prime}-I_{0}^{\prime}$, and there is no edge in $G\left[I_{0}\right]$ or $G^{\prime}\left[I_{0}^{\prime}\right]$, we conclude the proof.

Rule 6.3.6. Let $\left(G, I_{0}, k\right)$ be an annotated instance where $I_{0}$ is an independent set, and let $v$ be a vertex in $C_{M}$. If $v$ is not contained in any $2 K_{2}$ or any $I_{0}$-centered $P_{3}$, and every $C_{4}$ and $C_{5}$ that contains $v$ intersects $I_{0}$, then remove $v$ from $G$.

Lemma 6.3.13. Rule 6.3.6 is safe.
Proof. We show that ( $G, I_{0}, k$ ) is a yes-instance if and only if ( $G-v, I_{0}, k$ ) is a yes-instance, by establishing a sequence of equivalent instances. For each edge $x y$ with $x \in I_{0}$ and $y \in V(G) \backslash I_{0}$, introduce a new vertex $v_{x y}$ and make it adjacent to $y$. Remove all vertices in $I_{0}$, and let $I_{0}^{\prime}$ denote the set of new vertices. Let ( $G^{\prime}, I_{0}^{\prime}, k$ ) denote the resulting instance. The equivalence between $\left(G^{\prime}, I_{0}^{\prime}, k\right)$ and ( $G, I_{0}, k$ ) follows from Lemma 6.3.12. Then let ( $G^{\prime \prime}, k$ ) denote the graph obtained by applying Rule 6.3.1 to ( $G^{\prime}, I_{0}^{\prime}, k$ ), with $K$ being the added clique.

We argue that $v$ is not contained in any $2 K_{2}, C_{4}$ or $C_{5}$ of $G^{\prime \prime}$. Suppose for contradiction that there is a set $F \subseteq V\left(G^{\prime \prime}\right)$ that contains $v$ and induces a $2 K_{2}, C_{4}$, or $C_{5}$ in $G^{\prime \prime}$. Since neither the transformation from $G$ to $G^{\prime}$ nor the transformation from $G^{\prime}$ to $G^{\prime \prime}$ makes any change to $V(G) \backslash I_{0}$, this set induces the same subgraph in $G$ and $G^{\prime \prime}$. Thus, $F \nsubseteq V(G) \backslash I_{0}$. Moreover, since every vertex in $K$ is universal
in $G^{\prime \prime}-I_{0}^{\prime}$, it follows that $F \cap I_{0}^{\prime}$ is not empty. Note that every vertex in $I_{0}^{\prime}$ has degree one in $G^{\prime \prime}$, we can conclude that $G^{\prime \prime}[F]$ must be $2 K_{2}$ and $F \cap K=\emptyset$. But then $v$ is contained in either a $2 K_{2}$ or an $I_{0}$-centered $P_{3}$ in $G$, a contradiction.

It then follows from Lemma 6.3.2 that $\left(G^{\prime \prime}, k\right)$ is equivalent to $\left(G^{\prime \prime}-v, k\right)$. To see the equivalence between $\left(G^{\prime \prime}-v, k\right)$ and $\left(G-v, I_{0}, k\right)$, we apply the reversed operations from $G$ to $G^{\prime \prime}$. We first use Rule 6.3.3, applied to ( $G^{\prime \prime}-v, \emptyset, k$ ), to mark all vertices in $I_{0}^{\prime}$, then use Lemma 6.3.12 to replace $I_{0}^{\prime}$ by $I_{0}$, and finally remove vertices in $K$. The resulting graph is precisely $G-v$. We can thus conclude the proof.

We call an annotated instance reduced if none of Rules 6.3.2-6.3.6 is applicable to this instance.

Lemma 6.3.14. If a reduced instance $\left(G, I_{0}, k\right)$ is a yes-instance, then $\left|C_{M}\right| \leq$ $3 k \sqrt{2 k}+2 k+2$ and $\left|I_{M}\right| \leq k+3$.

Proof. Let $E_{-}$be any solution to $\left(G, I_{0}, k\right)$ with at most $k$ edges and $C \uplus I \uplus S$ a pseudo-split partition pf $G-E_{-}$. Since Rule 6.3.6 is not applicable, every vertex in $C_{M}$ is contained in some $2 K_{2}$ or $I_{0}$-centered $P_{3}$, or some $C_{4}$ or $C_{5}$ in $G-I_{0}$. If $\operatorname{opt}(G)=\operatorname{sed}(G)$, then every minimal forbidden structure contains an edge in $E_{-}$. If $\operatorname{opt}(G)<\operatorname{sed}(G)$, then all minimal forbidden structures except for one $C_{5}$ (it is $S$ ) contain an edge in $E_{-}$, then $\left|S \cap C_{M}\right| \leq 2$ (by Proposition 6.3.1). Therefore, to bound $\left|C_{M}\right|$, it suffices to count how many vertices in $C_{M}$ can form a $2 K_{2}$ or $I_{0}$-centered $P_{3}$, or a $C_{4}$ or $C_{5}$ in $G-I_{0}$ with an edge $x y \in E_{-}$.

- If a vertex $v \in C_{M}$ is in a $2 K_{2}$ with edge $x y$, then either $v \in\{x, y\}$ or $v$ is adjacent to neither $x$ nor $y$. In the first case, no other vertex in $C_{M}$ can
occur in any $2 K_{2}$ with $x y$. Since $x y \in E(G)$, at least one of them is not in $I_{0}$ (Rule 6.3.4). This vertex has at most $\sqrt{2 k}+1$ non-neighbors in $C_{M}$. Therefore, the total number of vertices in $C_{M}$ that can occur in any $2 K_{2}$ with $x y$ is at most $\sqrt{2 k}+1$.
- If $x y$ is an edge in any $I_{0}$-centered $P_{3}$, then precisely one of them is in $I_{0}$. Assume without loss of generality $x \in I_{0}$. If a vertex $v \in C_{M}$ is in an $I_{0}$ centered $P_{3}$ with the edge $x y$, then either $v=y$, or $v$ is not adjacent to $y$. If $v=y$, then there is no other vertex in $C_{M}$ that can be in an $I_{0}$-centered $P_{3}$ with $x y$. Since $y \notin I_{0}$, it has at most $\sqrt{2 k}+1$ non-neighbors in $C_{M}$. Thus, the total number of vertices in $C_{M}$ that can occur in any $I_{0}$-centered $P_{3}$ containing $x y$ is at most $\sqrt{2 k}+1$.
- If a vertex $v \in C_{M}$ is in a $C_{4}$ or $C_{5}$ that contains $x y$, then $v$ is adjacent to at most one of $x$ and $y$. Since this $C_{4}$ or $C_{5}$ is in $G-I_{0}$, then each of $x$ and $y$ has at most $\sqrt{2 k}+1$ non-neighbors in $C_{M}$. Thus, the total number of vertices in $C_{M}$ that can occur in such a $C_{4}$ or $C_{5}$ is at most $2 \sqrt{2 k}+2$.

Noting that an edge cannot satisfy both the second $\left(\left|\{x, y\} \cap I_{0}\right|=1\right)$ and third $\left(\left|\{x, y\} \cap I_{0}\right|=0\right)$ categories, we can conclude $\left|C_{M}\right| \leq k(\sqrt{2 k}+2 \sqrt{2 k}+2)+2=$ $3 k \sqrt{2 k}+2 k+2$.

Since Rule 6.3 .2 is not applicable, no vertex in $I_{M}$ is simplicial. Let $E_{-}$be a set of at most $k$ edges such that $G-E_{-}$is a pseudo-split graph and $C \uplus I \uplus S$ is a pseudo-split partition of $G-E_{-}$. Since $C$ is a clique, for each vertex $v \in I_{M} \cap I$, at least one neighbor of $v$ is in $I \cup S$. Therefore, each vertex $v \in I_{M} \cap I$ is incident to an edge in the solution $E_{-}$. Noting that $I_{M}$ is an independent set, we have $k \geq$ $\left|I_{M} \cap I\right| \geq\left|I_{M}\right|-1$, where the second inequality follows from Lemma 6.3.7(i).

Note that $\left|I_{M} \cap S\right| \leq 2$ by Lemma 6.3.7(ii). Thus, $\left|I_{M}\right| \leq k+3$, and this concludes this proof.

We use the algorithm described in Figure 6.5. The analysis of the kernels is the same as that of Theorem 6.2.1.

Theorem 6.3.15. There is an $O\left(k^{1.5}\right)$-vertex kernel for the pseudo-split edge deletion problem. There is a kernel of $O\left(k^{1.5}\right)$ vertices and $O\left(k^{2.5}\right)$ edges for the pseudo-split completion problem.

## Chapter 7

## Conclusions and Future Research

In this chapter, I conclude my thesis and provide an overview of topics I plan to pursue in the future. A summary of all the results in this thesis was listed in Section 1.4. My future work will focus on developing kernelization algorithms for graph modification problems, not only for graph classes characterized by finite forbidden induced subgraphs (such as claw-free graphs and line graphs) but also for graph classes with infinite obstructions (such as chordal graphs and interval graphs). Additionally, I plan to investigate characterizations of circular-arc graphs and their subclasses.

### 7.1 Conclusions

In this thesis, we investigate edge modification problems for several graph classes that are characterized by finite forbidden induced subgraphs, and we provide a polynomial kernel for each of these problems.

In Chapter 3, we study the cluster ( $P_{3}$-free) edge deletion problem and provide
a $2 k$-vertex kernel for it. Additionally, we use the same kernelization algorithm to the strong triadic closure problem and obtain a $2 k$-vertex kernel.

In Chapter 4 , we present a kernel with $38 k$ vertices for the paw-free completion problem. We believe the size of the kernel can be improved to $16 k$ by careful analysis, but we leave an open problem of whether a kernel with a size smaller than $10 k$ can be obtained.

In Chapter 5, we show a very simple kernelization algorithm for the trivially perfect ( $\left\{P_{4}, C_{4}\right\}$-free) completion problem. The resulting kernel contains at most $2 k^{2}+2 k$ vertices.

In Chapter 6, we study the kernelization algorithms for the split edge deletion (completion) problem and the pseudo-split edge deletion (completion) problem, and show a kernel with $O\left(k^{1.5}\right)$ vertices for both problems.

### 7.2 Future Research

For decades, researchers have been intrigued by the question of which graph modification problems admit polynomial kernels. I am also eager to contribute my efforts to this area of research.

### 7.2.1 Polynomial kernels for edge modification problems

For graph classes that are characterized by only one simple forbidden induced subgraph, denoted as $H$-free graphs. For these graphs, the question of whether there exists a polynomial kernel for the corresponding edge modification problems has been studied extensively. Specifically, it has been shown that for all graphs on three vertices and for all graphs on four vertices except for the claw (a star on four
vertices), a polynomial kernel exists. We use $S_{\ell}$ to denote a star with $\ell$ vertices. For the $S_{3}$-free (cluster) edge deletion problem, we have shown the existence of a $2 k$ vertices kernel. However, for the $S_{11}$-free edge deletion problem, Cai [25] proved that a polynomial kernel does not exist unless NP $\subseteq$ coNP/ poly. The question of whether the $S_{\ell}$-free edge deletion problem with $4 \leq \ell \leq 10$ has a polynomial kernel remains open. Solving the following open problem is an important step to closing the gap $[41,24,53,43,39]$.

Open problem 7.2.1. Does the claw-free edge deletion problem admit a polynomial kernel?

We are also interested in this problem, as well as the claw-free completion problem and the claw-free editing problem.

Open problem 7.2.2. Does the claw-free completion problem admit a polynomial kernel?

Open problem 7.2.3. Does the claw-free editing problem admit a polynomial kernel?

To solve the problem of finding a polynomial kernel for the claw-free edge deletion problem, we could explore graph classes related to the claw-free graphs. For instance, we can examine subclasses of claw-free graphs, such as line graphs and proper interval graphs.

A line graph is a graph that does not contain any of the nine graphs shown in Figure 7.1 as an induced subgraph [4]. Recently, Eiben and Lochet [58] showed that the edge deletion problem toward line graphs admits a polynomial kernel with $O\left(k^{5}\right)$ vertices. However, the existence of polynomial kernels for the completion
problem and the editing problem toward line graphs is still unknown, and it is included in my lists of future work.





Figure 7.1: The nine minimal forbidden induced subgraphs of line graphs.

Open problem 7.2.4. Does the line graph completion problem admit a polynomial kernel?

Open problem 7.2.5. Does the line graph editing problem admit a polynomial kernel?

The proper interval graphs is another subclass of claw-free graphs, which is characterized by an infinite number of minimal forbidden induced subgraphs. A graph is a proper interval if it contains no claw, net, tent, or hole (cycles of length larger than three) as an induced subgraph [158]. Proper interval graphs is also known as claw-free interval graphs [137, 16]. The proper interval completion problem has been shown to admit a polynomial kernel with $O\left(k^{3}\right)$ vertices [10], while the proper interval edge deletion problem and the proper interval editing problem have not been shown to have such polynomial kernels yet.

Open problem 7.2.6. Does the proper interval edge deletion problem admit a polynomial kernel?

Open problem 7.2.7. Does the proper interval editing problem admit a polynomial kernel?

Chordal graphs and interval graphs are two important graph classes characterized by an infinite number of minimal forbidden induced subgraphs. The chordal completion problem has been shown to have a kernel with $O\left(k^{2}\right)$ vertices [123]. However, for the edge deletion and editing problems toward chordal graphs, no polynomial kernel has yet been discovered.

I am interested in the interval completion problem. While it has been proven to be FPT in [156, 26], we still do not know if a polynomial kernel exists for it. It is known that interval graphs is a subclass of chordal graphs and a superclass of proper interval graphs. Interestingly, the completion problem towards proper interval graphs and chordal graphs both have polynomial kernels. This situation makes the question of whether a polynomial kernel exists for the interval completion problem even more intriguing. To approach this problem, I plan to first consider a simpler problem: the completion problem from a chordal graph to an interval graph. This problem has already been proven to be NP-complete in [131]. My primary objective is to explore the existence of a polynomial kernel for this problem.

Chordal $\rightarrow$ Interval Completion
Input: A chordal graph $G$ and a nonnegative integer $k$.
Output: Is there a set $E_{+}$of at most $k$ edges such that $G+E_{+}$is an interval graph?

Open problem 7.2.8. Does Chordal $\rightarrow$ Interval Completion admit a polynomial kernel?

For this problem, we have some observations and some ideas that have not yet been proven. We know that a graph is a chordal graph if and only if it has a clique tree [11], and a graph is an interval graph if and only if it has a clique path [72, 76]. Starting from a clique tree $T$ of a chordal graph $G$ with a minimum number of leaves, we observe that the number of leaves can be reduced at most by one by adding an edge to $G$. Thus, the number of leaves of $T$ is at most $k+2$, and the number of nodes in $T$ of degree larger than two is at most $k+1$. If we can bound the number of nodes with degree two in $T$ and the number of vertices contained in every node of $T$ in the polynomial of $k$, then we can obtain a polynomial kernel.

We hope this work could give us some hints for kernelization algorithms for the interval completion problem.

Open problem 7.2.9. Does the interval completion problem admit a polynomial kernel?

For the open problems we discussed above, we could try to use the modulator method first. Regarding the edge modification problems for claw-free graphs and line graphs, we cloud obtain a modulator by finding a maximal packing of vertexdisjoin claws and the induced subgraphs illustrated in Figure 7.1. Since there are infinite number of forbidden induced subgraphs for (proper) interval graphs, we cannot obtain a modulator by finding a maximal packing of their forbidden induced subgraphs. Therefore, we need to explore alternative methods to obtain the modulator, such as utilizing approximation algorithms with a constant ratio. However, the best-known result is the $O(\log n)$ approximation algorithm for the interval completion problem [134]. Hence, it is challenging to employ the modulator methods for the kernelization algorithms to the interval completion problem.

### 7.2.2 Characterizations of normal circular-arc graphs

Characterizing circular-arc graphs and its subclasses by forbidden induced subgraphs is also one of my main areas of focus for future work. A circular-arc graph is an intersection graph of arcs on a circle and is a generalization of an interval graph. Lekkerkerker and Boland [109] showed the set of forbidden induced subgraphs for interval graphs in the 1960s, the same is not true for circular-arc graphs, whose set of forbidden induced subgraphs remains unkonwn after years of research [153, 154, 61, 111, 17, 70]. On the positive side, the forbidden subgraph characterizations of several subclasses of circular-arc graphs are known to us, such as proper circular-arc graphs (in which no arc is properly contained in any other arc) [154], unit circular-arc graphs (in which all arcs have the same length) [154], and normal Helly circular-arc graphs (in which no two arcs cover the circle and every family of pairwise intersecting arcs shares a common point) [29]. Trotter and Moore [151] characterized two-clique circular arc graphs in terms of forbidden subgraphs. Lin and Szwarcfiter [111] had given the minimal forbidden induced subgraphs of Helly circular-arc graphs (in which every family of pairwise intersecting arcs shares a common point) when the input graph is a circular-arc graph.

Normal circular-arc graphs (in which no two arcs cover the circle) is a subclass of circular-arc graphs for which we do not yet know the forbidden induced subgraph characterization. I want to study the characterization of normal circular-arc graphs by minimal forbidden induced subgraphs when the input graph is a circular-arc graph.

Hell and Huang [92] showed that if $G$ is a co-bipartite circular-arc graph, then $G$ is a normal circular-arc graph if and only if $\bar{G}$ is an interval bigraph. They also
provided the forbidden induced subgraph characterization of interval bigraphs. Here we need to consider that $G$ is a circular-arc graph but not co-bipartite, which means that the vertices of $G$ cannot be covered by two cliques.

For a minimal circular-arc graph $H$ that is not normal, there are two arcs that cover the circle in any arc model of $H$. We consider whether these two arcs are fixed in any arc model. There are three cases to consider: (i) both of the two arcs are fixed in any arc model, (ii) only one of them is fixed in any arc model, (iii) none of them is fixed.

Next, we give some definitions. A circular-arc model is an ordered pair ( $C, \mathcal{A}$ ), where $C$ is a circle, and $\mathcal{A}$ is a family of arcs of $C$. Unless explicitly stated, we always traverse $C$ in the clockwise direction for traverses $C$. For a vertex $v$ in a circular-arc graph, we write $A(v)=[1 p(v), \operatorname{rp}(v)]$ to denote the arc of $v$ that traversing from $1 \mathrm{p}(v)$ to $\mathrm{rp}(v)$, where $\operatorname{lp}(v)(\mathrm{rp}(v))$ is the beginning point (ending point) of $A(v)$. For a circular-arc graph $G$, we consider the arc model of $G$. Let $C$ be a circle and let $p$ and $q$ be the two endpoints of a diameter of $C$. We use $P$ (respectively $Q$ ) to denote the open segment from $p$ to $q$ (respectively from $q$ to $p)$, where $P=[p, q]$.

We begin by examining the minimal non-normal circular-arc graphs that have two fixed arcs covering the circle in any arc model. Let $H$ be a circular-arc graph, and consider every arc model of $H$ that contains eight arcs satisfying the following conditions:
(i) Four arcs $A(a), A(b), A(c)$, and $A(d)$ that do not intersect each other. Two of these arcs, $A(a)$ and $A(b)$, are in $P$, while the other two, $A(c)$ and $A(d)$, are in $Q$,
(ii) Two arcs $A(u)$ and $A(v)$ that do not intersect each other. Arc $A(u)$ is located between $\operatorname{lp}(a)$ and $\operatorname{rp}(b)$, while arc $A(v)$ is located between $\operatorname{lp}(c)$ and $\operatorname{rp}(d)$.
(iii) Two arcs, $A(x)$ and $A(y)$, such that $A(x)$ intersects all seven arcs but $A(u)$ and $A(y)$ intersects all seven arcs but $A(v)$.

If these conditions hold, we can conclude that $H$ is not a normal circular-arc graph, and $\operatorname{arcs} A(x)$ and $A(y)$ cover the circle (refer to Figure 7.2).


Figure 7.2: Two arcs $A_{x}$ and $A_{y}$ cover the circle. The two olive arcs are $A_{u}$ and $A_{\nu}$, the two purple arcs are $A_{x}$ and $A_{y}$.

We have discovered many such minimal non-normal circular-arc graphs, and we believe that there is a finite number of such graphs. Figure 7.3 showcases three of these graphs that we have discovered.


Figure 7.3: Three minimal non-normal circular-arc graphs with two vertices $x$ and $y$ such that the corresponding arcs cover the circle in any arc model.

Now we consider the minimal non-normal circular-arc graphs that have only
one fixed arc covering the circle with the other one arc in any arc model. Upon observation, we have noticed that these graphs contain a universal vertex, and we suspect that its corresponding arc is the fixed arc that covers the circle, although we have not yet established proof for this.


Figure 7.4: Tow hole-stars (removing the universal vertices).

We define a hole-star as a graph $H$ that contains a universal vertex and an induced cycle $C_{\ell}=\left\{c_{1}, \ldots, c_{\ell}\right\}$, where $\ell \geq 3$, such that for any pair of consecutive vertices $c_{i}$ and $c_{i+1}$ on $C_{\ell}$, there are either three pairwise nonadjacent vertices that are only adjacent to $c_{i}$ and $c_{i+1}$, or there is a vertex $v_{i}$ only adjacent to $c_{i}$ and $c_{i+1}$ and two pairwise nonadjacent vertices that are only adjacent to $c_{i}$ and $v_{i}$. Figure 7.4 illustrates two examples of hole-star graphs. It is easy to see that the arc of the universal vertex and an arc of a vertex on the $C_{4}$ (or an arc of a vertex $v_{i}$ ) cover the circle. In this case, there are infinitely many such minimal non-normal circular-arc
graphs.
To study this case more closely, we aim to determine if the number of such minimal non-normal circular-arc graphs is finite in chordal graphs. Specifically, we consider a chordal circular-arc graph $G$ which contains a universal vertex.

Suppose that $G$ is a minimal non-normal circular-arc graph. As $G$ is minimal, it has exactly one universal vertex, which we assume is $u$. Since $G$ is a minimal nonnormal circular-arc graph, the subgraph $G-u$ is a normal circular-arc graph. Let $\mathcal{M}$ be an arc model of $G-u$. Because $G-u$ is chordal, the number of arcs covering the circle is at most three. Since $G-u$ is a normal circular-arc graph, the number of arcs cover the circle is exactly three. Let $A\left(v_{1}\right), A\left(v_{2}\right)$, and $A\left(v_{3}\right)$ cover the circle, where $v_{1}, v_{2}$, and $v_{3}$ are vertices in $G-u$. The six endpoints of these three arcs divide the circle into six sections. Let $X_{1}=A\left(v_{1}\right) \cap A\left(v_{2}\right), X_{2}=A\left(v_{2}\right) \cap A\left(v_{3}\right)$, $X_{3}=A\left(v_{3}\right) \cap A\left(v_{1}\right), Y_{1}=A\left(v_{1}\right) \backslash\left(A\left(v_{2}\right) \cup A\left(v_{3}\right)\right), Y_{2}=A\left(v_{2}\right) \backslash\left(A\left(v_{1}\right) \cup A\left(v_{3}\right)\right)$, and $Y_{3}=A\left(v_{3}\right) \backslash\left(A\left(v_{1}\right) \cup A\left(v_{2}\right)\right)$. See Figure 7.5 for an illustration.


Figure 7.5: An arc model for $G-u$.

Since $G$ is a minimal non-normal circular-arc graph, we can construct a nonnormal arc model for $G$ by adding the $\operatorname{arc} A(u)$ to $\mathcal{M}$, let $\mathcal{M}^{\prime}$ to denote it. The circle of $\mathcal{M}^{\prime}$ is covered by $A(u)$ and another arc in $\mathcal{M}$. Every arc in $\mathcal{M}$ is either
properly contained in one of $A\left(v_{1}\right), A\left(v_{2}\right)$, and $A\left(v_{3}\right)$, or properly contains one of $X_{1}, X_{2}$, and $X_{3}$.

We can assume that there is no arc properly containing $A\left(v_{1}\right), A\left(v_{2}\right)$, or $A\left(v_{3}\right)$ since we can replace one of $A\left(v_{1}\right), A\left(v_{2}\right)$, and $A\left(v_{3}\right)$ with the arc otherwise. Then we can assume that the arc that covers the circle with $A(u)$ is either one of $A\left(v_{1}\right)$, $A\left(v_{2}\right)$, and $A\left(v_{3}\right)$, or an arc properly contains one of $X_{1}, X_{2}$, and $X_{3}$. If $A(u)$ covers the circle with one of $A\left(v_{1}\right), A\left(v_{2}\right)$, and $A\left(v_{3}\right)$, then $A(u)$ intersects all of $X_{1}, X_{2}$, and $X_{3}$. If $A(u)$ covers the circle with an arc that properly contains one of $X_{1}, X_{2}$, and $X_{3}$, then $A(u)$ intersects at least two of the three segments.

If $A(u)$ intersects $X_{1}$ in any arc model of $G$, there is an $\operatorname{arc} A(w)$ that is properly contained in $X_{1}$. In this case, there is an arc at each end of $X_{1}$ that intersects $X_{1}$ and does not intersect $A(w)$ (see an example in Figure 7.6(a)).

Now suppose that $A(u)$ does not intersect $X_{1}$ in an arc model of $G$. Then $A(u)$ must cover the circle with an arc $A(x)$ that properly contains $X_{1}$ in the model. Then we can assume that there are no arcs that are properly contained in $X_{1}$. Since $A(u)$ and $A(x)$ cover the circle, there is at least one arc that is properly contained in $A(x) \cap A\left(v_{1}\right)$ and one arc that is properly contained in $A(x) \cap A\left(v_{2}\right)$. Suppose $A\left(u_{1}\right)$ is properly contained in $A(x) \cap A\left(v_{1}\right)$ and $A\left(u_{2}\right)$ is properly contained in $A(x) \cap A\left(v_{2}\right)$. By assumption, we can get that both $A\left(u_{1}\right)$ and $A\left(u_{2}\right)$ are not properly contained in $X_{1}$. By considering the intersection of $A\left(u_{1}\right)$ and $A\left(u_{2}\right)$, we obtain the graphs in Figure 7.6(b-e). Considering the intersection of $X_{2}$ and $A(u)$ and the intersection of $X_{3}$ and $A(u)$, we can combine these five cases to obtain 35 such non-normal circular-arc graphs. It is easy to see that we can obtain a minimal non-normal circular-arc graph by replacing the triangle $v_{1} v_{2} v_{3}$ with a hole.

For minimal non-normal circular-arc graphs where none of the covering arcs is


Figure 7.6: Five minimal non-normal circular-arc graphs.
fixed, we have only found a few examples of such graphs. As shown in Figure 7.7, the vertices $x, y$, and $z$ are adjacent to all vertices but $a, b$, and $c$, respectively. In different arc models of the graph (as depicted Figure 7.7 (b-d)), the pairs of arcs that cover the circle are different.


Figure 7.7: A minimal forbidden subgraph. In (b), the arcs of $y$ and $x$ cover the circle. In (c), the arcs of $x$ and $z$ cover the circle. In (d), the arcs of $y$ and $z$ cover the circle.
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