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Abstract 

 

In light of the vital role of artificial intelligence (AI) and the distinctive characteristics of 

AI (such as anthropomorphism, inexplicability, and natural language), AI can be extremely 

beneficial to us. However, human-AI interaction inefficiency is very common (Agomuoh, 2023; 

Cem, 2023). It is necessary for us to better understand how users and AI communicate and how 

users feel in a world where humans and AI co-exist. 

This thesis consists of two AI research. This first study discusses how chatbot designs 

affect the human-chatbot interaction process and, thus, influence human-AI interaction 

outcomes. Chatbots are gaining momentum in a variety of business functions, such as IT 

service, human resource management, customer service, and sales. Although chatbot 

proactivity design and social identity design are popular in the industry, limited existing 

research on chatbots has investigated chatbot proactivity design and its role as a boundary 

condition of chatbot social identity design. In order to optimize user evaluation on the service 

with chatbots, there is thus a need from both the business and the academia aspects to better 

understand how chatbot social designs affect the human-chatbot conversational process and, in 

turn, affect user perception and task success from the perspective of uncertainty reduction. The 

field experiment results reveal that proactivity design will decrease communication 

inefficiency and, thus, increase customer satisfaction and the probability of task success. 

Furthermore, chatbot social identity design weakens the negative effect on customer 

satisfaction made by ineffective communication. 

The second study investigates how the introduction of a hybrid human-AI service affects 

user evaluations of the service. AI and humans do have their own advantages when facing 

different tasks in digital platforms—for example, AI agents are better skilled in reliability, 

scalability, speed, accuracy, and generalization, while human agents are better skilled in 

creativity, judgment, and empathy (Rai and Sarker, 2019). A Human-AI hybrid service system 
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can benefit from both AI and Human agents’ advantages, and it is of interest to study the impact 

of human-AI hybrid services in digital platforms. In particular, our study examines the 

associations between human-AI hybrid services and user evaluations in the context of a major 

audio streaming platform. On the platform, the introduction of AI podcasters creates the 

phenomenon—for the same audio, sometimes the AI voice version is released first, and 

sometimes the human voice version is released first. This provides us with a great opportunity 

to study how the introduction of a human-AI hybrid service affects user evaluations of the 

service from a temporal perspective. The empirical findings show that the user evaluations of 

those who are first exposed to a human service are improved with the presence of the human-

AI hybrid service, and the user evaluations of those who are first exposed to an AI service get 

worse with the presence of the human-AI hybrid service. Our findings have important 

implications for both digital platforms and AI developers.    

Keywords: human-AI interactions, communication inefficiency, uncertainty reduction 

theory, human-AI hybrid service, digital platform, the contrast effect, user 

evaluations on the service 
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Chapter 1 : Introduction 

1.1. Research Motivation 

Artificial Intelligence (AI) was first introduced in1950s. It refers to a system that learns 

from its surroundings and takes actions to increase its chances of achieving its objectives (Poole 

et al., 1998). Data storage and data richness have been greatly improved with the development 

of Cloud Computing and Internet of Things technologies, which further facilitated the 

development of AI technology in the past ten years. AI is generally used for reasoning, 

problem-solving, planning, knowledge representation, learning, natural language processing, 

and perception. Now, AI is gaining momentum in a variety of business functions, such as 

detecting diseases in healthcare, AI-powered sales assistants, fraud prevention in marketing, 

and autonomous vehicles in manufacturing1. According to a report, AI software revenue is 

expected to reach 126 billion US dollars by 20252. Despite its vast market value, most research 

on AI focuses more on its capabilities of AI and how it is applied in various fields (Huang and 

Rust, 2018; Jiang et al., 2017; Serey et al., 2021). The research on the AI user side is limited, 

especially user evaluations of the service. In addition, few studies have delved into the human-

AI interaction process. Thus, it is an excellent opportunity to investigate AI from users’ 

perspectives, such as the effects of AI designs on the human-AI interaction process and how 

users feel in a human-AI coexistence world. 

The considerable market value and benefits of AI made AI research valuable. I believe 

that AI will be part of our lives, including healthcare, daily work, lifestyle, social media, etc. 

However, it is revealed that AI is pushed back from the user side (Luo et al., 2019). Therefore, 

we should understand how to get along with AI and investigate AI from the user’s perspective. 

My research motivation is derived from AI’s huge value and the current research state of AI. 

This thesis will study human-AI interaction from the perspectives of how the AI system designs 

influence the human-AI conversational process and how user evaluations of the service are 

affected in the process of introducing a human-AI hybrid service to digital platforms. 
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1.2. Existing Artificial Intelligence Research  

To gain a clear picture of the current state of AI research, social science AI studies are 

reviewed. First, a word cloud is displayed to give us a basic understanding of AI research, such 

as most discussed algorithms and topics. Next, the literature review concluded three streams of 

AI research and identified the research gaps. Articles are selected from the Web of Science and 

Google scholar using the keyword—Artificial Intelligence. After ruling out technology paper 

(i.e., algorithm development), 48 social science studies are selected (i.e., Jarek and Mazurek, 

2019; Jiang et al., 2017; Longoni et al., 2019). The word cloud is generated based on these 

studies (see Figure 1.1). We found that neural network, knowledge, algorithm, application, 

innovation, change, decision-making, and theory are the keywords in these paper. The word 

cloud figure reveals that neural network is the most discussed algorithm in social science AI 

paper. In addition, innovation, knowledge, changes, and AI applications are the most discussed 

AI topics in these AI studies in social science, which reveals existing AI research highly values 

what AI brings to us. 

 
Figure 1.1. Word Cloud 

Further, excepting lots of computer science studies, AI studies were mainly discussed in 

the following fields: marketing (e.g., Jarek and Mazurek, 2019; Wirth, 2018), healthcare 

(Brown et al., 2021; Jiang et al., 2017; Jin et al., 2020; Longoni et al., 2019), and management 

(Hussain et al., 2019; Raisch and Krakowski, 2021; Verganti et al., 2020; Webb et al., 2019). 
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After reviewing existing paper, there are three streams of AI research. One stream of research 

focuses on studying the consequences of AI adoption. Generally, there is no consensus on the 

impact of AI adoption, depending on the scenario in which it is used, such as the augmentation 

potential of AI adoption in employees’ learning and development in the workplace (Wilkens, 

2020), a positive effect of firm-level AI adoption on the firm outcome (Alekseeva et al., 2021), 

a negative effect of AI sales adoption on sales (Luo et al., 2019), no robust association between 

AI adoption among IT specialists and firm outcomes (Alekseeva et al., 2021), and consumers’ 

low acceptance in medical AI adoption (Longoni et al., 2019). The second stream of research 

concentrates on discussing the capabilities of AI and possibilities for applying AI in a number 

of scenarios, such as AI in data management (Jiang et al., 2017; Jin et al., 2020; Serey et al., 

2021), marketing segmentation (Raiter,2021), and AI models in healthcare (Pierce, 2019; 

Reddy et al., 2019). The last stream of AI research discusses the ethical problems of AI and, 

accordingly, how to build a safe AI by developing regulations, policies, or ethics (Calo, 2017; 

Fournier-Tombs, 2021; Yu et al., 2018). In this stream, researchers also revealed the 

phenomenon that people prefers human service provider to AI service provider (Longoni et al., 

2019, Luo et al., 2019, Mou and Xu, 2017), which may result from the ethical problem of AI 

(Johnson and Verdicchio, 2017). Generally, AI research is still at an early stage. For example, 

in AI adoption consequences research, limited consequences are discussed. In addition, other 

research directions should also be taken into account. For instance, human-AI collaboration 

structure research is still at an early stage. The research on the human-AI interaction process is 

also limited. Although the self-disclosure of users is discussed in human-AI communication 

(Schanke et al., 2021), more human-AI communication processes (e.g., inefficiency) are 

worthy of being studied. Last but not least, existing studies put a lot of effort into AI technology 

development and AI applications (e.g., Jin et al., 2020; Prentice et al., 2020), while the research 

on the AI user side is limited. Therefore, this work discussed human-AI communication 

inefficiency and its impact on user satisfaction and task outcome. In the second study, we base 
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on the common phenomenon of AI services and human services coexistence and conceptualize 

a human-AI collaboration construct—human-AI hybrid service. In this study, we investigate 

how the introduction of a human-AI hybrid service affects user evaluations. 

1.3. Research Introduction 

This thesis consists of two AI studies. Both studies investigate human-AI interactions 

from different perspectives. Given the AI literature research gap identified, this thesis 

investigates AI from the user perspective using different methods. The first study conducts an 

online field experiment and focuses on the human-AI interaction process, antecedents, and 

associated outcomes. The second study takes advantage of the human-AI hybrid service 

introduction to study the effects of human-AI hybrid service on user evaluations from a 

temporal perspective. Meanwhile, this thesis’s purpose is to provide foundations for future 

human-AI interaction studies and call for attention to user-side research in AI research. 

In the first study, chatbots’ social designs are researched. Chatbots are the essential 

interfaces representing the companies to communicate with customers. Therefore, the social 

designs of chatbots are deserved to be investigated. In a famous beer company, we conducted 

an online field experiment on their social media platform. By encouraging participants to chat 

with our designed chatbots, we can collect and analyze their chats. This study applies 

uncertainty reduction theory to examine how chatbot social designs influence human-AI 

conversational processes and, thus, affect associated outcomes. This study focuses on two 

social chatbot designs—proactivity and social identity designs. Both two designs are popular 

in practice and have necessary practical implications. However, in academia, limited studies 

researched the two social designs. In addition, this study further investigates the human-AI 

interaction process—communication inefficiency, which is an under-researched but essential 

area in human-AI interaction research. This research will be displayed in Chapter 2. 
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The second study investigates how user evaluations of the service change in the process 

of introducing human-AI hybrid services to digital platforms. AI and humans do have their 

own advantages when facing different tasks in digital platforms—for example, AI agents are 

better skilled in reliability, scalability, speed, accuracy, and generalization, while human agents 

are better skilled in creativity, judgment, and empathy (Rai and Sarker, 2019). A human-AI 

hybrid service system can benefit from both AI and human agents’ advantages, and it is of 

interest to study the impact of human-AI hybrid services in digital platforms. It is increasingly 

common to offer both AI and human services to users. In the context of an online streaming 

platform, we use the interesting phenomenon—AI agents and human agents provide the same 

service to users—to examine the effect of the human-AI hybrid service on user evaluations. 

For the same audio, users can listen to it broadcasted by either AI or humans. How do user 

evaluations of the service change when the human-AI hybrid service becomes available? This 

research examines the effect of the human-AI hybrid service introduction from a temporal 

perspective and reveals that the introduction of the human-AI hybrid service polarize user 

evaluations of the service. It sheds light on the underlying mechanism of the effects of human-

AI hybrid service on user evaluations based on the contrast effect. This research will be 

displayed in Chapter 3. 

In this thesis, I first introduce my research motivation and the current state of AI research 

in social science. Next, in chapter 1.3, the two research is briefly introduced. Chapters 2 and 3 

will demonstrate the two studies. In the last chapter, the conclusions and future research will 

be discussed.   
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Chapter 2 : Designing Chatbots for Conversational Commerce—A Look into the 

Human-AI Conversation 

 

Abstract 

This study discusses how chatbot designs affect the human-chatbot interaction process 

and, thus, influence human-AI interaction outcomes. Chatbots are gaining momentum in a 

variety of business functions, such as IT service, human resource management, customer 

service, marketing, and sales. We are now entering a new era of conversational commerce with 

the great potential to save costs, improve efficiency, and enhance customer relationships in 

different business sectors. While organizations have the opportunity to leverage the benefits of 

chatbots, they also face challenges such as customers confusion and resistance from customers. 

Although chatbot proactivity design and social identity design are popular in the industry, 

limited existing research on chatbots has investigated chatbot proactivity design and its role as 

a boundary condition of chatbot social identity design. In order to optimize user experience 

with chatbots, there is thus a need from both the business and the academia aspects to better 

understand how chatbot social designs affect the human-chatbot conversational process and, in 

turn, affect user perception and task success from the perspective of uncertainty reduction. The 

field experiment results reveal that proactivity design will decrease communication 

inefficiency and, thus, increase customer satisfaction and the probability of task success. 

Furthermore, chatbot social identity design weakens the negative effect on customer 

satisfaction made by ineffective communication. 

2.1. Introduction 

Artificial Intelligence (AI) applications have been widely adopted in industries such as 

healthcare, finance, and marketing. While AI applications were focusing on supercomputing 

capabilities, they have evolved into people's daily life with distinctive features from previous 

technologies (e.g., computers and the Internet)—i.e., the 'natural' communication features and 

the anthropomorphic characteristics. The interface between AI and humans is no longer just 
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standard commands, menus, or buttons that have steep learning curves for most people. Instead, 

AI can communicate with users using natural language. Moreover, anthropomorphic features 

such as personality and informal language bring social factors into human-AI communication 

that significantly improve user experience. One popular AI application is the chatbot technology 

which has been evolving for over 50 years. Recently, all leading technology companies—e.g., 

OpenAI, Google, Microsoft, Tencent, Amazon, Facebook, IBM, Apple, Samsung, etc.—have 

developed platforms to make chatbots simple and quick for business implementation. A few 

examples include ChatGPT from OpenAI (launched in 2022), Watsons from IBM (launched in 

2011), Xiaoice from Microsoft (launched in 2014), and Amazon Alexa (launched in 2014).  

Chatbots have gained significant traction in the business landscape, revolutionizing 

conversational commerce by providing a natural language user interface, particularly through 

voice or text interactions (Eeuwen, 2017). A notable example is Facebook's revelation at the 

F8 conference, which highlighted the presence of a staggering 300,000 active chatbots on their 

platform1. Among these advancements, ChatGPT has emerged as a noteworthy contributor to 

business success. Its implementation offers a wide array of advantages, including enhanced 

customer support, scalability, cost-effectiveness, swift response time, lead generation, sales 

support, market research facilitation, and feedback collection. In broader terms, chatbots can 

provide businesses with numerous benefits, such as expedited consumer service, reduced labor 

costs, multitasking capabilities, and consistent service quality (Intellexer, 2019). The chatbot 

market is expected to reach USD 102.29 billion, representing a 34.75 percent compound annual 

growth rate (CAGR) over the forecast period (2021-2026)2. However, despite the remarkable 

advancements in chatbots, even if it is ChatGPT, there are problems in the efficiency of human-

chatbot communication (Agomuoh, 2023; Cem, 2023).  It results from uncertainty level is high 

when people interact with a chatbot. For example, the behavioral uncertainty level is high when 

 
1 https://about.fb.com/news/2021/06/f8-refresh-developer-conference/ 
2 https://www.mordorintelligence.com/industry-reports/chatbot-market 
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chatbots struggle to understand complex or ambiguous queries. For instance, if a user seeks the 

chatbot's assistance in finding a good restaurant nearby, the chatbot may fail to comprehend 

the user's specific preferences, resulting in inappropriate restaurant recommendations. 

Consequently, users experience frustration due to the inadequacy of the chatbot in addressing 

their needs accurately. In addition, users may also contribute to cognitive uncertainty by not 

providing straightforward and specific instructions or queries. When users input a non-specific 

prompt such as "help" without specifying the issue they require assistance with, the chatbot 

may deliver generic or ineffectual responses. This ambiguity further intensifies user frustration 

as their actual requirements may remain unaddressed due to the chatbot's limited understanding 

of their ambiguous input. Another aspect of cognitive uncertainty emerges when users 

encounter difficulty explaining complicated needs or requests to a chatbot such as 

customization. Users may struggle to express their preferences accurately or locate the 

appropriate phrases or choices within the chatbot interface. Consequently, communication 

inefficiency prevents the chatbot from providing the intended result, ineffective responses, 

leading to user dissatisfaction. Addressing and mitigating these uncertainties is crucial to 

improving the effectiveness and usability of chatbot systems, ensuring enhanced user 

experiences and outcomes.   

Different chatbot design features have been widely applied in industries to tackle the 

human-chatbot communication problems such as empathy expression, personality, intimate 

tone, proactivity, social identity, etc. In this research, we mainly focus on proactivity design 

and social identity design to reduce uncertainty between human-chatbot communication. 

Chatbot proactivity involves both the initiation of conversation and providing multiple options 

for consumers to choose from in the chat (Peng et al., 2019). Proactivity features (e.g., a prompt, 

a welcome message) are expected to optimize user experience, increase conversions, and 

anticipate consumer needs3. Another example is to incorporate social features (e.g., giving a 

 
3 https://www.inbenta.com/en/blog/proactive-vs-reactive-chatbots-pros-and-cons/ 
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certain human name to a chatbot) in chatbot design. According to a survey (Leah, 2018), eight 

of ten chatbots have human names, such as Rosie, Alfred, and Ruby, in the most popular 

chatbots. Practitioners believe that social identity design could make chatbots appear more 

approachable and help consumers feel more comfortable4. Though different design solutions 

are developed, there is mixed evidence about chatbot performance5.  In addition, few studies 

have focused on the impact of these designs on the conversational process, and usually they 

skip right over the conversational process to study the business outcomes directly. Thus, 

managers have the pressing need to better understand the research questions—how human-

chatbot communication inefficiency is influenced by the two chatbot social designs and 

ultimately, how the business outcomes are influenced. In the industry, conversion rate and user 

experience are the critical metrics of chatbot performance. In this research, we incorporate the 

industry metrics. We use the probability of task-oriented human-AI interaction success to 

represent conversion rate, and consumer satisfaction with the interaction represents user 

experience. 

Chatbots commonly serve as the primary interface for customers engaging with 

businesses. However, ineffective communication between users and chatbots often leads to 

frustration and resistance, which hampers the realization of the significant value that chatbots 

can bring. Consequently, there is a need to thoroughly investigate and understand the issues 

about human-chatbot communication inefficiency. This research aims to delve into the human-

chatbot conversational process, specifically focusing on the human-chatbot communication 

inefficiency. To evaluate the   human-chatbot communication inefficiency, a novel metric is 

proposed as an essential measure. We conceptualize four types of human-chatbot 

communication inefficiency based on Li’s study (Li et al., 2020) and define it as excessive cost 

in human-chatbot communication based on Vetter’s definition (Vetter, 2000). We use the 

 
4 https://www.soocial.com/chatbot-names/ 
5 https://www.cmswire.com/consumer-experience/we-know-chatbots-are-falling-short-but-why/ 
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communication inefficiency because inefficiency can better reflect the phenomenon and 

matches our measurement. According to existing literature (Li et al., 2020) and our human-

chatbot conversation logs, we have summarised human-chatbot communication inefficiency 

into four types—(1) misunderstanding between consumers and chatbots, (2) conversation 

diverging into irrelevant topics, (3) asking the other party to repeat or rephrase questions, and 

(4) guessing the meaning of expressions. Furthermore, the study evaluates the impact of 

proactive and social identity design strategies on the communication inefficiency between 

humans and chatbots and, accordingly, how human-chatbot communication inefficiency 

affects customer satisfaction and task completion. In particular, we draw from the perspective 

of uncertainty reduction and examine the impacts of two design features—chatbot proactivity 

and social identity—on the inefficiency of human-chatbot conversation, which in turn 

influences user satisfaction and task success. We argue that chatbot proactivity design will 

reduce cognitive uncertainty by initiating the conversation with a set of potential topics. Thus, 

consumers will have a basic understanding of the talking scope and know how to ask questions 

to the chatbot. The social identity design will reduce behavioral uncertainty by setting social 

norms. Chatbot social identity design will indicate what behaviors are expected in the situation. 

In addition to the direct effect of social identity design, social identity design also has a 

moderation effect. Social identity will weaken the negative effect of communication 

inefficiency on consumer satisfaction with the interactions due to ingroup favoritism. People 

are usually more patient and friendly with their ingroup members (Taylor and Doria, 1981). 

Ingroup members are more tolerant of communication inefficiency and reduce the perceived 

frustration made by the communication inefficiency. As a result, ingroup human-chatbot 

communication has better satisfaction with the interaction. Consumer satisfaction is an 

affective outcome of the conversation, which is not only influenced by the communication 

inefficiency but also the consumer emotion bias. Therefore, social identity design has a 

moderation effect. It affects consumer satisfaction with human-AI interaction by two ways. 
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The first one is the direct effect from the perspective of behavioral uncertainty reduction. The 

second is the moderation effect caused by ingroup bias. Compared to consumer satisfaction 

with the interaction, task success is a representation of uncertainty reduction outcome, which 

is only influenced by communication inefficiency in this study. Therefore, we argue that social 

identity moderates the relation between communication inefficiency and consumer satisfaction. 

 The intended contribution of this research is to advance the study of chatbots within the 

Information System literature. Firstly, the research recognizes the need to address the problem 

of communication inefficiency in human-chatbot interactions in order to fully harness the 

potential value of chatbots. To this end, the research proposes a measure of communication 

inefficiency that can serve as a foundation for improving communication effectiveness in 

human-chatbot interactions. Secondly, this research seeks to bridge the gap in the existing 

literature on chatbots in the field of information systems. While most studies have extensively 

discussed the business influences of chatbot social designs (i.e., Schanke et al., 2021; 

Schuetzler et al., 2020), there has been a lack of research that delves into the specific nuances 

of the conversational process involved in human-chatbot interactions. Lastly, the research 

expands upon the utilization of uncertainty reduction research in the context of human-chatbot 

communication inefficiency studies. While previous research has used this theory to explore 

the distinction between human-human communication and human-chatbot communication, as 

well as its impact on friendship formation between chatbot and human (Lurings, 2019; Bahtiri 

and Peeters, 2019), there is a dearth of research that applies this theory to guide the reduction 

of human-chatbot communication inefficiency, despite its prevalence in contemporary 

communication practices. By incorporating uncertainty reduction research into the examination 

of communication inefficiency, this research aims to address a pressing issue in human-chatbot 

communication. 
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2.2. Literature Review 

 We conducted a review of the literature on chatbot in the fields of information system, 

human-computer interaction, and marketing. We identify two relevant streams of literature—

one is business research on the anthropomorphic (humanness) and social design of chatbots 

and the other computer science research on human-chatbot conversation analysis. 

Chatbot design literature mainly focuses on how anthropomorphic (humanness) and 

social features of chatbots—e.g., modality (voice vs. text) (Cho et al. 2019), chatbot disclosure 

(e.g., Luo et al., 2019; Shi et al., 2020), conversation style (i.e., Schuetzler et al., 2020; Kull et 

al., 2021), and personality (i.e., Jin et al., 2019; Tärning and Silvervarg, 2019)—influence user 

perceptions, intentions, and related business outcomes (Table 2.1). User perceptions include 

attitudes towards chatbots (i.e., Ashktorab et al., 2019; Cho, 2019; Tärning and Silvervarg, 

2019), social presence (i.e., Gnewuch et al., 2018; Roy and Naidoo, 2021), perceived 

humanness (i.e., Candello et al., 2017; Araujo, 2018; Schuetzler et al., 2020), etc. Most research 

revealed positive relationships between anthropomorphic and social features of chatbots and 

user perceptions. For example, Beattie et al. (2020) found that messages using emoji is 

increased users' perceptions of the message source as more socially attractive, credible, and 

with more CMC competence. Business outcomes include purchase (i.e., Luo et al., 2019; 

Schanke et al., 2021), donation persuasion (i.e., Shi et al., 2020), and brand engagement (i.e., 

Kull et al., 2021). Again, most research revealed positive relationships between 

anthropomorphic and social features and the business outcomes. For instance, Schanke et al. 

(2021) found that the chatbot humor design and communication delays increased conversion. 

While all the features were postulated to produce a smooth conversation between users and 

chatbots, metrics of the conversations were not included in the research models—the mediators 

in the studies were user perceptions such as perceived humanness (e.g., Cho et al. 2019) and 

social presence (e.g., Lee et al., 2006; Schuetzler et al. 2020). The link between chatbot design 

and the conversation quality is missing in this stream of literature. Therefore, we propose 
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communication inefficiency to represent conversation quality in this research by measuring the 

number of the occurrence of conversation non-smoothness—non-progress (Li et al., 2020) and 

obstacles (Myers et al., 2018)—divided by the number of conversations turns. 

Research on human-chatbot conversation analysis takes advantage of natural language 

processing (NLP) techniques (e.g., Akhtar et al., 2019; Candello et al., 2019; Myers et al., 

2018), existing AI services (e.g., IBM Watson service (Li et al., 2020)), or manual coding (e.g., 

Jain et al., 2018; Logacheva et al., 2018) to explore human-chatbot conversations (Table 2.2). 

Most of the research consists of exploratory and descriptive studies such as identifying 

conversation topics (e.g., Akhtar et al., 2019), user intents (e.g., Candello et al., 2019), and the 

differences between human-human and human-chatbot conversations (e.g., Hill et al., 2015; 

Logacheva et al., 2018). In particular, a group of studies examined human-chatbot 

communication (in)efficiency, such as identifying non-progress types (e.g., Li et al., 2020; 

Myers et al., 2018;), user coping strategies (Candello et al., 2019; Li et al., 2020; Myers et al., 

2018), and chatbot repair strategies (e.g., Ashktorab et al., 2019). However, most of the 

literature does not investigate the effects of chatbot design on human-chatbot conversations. 

Also, the existing computer science studies are not focusing on business contexts and thus do 

not examine the links between conversation analysis and business outcomes such as consumer 

decision making and satisfaction. 

In summary, while a variety of chatbot design features have been examined to influence 

different business-related conversation outcomes, existing business literature has limited 

understanding of the conversation as the mechanism underlying the relationship between 

chatbot designs and the outcomes. On the other hand, though computer science research has 

analyzed the human-chatbot conversations, a better understanding is needed of how the 

efficiency of such communication is linked to both chatbot design and outcomes that are 

relevant to the business context. In the current research, we integrate these two streams of 

research to investigate the effects of chatbot design on the conversation that in turn affects user 
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satisfaction and task outcome. In particular, drawing from the literature on conversation 

analysis, we identify two relevant notions—non-progress (Li et al., 2020) and obstacles (Myers 

et al., 2018)—as a conceptual foundation of human-chatbot communication inefficiency, 

which we theorize to influence user satisfaction and task success. Moreover, following the 

distinction between cognitive uncertainty and behavioral uncertainty in uncertainty reduction 

theory in communication research (Berger and Calabrese, 1975)), we aim to investigate two 

chatbot design features—proactivity and social identity—that affect communication 

inefficiency. We choose these two features because they respectively address the two types of 

uncertainty—proactivity for cognitive uncertainty reduction and social identity for behavioral 

uncertainty reduction. We discuss the theoretical foundation and develop our hypotheses in the 

next section. 
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Table 2.1. Business Research on Chatbot Design 

Source Design-related IVs Mediator Moderator DVs Findings 

Anthropomorphic (humanness) Features 

Araujo (2018) Human-like design 

(informal language and 

name) vs. machine-like 

design 

  Mindful and 

mindless 

anthropomorphism 

 

In the consumer service context, subjects were 

required to fulfil a task of changing order addresses 

with a chatbot. Results suggest that human-like 

agents increase users' perceptions of mindful and 

mindless anthropomorphism. 

 

Cho et al. 

(2019) 

 

Modality (voice vs. text) 

 

Perceived 

human-

likeness   

Task type 

(utilitarian vs. 

hedonic) 

Positive attitude 

towards chatbots   

Participants were required to communicate with 

chatbots in a lab experiment to complete a task 

(utilitarian or hedonic).  

1. The paper revealed a positive effect of laptop 

usage and on the perceived human likeness of 

chatbots. 

2. The positive effect of voice interaction on 

attitudes toward chatbot is mediated by perceptions 

of human-like characteristics in utilitarian task 

conditions.  

 

Candello et al. 

(2017)  

 

Typeface type (human-

like vs. machine-like) 

  Users' perception 

of humanness  

 

In the lab experiment, participants communicated 

with a financial advisor chatbot. It is revealed that 

while machine-like typeface was perceived more as 

a machine, the human-like typeface was not 

perceived more as human. 

Gnewuch et al. 

(2018)  

Dynamic delay vs. non-

dynamic delay according 

to the complexity of user 

questions  

  Perceived chatbot 

humanness, social 

presence, and 

satisfaction  

The results indicate that dynamic response delays 

can increase users' perception of chatbot humanness, 

social presence, and satisfaction in the context of 

consumer service. 

 

Luo et al. 

(2019) 

Chatbot identity 

disclosure 

 Chatbot identity 

disclosure timing 

Purchase   In a sales call setting, researchers conducted a field 

experiment and found that:  

1. Chatbots identity disclosure will reduce the 

purchase likelihood. 
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Source Design-related IVs Mediator Moderator DVs Findings 

2. The above negative effect will be weakened by 

late chatbot identity disclosure. 

Adam et al.  

(2020) 

 

 

Anthropomorphic design 

cues (chatbot identity, 

small talk, and empathy 

design) 

  

Social 

presence 

 User compliance An online experiment was conducted in the context 

of banking. The results indicate that 

anthropomorphic cues (chatbot identity, small talk, 

and empathy design) increase user compliance 

mediated by social presence. 

Social Features 

 Smestad and 

Volden (2019) 

Chatbot personality 

(agreeable vs. 

conscientious) 

    User experience 

measured by 

AttrakDiff 

evaluation   

This study found that agreeable personality had a 

significant positive effect on the user experience of 

chatbots.   

Roy and 

Naidoo (2021) 

Conversation style 

(warm vs. competent) 

Social 

perception 

of the 

brand 

Time orientation 

(present vs. future) 

Attitudes towards 

brand and 

purchase intention  

Participants joined a simulation of shopping on a 

hotel website. Consumers' time orientation (present 

orientation) strengthens the positive effect of warm 

style conversation on attitudes towards chatbot and 

purchase intention. 

 

Schuetzler et 

al. (2020) 

Conversational skill 

(tailored responses and 

response variety) 

Social 

presence 

 Perceived 

humanness and 

partner 

engagement  

The participants were required to communicate with 

chatbots in an online experiment. The research 

indicates that individuals perceive a chatbot with 

high communication skills to be more socially 

present, which leads to a positive impact on 

perceived humanness and partner engagement. 

Beattie et al. 

(2020) 

 

Chatbot message type 

(with emoji vs. without 

emoji) 

  Social attraction, 

CMC competence, 

and the credibility 

of message source 

In a restaurant recommendation context, researchers 

found that messages using emojis increased users' 

perceptions of the message source as more socially 

attractive, credible, and with more CMC 

competence.  

 

Kull et al. 

(2021)   

Initial message tone 

(competent vs. warm)  

Brand-self 

distance  

Brand affiliation 

(consumer vs. non-

consumer) 

Brand engagement  The study was conducted in the context of travel 

guide and banking, respectively. Results revealed: 
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Source Design-related IVs Mediator Moderator DVs Findings 

1. Brand engagement increases if chatbots can 

initiate conversation using a warm welcoming 

message.   

2. Brand–self distance mediates the above effect, 

such that a warm (vs. competent) initial message 

makes consumers feel closer to the brand. Further, 

brand affiliation strengthens the relationship 

between message warmness and brand engagement. 

Anthropomorphic and Social Features 

Schanke et al. 

(2021)   

 

Social presence (intimate 

tone), communication 

delays (typing time), and 

humor (joking) designs 

  Cash offer Transaction 

conversion   

  

In the context of online retailing, the results 

indicate: 

1. The anthropomorphic designs increase 

conversion, single anthropomorphic design increase 

conversion by 6.7%, all three anthropomorphic 

designs increase conversion by 10.8%. 

2. This result suggests that customers become much 

more price-sensitive in the presence of enough 

anthropomorphism. 

 

Shi et al. 

(2020) 

 

Chatbot identity 

disclosure  

 Persuasion 

strategies (personal 

vs. non-personal)  

Donation 

persuasion 

The research revealed that: 

1. If users perceive the partner as a human, they are 

more likely to donate. 

2. If the users perceive the partner as a human and 

receive personal inquiries persuasion strategy, the 

persuasion effect is stronger. 
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Table 2.2. Computer Science Research on Human-chatbot Conversation Analysis 

Source  Findings 

Exploratory and Descriptive Research 

Akhtar et al. (2019) 

 

The human-chatbot conversation log was analyzed with a 

Cross-Industry Standard Process for Data Mining 

model(CRISP-DM reference model). The research found 

that users were generally interested in and satisfied with 

their conversations with chatbots. If users model not 

receive instant and expected responses to their inquiry, 

they would quit the chats. 

Park et al. (2018) 

 

Researchers analyzed the conversation log between 

students and two chatbots (Rose and Mitsuku). They 

found that students used simple language and made text 

errors. Other findings were that Rose seemed to switch 

topics more often while Mitsuku seemed to be more 

combative in conversation. 

Logacheva et al. (2018) Human-human and human-chatbot conversations were 

compared to find the differences between the two—e.g.,  

human-human conversations had more diverse topics and 

longer durations. 

Hill et al. (2015) 

 

The research compared human-human conversations with 

human-chatbot conversations by an NLP method. 

Researchers analyzed words per message, message per 

conversation, profanity, emotion, and so on. The results 

revealed that humans used fewer words per message, 

more messages per conversation, and more profanities 

towards the chatbot as compared to human-human 

conversations.   

Jain et al. (2018) Researchers analyzed human-chatbot conversations by 

manual coding. They found users liked chatbots that could 

talk in natural language in a 'human-like' manner or ones 

that engaged users. 

Human-chatbot Communication Inefficiency 

Li et al. (2020) In a digital-banking context, 17136 conversations were 

both manually coded and analyzed by AI—IBM Watson 

conversation understanding service. The research 

identified 12 types of "non-progress" (NP) of the 

conversations and 10 user coping strategies such as 

switching topics, reformulation of questions, and quitting. 

The research found that users had the intention to quit if 

they had encountered 3 consecutive incidences of NP. 

Moreover, Reformulation was used as the last strategy to 

cope with NP.  

Candello et al. (2019) 

 

Conversation logs and videos between users and chatbots 

were analyzed with a semi-supervised topic cluster 

methodology to identify 4 topics from the conversations. 

The results suggest that the presence of an audience in the 

conversation increased users' reaction to chatbot failures. 

Myers et al. (2018) The study used Dialogflow to analyze voice conversation 

records between humans and a chatbot. The results 

identified 4 types of conversation obstacles, including 

unfamiliar intent, NLP error, system error, and failed 

feedback. The study then revealed user coping tactics such 

as simplification, quitting, and recall.  
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Source  Findings 

Ashktorab et al. (2019) 

 

By conducting paired comparison experiments on M-

Turk, the research examined users' preferences for chatbot 

repair strategies (top response, repeat, confirmation, 

options, defer, keyword highlight explanation, keyword 

confirmation explanation, and out-of-vocabulary 

explanation). 

1. It revealed that the option repair strategy is the most 

favorite strategy while the repeat strategy led to the most 

unsuccessful tasks.  

2. When the repair was effective, defer strategy rated last, 

but when the repair failed, defer ranked second. 

Corti and Gillespie (2016) 

 

In a student sample experiment, results suggest that: 

1. When the chatbot was implemented through a text 

interface, and users knew their interlocutor was a chatbot, 

users were less likely to initiate repairs. 

2. When the chatbot was implemented through a human-

body interface to simulate face-to-face human-human 

communication, users made the greatest inter-subjective 

effort to build common ground for the conversation. 

 

2.3. Theoretical Foundation  

We propose uncertainty reduction theory as a theoretical foundation. The theory 

postulates that people dislike uncertainty in their interpersonal interactions (Berger and 

Calabrese, 1975). In the situation of an initial interaction, uncertainty is high because 

individuals are unaware of the other party's opinions and attitudes (Berger, 1982). There are 

two types of uncertainty in communication—cognitive uncertainty and behavioral uncertainty. 

Cognitive uncertainty refers to the uncertainty about the other party's beliefs and thoughts, 

while behavioral uncertainty refers to the failure to explain or predict the other party's behavior 

or failing to know what behaviors are expected in the situation (i.e., social norms) (Redmond, 

2015). Both types of uncertainty are of great importance to efficient communication. A high 

level of uncertainty will lead to misunderstandings in communication (Paek and Horvitz, 1999) 

and a negative state of discomfort and anxiety (Deng et al., 2021). People are thus motivated 

to eliminate uncertainty in communication with uncertainty reduction strategies (Berger, 1982). 

For example, Berger and Calabrese (1975) proposed three types of such strategies—passive 

strategy (e.g., observing the targeted person), interactive strategy (e.g., directly asking 
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questions or self-disclosure to the targeted person), and active strategy (e.g., searching for 

information about the targeted person). Uncertainty reduction theory has been applied in 

intercultural communication research (i.e., Nelson, 1992), job hiring process research (i.e., 

Ragan, 1983), and computer-mediated communication research (i.e., Pratt et al., 1999; 

Antheunis et al., 2011). The concept of proactivity has been studied extensively in the fields of 

organizational behavior (i.e., Grant and Ashford, 2008) and psychology (i.e., Wanberg and 

Kammeyer-Mueller, 2000). Proactive individuals are known to exhibit traits such as problem-

solving orientation, taking initiative, and seeking opportunities for personal growth and 

development. Such proactive behaviors have been associated with reduced cognitive 

uncertainty as individuals actively seek and acquire information to increase their understanding 

of a given situation or task. Similarly, the concept of social identity has been extensively 

researched in the field of social psychology (Muldoon et al., 2019; Reicher et al., 2010). Social 

identity refers to the extent to which individuals perceive themselves as being part of a larger 

social group or category, and this identity can influence behavior and decision-making. When 

individuals strongly identify with a social group or have a well-defined social identity, it can 

provide a sense of belonging and reduce behavioral uncertainty by offering clear norms and 

guidelines for behavior within the group.This research further extends the theory to human-

chatbot communication. When people are engaged in an initial interaction with a chatbot, 

uncertainty can be even higher than communicating with another human because people lack 

an understanding of how chatbots work and are uncertain about the chatbots' capacity and 

communication style (Liu, 2021). Consequently, the communication between human users and 

chatbots can be inefficient. Generally, communication inefficiency refers to excessive cost for 

sending, receiving, or transferring messages (Vetter, 2000). In human-chatbot communication, 

it is manifested in the obstacles (Myer et al., 2018) or non-progress of human-chatbot 

conversation (Li et al., 2020). For example, human users may talk about out-of-scope topics, 

produce typos and unfinished messages, and split one message into multiple utterances in their 
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conversation with chatbots, which causes chatbots to misunderstand users' messages. On the 

other hand, chatbots may have a low accuracy of user intent capture, which holds up the 

conversation until extra explanations are provided by human users.  

Following the notion of uncertainty reduction, the current research examines two features 

of chatbot design—proactivity and social identity—as the uncertainty reduction strategies that 

reduce human-chatbot communication inefficiency, which in turn influences user satisfaction 

and task success in the context of consumer product customization (Figure 2.1).  

 

Figure 2.1. Research Model 

2.4. Hypothesis Development  

We hypothesize that proactivity design will reduce communication inefficiency by 

reducing user cognitive uncertainty about conversation initiation and the scope of the chat. The 

proactivity of chatbots involves the initiation of a conversation and providing multiple options 

for consumers to choose from (Peng et al., 2019). In the context of conversational commerce, 

chatbot proactivity is a form of prompt strategy—i.e., chatbots initiate the conversation with a 

welcome message and provide a list of options for consumers to choose, such as "Do you want 

to (1) … (2) … (3) …?". Consumers tend to feel uncertain about how to start a conversation 

with chatbots and describe the conversation topic(s) at the beginning of chatting with bots (Li 

et al., 2020). Chatbot proactivity design can reduce such uncertainty by starting the 

conversation with a set of topics of potentially relevant to consumer intentions (David, 2016). 

Thus, consumers will talk less about out-of-scope topics, which leads to fewer 
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misunderstandings and reduced communication inefficiency. Research has found that chatbot 

proactivity design can provide additional information, improve bot productivity, guide 

consumers, and better frame a conversation to reduce communication inefficiency (Chaves and 

Gerosa, 2020). Therefore,  

H1(a): Chatbot proactivity design will have a negative effect on communication inefficiency. 

Chatbot social identity design will reduce communication inefficiency by reducing users' 

behavioral uncertainty in their conversations with bots. Social identity refers to an individual's 

self-concept drawn from perceived membership of a social group (Turner and Oakes, 1986) 

and indicates the expected proper behavior in the group (Katzenstein, 1996). In human-human 

communication, social norms generally guide the conversation process. However, in human-

chatbot communication, they lack such norms. By assigning a social identity to a chatbot—e.g., 

giving the chatbot a human name that consumers are familiar with and changing the chatbot's 

conversation style to be more intimate—social identity design sets up the norms of a human-

chatbot conversation, which in turn reduce consumers' behavioral uncertainty during the 

conversation and thus improve communication efficiency. Existing literature also found that 

the social presence of chatbots led to more social interpretations of the conversation from 

consumers and increased the likelihood of successful transactions (Schanke et al., 2021). Thus, 

the social identity design can help consumers have a better understanding of the behavioral 

norms and reduce inefficient communication in a human-chatbot conversation. 

H1(b): Chatbot's social identity design has a negative effect on communication inefficiency. 

Communication inefficiency will negatively influence consumer satisfaction. 

Satisfaction generally refers to "the affective response to the fulfillment of expectation-type 

standards" (Hecht, 1978, p.350). Inefficient communication, such as misunderstandings, 

hinders communication progress and leads to frustration (Robles, 2017). Therefore, ineffective 

communication has a negative impact on interactants' satisfaction. This negative relationship 
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has been documented in many contexts such as education (the communication between 

instructors and students (Sidelinger et al., 2015)), healthcare (the communication between 

patients and doctors (Burgener, 2020)), and human resource management (the communication 

between employees and employers (Jacobs et al., 2016)). In the consumer context, 

communication inefficiency, such as misunderstandings and irrelevant topics, will lead to 

consumers' frustration because they cannot achieve their goals—e.g., inquiry about product 

information or receiving after-sale services—despite their attempts in the conversation to have 

chatbots understand their intents (Weidemann and Rußwinkel, 2021). This poor experience 

will decrease consumer satisfaction. Therefore,    

H2: Communication inefficiency has a negative effect on consumer satisfaction. 

Communication inefficiency will negatively affect the probability of task success. 

Ineffective human-chatbot communication disrupts uncertainty reduction and may even 

produce misinformation, which cause the task to fail. In the IS research, ineffective 

communication has been found to have a negative effect on the success of information system 

development (Edstrom, 1977). In our research context, consumers may feel more confused and 

uncertain about how to communicate with chatbots to complete a task in the human-chatbot 

conversation. Such a high level of uncertainty will lead consumers to abandon the task or fail 

to complete the task due to misinformation and/or a lack of information. Existing studies find 

that consumers are likely to quit the conversations when human-chatbot communication is not 

effective (Li et al., 2020). Therefore,  

H3: Communication inefficiency has a negative effect on the probability of consumer task 

success. 

Besides the direct effect on communication inefficiency by setting shared norms, chatbot 

social identity will also moderate the relationship between communication inefficiency and 

consumer satisfaction. We believe that chatbot social identity will moderate the negative 

relation between communication inefficiency and consumer satisfaction with the interaction 
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due to ingroup favoritism. Social identity is a popular chatbot design used to shorten social 

distance between chatbots and human users. Social identity is "part of an individual's self-

concept which derives from his knowledge of his membership of a social group (or groups) 

together with the value and emotional significance attached to the membership" (Tajfel, 1974, 

p.49). Social identity theory explains how social groups create a positively distinctive identity 

(Tajfel and Turner, 1979). This distinctive positive identity leads to ingroup favoritism, where 

ingroup members are treated more favorably (Taylor and Doria, 1981). When a consumer 

observes a familiar and close social identity with a chatbot, he/she will have the ingroup 

favorableness toward the chatbot and be more patient, accommodating, or forgiving when 

encountering communication inefficiency in the human-chatbot conversation. This will 

mitigate the negative effect of communication inefficiency on consumer satisfaction. Research 

has found that visual similarity between users and chatbots leads to users' perceived group 

identity and, thus, increases users' trust towards chatbots (Xu and Lombard, 2017). Therefore,  

H4: Chatbot social identity weakens the negative effect of communication inefficiency on 

consumer satisfaction. 

2.5. Method 

2.5.1. Research Setting 

We conducted a field experiment to test our hypotheses. The research setting was an 

online product-customization task in which participants were required to customize the 

package of a branded beer with their photos or pictures (see Figure 2.2). Product customization 

was chosen as the focal task because (1) it is a popular marketing strategy to generate more 

revenue and build consumer loyalty (Lu, 2017); and (2) consumers tend to need a consumer 

service agent's assistance with product customization because compared to purchasing standard 

products, customizing products requires more steps to complete and consumers maybe not be 

https://oxfordre.com/politics/view/10.1093/acrefore/9780190228637.001.0001/acrefore-9780190228637-e-290#acrefore-9780190228637-e-290-bibItem-0061
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familiar with the product design process. Therefore, the beer brand implemented a chatbot to 

facilitate the customization task.  

The brand we collaborated with was a popular beer brand in Southeast China. The focal 

brand has a social media community on the WeChat platform (one of the most popular Chinese 

social media platforms) with around 1.5 million subscribers. The company provided a 

customized beer product that is only for sale on WeChat. Thus, the brand's WeChat subscribers 

were the target subjects of our study, and we utilized this real business setting to test our 

research hypotheses. 

 

Figure 2.2. Self-customized Beer Package 

2.5.2. Manipulation 

The experiment followed a 2 (proactivity: Yes vs. No) * 2 (social identity: Yes vs. No) 

between-subject design (Figure 2.3). The chatbot proactivity condition was manipulated by 

chatbot waiting for the subjects to initiate conversation with inputs into the chat window (the 

No condition) vs. chatbot starting off the conversation with greetings and two options for the 

subject to choose from—(1) to know more about the customized products; and (2) to tell the 

chatbot how the subject would like to customize the products (the Yes condition). The chatbot 

social identity was manipulated by assigning different names to the chatbot and varying the 

degree of intimacy in the greeting messages and follow-up utterances. For the control group 

without social identification, the chatbot was given a common name "Xiaoming", while in the 

treatment group, the chatbot was named "Brother Yang"—the name of a virtual figure 

XXX,  

Happy Birthday! 
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representing the brand in its WeChat community to interact with customers, such as regularly 

posting promotional contents and following up with customers' comments. This virtual figure 

is backed up by a human team and is a well-known social identity in the WeChat community—

customers often directly address the virtual figure as "Brother Yang" in their comments. All 

members of the community were familiar with this virtual identity, and this setting served as 

the foundation of our manipulation of social identity. That is, we leverage the established social 

bond between the virtual figure—"Brother Yang"—and the community members to assign the 

social identity to the chatbot in the treatment group.   

 

  

Figure 2.3. a-d Screenshots of the Manipulations in the Chatbot Chat Windows 

Note: Figure 2.3 a is the condition with the proactivity and social identity manipulation; 2.3 b is the 

condition with the non-proactivity and social identity manipulation; 2.3 c is the condition with the 

proactivity and non-social identity manipulation. 2.3 d is the condition with the non-proactivity and 

non-social identity manipulation. 

a b c d 
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2.5.2.1 Manipulation Check 

To ensure that customers were appropriately experiencing the two treatments, we 

conducted a manipulation check after the online field experiment. 30 participants were 

recruited for cash incentive. Participants were required to read the four types 2 (proactivity: 

Yes vs. No) * 2 (social identity: Yes vs. No) of consumer-chatbot interaction interfaces 

(randomly ordered) and answered the manipulation check questions. For social identity 

treatment, we asked participants to assess how strongly they agreed with the statements on a 

7-Likert scale from strongly disagree (1) to strongly agree (7). The statement is that customer 

service demonstrated the social identity. For proactivity treatment, we asked the question: in 

the interaction, the customer service is proactive with the answer yes (1) or no (0). We analysed 

the data with a T-test. The result revealed significant differences in the proactivity condition 

and non-proactivity condition and the social identity and non-social identity condition (p<0.01) 

(See Table 2.3).
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Table 2.3. Manipulation Check 

Group  Mean N p-value t-value 

Proactivity vs. Non-proactivity  

with social identity  
0.933 vs. 0.367 30 P<0.01 6.158 

Proactivity vs. Non-proactivity  

with non-social identity  
0.967 vs. 0.367 30 P<0.01 6.596 

Social identity vs. Non-social identity 

with proactivity 
4.767 vs. 3.600 30 P<0.01 4.364 

Social identity vs. Non-social identity 

with non-proactivity 
4.600 vs. 3.337 30 P<0.01 4.570 
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2.5.3. Procedure 

The field experiment was launched in April 2019 on the homepage of the beer company's 

WeChat community6. We utilized the company's mobile system to randomly assign subjects 

into different experiment groups and record their micro-behaviour in the experiment such as 

landing time, leaving time, and chat logs. All subjects entered the system through the WeChat 

page of the brand community and finished the tasks and steps of the experiment on their mobile 

phone. All participants were members of the WeChat community, and they were incentivized 

by a lottery to join a promotion campaign for product customization. After joining the 

campaign, participants were told that the company was promoting the customized beer product 

and they would need to design a customized package by communicating with a chatbot agent. 

The experiment consisted of four steps (Figure 2.4). The first step was a short survey of 

participant demographics. Then a briefing about the customization task was presented. In the 

task briefing, subjects were told to finish the task with the assistance of a newly introduced 

chatbot agent. After the briefing, participants were randomly assigned to different experimental 

groups to finish the customization task (Figure 2.3 a-d). After that, a survey was conducted 

with the measurement instrument for the variables in our research model.   

 

 

 

Figure 2.4. The Experiment Procedure 

2.5.4. Measurement Instrument 

In Survey 1, we collected the subject’s age, gender, income, and prior AI experience. In 

particular, age is measured in four age groups. Gender is measured by binary data (Female vs. 

Male). Prior AI experience is measured by asking subjects the question—"Have you ever 

 
6 WeChat is one of the most popular social media platforms in China. 

Survey1: 

demographics 
Task Briefing 

Human-Chatbot 

Interaction 
Survey 2: 

variables  
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interacted with AI applications? (Yes/No)". The answers are coded with 1 for Yes and 0 for 

No. In Survey 2, we measured subjects' satisfaction with their conversations with the chatbot. 

Task success is whether the participant sends the customized picture to the chatbot (Yes vs. No: 

1 vs. 0). If the participant successfully sends the picture, the chatbot will respond with a clear 

reply indicating the successful completion of the customized task. The scale of interaction 

satisfaction is drawn from the satisfaction measurement (Spreng et al.,1996) and consists of 3 

items with a 5-point Likert scale from very disagree (1) to very agree (5)— 1) I am very 

satisfied with the customization interaction process in the previous step; 2) I am very delighted 

with the customization interaction process in the previous step.; and 3) I am very pleased with 

the interaction process in the previous step. 

As the introduction discussed, chatbots are often hindered by users (Luo et al., 2019).  

For example, users don’t know how to communicate with chatbots and write unfinished 

message and try to finish the unfinished message (Li et al., 2020). In addition, the inability of 

chatbots to recognize context frequently results in irrelevant or useless replies (Giannelis, 

2023). These lead to the communication inefficiency, which is a significant barrier between 

users and chatbots. Therefore, this research delves into the conversational process and 

discusses the communication inefficiency between humans and chatbots. Because everyone 

has different chatting habits, some people may like to ask a lot of questions. Therefore, we 

do not directly use conversation turns as a measure of inefficiency. Instead, we use the count 

of inefficiency divided by the number of conversation turns. We measure communication 

inefficiency as the ratio of conversation excessive cost to the number of conversation turns. 

Excessive cost refers to the occurrence of non-progress (Li et al., 2020) and/or obstacles 

(Myers et al., 2018) in a human-chatbot conversation. Li et al. (2020) analyzed human-AI 

communication processes and identified two non-progress patterns (excessive cost)—mis-

recognition and non-recognition. Based on these patterns, we identified and coded four types 

of excessive cost—misunderstanding between subjects and the chatbot (mis-recognition), 
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diverging on irrelevant topics (mis-recognition), asking the other party to repeat or rephrase 

questions (non-recognition), and guessing the meaning of expressions (non-recognition) (see 

Table 2.4). When chatbots encounter an unrecognizable utterance, they prompt the user to 

rephrase their question “您能换个方式问吗?(Could you please rephrase your question?) ” 

(Rephrase question situation). When the chatbot encounters a statement that it cannot 

recognize but has a similar topic in the database, it guesses "您是在问 XXX 吗?(Are you 

asking for XXX? ） " (Guess meaning situation). The assessment of communication 

inefficiency is conducted through a approach adhering to the following outlined procedures: 

First, an extensive review of the pertinent literature and human-chatbot communication logs 

is undertaken. This comprehensive literature review enables the identification and 

categorization of four distinct types of communication inefficiency. Second, a group of 

independent laborers is assigned the task of labelling these inefficiencies. Each labeller 

performs this labelling task independently. Third, three researchers independently evaluate 

the consistency of the labelling provided by the labellers. Any minor discrepancies are 

discussed among the researchers and resolved, leading to the final measurement of 

communication inefficiency. 

Table 2.4. Types of Communication Inefficiency 

Communication 

Inefficiency Type 

Example 

Misunderstanding 

(mis-recognition) 

Consumer A: I like pictures with flowers, but I don't have any now. 

Chatbot B: You can send it to me when you have time. 

Diverging to irrelevant 

topics 

(mis-recognition) 

Consumer A: This customization reminds me of the online games I've 

been playing. 

Chatbot B: Ha, I also like playing games. What games do you like? 
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Communication 

Inefficiency Type 

Example 

Asking the other party to 

repeat or rephrase 

questions 

(non-recognition) 

Consumer A: Let me think about which picture to use. 

Chatbot B: ok. 

Consumer A: em… maybe. 

Chatbot B: Could you rephrase your question? 

Guessing the meaning of 

expressions 

(non-recognition) 

Consumer: I want to customize a. 

Consumer: Good! 

Consumer A: Slogan. 

Chatbot B: Are you asking for what the slogan is? 

2.6. Data Analysis 

Due to the nature of beer products, 89% of participants are male. A total of 1020 valid 

responses were obtained. The average age is around 32 years old. The average monthly income 

is 5750 RMB (about 846 USD). The descriptive statistics and the validation of the measurement 

scales are shown in Table 2.5. 
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Table 2.5. Descriptive Statistics 

variable N mean sd (1) (2) (3)  (4)  (5) (6) (7) (8) (9) 

Satisfaction 1020 3.770 0.744 1               
Task Success 1020 0.261 0.439 0.155 1        
Communication Inefficiency 1020 0.165 0.239 -0.057 -0.266 1       
Age 1020 2.646 0.831 -0.029 -0.18 0.086 1      
Gender 1020 0.104 0.305 -0.073 0.047 -0.011 -0.11 1     
Income 1020 2.401 0.756 0.061 0.028 0.027 0.15 -0.21 1    
Prior Experience 1020 0.637 0.481 -0.134 -0.137 -0.014 0.125 0.01 -0.102 1   
Proactivity 1020 0.500 0.500 0.022 0.143 -0.332 -0.015 0.019 0.022 0.045 1  
Social Identity 1020 0.506 0.500 0.042 0.015 0.011 -0.02 -0.075 0.029 -0.016 -0.02 1 
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2.6.1. Results 

The research model was examined by structural equation modelling (SEM) using Mplus. 

Mplus can handle a combination of different types of variables (such as count data, continuous 

data, and categorical data) (Muthén and Muthén, 1998-2010). The model controlled age, 

gender, income, and prior AI experience with a loglikelihood of -2791.8. The model’s AIC is 

5649.6. The BIC is 5812.2. The SEM results indicate that chatbot proactivity design reduces 

communication inefficiency by 15.8% (β=-0.158, p<0.01), which supports H1(a). Chatbot 

social identity design does not significantly influence communication inefficiency (does not 

support H1(b)). The potential reason is that the brand’s social media identity appears in a new 

context—customisation—and therefore does not help the customer with the communication. 

Communication inefficiency reduces consumer task completion intensely (β=-3.290, p<0.01), 

which supports H2. One unite increases in communication inefficiency reduces human-chatbot 

interaction task success by around 96% (1-e-3.290). At the same time, one unit increases in 

communication inefficiency decrease 37.8% consumer communication satisfaction (β=-0.378 

and p<0.05). Chatbot social identity design also weakens the above negative relationship 

(β=0.354 and p<0.1). The results support H3 and H4. Communication inefficiency mediates 

the positive relationship between chatbot proactivity and task success (indirect effect: β=0.521, 

p<0.01 and total effect: β=0.815, p<0.01). Meanwhile, communication inefficiency mediates 

the positive relationship between chatbot proactivity design and consumer satisfaction (indirect 

effect: β=0.060, p<0.05 and total effect: β=0.081 p<0.1).  
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Figure 2.5. SEM Results 
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Table 2.6. SEM Results 

                                      DV  

       

 IV 

Communication 

Inefficiency 

(Negative Binomial 

Regression) 

Consumer Task Success 

(Logistic Regression) 

 

Consumer-chatbot 

communication 

Satisfaction 

Covariates:    

Age 0.023** -0.453*** -0.012 

Gender 0.007 0.342 -0.157* 

Income 0.007 0.193* 0.030 

Prior AI Experience -0.004 -0.616*** -0.199*** 

Independent Variables:    

Chatbot Proactivity -0.158*** 0.294* 0.021 

Chatbot Social Identification 0.003 0.078 -0.004 

Communication Inefficiency  -3.290*** -0.378** 

Communication Inefficiency * SI   0.354* 

*p<0.1; **p<0.05; ***p<0.01.  

 

 



 

37 
 

 

Table 2.7. Communication Inefficiency, Satisfaction and Success in Four Groups 

Group 

Communication 

Inefficiency 

Ratio 0-1 

Satisfaction 

1-5 

Success 

0 vs. 1 

 Mean Std. Mean Std. Mean Std. 

Non-proactivity 

and Non-social identity Group 
0.242 0.756 3.680 0.767 0.178 0.383 

Proactivity 

and Non-social identity Group 
0.086 0.186 3.790 0.737 0.327 0.470 

Non-proactivity 

and Social identity Group 
0.246 0.262 3.818 0.749 0.217 0.413 

Proactivity 

and Social identity Group 
0.085 0.182 3.783 0.720 0.320 0.468 
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Figure 2.6. Moderation Effect 

 

2.6.2. Robustness Check and Randomization Check 

We further validated our research model by two robustness checks. First, we applied the 

stepwise regression method to check the robustness of the model. It indicates the results are 

robust to the findings (see Table 2.8). Second, we controlled the duration of the consumer-

chatbot interaction to rule out the confounding effects made by interaction duration (in seconds). 

The results are consistent with the main findings (see Table 2.9), providing further support for 

our research model. 

In addition to the robustness check, we also conducted randomization check with four 

demographic variables according to F-test statistics (see Table 2.10). Almost no significant 

differences were found among the four treatment groups (p>0.1). The significant differences 

in gender results from the gender imbalance (89% of participants are male). 
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Table 2.8. Stepwise Regression Results 

 (1) (2) (3) (4) 

Variables Inefficiency Success Ln(Satisfaction) Ln(Satisfaction) 

Control Variables:     

Age 0.142*** -0.453*** -0.001 -0.001 

 (2.577) (-4.661) (-0.093) (-0.110) 

Gender 0.0533 0.342 -0.044* -0.044* 

 (0.373) (1.359) (-1.746) (-1.734) 

Income 0.047 0.193* 0.014 0.014 

 (0.773) (1.859) -1.431 -1.519 

Prior AI Exp -0.022 -0.616*** -0.058*** -0.058*** 

 (-0.246) (-3.888) (-4.206) (-4.183) 

Independent Variables:     

Proactivity -1.048*** 0.294* 0.004 0.004 

 (-9.877) (1.830) (0.291) (0.295) 

Social identity 0.017 0.078 0.015 -0.006 

 (0.193) (0.505) (1.070) (-0.356) 

Inefficiency  -3.290*** -0.066** -0.129** 

  (-8.088) (-1.975) (-2.542) 

Inefficiency*Social identity    0.124* 

    (1.876) 

Constant 0.133*** 0.175 1.318*** 1.326*** 

 (4.879) (0.469) (37.019) (36.720) 

Observations 1,020 1,020 1,020 1,020 

(pseudo) Adjusted R-squared 0.050 0.118 0.024 0.028 

t statistics with robust standard errors in parentheses; 
* p < 0.1, ** p < 0.05, *** p < 0.01. 
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Table 2.9. Robustness Check Results 

 (1) (2) (3) (4) 

Variables Inefficiency Success Ln(Satisfaction) Ln(Satisfaction) 

Control Variables:     

Age 0.126** -0.536*** -0.004 -0.004 

 (0.055) (0.100) (0.009) (0.009) 

Gender 0.018 0.289 -0.047* -0.047* 

 (0.147) (0.262) (0.025) (0.025) 

Income 0.054 0.235** 0.015 0.016* 

 (0.061) (0.107) (0.010) (0.009) 

Prior AI Exp -0.022 -0.628*** -0.058*** -0.058*** 

 (0.091) (0.161) (0.013) (0.014) 

Ln (Duration) 0.078** 0.315*** 0.013* 0.014** 

 (0.030) (0.087) (0.007) (0.007) 

Independent Variables:     

Proactivity -1.038*** 0.337** 0.005 0.005 

 (0.106) (0.165) (0.014) (0.014) 

Social identity 0.006 0.034 0.013 -0.009 

 (0.086) (0.157) (0.014) (0.016) 

Inefficiency  -3.491*** -0.072** -0.141*** 

  (0.431) (0.034) (0.051) 

Inefficiency*Social identity    0.134** 

    (0.066) 

Constant -2.237*** -1.124** 1.263*** 1.269*** 

 (0.259) (0.515) (0.047) (0.047) 

Observations 1,020 1,020 1,020 1,020 

(pseudo) Adjusted R-squared 0.053 0.142 0.029 0.033 

t statistics with robust standard errors in parentheses; 
* p < 0.1, ** p < 0.05, *** p < 0.01. 
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Table 2.10. Randomization Check 

Group Proactivity Design Social identity Design N Age Income Gender Prior AI Exp 

Group1 Proactivity Social identity 253 2.636 2.407 0.060 0.664 

Group2 Proactivity Non-social identity 257 2.630 2.428 0.160 0.654 

Group3 Non-proactivity Social identity 263 2.624 2.437 0.103 0.597 

Group4 Non-proactivity Non-social identity 247 2.696 2.328 0.093 0.636 

F-value    0.410 1.080 4.800 0.980 

P-value    0.748 0.355 0.003 0.403 

Note1: Age is measured by age groups from 1 to 4.  
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2.7. Discussion and Implications 

The research was conducted through an online field experiment. The research mainly 

focused on how chatbot designs influence communication inefficiency from a perspective of 

uncertainty reduction. Specifically, the study developed a measurement of human-chatbot 

communication inefficiency by identifying four types of communication inefficiency—

misunderstanding between consumers and chatbots, conversation diverging on irrelevant topics, 

asking the other party to repeat or rephrase questions, and guessing the meaning of expressions. 

This randomized online experiment indicated that: first, the chatbot proactive design decrease 

communication inefficiency by 15.8%. Then, communication inefficiency negatively impacted 

consumer satisfaction and consumer task success. When one unite increases in communication 

inefficiency, the task success and consumer satisfaction decrease about 96% and 38% 

respectively. In addition, the endowment of social identity in human-chatbot interaction 

weakened the negative relationship between communication inefficiency and consumer 

satisfaction. This research provides foundations for future human-AI interaction research and 

gives some advice for practitioners. 

For theoretical implications, the current study contributes to the literature in three ways. 

First, the research introduced the uncertainty reduction theory to the field of human-chatbot 

communication as the key theoretical foundation. In the existing literature, uncertainty 

reduction theory has been mainly applied in intercultural communication (i.e., Nelson, 1992), 

job hiring process research (i.e., Ragan, 1983), and computer-mediated communication 

research (i.e., Pratt et al., 1999; Antheunis et al., 2011). As articulated at the beginning of this 

study, uncertainty is a key obstacle to a smooth human-chatbot conversation. Thus, the 

uncertainty reduction theory fits well in the human-chatbot conversation context and can shed 

light on the process. In general, there are two types of uncertainty—cognitive uncertainty and 

behavioral uncertainty. This research adopted these two notions to the field of human-chatbot 
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interaction and examines two features of chatbot design—the proactivity design for cognitive 

uncertainty reduction and the social identity design for behavioral uncertainty reduction. 

Furthermore, the impacts of these two designs have been examined on two types of human-

chatbot conversation outcomes—task success and user satisfaction. We found that, in the 

context of human-chatbot interaction, cognitive uncertainty reduction serves as the main 

mechanism underlying the impacts of the proactivity design on the two outcomes.  

Second and following the uncertainty reduction perspective, we conceptualized and 

operationalized communication inefficiency as a mediator between the two chatbot designs and 

consumer satisfaction and consumer task success. Most existing literature investigated how 

chatbot designs impact on communication outcomes (i.e., purchase (i.e., Luo et al., 2019), 

persuasion (i.e., Shi et al.,2020), subjective perception of consumers towards chatbots (i.e., 

Ashktorab et al., 2019; Cho, 2019; Tärning and Silvervarg, 2019)). There is a small body of 

research that went into the conversational process and studied how chatbot designs influence 

the human-chatbot communication inefficiency and, in turn, impact on task outcome and 

affective outcome. This study integrated two relevant notions—non-progress (Li et al., 2020) 

and obstacles (Myers et al., 2018) from the Human-Computer interaction (HCI) literature—as 

the conceptual foundation of communication inefficiency and developed a metric for this 

variable—the number of the occurrences of communication non-smoothness per turn in 

human-chatbot communication. We summarized four types of communication inefficiency in 

human-chatbot communication—(1) misunderstanding between consumers and chatbots, (2) 

conversation diverging on irrelevant topics, (3) asking the other party to repeat or rephrase 

questions, and (4) guessing the meaning of expressions—and found that communication 

inefficiency mediated the positive relationships between chatbot proactivity designs and the 

two outcomes—consumer task success and consumer satisfaction. 
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Finally, although the social identity design model does not have significant direct impacts 

on human-chatbot conversation outcomes, this research utilized social identity theory and 

investigated the moderation effect of social identity design on the relationship between human-

chatbot conversational process and consumer satisfaction. Recently, more attention has focused 

on the direct effects of social identity cues in chatbot literature (i.e., Araujo, 2018; Schanke et 

al., 2021). Its role as a boundary condition is not thoroughly examined. This research examined 

the moderation effect of social identity design on the relationship between communication 

inefficiency and consumer satisfaction by assigning a community member name to the chatbot 

and using intimate language in communications. In accordance with social identity theory, 

individuals tend to treat ingroup members favorably (Taylor and Doria, 1981). Thus, the social 

identity design would have a moderation effect on the relationship between ineffective 

communication and consumer satisfaction. The empirical examination supported the 

hypothesis and revealed the social identity design weakens the negative relationship between 

communication inefficiency and consumer satisfaction.  

In practice, this research gave us a better understanding of chatbot proactivity and social 

identity designs in a business setting, which plays a pivotal role in the commercial usage of AI 

applications. The experiment is conducted in a real business environment cooperating with a 

famous beer brand in southeast China, which is valuable for practitioners. The findings 

provided evidence for practitioners who plan to launch chatbots in their businesses. In 

particular, this study further studied the human-chatbot conversational process and provided a 

method of measuring human-chatbot communication performance by evaluating the 

communication inefficiency between humans and chatbots. Compared to existing human-

chatbot communication measurement—counting turns, this measurement helps companies 

better understand the inefficiency of human-chatbot communications.  
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Second, the research also provided insights into the effects of the chatbot proactivity 

design and social identity design. The two designs are popular in the industry and widely 

discussed. This research provided empirical evidence of the two designs in a business setting 

and provided an underlying mechanism from the uncertainty reduction perspective. We studied 

the effects of chatbot designs on the human-chatbot communication inefficiency and the 

moderation role of social identity on the relationship between communication inefficiency and 

customer satisfaction. As our findings revealed, chatbot proactivity design is a beneficial 

strategy for companies to reduce human-chatbot communication inefficiency. The social 

identity design can help weaken the negative effect of human-chatbot communication 

inefficiency on customer satisfaction. Especially, the type of social identity given to the chatbot 

needs to be carefully considered by practitioners. 

Third, the two dependent variables—task success and consumer satisfaction—are 

essential in business. In the industry, conversion and the user experience are the critical metrics 

of chatbot performance. The two dependent variables are highly related to the two chatbot 

performance metrics, respectively. Especially, the chatbot is the first contact with potential 

consumers. Human-chatbot communication task success and consumer satisfaction help to 

understand the chatbot performance. High customer satisfaction and a successful conversation 

help companies enhance relationships with customers and, in the end, earn customers' loyalty. 

2.8. Limitations 

This research is subject to some limitations. First, the experiment was conducted in the 

context of the beer industry, and, therefore, the findings may not be applicable to other 

industries. Second, this research focused on task-oriented human-chatbot communication and, 

thus, the findings might be different in non-task-oriented human-chatbot communication. Third, 

chatbot proactivity design and social identity design may lead to other consequences which 

were not considered in this research.
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Chapter 3 : User Evaluation of Human-AI Hybrid Service 

Abstract 

The study investigates how the introduction of a hybrid human-AI service affects user 

evaluations of the service. AI and humans do have their own advantages when facing different 

tasks in digital platforms—for example, AI agents are better skilled in reliability, scalability, 

speed, accuracy, and generalization, while human agents are better skilled in creativity, 

judgment, and empathy (Rai and Sarker, 2019). A Human-AI hybrid service system can benefit 

from both AI and Human agents’ advantages, and it is of interest to study the impact of the 

hybrid services in digital platforms. In particular, our study examines the associations between 

the human-AI hybrid services and user evaluations of the service in the context of a major 

audio streaming platform. On the digital platform, the introduction of AI podcasters creates the 

phenomenon—for the same audio, sometimes the AI voice version is released first, and 

sometimes the human voice version is released first. This provides us with a great opportunity 

to study how the introduction of a human-AI hybrid service affects user evaluations of the 

service from a temporal perspective. The empirical findings show that the user evaluations of 

those who are first exposed to human service are improved with the presence of the human-AI 

hybrid service, and the user evaluations of those who are first exposed to AI service get worse 

with the presence of the human-AI hybrid service. Our findings have important implications 

for both digital platforms and AI developers.    

3.1. Introduction 

Artificial Intelligence (AI) has been transforming the world in many ways, such as 

personalized shopping, fraud prevention in E-commerce, autonomous vehicles in 

transportation, removing propaganda content, and engaging users on social media7. Though 

recent development of the technology allows AI agents to have reasoning, problem-solving, 

 
7 https://www.simplilearn.com/tutorials/artificial-intelligence-tutorial/artificial-intelligence-applications 
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learning, and natural language processing abilities, AI agents still cannot fully replace the 

human agents (Lee, 2021) since AI and humans do have their own advantages when facing 

different tasks—while some features of digital platform tasks match well with AI agent skills 

(e.g., reliability, scalability, speed, accuracy, generalization), others are likely to correspond 

better with human agents (e.g., creativity, judgment, empathy) (Rai and Sarker, 2019). In the 

case of online sales assistants, AI agents can well handle repetitive and frequently asked 

questions and human agents can better handle more specific and flexible questions from clients. 

Many websites provide customers with both human and AI sales assistants. Customers can 

choose the sales assistant service according to their preferences. It is becoming increasingly 

common to offer both AI and human services: e.g. online language learning, after-sales service, 

pre-sales customer service. A recent survey shows that the collaboration of human and AI 

agents achieves the best performance by enhancing each other’s complementary strengths8. 

The collaboration of human and AI agents refers to the broad involvement of both human 

and AI agents in the completion of a task (Lai et al., 2021), which can be AI replacing humans, 

humans and AI augmenting each other, or AI and humans are assembled (Rai and Sarker, 2019). 

Existing literature also documents similar constructs including Human-AI collaboration (Lai 

et al., 2021; Wang et al., 2020), Human-AI hybrids (Pereira et al., 2021; Rai and Sarker, 2019), 

Human-AI hybrid intelligence (Dellermann et al., 2019), and others.  Based on the human-AI 

hybrids construct (Rai and Sarker, 2019), our study focuses on the human-AI hybrid service, 

which is defined as the human and AI agents providing service to users on the same task. We 

study the effect of introduction the human-AI hybrid service on an online streaming platform. 

The introduction of the Human-AI hybrid service in the online streaming digital platform 

Ximalaya (see Figure 3.1), creates a new phenomenon—the platforms can only offer human 

services first in the past (Human service → Human-AI hybrid services), but now can offer AI 

 
8 https://hbr.org/2018/07/collaborative-intelligence-humans-and-ai-are-joining-forces 
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services before human services (AI service → Human-AI hybrid services) because of the speed 

and generalization characteristics of AI. The platform provides listeners with news audios, 

book audios, and talk show audios and acts as an intermediary between podcasters and listeners. 

For example, users can listen to news, fictions, or talk shows on the platform while waiting for 

the bus or doing housework. It helps users make the best use of their time to access information. 

Similar APPs include Audible, Audiobooks, and so on. This platform was founded in 2012 and 

had 250 million active monthly users in 20219. At the end of 2020, the platform introduced AI 

podcasters. Human voices have the advantage of  correct emotion and less mistakes, while AI 

voice will have the advantage of  efficiency (i.e., upload 10 audios a day).  For AI audios, they 

display AI voice icon in the page. 

The introduction of AI podcasters creates the phenomenon—for the same audio, 

sometimes the AI voice version is released first, and sometimes the human voice version is 

released first. This provides us with a great opportunity to study how the introduction of a 

human-AI hybrid service affects user evaluations of the service. Given the different versions 

of services provided at first, we collect the review of the first version service and examine how 

user evaluations change after the later introduction of the human-AI hybrid service (see Figure 

3.2).  

  

Figure 3.1. the Screenshot of the Platform 

 
9 https://www.scmp.com/business/banking-finance/article/3148241/podcasting-platform-ximalaya-shelves-planned-us-ipo 
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Figure 3.2. a Simulation of the Study Context 

 To the best of my knowledge, little research has been done on this new phenomenon and 

it remains unknown about user evaluations with the presence of the human-AI hybrid service 

in the digital platform. On the one hand, the user evaluations are possibly more affected by the 

first service that they received (the first mover advantage), although the platform later offers 

other options. On the other hand, the user evaluations are possibly driven by the contrast 

between AI service and human service (the contrast effect). Both ways are theoretically 

conceivable, providing a good opportunity to empirically examine the two competing effects. 

In addition, the effect of introducing a human-AI hybrid service on user evaluations of the 

service varies according to different service content characteristics (i.e., the popularity). For 

example, when the audio is broadcasted by a superstar, the effect of introduction human-AI 

hybrid service may be weakened, and people's attention may be diverted by the popularity. 

Given these, we propose the following research questions:  

1. How does the introduction of the human-AI hybrid service affect user evaluations of 

the original service?   

2. How do the effects of introducing a human-AI hybrid service on user evaluations vary 

with different service content characteristics? 

Utilizing the data from a major online audio streaming platform, we would like to explore 

the associations between the human-AI hybrid service and user evaluations of the service. We 
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investigate two situations of the human-AI hybrid service implementations — 1) the user is 

first exposed to an AI service, 2) the user is first exposed to a human service. Then the platform 

provides a different version of service on the same task (the implementation of a human-AI 

hybrid service).  The analysis shows that if the user was first exposed to an AI service, the later 

introduction of a human-AI hybrid service is negatively associated with the average user 

evaluation of the service. If the user was first exposed to a human service, the later introduction 

of a human-AI hybrid service is positively associated with the average user evaluation of the 

service. Our findings are consistent with the views that the users generally prefer human 

services (Longoni et al., 2019, Luo et al., 2019, Mou and Xu, 2017), and confirm the contrast 

effect story. Moreover, we find that the effect is more pronounced in low-popularity conditions 

such as audios with a fewer-play count, a lower-podcaster level, and a fewer-number of 

characteristics. 

This study intents to make contributions to the Information System literature in three 

aspects. First, we investigate the interesting phenomena in which both human and AI provide 

service on the same task. We examine this problem from a temporal perspective rather than a 

static analysis. Second, in academia, most literature studied this topic on two streams—human-

AI collaboration system design (e.g., Correia et al., 2020; Ostheimer et al., 2021) and compare 

the human-only mode, the AI-only mode, and the human-AI coexistence mode (e.g., Peeters et 

al., 2021; Sowa et al., 2021). The user evaluation on the service of the human-AI hybrid service 

is still not thoroughly understood. Therefore, there is a need to advance our understanding of 

the user evaluation on the human-AI hybrid service. This research contributes to the literature 

by studying the human-AI hybrid service from the users’ side. Third, this research contributes 

to AI in digital platforms literature and AI introduction in business literature. Rich existing 

literature studied the introduction of AI in digital platforms (Alt, 2021; Colace et al., 2018). 

They mainly studied how AI supports digital platform processes (Alt, 2021; Mucha and 
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Seppälä, 2020) and AI as a service on the digital platforms (Alt, 2021; Colace et al., 2018). In 

AI in business research, scholars mainly discussed the antecedents (i.e., Baabdullah et al., 2021; 

Ostrom et al., 2019) and consequences (i.e., Luo et, al., 2019; Schuetzler et al., 2020; Shi et al., 

2020) of introduction AI applications. Little research studied human and AI hybrid services as 

a whole, although the human-AI hybrid service is gaining momentum. This study will 

contribute to the literature by filling the research gaps. 

The paper is organized as follows. In section two, existing literature will be reviewed. 

Next, hypothesis development will be introduced. Then, an empirical examination will be 

provided, which includes data and variables, analysis results, robustness check, and subsample 

analysis. The final section will be the conclusion and discussion. 

3.2. Literature Review 

Given the research objectives identified, a review of the relevant literature on human-AI 

hybrid service is conducted in Information Systems, Computer Science, and Management 

fields.  We review the literature from three aspects: (1) human-AI collaboration literature, (2) 

AI in digital platform literature, and (3) AI introduction in business literature. 

3.2.1. Human-AI Collaboration 

In order to clearly conceptualize human-AI hybrid service. We first identified some 

similar human-AI hybrid service constructs in Table 3.1. Based on human-AI hybrids construct 

(Rai and Sarker, 2019), the human-AI hybrid service is defined as the human and AI agents 

providing service to users on the same task.  Then, as human-AI collaboration is the broadest 

construct, we review related literature on the human-AI collaboration. 

 

https://link.springer.com/article/10.1007/s12525-021-00489-w#ref-CR38
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Table 3.1. Human-AI Collaboration Related Constructs 

Constructs  Description Focus How AI 

involved 

Human-AI 

collaboration 

“The collaboration 

between single or multiple 

humans and AI 

systems. …It is an 

evolving, interactive 

process whereby two or 

more parties (human and 

AI) actively and 

reciprocally engage in joint 

activities aimed at 

achieving one or more 

shared goals” (Lai et al., 

2021, p390).  

Humans and AI work 

together to achieve a 

goal. It is a broad 

construct that 

encompasses several 

of the following 

constructs, such as 

human-AI hybrids, 

human-AI hybrid 

intelligence, and 

human-AI hybrid 

service.   

Complete part of 

the task or the 

whole task. 

Human-AI 

hybrids 

There are several forms of 

human-artificial 

intelligence hybrids： 

(1) human-AI 

interdependence from 

substitution (AI replaces 

humans) (Rai and Sarker, 

2019). 

Humans and AI are 

working as a whole. 

For example, AI 

replaces humans in 

some positions.   

Complete part of 

the task or the 

whole task. 

(2) augmentation (humans 

and AI augment each 

other) (Rai and Sarker, 

2019). 
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We recognize two streams of human-AI collaboration literature. One stream of literature 

is on human-AI collaboration system design. The second stream is on the comparison among 

the human-only mode, the AI-only mode, and the human-AI coexistence.   

One stream of research on the human-AI coexistence mainly focuses on discussing 

human-AI collaboration systems design principles, such as understanding the characteristics 

and limits of AI (Korteling et al., 2021), understanding the biases in AI and human cognition 

(3) assemblage (AI and 

humans are dynamically 

brought together to 

function as an integrated 

unit) (Rai and Sarker, 

2019). 

Human-AI 

hybrid 

intelligence 

Using the complementary 

strengths of human 

intelligence and AI so that 

they can perform better 

than each of the two could 

separately (Dellermann et 

al., 2019). 

It focuses on 

optimizing 

performance by 

integrating humans 

and AI using the 

complementary 

strengths  

Complete part of 

the task. 

Human-AI 

hybrid 

service 

 

It is extended from the 

human-AI hybrid construct 

(Rai and Sarker, 2019). 

Humans and AI provide 

services to users on the 

same task on digital 

platforms. Users will 

choose the service 

according to their 

preferences. 

Two services (human 

and AI) exist 

simultaneously for the 

same task. For 

example, platforms 

provide both human 

sales assistants and AI 

sales assistants to 

users. 

 

Complete the 

whole task. 
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(Korteling et al., 2021), humans should control AI and trust AI (Ostheimer et al., 2021), and 

explainable human-AI system principles (Mueller et al., 2020). Some studies also proposed the 

specific human-AI coexistence workflow and taxonomy of the human-AI coexistence system 

(Correia et al., 2020; Dellermann et al., 2021; Dubey et al., 2020). Notably, some studies further 

discuss how to apply human-AI hybrids in various contexts. For instance, the workflow of 

human-AI coexistence was developed to review literature in academia (Thomas et al., 2017). 

A conceptual framework for human-AI hybrid adaptivity was proposed in an education context 

(Holstein Kenneth and Aleven, 2020). Another model of human-AI was presented to create 

songs (Huang et al., 2020). Although human-AI coexistence is already quite popular on digital 

platforms, human-AI coexistence designs are only discussed in limited contexts. 

The other stream of studies on human-AI coexistence mainly discussed the performances 

of the human-only mode, the AI-only mode, and the human-AI coexistence. They examined 

the three modes with qualitative methods and quantitative methods ( e.g., Bansal et al., 2019a; 

Sowa et al., 2021). Most studies suggest that human-AI collaboration has the best performance 

(e.g., Gao and Jiang, 2021; Rai and Sarker, 2019; Sowa et al., 2021). For example, compared 

with the human-only system, the human-AI coexistence system reduced response time, 

keystrokes were reduced, and more suggestions were adopted in the context of the human-

chatbot conversation (Gao and Jiang, 2021). Human-AI collaboration also can increase 

productivity (Sowa et al., 2021). Further, some studies considered the performance of the 

human-AI coexistence from a dynamic perspective by examining the effects of changing AI 

capability, human cognition, or constraint conditions in human-AI coexistence. For instance, 

increased AI capability hurts human-AI collaboration performance (Bansal et al., 2019b). The 

trade-offs among accuracy, cost, and efficiency were also discussed in human-AI coexistence 

(Kahn et al., 2020). Humans’ mental models influenced by AI’s error boundary and task 

property is also positively related to human-AI coexistence performance (Bansal et al., 2019a). 
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Low human expectations toward AI lead to better evaluations of human-AI coexistence 

(Khadpe et al., 2020). Most studies from the above literature researched human-AI coexistence 

from the human-AI system performance perspective. However, little literature investigated 

human-AI coexistence from customers’ attitudes.  

3.2.2. AI on Digital Platform Literature 

Existing literature studied the introduction of AI in digital platforms (Alt, 2021; Colace 

et al., 2018). They mainly studied how AI supports digital platform processes (i.e., Alt, 2021; 

Mucha and Seppälä, 2020) and AI as a service in digital platforms (i.e., Alt, 2021; Colace et 

al., 2018). AI mainly support digital platform process such as recommendation systems 

(Malgonde et al., 2020) and process automation systems (Hofmann et al., 2020). AI can 

improve the performance of digital platforms by improving efficiency, accuracy, and diversity. 

For example, Microsoft implemented automatic spam filtering on its platform in 2006, and 

eBay used AI to enhance product categorizations and product searches (Mucha and Seppälä, 

2020). AI also can be used to reduce bias (such as gender bias and developing country bias) on 

labor platforms (Rai and Sarker, 2019). In addition, the role of AI as a service is also researched 

in the existing literature in digital platform literature (e.g., Illescas-Manzano et al., 2021; 

Vanichvasin, 2021). AI is considered a useful service in digital platforms (i.e., Brynjolfsson, 

2019; Vanichvasin, 2021). For instance, the chatbot is a typical AI service on digital platforms. 

Chatbots can help knowledge sharing in education platforms by increasing fun and efficiency 

(Vanichvasin, 2021). Another example is AI as a translation tool on the digital platforms. The 

AI translation service increases exports by 10.9% in e-commerce platforms by reducing the 

language barrier (Brynjolfsson, 2019). Despite the fact that most researchers believe the 

introduction of AI benefits digital platforms (i.e., Brynjolfsson, 2019; Rai and Sarker, 2019; 

Vanichvasin, 2021), most research ignores the fact that AI cannot completely replace humans.  

Rather than concentrating solely on the introduction of AI, we should take both human and AI 

https://link.springer.com/article/10.1007/s12525-021-00489-w#ref-CR38
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services into consideration. The human-AI hybrid service is an area that is still under-

researched, particularly from a temporal perspective. Therefore, further research on human-AI 

hybrid service is highly valued. 

3.2.3. AI introduction in business literature 

In business research, many scholars discussed the introduction of AI applications in 

business, which including the antecedents (i.e., Baabdullah et al., 2021; Holmström, 2022; 

Jöhnk et al., 2021; Ostrom et al., 2019) and consequences (i.e., Chung et al., 2020; Gill, 2020;  

Luo et, al., 2019; Schuetzler et al., 2020; Shi et al., 2020) of introduction AI applications. 

Compared to AI consequences research, AI antecedent research is still at an early stage. In AI 

antecedent research, the AI readiness construct is widely discussed (i.e., Baabdullah et al., 2021; 

Holmström, 2022; Jöhnk et al., 2021) and defined as “an organization’s abilities to deploy and 

use AI in ways that add value to the organization” (Holmström, 2022, p330). Strategic 

alignment, resources, knowledge, culture, and data are five factors of AI readiness (Jöhnk et 

al., 2021). Two theories are mainly discussed as underlying mechanisms in AI readiness 

research—the technology organization environment (TOE) and Diffusion of Innovation (DOI) 

(Alsheibani, 2018; Najdawi, 2020). AI readiness is mainly studied in the context of 

organizations (i.e., Alsheibani et al., 2018; Frick, 2021; Jöhnk et al., 2021) and education (i.e., 

Karaca et al., 2021; Luckin et al., 2022). For example, a non-significant relationship was found 

between empowering leadership and AI readiness (Frick, 2021). In AI consequences research, 

many business consequences are discussed including purchase (i.e., Luo et al., 2019; Schanke 

et al., 2021), donation persuasion (i.e., Shi et al., 2020), and brand engagement (i.e., Kull et al., 

2021). For example, Luo’s research revealed the disclosure of AI identity will decrease 

purchases by almost 80% (Luo et al., 2019). In the workplace, the introduction of AI has a 

negative influence on employees' identification with their occupations and triggers people's 

anxieties about being replaced (Mirbabaie et al., 2022). AI applications have already been 
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applied in various situations such as the workplace (i.e., Mirbabaie et al., 2022; Yu, 2019), 

sales (i.e., Luo et al., 2019; Schanke et al., 2021), and education (i.e., Boulay, 2016; Kim et al., 

2020). We are already living in a world where humans and AI coexist. In many scenarios, users 

are given options for both AI services and human services. In academia, we cannot just discuss 

the influences of AI introduction; we have to think about a society where humans and AI work 

together to provide services to consumers. Given the business and theoretical significance of 

human-AI hybrid services, the need for a better understanding of human-AI hybrid service’s 

effects on the individuals’ user evaluation on the service is growing. Therefore, we identified 

the following research gaps: (1) Most studies from the above literature review researched 

human-AI coexistence from the human-AI system performance perspective. However, little 

literature investigated human-AI coexistence from customers’ attitudes. (2) We are already 

living in a world where humans and AI coexist. In many scenarios, users are given options for 

both AI services and human services. In academia, we cannot just discuss the impact of 

introducing AI. We have to think about a world where humans and AI work together to provide 

services to consumers. (3) Human-AI hybrid service is still under-researched, particularly from 

a temporal perspective. 

3.3. Hypothesis Development 

This study will apply the contrast effect as the underlying mechanism to develop the 

hypothesis. We choose to build a hypothesis using the contrast effect instead of the first mover 

advantage because the performance of AI in our research context falls short of user 

expectations. Moreover, users perceive human service providers and AI service providers 

differently, leading them to naturally compare the two (Chen, et al., 2021). This indicates that 

the contrast effect is likely to have a stronger influence on user perceptions and preferences 

compared to the first mover advantage, which typically applies to very similar products like 

Coca-Cola and Pepsi. The contrast effect was first noted in the 17th century by observing the 
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temperature of lukewarm water depending on whether the hand has previously been in hot or 

cold water (Kushner, 2008). After that, many other domains also have revealed this 

phenomenon, such as personality trait judgment (e.g., Herr, 1986; Manis et al., 1988) and 

sensory perception (e.g., Sarris, 1967; Pol et al., 1998). According to Hovland, Harvey, and 

Sherif (1957), the contrast effect in social judgment refers to a person's propensity to exaggerate 

the gap between two views. It is an unconscious bias that results from evaluating two items in 

comparison rather than separately.  

The average user evaluation of the service is used as the dependent variable, which is a 

subjective feeling. In this case, users generally consider human service to be better (Longoni 

et al., 2019, Luo et al., 2019, Mou and Xu, 2017). Based on the contrast effect, if the AI service 

were to be evaluated on its own, users would give it a score of 7. With human service as a 

comparison, the rating for AI voice may drop to 6. Conversely, a human service would be given 

a rating of 8 but could potentially rise to 9 in comparison to the AI service. 

If users receive AI services first, users have worse user evaluations of the service after 

the later introduction of a human-AI hybrid service. If users receive human services first, users 

have better user evaluations of the service after the later introduction of a human-AI hybrid 

service. Users generally consider human service to be better (Longoni et al., 2019, Luo et al., 

2019, Mou and Xu, 2017). For example, when customers are informed that they will 

communicate with a chatbot rather than a human agent, they encounter more uncertainty, 

anticipate a less positive experience, and have lower expectations in terms of their social 

presence (Edwards et al., 2016; Spence et al., 2014). After the introduction of other types of 

services with the same functions, users will compare them to the service they received. At that 

time, the contrast effect will enhance the differences (Hovland et al., 1957). In the situation of 

the online streaming platform, AI and human broadcasting services have their advantages, 

respectively. The human service has a more correct rhythm with fewer mispronunciations, 

https://www.frontiersin.org/articles/10.3389/fpsyg.2016.00304/full#B10
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while the AI service is more efficient (i.e., post ten audios in a day). After the contrast, the 

advantages of human service (i.e., fewer mispronunciations and right rhythm) are amplified, as 

are the disadvantages of AI service (i.e., mispronunciation). Therefore, in the introduction of 

human-AI hybrid service process: 

H1: For users who first receive the human service, the later introduction of a human-AI service 

will positively impact on user evaluations of the service. 

H2: For users who first receive the AI service, the later introduction of a human-AI service 

will negatively impact on user evaluations of the service.  

The less popular the audio is, the more pronounced this effect will be. If an audio is very 

popular (e.g., high play count, broadcasted by a high-level podcaster, the audio has many 

characteristics), users’ attention will be diverted by these. For example, popular audios will 

divert the listener's attention from the contrast between the human voice and the AI voice. 

When people's attention is distracted by other stimuli (e.g., audio characteristics, podcaster 

level), people will allocate less attentional resources to the original point (the contrast between 

human and AI voices) and, thus, process the information less efficiently (Johnson and Proctor, 

2003). In the online streaming context, if the audio is very popular, the listeners’ attention on 

the human-AI hybrid service is reduced. Therefore, if the audio is less popular, listeners will 

put more attention on the human-AI hybrid service contrast. Thus, the contrast effect is more 

pronounced. 

H3: For users who first receive the human service,, the effect is more pronounced in less 

popular conditions. 

H4: For users who first receive  the AI service,, the effect is more pronounced in less popular 

conditions. 
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3.4. Data and Variables 

As the introduction part introduced, the context of the research is on an online audio 

platform (see Figure 3.3). The platform introduced AI podcasters at the end of 2020, which 

creates the phenomenon—for the same audio, sometimes the AI voice version is released first, 

and sometimes the human voice version is released first. In this study, we examine how user 

evaluation on the service changes in the process of a human-AI hybrid service introduction, 

while considering the human-AI hybrid service release strategies (human voice→human-

human voice vs. human voice→human-AI voice and AI voice->AI-AI voice vs. AI 

voice→human-AI voice) (see Figure 3.2). We only collected the reviews from the first 

launched version and checked how the average user evaluation on the service changed in the 

process of introducing a human-AI hybrid service.  If there is a new version, it will appear on 

the page of the old version that is being listen to. 

The sample consists of 334 audios. The treated group consists of the audios that provide 

the human-AI hybrid service. The control group consists of the audios only provide one type 

of service (AI voice service->AI-AI voice service or human voice service->human-human 

voice service). To match with the treated audio, the audios in the control group were selected 

following the matching steps (Loughran and Ritter, 1995): Step 1: Audios were ranked by their 

review NO. per month. The audio with all the same topics, all the same characteristics, the 

same podcaster NO., and the closest review NO. per month was selected. Step 2: if no audio 

was matched in step 1, The audio with all the same topics, all the same characteristics, and the 

closest review NO. per month was selected. Step 3: if no audio was matched in step 2, The 

audio with at least 50% same topics, at least 50% same characteristics, and the closest review 

NO. per month was selected. Finally, we selected 92 audios for human->hybrid type (treated 

vs. control: 46 vs. 46) and 242 audios for AI->hybrid type (treated vs. control:121 vs. 121).  
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In this study, the review positivity is used as the dependent variable representing the level of 

positivity of user evaluations of the service ranging from 0 to 1. The accuracy level is the level 

of accuracy in this Natural Language Processing (NLP) analysis ranging from 0 to 1. It is an 

assessment of this NLP analysis for the dependent variable review positivity. The positivity 

and the NLP accuracy level were generated by Baidu natural language processing API 

(https://cloud.baidu.com/doc/NLP/index.html), which is one of the most famous Chinese 

natural language processing services. Table 3.2 summarizes the variable definitions. Figure 3.3 

displays how to extract the variables from the platform. 

 

Figure 3.3. the Screenshot of the Platform 

 

Table 3.2. Variable Definitions 

Variables Definitions 

Review Positivity 
the possibility of the review’s emotion is 

positive. 

After 
whether the review was posted after the 

introduction of the second voice service. 

Hybrid Service 
whether the audio has both human and AI 

voice service. 

NLP Accuracy 

the level of accuracy in this natural language 

processing analysis (review positivity) 

ranging from 0 to 1. 

Review NO. 
the log of the number of reviews the audio 

has over one month. 



 

62 
 

Single Podcaster 
whether the audio was podcasted by a single 

person. 

Topics 
the audio topics which were extracted from 

the audio tags. 

Characteristics 
the audio’s characteristics which were 

generated by algorithms.  

 

Table 3.3 provides the summary statistics for the two human-AI hybrid services forming 

situations. The variable After refers to whether the review was posted after the introduction of 

the hybrid voice service (yes:1 vs. no:0). The average review positivity represents the average 

user evaluation on the service, and the mean is 0.493 and 0.299 respectively, which is consistent 

with prior research—customers prefer human service than AI service (Luo et al., 2019). Hybrid 

service refers to whether the second version of the audio is broadcasted by another type of 

podcaster (yes:1 vs. no:0)—if the original version was broadcasted by a human, the second 

voice is AI voice or vice versa (mean=0.507 and 0.679). Ln(review NO.) refers to the log of 

the number of reviews the audio has over one month. The averages are 1.302 and 0.968 in the 

two situations, with a standard deviation of 0.587 and 0.425. Ln(NLP accuracy) refers to the 

average accuracy of NLP analysis. The averages are -0.223 and -0.194 in the two situations. 

Single Podcaster refers to whether the audio is podcasted by a single person (yes vs no: 1vs 0). 

It reveals that most of the audios are podcasted by a single person in the two situations 

(mean=0.835 and 0.537). The four topics represent the audio content categories including 

righteous ardor topic(热血), reborn topic(重生), fantasy topic(奇幻), and modern topic(现代). 

They were extracted from the audio tags. The last four characteristics were extracted by the 

TextRank algorithm, which is an extractive summarization technique (Balcerzak et al., 2014). 

We first extract the text from the corresponding book. Next, we apply the Textranking 

algorithm to identify key features within the text. These features are then clustered using 

Support Vector Machines (SVM) to categorize them as distinct characteristics. The 
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characteristics represent the content features of the audios. They are romance, Kungfu, food, 

and other characteristics. Table 3.4 displays the correlations among the variables.  
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Table 3.3. Summary Statistics 

Panel A: Summary Statistics of Human->Hybrid 

VarName Mean SD Median 

Review Positivity 0.493 0.343 0.495 

After 0.493 0.501 0.000 

Hybrid Service 0.507 0.501 1.000 

Ln(NLP accuracy) -0.223 0.507 -0.076 

Ln(Review NO.) 1.302 0.587 1.099 

Single Podcaster 0.835 0.372 1.000 

Topic_righteous ardor 0.020 0.140 0.000 

Topic_reborn 0.072 0.259 0.000 

Topic_fantasy 0.749 0.434 1.000 

Topic_modern 0.085 0.280 0.000 

Characteristic_romance 0.088 0.284 0.000 

Characteristic_kungfu 0.009 0.092 0.000 

Characteristic_food 0.046 0.209 0.000 

Characteristic_other 0.630 0.484 1.000 

Panel B: Summary Statistics of AI->Hybrid 

VarName Mean SD Median 

Review Positivity 0.299 0.365 0.088 

After 0.365 0.482 0.000 

Hybrid Service 0.679 0.467 1.000 

Ln(NLP accuracy) -0.194 0.423 -0.035 

Ln(Review NO.) 0.968 0.425 0.693 

Single Podcaster 0.537 0.499 1.000 

Topic_righteous ardor 0.000 0.000 0.000 

Topic_reborn 0.159 0.366 0.000 

Topic_fantasy 0.019 0.137 0.000 

Topic_modern 0.696 0.460 1.000 

Characteristic_romance 0.074 0.263 0.000 

Characteristic_kongfu 0.042 0.202 0.000 

Characteristic_food 0.102 0.303 0.000 

Characteristic_other 0.495 0.501 0.000 
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Table 3.4. Correlation Table 

Correlation Coefficient of Human→Hybrid 

 (1) (2) (3) (4) (5) (6) 

Review Positivity 1.000 0.038 -0.432 -0.038 0.025 -0.249 

After 0.027 1.000 -0.187 0.024 -0.135 0.371 

Hybrid Service -0.398 -0.179 1.000 0.003 0.104 0.438 

Ln (NLP accuracy) -0.011 -0.033 0.046 1.000 -0.263 -0.073 

Ln (Review No) 0.004 -0.122 0.117 0.118 1.000 0.093 

Single Podcaster -0.241 0.377 0.451 -0.005 0.120 1.000 

Correlation Coefficient of AI→Hybrid   

 (1) (2) (3) (4) (5) (6) 

Review Positivity 1.000 -0.042 -0.169 -0.532 0.127 0.160 

After -0.022 1.000 -0.088 0.082 -0.254 0.066 

Hybrid Service -0.261 -0.074 1.000 -0.058 0.285 0.050 

Ln (NLP accuracy) -0.202 0.024 -0.019 1.000 -0.295 -0.167 

Ln (Review No) -0.066 -0.246 0.277 0.038 1.000 0.283 

Single Podcaster 0.027 0.058 0.038 0.022 0.282 1.000 

Note: Lower-triangular cells report Pearson's correlation coefficients, upper-triangular cells are Spearman’s rank correlation 
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This model is used to examine the hypothesis. In the model, we have control groups (AI 

service→AI-AI service and human service→human-human service) and treated groups (AI 

service→human-AI hybrid service and Human service→human-AI hybrid service). The model 

is developed as follows:  

𝐴𝑣𝑔 𝑢𝑠𝑒𝑟 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛𝑖𝑡 = 𝛽0 + 𝛽1𝐻𝑦𝑏𝑟𝑖𝑑 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑖 + 𝛽2𝐴𝑓𝑡𝑒𝑟 + 𝛽3𝐻𝑦𝑏𝑟𝑖𝑑 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑖 ∗ 𝐴𝑓𝑡𝑒𝑟 + 𝛽4𝑍𝑖𝑡 + 𝜖𝑖𝑡   

In the model, i refers to an audio. t refers to time. Where the average user evaluation of 

the service is the average review positivity of audio i over month t, Hybrid service is whether 

the audio i provide both human and AI broadcasting service. Z is the vector of remaining 

control variables, including the review NO. of the audio i at month t, podcaster NO. (single: 

yes:1, no:0) of audio i, the audio topics of the audio i, NLP accuracy of these reviews, and the 

audio characteristics of audio i. After refers to whether the review was posted after the 

introduction of the human-AI hybrid service. 

3.5. Results  

We estimate the main effect of human-AI hybrid service on the average user evaluation 

on the service using the model. We analyze the model in the time period of T-10 vs. T+10 (see 

Table 3.5). T-10 and T+10 refer to the time periods of the first ten months before or after the 

introduction of the human-AI hybrid service. The control group is non-treated audios that do 

not provide human-AI hybrid service. Both the Linear Probability Model (LPM) and the Tobit 

model are employed, with the latter serving as a robustness test for the former. The linear 

probability model aids in the clear interpretation of coefficients (Sun et al., 2021), and the 

review positivity in our regression fall within the [0, 1] range. Alternatively, Tobit model is 

appropriate for censored dependent variables. 

In this study, two hybrid service forming strategies are considered. The model compares 

the human voice→the human-human voice vs. the human voice→the human-AI voice (see 

Table 3.5 columns 1 and 2). The other model compares the AI voice→the AI-human hybrid 
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voice vs. the AI voice→the AI-AI voice (see Table 3.5 columns 3 and 4). The results reveal 

that if users are receiving human services, the introduction of a human-AI hybrid service is 

associated with a 34.9% user evaluation growth (see Table 3.5 column 1), supporting H1. If 

users are receiving AI services, the introduction of a human-AI hybrid service is associated 

with a 19.8% drop in user evaluation on the service (See Table 3.5 column 3), supporting H2. 
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Table 3.5. Main Results 

Dependent Variable: Review Positivity 

Hybrid Status: Human->Hybrid AI->Hybrid 

Model: LPM Tobit LPM Tobit 

     

Hybrid Service*After 0.349** 0.349*** -0.198* -0.198** 

 (2.080) (2.622) (-1.927) (-2.302) 

After 0.001 0.001 0.159 0.159* 

 (0.010) (0.012) (1.595) (1.937) 

Hybrid Service -0.679*** -0.679*** -0.237*** -0.237*** 

 (-3.518) (-4.242) (-3.131) (-3.550) 

Ln (NLP Accuracy) -0.009 -0.009 -0.188*** -0.188*** 

 (-0.336) (-0.253) (-5.330) (-4.998) 

Ln (Review NO.) 0.059** 0.059* 0.005 0.005 

 (2.038) (1.926) (0.127) (0.109) 

Single Podcaster -0.002 -0.002 -0.021 -0.021 

 (-0.025) (-0.029) (-0.400) (-0.441) 

Topics Yes Yes Yes Yes 

     

Characteristics Yes Yes Yes Yes 

     

Time fixed effect Yes Yes Yes Yes 

     

Constant 0.999*** 0.999*** 0.424*** 0.424*** 

 (5.618) (6.057) (4.888) (5.192) 

N 342 342 464 464 

Adjusted r2 /Pseudo r2 0.204 0.404 0.124 0.201 

t statistics with robust standard errors in parentheses; 
* p < 0.1, ** p < 0.05, *** p < 0.01. 
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3.6. Robustness Check 

The analysis reveals the positive relationship of introduction a human-AI hybrid service 

in the human service first situation and the negative relationship of introduction a human-AI 

hybrid service in the AI service first situation. To further validate the robustness of the results, 

we employ the placebo test to validate the results by artificially advancing the time of the 

second voice introduction to one month and two months respectively (Table 3.6). Table 3.6 

reveals that if the after advances 1 or 2 months, the results are not significant. Both robustness 

checks are consistent with our main findings. In addition, we control play counts and ratings 

of audios in the model (Table 3.7). They reveals that our results are robust to multiple 

robustness checks. Therefore, we conclude the finding that the introduction of the human-AI 

hybrid service impacts user evaluations of the service. The results reveal that if users are 

receiving human services first, the later introduction of human-AI hybrid service is positively 

associated with user evaluations. If users are receiving AI services first, the later introduction 

of human-AI hybrid service is negatively associated with user evaluations. Overall, the 

introduction of human-AI hybrid service made user evaluations more polarised for existing 

users.  
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Table 3.6. Robustness Check 

Dependent Variable: Review Positivity 

Hybrid Status: Human->Hybrid AI->Hybrid 

Placebo test: 1 month 2 months 1 month 2 months 

     

Hybrid Service*After 0.201 0.268 -0.091 -0.064 

 (1.001) (1.574) (-0.939) (-0.634) 

After -0.085 -0.199 0.115 0.042 

 (-0.451) (-1.240) (1.193) (0.388) 

Hybrid Service -0.480** -0.486*** -0.270*** -0.246*** 

 (-2.431) (-3.037) (-3.595) (-3.079) 

Ln (NLP Accuracy) -0.002 -0.009 -0.183*** -0.182*** 

 (-0.076) (-0.338) (-5.295) (-5.199) 

Ln (Review No.) 0.054* 0.051* 0.019 0.018 

 (1.853) (1.759) (0.566) (0.543) 

Single Podcaster 0.139 0.113 -0.041 -0.031 

 (0.692) (0.683) (-0.822) (-0.609) 

Topics Yes Yes Yes Yes 

     

Characteristics Yes Yes Yes Yes 

     

Time fixed effect Yes Yes Yes Yes 

     

Constant 0.777*** 0.754*** 0.440*** 0.413*** 

 (6.081) (6.384) (4.918) (4.386) 

N 342 342 464 464 

Adjusted r2 0.191 0.204 0.124 0.115 

t statistics with robust standard errors in parentheses; 
* p < 0.1, ** p < 0.05, *** p < 0.01. 
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Table 3.7. Robustness Check with Play Count and Ratings 

 (1)  (2) (3) (4) 

 Positive 

Probability  

 Positive Probability Positive Probability Positive Probability 

Hybrid Service*After 0.358**  0.358*** -0.202* -0.202** 

 (2.159)  (2.625) (-1.939) (-2.329) 

Hybrid Service -0.534**  -0.534*** -0.232 -0.232 

 (-2.517)  (-2.774) (-1.102) (-0.582) 

After 0.000  0.000 0.160 0.160* 

 (0.002)  (0.002) (1.593) (1.946) 

Play count 0.003**  0.003* 0.002 0.002 

 (2.291)  (1.734) (0.353) (0.428) 

Ln(Review NO) 0.023  0.023 0.001 0.001 

 (0.607)  (0.602) (0.017) (0.015) 

Ln(Rating) 1.296  1.296 -0.054 -0.054 

 (1.458)  (1.525) (-0.077) (-0.026) 

Ln(Confidence) -0.006  -0.006 -0.188*** -0.188*** 

 (-0.231)  (-0.171) (-5.298) (-4.986) 

Single Podcaster -0.006  -0.006 -0.022 -0.022 

 (-0.059)  (-0.064) (-0.168) (-0.080) 

Topics Yes  Yes Yes Yes 

Characteristics Yes  Yes Yes Yes 

Time Fixed Effect Yes  Yes Yes Yes 

Constant -1.964  -1.964 0.542 0.542 

 (-0.961)  (-1.007) (0.317) (0.112) 

N 342  342 464 464 

Adjusted(pseudo) r2 0.208  0.418 0.120 0.201 
t statistics in parentheses 
* p < 0.1, ** p < 0.05, *** p < 0.01 
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3.7. Subsample Analysis 

We further explore the performance among various audio features (H3 and H4) by 

subsample analysis. We classify the popularity based on the polycount median. First, we 

compare results in fewer play count audios and more play count audios (Table 3.8). Play count 

represents the popularity level of the audio. We find if the audio is played less often, the results 

are more pronounced in both situations (support H3 and H4). In fewer play count situations, 

the users who are first exposed to human voice increase the average user evaluation by 50.4% 

(see Table 3.8 column1). The users who are first exposed to AI voice decrease the average user 

evaluation by 21.7% (see Table 3.8 column 3). In addition, it is possible that the audio is 

popular because of the podcaster level or the audio content characteristics. Therefore, we 

further validate the effects on audio characteristics and podcaster level. Table 3.9 examines the 

effects based on the condition of audio characteristics NO.. The results reveal the effect is more 

pronounced in audios with fewer characteristics (β=0.655 and β =-0.297) (see Table 3.9 

columns 1 and 3), which also supports H3 and H4. Table 3.10 compares the results of high-

level podcaster and low-level podcaster conditions. The podcaster level is classified based on 

the podcaster level median. The results reveal that the effect is more pronounced in low-level 

podcaster audios, supporting H3 and H4. In low-level podcaster situations, Table 3.10 reveals 

users who are first exposed to a human voice increase the average user evaluation by 32.6%, 

while users who are first exposed to an AI voice decrease the average user evaluation by 41.3%. 

In addition, we classify the sample based on whether the other podcaster level is higher than 

the podcaster level currently listening to. It finds that if the other podcaster level is higher than 

the podcaster level currently listening to, the effect is pronounced. For users who are first 

exposed to a human voice, the average user evaluation increases by 54.6% (Table 3.11 column 

1). For users who are first exposed to a human voice, the average user evaluation decreases by 

41.3% (Table 3.11 column 3). These results (Table 3.11), in addition to validating the last 



 

73 
 

results (Table 3.10), also validate H1 and H2. In a highly achievement-oriented society like 

ours, the social comparison theory (Festinger, 1954) points out that a person has a primitive 

drive to compare his/her skill to that of someone he feels to be of slight greater ability. Later, 

the social comparison theory applied to luxury goods purchases (Pillai and Nair, 2021), 

received service (Yang and Oliver, 2010), and so on. When a listener finds that the level of 

another podcaster is higher than the level of the podcaster, he/she is listening to, this triggers a 

comparison and thus reinforces the comparison effect. It shows that the contrast effect is 

significant when individuals are comparing, which validates the underlying mechanism.
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Table 3.8. Subsample Analysis: Conditional on the Audio Play Count 

Dependent Variable: Review Positivity 

Hybrid Status: Human->Hybrid AI->Hybrid 

PlayCount: Fewer More Fewer More 

     

Hybrid Service*After 0.504** -0.134 -0.217* 0.158 

 (2.388) (-0.783) (-1.952) (0.481) 

After -0.029 0.260* 0.239** -0.302 

 (-0.214) (1.691) (2.278) (-0.915) 

Hybrid Service -0.496*** -0.058 -0.278** -0.169 

 (-3.667) (-0.579) (-2.007) (-1.576) 

Ln (NLP Accuracy) 0.011 -0.204** -0.223*** -0.137*** 

 (0.382) (-2.427) (-4.893) (-3.695) 

Ln (Review No.) 0.043 0.077** -0.008 -0.027 

 (0.942) (2.140) (-0.150) (-0.450) 

Single Podcaster 0.053 - -0.056 -0.070 

 (0.555) - (-0.811) (-0.705) 

Topics Yes Yes Yes Yes 

     

Characteristics Yes Yes Yes Yes 

     

Time fixed effect Yes Yes Yes Yes 

     

Constant 0.686*** 0.281** 0.442*** 0.552*** 

 (7.580) (2.290) (3.002) (3.421) 

N 187 155 272 192 

Adjusted r2 0.118 0.087 0.136 0.119 

t statistics with robust standard errors in parentheses; 
* p < 0.1, ** p < 0.05, *** p < 0.01. 
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Table 3.9. Subsample Analysis: Conditional on the Audio Characteristics NO. 

Dependent Variable: Review Positivity 

Hybrid Status: Human->Hybrid AI->Hybrid 

Characteristics NO. Fewer More Fewer More 

     

Hybrid Service*After 0.655*** 0.060 -0.297* -0.105 

 (3.198) (0.341) (-1.690) (-0.795) 

After -0.205* 0.188 0.213 0.112 

 (-1.800) (1.141) (1.228) (0.892) 

Hybrid Service -0.723** -0.621*** -0.420** -0.288*** 

 (-2.264) (-3.390) (-2.010) (-3.116) 

Ln (NLP Accuracy) -0.018 -0.031 -0.183*** -0.193*** 

 (-0.486) (-0.885) (-3.372) (-3.955) 

Ln (Review No.) -0.013 0.057* -0.002 0.017 

 (-0.174) (1.793) (-0.042) (0.288) 

Single Podcaster 0.404 0.151 0.065 -0.082 

 (1.621) (0.734) (0.809) (-1.090) 

Topics Yes Yes Yes Yes 

     

Characteristics Yes Yes Yes Yes 

     

Time fixed effect Yes Yes Yes Yes 

     

Constant 1.167*** 0.890*** 0.598*** 0.555*** 

 (3.788) (4.603) (2.718) (4.131) 

N 103 239 170 294 

Adjusted r2 0.223 0.216 0.104 0.099 

t statistics with robust standard errors in parentheses; 
* p < 0.1, ** p < 0.05, *** p < 0.01. 
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Table 3.10. Subsample Analysis: Conditional on the Podcaster level 

Dependent Variable: Review Positivity 

Hybrid Status: Human->Hybrid AI->Hybrid 

Podcaster Level Low High Low High 

     

Hybrid Service*After 0.326* 0.124 -0.413*** 0.303 

 (1.702) (0.456) (-3.726) (1.150) 

After -0.131 0.100 0.236** -0.081 

 (-1.138) (0.384) (2.188) (-0.300) 

Hybrid Service -0.278 -0.611*** 0.0722 -0.289*** 

 (-1.156) (-8.157) (0.926) (-3.935) 

Ln (NLP Accuracy) -0.007 -0.022 -0.211*** -0.179*** 

 (-0.197) (-0.445) (-4.355) (-3.218) 

Ln (Review No.) 0.025 0.037 -0.066 0.035 

 (0.544) (0.613) (-1.230) (0.550) 

Single Podcaster - - - 0.071 

 - - - (0.727) 

Genre Yes Yes Yes Yes 

     

Characteristics Yes Yes Yes Yes 

     

Time fixed effect Yes Yes Yes Yes 

     

Constant 0.692* 0.921*** 0.235*** 0.418*** 

 (1.798) (9.252) (2.707) (3.846) 

N 163 179 248 216 

Adjusted r2 0.127 0.215 0.149 0.151 

t statistics with robust standard errors in parentheses; 
* p < 0.1, ** p < 0.05, *** p < 0.01. 
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Table 3.11. Subsample Analysis: Conditional on the other Podcaster Level 

Dependent Variable: Review Positivity 

Hybrid Status: Human->Hybrid AI->Hybrid 

Is the other podcaster better? Yes No Yes No 

     

Hybrid Service*After 0.546* 0.123 -0.413*** 0.303 

 (1.870) (0.652) (-3.726) (1.150) 

After -0.017 -0.009 0.236** -0.081 

 (-0.067) (-0.057) (2.188) (-0.300) 

Hybrid Service -0.318 -0.417*** 0.072 -0.289*** 

 (-1.102) (-2.841) (0.926) (-3.935) 

Ln (NLP Accuracy) -0.078** 0.008 -0.211*** -0.179*** 

 (-2.207) (0.238) (-4.355) (-3.218) 

Ln (Review No.) -0.002 0.059** -0.066 0.035 

 (-0.022) (1.976) (-1.230) (0.550) 

Single Podcaster -0.174 0.128 - - 

 (-0.657) (0.685) - - 

Topics Yes Yes Yes Yes 

     

Characteristics Yes Yes Yes Yes 

     

Time fixed effect Yes Yes Yes Yes 

     

Constant 0.718*** 0.604*** 0.235*** 0.418*** 

 (4.481) (2.860) (2.707) (3.846) 

N 79 263 248 216 

Adjusted r2 0.166 0.171 0.149 0.151 

t statistics with robust standard errors in parentheses; 
* p < 0.1, ** p < 0.05, *** p < 0.01.
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3.8. Conclusion and Discussions 

In this research, we report a robust association between the introduction of a human-AI 

hybrid service and the average user evaluation of the service in the context of an online 

streaming digital platform. Further, we reveal that the effect made by the introduction of a 

human-AI hybrid service on user evaluations also depends on the service content’s popularity. 

We found the effect is pronounced if the audio is less popular. An audio with high-level 

popularity will divert listeners’ attention to contrast human and AI services. AI technology has 

become an essential tool for digital platforms. However, the impact of AI on user evaluations 

of the service is not fully understood. This online streaming platform introduced the AI 

podcaster service at the end of 2020, which provides a great opportunity for us to investigate 

the effects of human-AI hybrid service. Especially, we divide the process of human-AI hybrid 

service introduction into two situations from a temporal perspective. The platform offers 

human services first (Human service → Human-AI services), and the platform offers AI 

services first (AI service → Human-AI services). We reveal that the contrast effect plays a vital 

role in the process of the human-AI hybrid service introduction. AI voice listeners' average 

user evaluation of the service is negatively associated with the later introduction of a human-

AI hybrid service (decrease 19.8%), and human voice listeners’ user evaluations of the service 

is positively associated with the later introduction of a human-AI hybrid service (increase 

34.8%). We explain it using the contrast effect, which will enhance the difference between the 

human voice and AI voice services. In addition, the contrast effect is more pronounced if the 

audio is less popular. We also confirm users generally consider human service to be better (Luo 

et al., 2019, Mou and Xu, 2017).   

This study makes contributions to the Information System literature in three aspects. First, 

this study helps us to understand a new phenomenon of human-AI coexistence on digital 

platforms from a temporal perspective. Second, in academia, most literature studied this topic 
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in two streams—system design (e.g., Correia et al., 2020; Ostheimer et al., 2021) and compare 

the human-only mode, the AI-only mode, and the human-AI coexistence mode (e.g., Peeters et 

al., 2021; Sowa et al., 2021). The user evaluation of the service of the human-AI hybrid service 

is still not thoroughly understood. This research incorporates the human-AI hybrid service 

introduction process and reveals that the introduction of other types of service influences the 

user evaluation of the service. It sheds light on the underlying mechanism of the effect of 

human-AI hybrid service on the average user evaluation of the service. We find that the contrast 

effect is dominant in the situation, compared to the first mover advantage. With the introduction 

of different types of services, the average user evaluation of AI services becomes worse, while 

the average user evaluation of human services becomes better. Third, this research contributes 

to AI on digital platforms literature and AI introduction in business literature. Existing AI on 

digital platform literature mainly studied how AI supports digital platform processes (Alt, 2021; 

Mucha and Seppälä, 2020) and AI as a service on digital platforms (Alt, 2021; Colace et al., 

2018). In AI in business research, most research studied the antecedents (i.e., Baabdullah et al., 

2021; Holmström, 2022; Jöhnk et al., 2021; Ostrom et al., 2019) and consequences (i.e., Luo 

et, al., 2019; Schuetzler et al., 2020; Shi et al., 2020) of introduction AI applications in business. 

Little research studied human and AI services as a whole, although the human-AI hybrid 

service is gaining momentum.  

In practice, our research provides a first step toward understanding the effects of the 

human-AI hybrid service introduction process in digital platforms. This research helps digital 

platform managers by reminding managers that the service implementation strategies affect 

user evaluations of the service. If the platform is offering an AI service, the introduction of a 

human service will be negatively associated with AI service user evaluations. In such cases, 

platform managers need to consider the user evaluation of the service more carefully. There 

may be countermeasures that can be taken to avoid degradation of the average user evaluation, 

https://link.springer.com/article/10.1007/s12525-021-00489-w#ref-CR38
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such as upgrading the AI service at the same time. In addition, the user evaluation of the service 

has long been a concern for digital platform managers. This study takes a user evaluation 

perspective, which can help the development of digital platforms and give platform managers 

a better understanding of what their users think. Good user evaluations of the service ultimately 

help the digital platform to attract more users and helps the digital platform stand out from the 

competitors. 

This research subjects to several limitations. First, the study was conducted in the context 

of the online streaming platform and, therefore, the findings may not be applicable to other 

industries. In AI first situation, the podcaster level and hybrid service have a high correlation, 

which makes it hard for us to control podcaster level in models. Due to the GPU resources 

limitations, we cannot train Large Language Models. Other features of review can be captured 

in the future.
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Chapter 4 : Conclusions and Future Research 

AI has been demonstrated can carry out very complex tasks and help people in various 

aspects. It is viewed as critical to society’s digital transformation, and it has become a top 

priority for the EU and China. However, users’ human-AI interaction experience may push the 

AI applications back and damage the enormous value of AI. Therefore, in addition to paying 

attention to the technological development of AI, the research on human-AI interaction also 

needs attention. In order to enrich the understanding of human-AI interaction, the two studies 

investigated human-AI interaction from different perspectives. The first study investigated the 

causes and effects of the human-AI conversational process—conversation inefficiency. The 

second study focuses on the effects of introducing human-AI hybrid services to digital 

platforms.  

To advance the understanding of human-AI interaction, scholars from different 

disciplines such as Communication, Education, and Organization joined AI research and 

highlighted AI research is no longer computer science research. However, the research in 

human-AI interaction is still considerably limited, needing further effort to expand, especially 

in the Information Systems field. Accordingly, the two research in this thesis study how 

chatbots’ social designs affect the human-AI conversational process and, therefore, influence 

associated outcomes (study 1) and how the average user evaluation of the service changes in 

the process of introducing a human-AI hybrid service (study 2). In the first research, we found 

chatbot proactivity design is essential in reducing cognitive uncertainty and helping human-AI 

communication inefficiency. As a result, reduced communication inefficiency increases 

customers’ satisfaction and task success. The social identity design, which adopted a relational 

communication strategy, was not found a direct effect on communication inefficiency but play 

as a moderator to weaken the negative effect of communication inefficiency on customer 

satisfaction. The second research studied customers’ user evaluations of the services about the 
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human-AI hybrid service from the perspective of the contrast effect. This research found that 

the contrast effect is dominant in the process of introducing a human-AI hybrid service. By 

comparing AI voice service and human voice service, the gap between the two services will be 

highlighted, thus polarizing the average user evaluation of the service. AI service user 

evaluations became worse, while human service user evaluations became better. 

The two research provide foundations for future research. First, we extend human-AI 

interaction research into the human-AI conversational process. In the future, more 

conversational processes will be studied, such as how human-AI conversation topics change 

and how human-AI conversation conflicts happen. In addition, not just limited to human-AI 

conversational processes, future research could extend to physical interaction processes. 

Second, it helps human-AI scholars take a first step toward understanding the effects of human-

AI hybrid services from the users’ perspective. Future research could be extended to other cases 

of human-AI hybrid service situations, such as human-centered AI situations. Another type of 

human-AI hybrid is also deserved to be studied, such as human-AI hybrid intelligence. The 

effects made by the human-AI hybrid also can be examined in more contexts.  
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