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Abstract

Long documents, like academic literature, financial reports, and legal instruments, are

important information sources. Nowadays, people can access massive long documents

through the Internet. Reading through all their acquired documents and finding

their desired content would be a heavy burden. The high-quality summaries can

help people quickly grasp the key information from original documents. Automatic

text summarization techniques can be employed to produce concise summaries for

long documents. Abstractive summarization methods can approximate how humans

write summaries by capturing input documents’ salient content and generating novel

sentences as summaries.

In this thesis, I study neural abstractive summarization for long documents. I aim

to train neural network models to generate informative, fluent, and non-redundant

summaries covering the multi-granularity, multi-document, and multimodal salient

content in various long documents. Some new challenges arise in order to accomplish

this objective: 1) the scarcity of available datasets, 2) identifying the multi-granularity

salient information scattered in long inputs, 3) incorporating multi-document and

multimodal content when generating summaries, 4) evaluating the quality of the

generated summaries, 5) improving the efficiency of model training and inference. To

tackle the above challenges, I built multiple large-scale datasets, novel summarization

methods, and evaluation metrics, which are summarized below.

First, I built multiple large-scale long document summarization datasets for academic
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literature, financial reports, and legal instruments, which can be the foundation of

long document summarization research. Meanwhile, my datasets support extending

long document summarization research from unimodal to multimodal, from summa-

rizing a limited number of documents to a large number of documents.

Second, I propose a series of techniques to identify the multi-granularity salient infor-

mation scattered in long documents. This thesis introduces novel attention mecha-

nisms, category-based content alignment method, and the multistage content selection

schema for identifying and encoding phrase-level, sentence-level, and segment-level

salient content.

Besides, my research validates the importance of jointly considering multimodal or

multi-document content when summarizing long documents. This thesis proposes

multiple methods incorporating salient content from text and tables into summary

generation. Besides, this thesis also proposes methods to summarize multiple cate-

gories of salient content from a large number of documents and generate structured

summaries.

To evaluate various summarization methods, my research not only employs commonly

used automatic evaluation metrics but also proposes novel evaluation metrics. We

also compare different models’ generated summaries by human evaluation.

Last but not least, my research leverages various techniques to improve the efficiency

of model training and inference. This thesis not only proposes efficient summarization

models but also adopts some memory-efficient training methods. These techniques

enable training large neural summarization models over long inputs on an off-the-shelf

GPU.

I hope this thesis can promote the long document summarization research. Although

this thesis presents novel datasets, methods, and evaluation metrics for this topic, it

still has many open problems. I list some future research directions at the end of this

thesis.
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Chapter 1

Introduction

1.1 Background

Long documents, like academic literature, financial reports, government reports, and

legal instruments, are important information sources. Nowadays, people can access

massive long documents through the Internet. Reading through all their acquired

documents and finding their desired content would be a heavy burden [72, 74]. During

the COVID-19 pandemic, hundreds of thousands of academic papers about COVID-19

were released on the Internet1. Researchers were drowned in the torrent of coronavirus

papers, while a large amount of them are not what people care about [73]. People

need advanced tools to support efficiently reading and selecting long documents2.

Providing readers with high-quality summaries of long documents can help alleviate

the above problems. High-quality summaries can help people efficiently obtain the

key information in original documents [73]. Meanwhile, people can first read the

summary to determine if one document is worth further reading, which enables people

1https://www.nature.com/articles/d41586-020-03564-y
2https://www.sciencemag.org/news/2020/05/scientists-are-drowning-covid-19-papers-can-new-

tools-keep-them-afloat
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Chapter 1. Introduction

to quickly filter out undesired documents and save time and effort. Employing human

experts to write summaries costs a lot of time and effort, making it challenging to

cover new or unpopular documents from diverse sources [73]. Automatic document

summarization techniques can be utilized to produce summaries [75]. Users can adjust

the input documents flexibly and immediately get summaries from the automatic

summarization system.

Automatic document summarization techniques aim to produce a concise summary

of one or more documents [72, 74]. Previous document summarization methods can

be broadly categorized into extractive and abstractive methods [73, 75]. Extrac-

tive summarization methods [7, 36, 37, 78, 84, 85, 112] identify and select the most

salient sentences from the input document to form the summary, while abstractive

summarization methods [19, 41, 77, 86, 97, 109] can approximate the way humans

write summaries by capturing and merging input documents’ salient information and

then generating a summary that may contain new expressions [74]. Besides, previous

summarization methods can be classified into neural-network-based and non-neural

methods according to whether the neural network is used.

This thesis mainly focuses on the neural abstractive summarization methods. They

can be further divided into recurrent neural network (RNN) based methods [86, 116],

transformer-based methods (trained from scratch) [38, 41, 72, 74], and pre-trained

foundation model-based methods [73, 75, 78, 149], according to their backbone mod-

els. RNN model [18, 53] was widely used in short document summarization [86, 116],

but it has limited ability to learn the long-range dependencies [131]. The transformer

model relying on the attention mechanisms can model the long-range dependencies

[131] and shows better performance on long document summarization [72, 74].

The performance of supervised models trained from scratch is limited by the size

of the labeled dataset. Labeling large-scale datasets can cost a lot, while unlabeled

data can be easily crawled from the Internet. Researchers pre-train large foundation

models with self-supervised tasks on a huge amount of unlabeled data to learn better
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text representations [13, 32, 102]. After being fine-tuned on labeled datasets for

downstream tasks, pre-trained models can outperform models trained from scratch.

This thesis covers both our novel model trained from scratch and our summarization

methods built on pre-trained foundation models.

In addition to the development of neural summarization methods, publicly available

summarization datasets also facilitated improving generated summaries’ quality. In

recent years, researchers released various large-scale datasets [23, 38, 52, 70, 81, 88,

118], which made it possible to train large neural models for document summarization

[74]. Summarization tasks or datasets can be categorized into single-document sum-

marization (SDS) and multi-document summarization (MDS) based on the number

of documents taken into consideration for a summary. Considering different types of

content in input documents, previous work can be divided into unimodal and mul-

timodal summarization. My research built datasets for both SDS and MDS and

generalized long document summarization from unimodal (text) to multimodal.

Automatic text summarization techniques have been widely applied in many domains,

like news article summarization, forum post summarization, and product review sum-

marization. This thesis studies summarizing various long documents from different

domains, including academic literature, financial reports, and legal instruments.

1.2 Motivation

Long documents, like academic literature, financial reports, government reports, and

legal instruments, have some properties:

• Plentiful but scattered salient content: Compared with short documents, long

documents often contain more salient content, which can be scattered in multi-

ple parts of long documents.

• Containing multiple categories of content: Long documents can describe an
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object from multiple aspects. For example, public companies’ financial reports

usually describe multiple aspects of the company, including business, operations,

and cash flow. Academic papers usually describe the background, problem

definition, methods, and experimental results of research work.

• Containing multimodal content: The long documents may contain multimodal

content (e.g., text, tables, and figures). Some key information may only ap-

pear in non-textual content (e.g., tables and figures), like accounting data in a

company’s financial statements [75, 76].

• Following some structures or templates: Compared with the free-form short

text, long documents usually follow some structures to organize plentiful con-

tent. There are some given structures (templates), like the division of sections or

chapters. For example, the U.S. Securities and Exchange Commission stipulates

companies’ annual reports’ format [75, 76]. Academic journals and conferences

also require manuscripts following their templates. Meanwhile, some structures

are author-defined. For instance, authors may arrange sentences introducing

different content in the same paragraph.

Previous summarization research usually focuses on summarizing short documents,

like short news [38, 44], forum posts [59], and online product reviews [82, 153]. When

generalizing to long document summarization, previous document summarization

datasets and methods did not consider the above properties of long documents and

still have limitations.

Annotated datasets are the foundation of long document summarization research.

Previous document summarization datasets usually focus on short documents [38,

44, 59]. The lack of large-scale datasets limits the long document summarization

research. Specifically, previous long document summarization datasets only focus on

text content. This limits research on generating summaries for multimodal content in

long documents [75, 76]. Besides, previous multi-document summarization datasets

4



1.2. Motivation

focus on summarizing a limited number of input documents, which limits the research

on generating summaries for a large number of documents [73].

When generalizing from short documents to long documents, previous summarization

methods have difficulties in completely identifying and encoding multi-granularity

salient content (e.g., key phrases, sentences, and paragraphs) scattered in a large

amount of input content [75, 76]. It can limit the informativeness of their generated

summaries.

As for the multimodal content (e.g., text, tables, and figures) in long documents,

existing summarization datasets and methods usually concentrate on textual content

while disregarding non-textual content [75, 76]. However, some key information may

only appear in non-textual content (e.g., tables and figures). Missing non-textual

content can limit produced summaries’ informativeness [75, 76].

Neural summarization models usually require more time or GPU memory when pro-

cessing longer input and output [131]. For long document summarization, improving

the efficiency of model training and inference is important [73, 75, 76]. The sequential

nature of RNN hampers parallelization [18, 53]. Compared with RNN, the trans-

former model reduces the required sequential operations and is more parallelizable.

However, the complexity of the transformer’s self-attention mechanism scales quadrat-

ically with the input length [131], which limits transformer-based models’ efficiency.

Given the constraints of GPU memory size, the complexity of the transformer-based

model limits the context length it can model. In addition to the complexity of the

neural summarization model, some training techniques (e.g., gradient accumulation,

gradient checkpointing3, optimizer [30, 104], parameter quantization [29, 139], and

parameter-efficient adapters [31, 55]) can also affect the training efficiency.

3github.com/cybertronai/gradient-checkpointing
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1.3 Research Challenges

This thesis is confronted with the following challenges in summarizing long documents

with neural abstractive summarization methods.

• The scarcity of available datasets: The lack of large-scale datasets limits the

long document summarization research. The labeled dataset is necessary for

training and evaluating summarization methods. To deal with this challenge,

we built multiple large-scale datasets for academic literature summarization,

financial report summarization, and legal instrument summarization, which can

be the foundation of long document summarization research. Meanwhile, our

datasets are the basis of extending long document summarization research from

unimodal to multimodal, from summarizing a limited number of documents to

a large number of documents.

• Identifying the salient information scattered in long inputs: Long documents

often contain rich multi-granularity salient content. The salient content can

be scattered in different parts of the documents. It is challenging to com-

pletely identify and encode multi-granularity salient content scattered in a large

amount of input content. To tackle this challenge, we propose novel attention

mechanisms, category-based content alignment, and a multistage summariza-

tion schema to identify and encode phrase-level, sentence-level, and segment-

level salient content.

• Incorporating multi-document or multimodal content when generating sum-

maries: The long documents may contain multimodal content (e.g., text, ta-

bles, and figures). How to effectively integrate multi-document and multimodal

salient content into the generated summaries is an important issue. My research

work validates the importance of jointly considering multimodal content in long

documents and proposes multiple methods incorporating text and tables into
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summary generation. We also study summarizing a large number of academic

documents and generate structured summaries.

• Evaluating generated summaries’ quality: How to effectively assess the quality

of generated summaries from different aspects is also an important issue. My

research not only employs commonly used automatic evaluation metrics but also

proposes novel evaluation metrics. We also compare different models’ generated

summaries by human evaluation.

• Improving the efficiency of model training and inference: The efficiency of model

training and inference is important when deploying summarization models in

real-world scenarios. When processing very long inputs and outputs with large

neural models, it is challenging to save computation time and GPU memory. My

research work takes different approaches to improve summarization methods’

efficiency and enable the training of large neural summarization models over

long inputs on an off-the-shelf GPU. To improve the model efficiency, we pro-

pose a lightweight transformer-based model named KPAT and employ sparse

attention mechanisms in multiple summarization models. Besides, we adopt

some memory-efficient training methods, like gradient accumulation, gradient

checkpointing, parameter quantization, memory-efficient optimizer, and adding

parameter-efficient adapters. In addition, we also adopt the divide-and-conquer-

based training strategy to further reduce the context length that neural sum-

marization models need to model and the corresponding memory consumption.

1.4 Research Framework

This thesis studies neural abstractive long document summarization. As shown in Fig.

1.1, my research framework has five layers. The lower four layers correspond to the

four main parts of my research, including data preparation, long document content
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Figure 1.1: Research framework.

modeling, summary generation, and evaluation. On top of them is the application

layer they support.

The bottom layer is data preparation, which is usually the first step in my research

work. To build a summarization dataset, we first need to find data sources, collect

raw files, and parse these raw files to extract document content. We should clean the

extracted content and align input documents with their target summaries. Sometimes

we need to convert the format of data. When the labeled samples are insufficient,

we will consider data augmentation. Chapter 2 introduces existing summarization

datasets. Chapter 4 presents my multimodal financial report summarization dataset.

My academic literature summarization dataset is shown in Chapter 5. My court

judgment summarization dataset is presented in Chapter 6. This thesis introduces

the process of building each dataset in the corresponding chapter.

Above the data preparation layer is the long document content modeling layer. Its key

problem is to identify and encode multi-granularity and multimodal salient content

scattered in a large amount of input content [74–76]. Chapter 4 and Chapter 6 intro-

8



1.4. Research Framework

duce my content selection methods for text and tabular data. These content selection

methods conduct a rough selection, which compresses long inputs while maximizing

the recall of salient content that should be preserved in summaries [75]. The com-

pressed inputs are fed into summarization models for fine-grained content selection

and integration. After selecting the salient content, how to completely encode the

multi-granularity and multimodal content is also important. Chapter 3 proposes novel

attention mechanisms encoding token-level and phrase-level salient content. Chapter

5 encodes document-level salient content. Chapter 4 studies encoding salient content

in text and tables.

The middle layer is the summary generation layer. We need to plan the content

of the output summary and aggregate salient content from multiple sources. When

planning the summary content, Chapter 5 generates structured summaries and plans

the division of summary sections. Chapter 4 first generates sentence-level templates

and then fills content into these templates. As for multiple sources input content

aggregation, Chapter 4 studies aggregate multimodal content into summary gener-

ation. Chapter 5 aggregates the salient content from tens of input documents for

each example. Improving the efficiency of model training and inference is also very

important. My research work proposes efficient summarization models and employs

efficient training methods [72–76].

In the evaluation layer, we usually conduct automatic evaluation and human evalua-

tion to assess various summarization models’ generated summaries. The metrics we

used in automatic evaluation can be further classified into statistics-based evaluation

metrics and model-based evaluation metrics. We not only employ commonly used

evaluation metrics (e.g., ROUGE [67], BLEU [95], and BARTScore [145]) but also

propose novel evaluation metrics [75, 76].

Lastly, my research proposes multiple long document summarization datasets and

methods that can support different applications. Chapter 4 introduces my work on

multimodal financial report summarization [75, 76]. Chapter 5 presents my academic

9
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literature summarization work. My court judgment summarization work is introduced

in Chapter 6.

1.5 Thesis Organization

The rest of this thesis is organized as follows:

• Chapter 2 reviews existing work in neural abstractive summarization and long

document summarization. This chapter first briefly introduces the taxonomies

of existing summarization work. Then, this chapter illustrates the develop-

ment of neural abstractive summarization methods, including the RNN-based,

transformer-based (trained from scratch), and pre-trained foundation model-

based methods. This chapter also introduces existing summarization datasets.

• Chapter 3 introduces my first work that proposes the key phrase aware trans-

former (KPAT), a lightweight model achieving great performance on multiple

abstractive summarization tasks. This work focuses on enhancing the trans-

former encoder to completely encode the key phrases in input documents. We

present the highlighting mechanism incorporating the prior knowledge of key

phrases when calculating attention weights for tokens within key phrases.

• In Chapter 4, we propose a new task named long text and multi-table summa-

rization, which generalizes the long document summarization from unimodal

(text) summarization to multimodal. Previous document summarization datasets

and methods are usually restricted to summarizing the text content and exclud-

ing tables and figures from the input. In financial report documents, the key

information can be distributed across both textual and non-textual content.

The absence of tabular data can restrict the informativeness of generated sum-

maries, particularly when summaries necessitate the quantitative descriptions

of vital metrics within tables. Existing summarization methods and datasets

10
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fail to meet the demands of summarizing extensive textual and tabular content

within financial reports. To deal with the scarcity of available datasets, we

propose FINDSum, the first large-scale dataset for long text and multi-table

summarization. Besides, we present four types of summarization methods to

jointly consider the text and table content when summarizing reports. Ad-

ditionally, we propose a set of evaluation metrics assessing the utilization of

numerical information within the generated summaries.

• In Chapter 5, we study how to summarize numerous academic papers about the

same topic into a structured summary. Existing multi-document summariza-

tion (MDS) work usually focuses on producing an unstructured summary that

encompasses only a limited number of input documents. Meanwhile, previous

structured summarization work focuses on summarizing each document into a

summary with multiple sections. Existing methods and datasets fail to fulfill the

demands of summarizing numerous academic literature. We propose BigSurvey,

the first large-scale dataset for generating comprehensive summaries of numer-

ous academic papers on each topic. Besides, we propose the category-based

alignment and sparse transformer (CAST) to effectively arrange the diverse

content from a large number of input documents while simultaneously ensuring

efficiency when processing long inputs.

• Chapter 6 illustrates my work on low-resource court judgment summarization.

Judges in common law systems need to find similar precedents in all common

law jurisdictions and refer to the reasoning in previous judgments. There ex-

ist hundreds of thousands of reported cases in common law jurisdictions, and

the number of cases is still increasing. It can be challenging for legal practi-

tioners to read through abundant cases’ judgment documents. We aim to let

the computer generate high-quality court judgment summaries, which can help

readers quickly browse key information in long judgment documents. To deal

with the scarcity of available datasets, we propose CLSum, the first large-scale
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dataset for summarizing common law court judgment documents from multiple

jurisdictions. Similar to other domain-specific tasks, court judgment summa-

rization usually suffers from the shortage of labeled samples. To deal with this

problem, we propose a foundation model-based solution for the low-resource

court judgment summarization. To the best of our knowledge, we are the first

to employ large language models for data augmentation, summary generation,

and evaluation in court judgment summarization. Additionally, we propose an

evaluation metric named LTScore to assess the quality of the generated legal

text.

• In Chapter 7, I summarize this thesis’s research problems and contributions.

Meanwhile, I also present many open problems and future directions in the

long document summarization.
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Chapter 2

Literature Review

2.1 Neural Networks

This section will briefly introduce neural network models commonly used in abstrac-

tive summarization, including recurrent neural networks, transformer model, and

transformer-based pre-trained models.

2.1.1 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) are a type of neural network for processing se-

quential data. To calculate the hidden state at each step, RNNs combine the current

step’s input with the hidden state from the previous step. The hidden state maintains

the memory of the previous inputs [144]. RNNs share the same weights for each step

of the sequence and can model varying-length sequences. Traditional RNNs suffer

from the problem of vanishing gradients and exploding gradients. The frequently

used RNN variants, like the Gated Recurrent Unit (GRU) [18] and Long Short-Term

Memory (LSTM) [53] network, selectively update the hidden state. RNNs have been

widely used in many applications, including machine translation, speech recognition,
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Table 2.1: Characteristics of different neural network layers. The sequence length is

n, the representation dimension is d, and the kernel size of convolutions is k [136].

Type of Layer Complexity
Sequential

Operations

Maximum Path

Length

Self-attention Layer O(n2 · d) O(1) O(1)

CNN Layer O(k · n · d2) O(1) O(logk(n))

RNN Layer O(n · d2) O(n) O(n)

and document summarization [144]. However, the sequential nature of RNN hampers

parallelization. Besides, the forward and backward signals have to propagate through

the long paths in the network [136], which limits the ability to learn the long-range

dependencies.

2.1.2 Transformer Model

Transformer [131] is an advanced sequence transduction model that dispenses the

recurrence and convolution structures and is solely built on attention mechanisms.

The transformer model relying entirely on the attention mechanisms can model the

long-range dependencies since the self-attention reduces the maximum path length to

O(1) as depicted in Table 2.1 [136]. Compared with RNN models, the transformer

model also reduces the required sequential operations from O(n) to O(1) and is more

parallelizable [131, 136].

The effectiveness of the transformer model was first verified on machine translation

tasks [131]. Then it has been applied in various natural language processing tasks,

including language modeling, question answering, named entity recognition, and doc-

ument summarization. There have been many transformer-based models for both

extractive and abstractive summarization, bringing notable performance gains. This
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Figure 2.1: The architecture of transformer model. [131]

sub-section briefly introduces the transformer model’s architecture and its attention

mechanisms.

Architecture of Transformer Model

The transformer model [131] follows the encoder-decoder structure. The encoder

maps input sequences to continuous representations. Given the representations of

inputs, the decoder is responsible for generating the output sequences [72, 74, 131].

As shown in Fig. 2.1, the encoder part of the transformer model is comprised of N

layers, each containing two sub-layers. The first sub-layer employs the multi-head

self-attention mechanism. The second is a position-wise fully connected feed-forward
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network [72, 74, 131]. The outputs from the stacked sub-layers are connected with

the residual connection [51] and normalized with layer normalization [3].

LayerNorm(x + Sublayer(x)) (2.1)

Similarly, the decoder part of the transformer model also consists of N identical

layers. The multi-head self-attention sub-layers mask subsequent positions in atten-

tion weight matrices. Compared with the encoder layers, the decoder layers add an

additional sub-layer, which conducts the encoder-decoder attention, enabling the in-

teraction between the encoder’s output and the output of the decoder’s multi-head

self-attention sub-layer [72, 74, 131].

Attention mechanisms in transformer

The transformer model [131] replaces the recurrent neural network layers with multi-

headed self-attention, which reduces the sequential computation and becomes more

parallelizable. The multi-head attention mechanism employs the scaled dot-product

attention for each head. Its operation involves a query Q, a key K, and a value V

[72, 74, 131].

Attention(Q,K, V ) = WmV (2.2a)

Wm = softmax(
QKT

√
dk

) (2.2b)

The weight matrix Wm ∈ Rn×n is calculated by Eq. (2.2b). dk is the dimensionality

of key K.

The multi-head attention utilizes the scaled dot-product attention across h heads

[131].

MultiHead(Q,K, V ) = HeadsW o

Heads = Concat(Head1, ...,Headh)

Headi = Attention(Q,K, V )

(2.3)
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The matrix Headi is calculated by Eq. (2.2a). In Eq. (2.3), the outputs from all the

heads will be concatenated and subsequently projected through a feed-forward layer

with a parameter matrix W o ∈ Rhdv×dmodel [72, 74, 131].

There are three different types of multi-head attention layers in the transformer model

[131]. Fig. 2.2 shows two types of self-attention layers in the transformer’s encoder

and decoder.

• The self-attention layers in the transformer encoder receive the outputs of pre-

vious encoder layers as the inputs and calculate the keys, values, and queries

based on the inputs. Without the mask, each position can attend to all input

positions [131].

• The self-attention layers within the transformer decoder are similar to that of

the encoder, except that they adopt masking to avoid each position attending

to the positions preceding it to uphold the auto-regressive property [131].

• Within the encoder-decoder attention layers, the encoder outputs keys and val-

ues. The queries come from the previous decoder layer. This configuration

allows every position in the decoder to attend to all positions in the encoder

[131].

2.1.3 Pre-trained Models Based on Transformer

In many language understanding and language generation tasks, a general bottleneck

lies in the availability of large-scale labeled datasets. Existing labeled datasets are

relatively small and not enough for training very large deep neural networks. It

can cause overfitting and cannot generalize well in practice. In recent years, various

pre-trained models built on the transformer model have been flourishing. They are

also known as foundation models. The idea of pre-training and fine-tuning is to first
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Figure 2.2: Two types of transformer self-attention layers: (a) the bidirectional self-

attention layer and (b) the unidirectional self-attention layer

pre-train the large neural models on extensive unlabeled data with self-supervised

learning tasks and then fine-tune these models on supervised downstream tasks [32,

101]. The transformer-based pre-trained models can be categorized according to their

architectures. Some pre-trained models are built on the encoder or decoder part of

the transformer model (e.g., BERT [32], RoBERTa [79], and GPT [101]), while some

of them are built on the entire transformer model, like MASS [122], BART [64], and

PEGASUS [149]. This sub-section briefly reviews some representative transformer-

based pre-trained models.

Pre-trained Models Based on Transformer Decoder

Based on the unidirectional self-attention layers in the transformer decoder, the GPT

model [101] adopts a standard left-to-right language modeling objective and is au-

toregressively pre-trained on the BooksCorpus dataset. The pre-trained GPT model

[101] can be fine-tuned on various supervised tasks, including natural language infer-

ence, question answering, and text classification, which reveals it can generalize well

to both natural language understanding and generation. The subsequent versions
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of the GPT model, including GPT-2 [102] and GPT-3 [13], are large-size models

with billions and hundreds of billions of parameters. They demonstrate that gen-

erative pre-training can benefit various downstream tasks, and the capacity of the

language model is essential to their success on zero-shot or few-shot learning. They

have been used in summarization [102]. Some previous work also tried using the pre-

trained GPT model to replace the randomly initialized transformer decoder in the

transformer-based summarization models.

GPT-3 model is closed-source, while many open-source large pre-trained models follow

GPT’s decoder-only architecture. OPT [151] is a series of large pre-trained models

ranging from 125M to 175B parameters. The performance of OPT-175B is similar to

GPT-3. BLOOM [113] is a multilingual language model with 176B parameters. It

supports 46 languages and 13 programming languages. LLaMA [129] is a collection

of foundation language models ranging from 7B to 65B parameters trained on large-

scale publicly available data (1-1.4 trillion tokens). LLaMA2 [130] models are trained

on more data (2 trillion tokens) and longer context length (4096 tokens).

Although these pre-trained models have good zero-shot performance, using them for

downstream tasks requires further adaptation to improve performance. Researchers

fine-tune these large pre-trained models with instruction-following examples to align

them with user intentions. Stanford Alpaca [128] is a LLaMA model fine-tuned

with 52K instruction-following demonstrations generated by OpenAI’s text-davinci-

003 API. Peng et al. [98] fine-tune the LLaMA model with 52K instruction-following

data generated by GPT-4. Vicuna [17] is a set of LLaMA models fine-tuned with

70K user-shared ChatGPT conversations from ShareGPT.com.

To avoid generating untruthful or toxic outputs or reflecting harmful sentiments,

Ouyang et al. [94] propose reinforcement learning from human feedback (RLHF).

RLHF mainly includes three steps: 1) collecting human-written examples of prompts

and using these examples to train a language model with supervised learning; 2) train-

ing a reward model (RM) on a dataset of human-labeled comparisons between two
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model outputs to predict labelers’ preferred output choice; 3) fine-tuning the GPT-3

policy with the PPO algorithm to maximize the reward. RLHF enables InstructGPT

to generate more appropriate outputs with less toxicity and hallucinates [94]. Stien-

non et al. [124] shows that training a model to optimize for human preferences can

significantly improve the quality of generated summaries.

Pre-trained Models Based on Transformer Encoder

Considering the bidirectional contextual information is critical for various downstream

natural language understanding tasks, some famous pre-trained models are built on

the multi-layer transformer encoder like BERT [32] and RoBERTa [79]. The self-

attention layers in the transformer encoder are pre-trained to model the bidirectional

contextual information via the bidirectional attention mechanism.

Among these pre-trained encoders, BERT [32] is the most representative work. It

adopts two self-supervised pre-training tasks: the masked language model (MLM)

and the next sentence prediction (NSP). It is pre-trained on large corpora named

BooksCorpus and Wikipedia. The MLM task encourages the transformer encoder to

learn the bidirectional contextual information, which is essential for many downstream

tasks [32].

RoBERTa [79] is one of the famous variants of BERT. The author found removing

the NSP objective matches or slightly improves its performance on the downstream

tasks. They also adopt dynamic masking and train the model with longer sequences

and larger batch sizes. Besides, they also found that BERT was undertrained, and

training the model over more data and for more steps brought the performance gain.

Some pre-trained transformer encoders have been fine-tuned on the extractive sum-

marization task to [78]. Some models [78, 107] replace the randomly initialized trans-

former encoder with pre-trained encoders in transformer-based abstractive summa-

rization models. The bidirectional contextual information learned by pre-trained

20



2.1. Neural Networks

encoders can bring performance gains for both extractive and abstractive summa-

rization.

Pre-trained Models Based on Encoder-Decoder Transformer Model

The encoder-decoder framework has been widely adopted in conditional text gen-

eration tasks, including machine translation, document summarization, and dialog

response generation [4, 86]. The transformer model adopts the bidirectional self-

attention for the encoder and the unidirectional self-attention for the decoder. It

utilizes the cross attention to connect the two parts [131]. We will briefly introduce

representative work on sequence-to-sequence pre-training.

MASS [122] adopts the encoder-decoder architecture and a masked sequence-to-

sequence pre-training task that demands the model to predict the fragment of the

sentence that is masked on the encoder side. To force the decoder to rely more on

the encoded representation other than the previous tokens in the decoder, it only

provides previous tokens in the masked fragment for the decoder when generating the

fragment.

BART [64] is a denoising autoencoder that corrupts the input text with an arbitrary

noising function and then trains a standard transformer model to reconstruct the

original input text. They compared the different corruption methods and found that

randomly shuffling sentences and using a novel in-filling scheme achieved the best

performance on various text generation tasks. They also reveal the effectiveness of

pre-training methods is highly dependent on the pre-training task.

Raffel et al. [103] take the text-to-text as a unified framework and generalize their

pre-trained model T5 to various natural language processing tasks. Their experiments

verify that scaling up the size of the pre-trained model and the pre-training corpus

consistently improves the performance on a variety of downstream tasks.
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In addition to these general pre-training objectives adopted in the above pre-trained

models, the pre-training objectives tailored for the downstream task can bring extra

performance gain. Zhang et al. [149] propose a new self-supervised objective named

Gap Sentences Generation (GSG), which masks whole sentences from a document

and aims to generate these gap sentences according to the rest of the document and

is quite similar to the abstractive summarization task. They use the GSG task to

pre-train a transformer model named PEGASUS and achieve the SOTA performance

on various summarization datasets [149].

2.2 Automatic Document Summarization

Automatic document summarization is a classical research topic in natural language

processing (NLP). It is a process of condensing the input and producing a summary

that retains the salient information from the original input. In the past decades,

there has been lots of work on this topic, and previous summarization methods can

be categorized according to various criteria. Based on the mode of summary produc-

tion, previous summarization methods can be broadly categorized into extractive and

abstractive methods. Besides, previous summarization methods can be classified into

neural and non-neural methods according to whether using the neural network. This

section briefly reviews previous neural methods for extractive and abstractive summa-

rization. Some hybrid methods combining extractive and abstractive summarization

will also be introduced.

2.2.1 Neural Extractive Summarization Methods

Extractive summarization methods identify and select the most salient sentences from

the input document to form the summary. Its objective is to maximize the coverage

of salient content in input documents while minimizing repetitive content [74]. Ex-
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tractive summarization methods [36, 37, 78, 84, 85, 112] have been studied for several

decades. The neural-based methods garnered substantial attention in recent years.

Typically, neural extractive summarization methods comprise two main steps: sen-

tence representation acquisition and selecting the most salient sentences to compose

the summary [85].

Various neural networks have been adopted to acquire accurate sentence representa-

tion, including the convolutional neural network (CNN) [91], the graph neural net-

works (GNN) [135], the recurrent neural networks (RNN) [87], and the transformer

model [78, 140, 152]. When it comes to the step of sentence selection, previous re-

search [16, 87, 143] usually treats it as either a sentence classification or sequence

labeling problem. To mitigate the discrepancy between the training objective and

the evaluation criterion, Narayan et al. [91] tried directly optimizing the ROUGE

score with reinforcement learning.

Despite the notable development of extractive summarization methods over the last

few decades, the extracted summaries still encounter challenges related to coherence

and readability [137, 142]. Consequently, abstractive summarization methods have

garnered escalating interest in recent years.

2.2.2 Neural Abstractive Summarization Methods

Abstractive summarization methods identify and select the salient content in docu-

ments and generate novel sentences as summaries. Compared with extractive meth-

ods, abstractive methods have the ability to approximate how humans write sum-

maries by consolidating and condensing information from multiple sentences. Fur-

thermore, abstractive summarization methods possess the capacity to generate new

expressions that are not explicitly present within the input documents [46, 68, 150].

Abstractive summarization models usually adopt the encoder-decoder architecture

[19, 86, 97, 109]. These models are confronted with two challenges: 1) Identifying and
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encoding salient content of input document. 2) Generating high-quality summaries

through the decoder [74, 75].

To identify and encode salient content, existing work employs various neural models

as the encoder, including the CNN [34, 69, 108], the RNN [19, 86, 97, 116, 127], the

GNN [66], and the transformer encoder [65, 77]. Besides, researchers try different

attention mechanisms to encode the input context [4, 108, 116, 127].

To facilitate the summary generation, the pointer-generator network [116] employs

the copy mechanism, which enables copying input words. The copy mechanism can

alleviate the out-of-vocabulary problem. It is also helpful for generating factually

correct summaries.

Extractive and abstractive summarization methods have their advantages and dis-

advantages. Researchers attempted to combine these two approaches’ advantages

and proposed some hybrid methods. The most straightforward way is adopting the

extraction-then-generation framework [70, 80, 100, 125]. Other work [57, 78] explores

the potential of integrating extractive and abstractive summarization through multi-

task learning.

2.2.3 Document Summarization Datasets

Over the past few decades, the development of summarization models and the con-

struction of large-scale summarization datasets have jointly advanced document sum-

marization research. Large-scale labeled datasets enable the training of large neural

summarization models via supervised learning.

In table 2.2, we summarize some frequently-used document summarization datasets

from different domains, including news articles, forum posts, scientific literature, legal

instruments, and government reports. We can discover that the average lengths of

the input short news articles or forum posts in these datasets are shorter than 1,000
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words. The average lengths of their corresponding summaries are usually shorter

than 60 words. Examples in the Multi-News [38] dataset concatenate multiple news

articles about the same event or topic as inputs. Typically, the input for each example

is restricted to the text content found within the original documents, while tables and

figures are usually excluded from the input.

Compared with short documents (e.g., news articles, forum posts, and product re-

views), long documents, including scientific literature, government reports, and legal

documents, usually contain thousands of words. The average lengths of these ground

truth summaries (e.g., the abstracts in academic papers) in these datasets are usually

shorter than 300 words. The government reports in the GOVREPORT [56] and the

book chapters in the BookSum [62] are much longer. The average lengths of their

ground truth summaries are more than 500 words.
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Table 2.2: Statistical information of some public summarization datasets. ”Pairs”

denotes the number of examples. ”Input Len” and ”Target Len” denote the average

number of words in input documents and ground truth summaries

Domain Dataset Mode Pairs Input Len Target Len

News XSum [90] SDS 226.7K 431 23

Newsroom [44] SDS 1.21M 751 30

NYTimes [111] SDS 655K 549 40

CNN/DM [52] SDS 312K 790 56

Multi-News[38] MDS 56.2K 2,103 264

Forum TIFU-short [59] SDS 79.9K 342 9

TIFU-long [59] SDS 42.9K 432 23

TLDR-Comment [133] SDS 1.67M 225 22

TLDR-Submission [133] SDS 2.38M 416 34

Scientific SCITLDR [14] SDS 3.2K 5K 21

BIGPATENT [118] SDS 1.34M 3,573 117

PubMed [23] SDS 133K 3,016 203

Arxiv [23] SDS 215K 4,938 220

CSPubSum [25] SDS 10.3K 8.2K 226

FacetSum [83] SDS 58.3K 6,827 290

Multi-XScience [81] MDS 40.5K 778 116

WikiSum [70] MDS 1.57M 36,802 139

Law BillSum-US [35] SDS 23.5K 1,382 207

Report GOVREPORT [56] SDS 19.5K 9,409 553

Book BookSum-Para [62] SDS 142.7K 160 41

BookSum-Chapter [62] SDS 12.3K 5,102 505

BookSum-Full [62] SDS 436 112,885 1167
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Key Phrase Aware Transformer for

Abstractive Document

Summarization

3.1 Introduction

Nowadays, people can access massive text documents through the Internet. It brings

a heavy burden for people to read through all their acquired documents and find their

desired parts [36, 85, 150]. For example, hundreds of thousands of academic papers

about the COVID-19 pandemic have been released on the Internet since 2020.1 As a

result, people were drowned in the torrent of varying-quality papers, making it harder

to track frontier research. There is an urgent need to develop advanced tools to assist

people in efficiently reading plentiful text documents.2

Automatic text summarization techniques, which produce a concise summary of one

1https://www.nature.com/articles/d41586-020-03564-y
2https://www.sciencemag.org/news/2020/05/scientists-are-drowning-covid-19-papers-can-new-

tools-keep-them-afloat
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or more text documents [36, 85, 112], can be utilized to alleviate the above problem.

The produced summary can help people quickly grasp the key information from the

original document and determine whether the document is worth further reading.

Previous text summarization methods can be generally classified into two categories:

extractive and abstractive summarization methods. Extractive methods [7, 36, 37,

78, 84, 85, 112] select important sentences from input documents to form summaries.

While abstractive methods [19, 41, 77, 86, 97, 109, 141] capture and encode the

salient content from input documents as the condition for generating novel sentences

as summaries.

Many recent abstractive summarization methods [77, 78, 141] are built on the trans-

former model and achieve great performance in various summarization tasks. In the

transformer encoder, calculating attention weights is a crucial step for encoding input

documents. Encoding key phrases completely is important to encode the semantic

information of input documents. However, existing transformer-based abstractive

summarization models did not consider key phrases in input when determining self-

attention weights, and their objective functions usually focus on sequence generation.

Without the constraint of a specific objective function or the guidance of prior knowl-

edge, it can be difficult for the model to encode these key phrases completely. When

testing these models, we observed that some tokens within key phrases only receive

small attention weights, which is not conducive to encoding these phrases and the

salient information they convey.

Existing summarization datasets usually do not have labels of key phrases, so we

cannot train the model through supervised multi-task learning to recognize keywords

while generating summaries. In this chapter, we introduce some prior knowledge of

key phrases into the transformer-based summarization model and guide the model to

encode these key phrases.

Our work is inspired by previous studies in education and psychology. They reveal

that key phrases are important for people to understand [47, 106] and summarize
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Figure 3.1: The highlighting mechanism assigns greater attention weights for tokens

within key phrases indicated by the highlighting matrix.

[8, 21] the given documents. Besides, previous work found that highlighting key

phrases can help people with dyslexia improve comprehension [47, 106]. One possible

advantage of highlighting is that it utilizes a cognitive bias named the Von Restorff

effect [96, 134]. The highlighted portion of text stands out from the surrounding non-

highlighted text, making it more memorable [146]. These findings can be instructive

to improve abstractive summarization models.

There are usually multiple tokens in each key phrase. These tokens should be highly

related and serve as a grammatical unit together. For the contextual representation

of key phrases, we assume that the tokens within the same key phrase make larger

contributions than other tokens in the input sequence. Based on this assumption,

we propose the Key Phrase Aware Transformer (KPAT), an abstractive summariza-
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tion model with the highlighting mechanism in the encoder. As shown in Fig.3.1,

the highlighting mechanism assigns greater attention weights for tokens within key

phrases.

Our proposed highlighting mechanism comprises three main parts: the highlighting

matrix, the highlighting attention for each head, and the multi-head highlighting

attention. We build a highlighting matrix for each input token sequence to indicate

key phrases’ importance scores and their positions in the input sequence. To combine

self-attention weights with key phrases’ importance scores, we propose two structures

of highlighting attention. Besides, we conduct the block-wise linear transformation

on the highlighting matrix to adjust the contributions of phrases’ importance scores.

We evaluate our model and various summarization baselines on a multi-document

summarization (MDS) dataset named Multi-News [38] and a single document summa-

rization (SDS) dataset named PubMed [23]. Automatic evaluation results show that

our model significantly improves the ROUGE scores [67] of generated summaries. Hu-

man evaluation results also confirm that the highlighting mechanism can improve the

informativeness of generated summaries. Experimental results on these two datasets

verify that our proposed methods can generalize to different summarization tasks

(MDS and SDS) and different domains (news articles and academic literature).

In addition, we conduct more experiments to analyze the impact of each part of

our model on the summarization performance. Firstly, we compare adopting the

highlighting attention in different numbers of heads and layers and discover that using

it in a subset of heads or layers surpasses using it in all heads or layers. Secondly,

we analyze the impact of the number of introduced key phrases and the utilized

key phrase extractor. Experimental results show that introducing more accurate

and adequate key phrases can bring extra performance gains for the KPAT model.

The ablation studies also validate the effectiveness of each part of the highlighting

mechanism.
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The contribution of this work is threefold:

• We propose the highlighting mechanism assigning greater attention weights for

tokens within key phrases to encode them completely.

• We design two structures of highlighting attention for each head and the multi-

head highlighting attention to combine self-attention weights with key phrases’

importance scores indicated by the highlighting matrix.

• Our proposed KPAT model significantly outperforms advanced summarization

baselines on two datasets in different domains (news articles and academic pa-

pers) and different summarization tasks (MDS and SDS).

3.2 Objectives

The primary focus of this research is to enhance the transformer-based abstractive

summarization model’s ability to completely encode key phrases in input documents.

We aim to introduce some prior knowledge to guide the model to encode key phrases.

To achieve this goal, we need to complete three objectives:

• To introduce key phrases’ importance and position information into the transformer-

based abstractive summarization model.

• To modify the encoder part of the transformer model and combine self-attention

weights with key phrases’ importance scores.

• To evaluate our proposed model on different summarization datasets and verify

its effectiveness.

• To analyze the impact of the introduced key phrases’ precision and coverage on

our model’s summarization performance.
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Figure 3.2: The workflow of our proposed method.

3.3 Proposed method

Our proposed method includes several steps, including data preprocessing, key phrase

extraction, building highlighting matrix, and summarization, as depicted in Fig. 3.2.

The procedures of data preprocessing and key phrase extraction are presented in

subsection 3.3.1. Moreover, subsection 3.3.2 introduces our KPAT model, which

mainly comprises the highlighting matrix, the highlighting attention mechanism for

each head, and the multi-head highlighting attention mechanism.

3.3.1 Data preparation

We need to prepare the dataset for training and evaluating our proposed abstractive

summarization model. Each input example of our KPAT model contains the trun-

cated articles, key phrases, and their importance scores. We first preprocess input

documents as introduced in subsection 3.3.1. In subsection 3.3.1, we adopt the au-

tomatic key phrase extraction method to assess phrases’ importance and select the

ones with top importance scores as key phrases.
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Input documents preprocessing

Input documents need to be preprocessed to meet the requirements of neural sum-

marization models. We only preserve the text content in input documents. To ensure

the efficiency of neural summarization models, we need to truncate input documents.

For the MDS dataset, we can truncate input documents within each example. In the

SDS dataset, an input document usually contains multiple parts. We can consider

their contributions to the summary and truncate these parts. More specific oper-

ations should depend on the nature of the dataset and the summarization models’

requirements, and they will be discussed in subsection 3.5.1.

Phrase importance assessment

This chapter aims to enhance the transformer model’s ability to completely encode

key phrases that usually convey the salient information of input documents. As a

prerequisite, the phrases’ importance should be assessed, and key phrases should be

identified. Since there are usually no labels of key phrases in existing summarization

datasets, we utilize unsupervised key phrase extraction methods to score phrases’

importance and select the phrases with top-N scores as key phrases. After removing

stopwords, we tried a statistics-based method named tf-idf [110]3 and two graph-based

ranking methods: TopicRank [11] and PositionRank [40].4 We only select bigrams

and trigrams since longer phrases are sparse and more likely to be compressed in

summaries. Based on these extracted key phrases, we conduct the L2 normalization

on their scores assigned by the extractor as their importance scores.

After the step of key phrase extraction, we build the highlighting matrix for each

input example based on extracted key phrases and their importance scores. More

3We calculate the tf-idf score by the scikit-learn library https://scikit-learn.org/stable/index.html
4We adopt the implementations of TopicRank and PositionRank from

https://github.com/boudinfl/pke
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Figure 3.3: The architecture of the Key Phrase Aware Transformer (KPAT) model.

details of building the highlighting matrix will be illustrated in subsection 3.3.2. We

also conduct experiments to compare the effects of adopting different key phrase

extractors and selecting different numbers of key phrases. Our experimental results

will be reported and analyzed in subsection 3.6.4.

3.3.2 Key phrase aware transformer model

This section introduces the Key Phrase Aware Transformer (KPAT), a model with the

highlighting mechanism. We first present the architecture of the KPAT model. And

then, three main components in the highlighting mechanism: the highlighting matrix,

the highlighting attention for each head, and the multi-head highlighting attention
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will be introduced separately.

Model architecture

Our KPAT model follows the encoder-decoder structure. This chapter mainly focuses

on the encoder part since our motivation is to augment the transformer’s ability to

encode key phrases in input documents. The decoder part of the KPAT model follows

settings in [38, 41]. Fig. 3.3 depicts the architecture of the KPAT model.

The encoder of our KPAT model consists of N identical layers. Each of them has two

sub-layers: the multi-head highlighting attention layer and the position-wise fully con-

nected feed-forward layer. These encoder layers’ inputs include the previous layer’s

output and the highlighting matrix. We replace the multi-head self-attention layers

in the original transformer model [131] with the multi-head highlighting attention

layers, which will be presented in subsection 3.3.2. Each multi-head highlighting at-

tention layer contains h heads and employs the highlighting attention on p highlighted

heads to adjust attention weights according to the phrase importance. We depict the

highlighting attention in subsection 3.3.2.

Highlighting matrix

The first step of the highlighting mechanism is to build a highlighting matrix for each

input example based on the results of key phrase extraction. The highlighting matrix

can indicate key phrases’ positions in the attention weight matrix and these phrases’

importance scores.

As described in subsection 3.3.1, the input of each example in the MDS dataset is the

concatenation of multiple truncated articles. In the SDS dataset, the input of each

example is the truncated single document. Each example’s input can be represented

as an input sequence (t1, ..., tn) containing n tokens. We use (p1, ..., pk) and (s1, ..., sk)
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Figure 3.4: An overview of the highlighting attention mechanisms, namely (a) the

weighted highlighting attention and (b) the additive highlighting attention.

to denote key phrases extracted from truncated articles and their importance scores.

For each input example, we build the highlighting matrix H ∈ Rn×n with the same

shape as the self-attention weight matrix. Assuming a phrase pr contains b tokens in

the input sequence pr = (ta, ..., ta+b), and the phrase’s importance score sr is added to

the elements Hi,j, where i = a, . . . , a + b, j = a, . . . , a + b, in the highlighting matrix.

These phrases can be partially overlapping or nested, and the token ti can be contained

in c phrases (pr, ..., pr+c), whose importance scores are (sr, ..., sr+c). The element Hii

is assigned as the maximum value of the c phrases’ importance scores. Finally, we

get a block diagonal matrix as the highlighting matrix H = diag(H1, H2, ..., Ht), in

which the main-diagonal blocks are square matrices and all off-diagonal blocks are

zero matrices, as depicted in Fig. 3.1.
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Highlighting attention

The highlighting attention is the crucial component in our model for adjusting at-

tention weights according to the phrase importance. For the head m, the original

transformer model [131] adopts Eq. (2.2b) to calculate the scaled dot-product atten-

tion.

We propose two structures of highlighting attention, namely the weighted highlighting

attention and the additive highlighting attention, to replace the scaled dot-product

attention. These two structures of highlighting attention are compared in Fig. 3.4.

Within the inputs of the highlighting attention, all the keys, values, and queries come

from the previous layer’s output. The input highlighting matrix H can indicate which

elements in the attention weight matrix should be increased.

Hm = block-linear(H) = diag(linear(H1), ..., linear(Ht)) (3.1)

The block-wise linear transformation conducts on the block diagonal highlighting ma-

trix H =diag(H1, H2, ..., Ht). As shown in Eq. (3.1), submatrices in the highlighting

matrix are transformed to adjust the scale of key phrases’ importance scores.

The weighted highlighting attention mainly modifies Eq. (2.2b) to calculate the

attention weight matrix Wm for the head m. The block diagonal highlighting matrix

H=diag(H1, H2, ..., Ht) is transformed by Eq. (3.1). Then the result Hm is added to

the input of the softmax function.

Wm = softmax(
QKT

√
dk

+ Hm) (3.2)

As shown in Eq. (3.3), the softmax function applies the exponential function to

each input element and divides them by the sum of all these exponentials. Since the

additive operation in Eq. (3.2) is identical to calculating the weighted average, we
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name it weighted highlighting attention.

softmax(zi + bi) =
ebiezi∑n
j=1 e

bjezj
i = 1, . . . , n (3.3)

The additive highlighting attention is also designed for adjusting the attention

weight matrix Wm. The block-wise linear transformed result Hm is normalized by the

softmax function5 and added to the original attention weight matrix Wm
a calculated

in Eq. (2.2b). After that, the matrix Wm
b produced by Eq. (3.4a) is normalized

along the dimension, where the softmax function is computed, to ensure the sum of

elements in that dimension is equal to one.

Wm
b = Wm

a + softmax(Hm) (3.4a)

Wm
:, j =

Wm
b :, j

||Wm
b :, j||1

j = 1, . . . , n (3.4b)

Multi-head highlighting attention

In our model, the encoder with dimension dmodel consists of N layers and h heads.

Each encoder layer contains the multi-head highlighting attention as a sub-layer. We

proposed the multi-head highlighting attention mechanism, which employs the high-

lighting attention on p highlighted heads HeadH
i and the original scaled dot-product

attention on the rest of (h − p) normal heads HeadN
i . The multi-head highlighting

attention is calculated as follows:

MultiHead(Q,K, V ) = HeadsW o

Heads = Concat(HeadH
1 , ...,HeadH

p ,HeadN
p+1, ...,HeadN

h )

Headi = Attention(Q,K, V )

(3.5)

5Since the number of key phrases is limited, and the highlighting matrix can be sparse, we mask

the zero elements and only conduct the softmax operation on the nonzero elements.
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The matrix Headi is calculated by Eq. (2.2a). Within that equation, the attention

weight matrix Wm of the highlighted head HeadH
i can be calculated by Eq. (3.2) or

Eq. (3.4), while that of the normal head HeadN
i can be calculated by Eq. (2.2b). In

Eq. (3.5), results of all the heads will be concatenated and then projected through a

feed-forward layer, whose parameter matrix is W o ∈ Rhdv×dmodel .

3.4 Datasets

We train and evaluate our model on an MDS dataset named Multi-News [38] and an

SDS dataset named PubMed [23] to verify the effectiveness of our proposed methods

on two summarization tasks (MDS and SDS) and datasets from two domains (news

articles and academic literature).

In the Multi-News dataset [38], each example contains multiple news articles about

the same event collected from diverse sources and a summary written by professional

editors from newser.com. Cohan et al. [23] collected biomedical papers and built an

SDS dataset named PubMed. Scientific papers are usually long documents. Their

abstracts can be used as ground truth summaries. We find that the original PubMed

dataset fails to separate abstracts from body sections in some examples, so we remove

these abstracts from body sections in these examples.

The statistical information of these two datasets is shown in Table 3.1. Since Multi-

News is an MDS dataset, the input document’s length is calculated on the concate-

nation of all input documents in each example. We find that input documents in the

PubMed dataset are notably longer than those of the Multi-News dataset. Addition-

ally, academic literature’s format and content organization are quite different from

news articles, so we need to adopt different data preprocessing operations on these

two datasets.
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Table 3.1: Statistical information of two summarization datasets we used, ”Pairs”

denotes the number of examples, and ”Words” denotes the average number of words

in input documents and ground truth summaries.

Dataset Pairs Words (Doc) Words (Summary)

Multi-News 56K 2,103 264

PubMed 133K 3,016 203

Table 3.2: Some common sections’ contributions to abstracts in the PubMed dataset.

’Examples’ denotes the percentage of examples containing each section. The average

recalls of unigram, bigram, and longest common subsequence (LCS) are calculated

by comparing each section with the abstract.

Sections Examples
Recall

Unigram Bigram LCS

Introduction 76.3% 0.515 0.205 0.405

Discussion 69.6% 0.678 0.502 0.531

Result 56.4% 0.503 0.225 0.387

Conclusion 55.2% 0.304 0.123 0.272

Methods 54.0% 0.576 0.202 0.449

Case Report 28.8% 0.558 0.216 0.448

Analysis 21.6% 0.255 0.069 0.213
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3.5 Experiments

3.5.1 Data preprocessing

To prepare the text data for training and evaluating the summarization model, we

need to remove irrelevant content, filter out some outliers, change the format and

length of text content, and split the dataset into training, validation, and test subsets.

We lowercase all tokens in two datasets and perform sentence and word tokenization

using NLTK [10]. More specific operations should depend on the nature of the dataset

and the requirements of the summarization model.

For the Multi-News dataset, we follow the settings of data preparation in [38] and

only keep examples with 2-10 input documents per summary. We take the first

500/S tokens from each document for the examples with S documents. If some input

documents are shorter than 500/S, we follow [38] and iteratively adjust the quota for

each document until reaching the 500-token limit. Then these truncated documents

within one example are concatenated into a single document. We follow [38] to split

the dataset into training (80%), validation (10%), and test (10%) sets.

For the PubMed dataset, we follow the settings in [23] and first filter out the outliers

that are excessively long or too short. We also remove examples that do not contain

the abstract. Figures and tables are removed, and we only preserve the text content.

Since academic papers usually contain multiple sections and each section contributes

differently to the abstract, we need strategies to preprocess these sections differently.

We discover that the sections appearing after the conclusion section, like acknowledg-

ments, conflict of interest, and sponsorship, usually do not contribute to the content

of the abstract, so we remove these sections. Besides, some examples in the original

PubMed dataset mix these abstracts’ subsections with other body sections. We re-

move abstracts from these examples’ body sections to prevent leaking target outputs

into inputs of these examples.
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In addition, we count section names of these papers in the PubMed dataset and find

some common sections, including introduction, discussion, results, conclusion, meth-

ods, case report, and analysis. The ”Examples” column in Table 3.2 summarizes the

percentages of examples containing these common sections.6 To calculate the average

recalls of unigram, bigram, and longest common subsequence (LCS), we compare each

of these common sections with the abstract, and we only count the examples whose

inputs include that section.

Existing neural models’ time or space complexity is usually highly correlated with the

input sequence length. There is usually a limitation on the input sequence length to

ensure the efficiency of the neural summarization model. Since the concatenation of

these common sections can be excessively long, we still need to truncate them. We first

count the number of common sections included in each paper. If one paper contains

S common sections, we truncate each common section to 1000/S tokens. When some

sections are shorter than 1000/S tokens, the excess quota will be equally distributed

to other common sections. When the total length of these common sections is less

than 1000, we equally assign the remaining quota to other body sections.

These truncated sections within one example are concatenated into a single document

as the input. When increasing input length from 1000 to 2000 tokens, we do not find

significant performance improvement, while training the neural models with a larger

input size is more time-consuming. Following the settings in [23], we split the dataset

into training (90%), validation (5%), and test (5%) sets.

3.5.2 Experimental setting

We adopt a 4-layer encoder and a 4-layer decoder to build the KPAT model. Each

layer has eight attention heads. Both word embedding size and hidden size are set as

6We employ string matching on the section name to judge if each section belongs to a common

section.
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512. The maximum size of the vocabulary is set as 50000 by default. We also use label

smoothing [126] with the smoothing factor 0.1 and dropout [123] with probability

0.2. The optimizer is Adam [60] with learning rate 2, β1=0.9, and β2=0.998. We

also adopt the learning rate warmup over the first 8,000 steps and decay as in [131].

During decoding, we use beam search with a beam size of 5. The trigram blocking

is used to reduce repetitions. We implement our model with OpenNMT-py [61]. All

the models are trained on one NVIDIA QUADRO RTX 8000 GPU.

3.5.3 Baselines

We compare our proposed KPAT model with the following summarization methods.

These methods can be roughly divided into two categories: extractive summarization

methods and abstractive summarization methods. These models’ details are shown

in Table 3.11.

Extractive summarization methods

LexRank and TextRank7 [37, 84] are two graph-based ranking methods that can

be used for extractive summarization. They first build a sentence similarity graph

and adopt the idea of PageRank [12] to score sentences. These sentences are sorted

in descending order of their scores. Then top-ranked sentences are selected to form a

summary.

Tf-idf [110] scores of words within a sentence can be summed to measure the sen-

tence’s importance. An extractive summarization method [22] is built based on this

idea.

7We utilize the implementation of the LexRank model from

https://pypi.org/project/lexrank/ and that of the TextRank model from

https://radimrehurek.com/gensim 3.8.3/summarization/summariser.html
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BertExt [78] stacks inter-sentence transformer layers on top of the pre-trained BERT

model to capture document-level features. We follow settings in [78] and fine-tune

the BERT model and inter-sentence transformer layers jointly on the training sets we

used.

Abstractive summarization methods

PG and PG-MMR are models based on the pointer-generator network [63]. The

pointer-generator network [116] allows both copying words from the input text and

generating words from a vocabulary. Besides, it utilizes the coverage mechanism to

discourage repetition in the generated text.

Hi-MAP [38] expands the PG network into a hierarchical network and calculates each

sentence’s Maximal Marginal Relevance (MMR) score. The attention distribution of

each token within one sentence is multiplied by the MMR score of that sentence.

DAA [23] extends the pointer-generator network with discourse-aware attention. It

consists of a hierarchical encoder modeling the discourse structure of each input doc-

ument and an attentive discourse-aware decoder.

CopyTransformer [38, 41] adds the copy mechanism [116] to a 4-layer transformer

model. Our KPAT model’s decoder part adopts the decoder from this model.

SAGCopy [141] modifies the copy mechanism by adding words’ centrality scores to

the linearly transformed hidden state when calculating the copy distribution.

BertAbs [78] adopts the pre-trained BERT model as the encoder and randomly

initializes a decoder comprising six transformer layers. We adopt the settings in [78]

and fine-tune the model on the training sets we used.
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3.5.4 Evaluation metrics

We use the Recall-Oriented Understudy for Gisting Evaluation (ROUGE) F1 scores

[67] as the automatic evaluation metrics. Specifically, we report overlaps of uni-

grams (R-1), bigrams (R-2), and skip-bigrams with unigrams (R-SU) between system-

generated summaries and reference summaries provided by summarization datasets.

ROUGE-N (R-N) is a statistic on n-gram co-occurring in both a candidate summary

and a set of reference summaries. N is the number of words in the n-gram.

R-Nr =

∑
S∈ref

∑
gramN∈S Countm(gramN)∑

S∈ref
∑

gramN∈S Count(gramN)
(3.6a)

R-Np =

∑
S∈ref

∑
gramN∈S Countm(gramN)∑

S∈cand
∑

gramN∈S Count(gramN)
(3.6b)

R-NF1 =
2× R-Np × R-Nr

R-Np + R-Nr

(3.6c)

In Eq. (3.6), S represents the sentence in summaries. Countm(gramN) is the max-

imum number of n-grams co-occurring in both a candidate summary and a set of

reference summaries. R-Nr, R-Np, and R-NF1 represent the recall, precision, and F1

score of ROUGE-N. We employ the F1 scores of ROUGE-1 (R-1) and ROUGE-2

(R-2) for assessing generated summaries’ informativeness [65, 77].

ROUGE-S (R-S) is a co-occurrence statistic on the skip-bigram. In a sentence, each

skip-bigram is an ordered pair of words allowing for arbitrary gaps between them.

Given a sentence senti = [w1, w2, ..., wn] comprising multiple words in a candidate

summary, a pair of words within the sentence (wj1 , wj2) is a skip-bigram if j1 < j2.

ROUGE-S does not require consecutive matching, but it is still sensitive to word order

[67]. It counts all in-order matching word pairs and can be computed as follows:
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R-Sr =
SKIP(X, Y )

C(m, 2)
(3.7a)

R-Sp =
SKIP(X, Y )

C(n, 2)
(3.7b)

R-SF1 =
2× R-Sr × R-Sp

R-Sr + R-Sp

(3.7c)

SKIP(X, Y ) =
∑
S∈X

∑
s-grami∈S

Countm(s-grami) (3.7d)

In Eq. (3.7), s-grami is a skip-bigram. m is the length of the reference summary X.

n represents that of the generated candidate summary Y. C(m, 2) and C(n, 2) are

numbers of skip-bigrams in X and Y. Besides, SKIP(X, Y ) is the number of matched

skip-bigrams between X and Y. R-Sr, R-Sp, and R-SF1 represent the recall, precision,

and F1 score of ROUGE-S.

However, ROUGE-S does not consider that some generated sentences may not include

skip-bigrams. ROUGE-SU extends the ROUGE-S by adding unigram as an additional

counting unit. It can be implemented by adding a marker at the beginning of the

candidate and reference sentences [67].

ROUGE-SU(X, Y ) = ROUGE-S(X+, Y +) (3.8a)

SKIP(X+, Y +) = SKIP(X, Y )+ Uni-CNT (3.8b)

Uni-CNT =
∑
S∈X

∑
Unigrami∈S

Countm(Unigrami) (3.8c)

In Eq. (3.8), X+ and Y + denote the reference and candidate summary added a

start token. Uni-CNT is the maximum number of unigrams co-occurring in both the

candidate summary and a set of reference summaries.
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3.6 Results and discussion

In this section, we present and analyze our experimental results. To compare the

quality of summaries generated by our KPAT model and various advanced baselines,

we conduct automatic and human evaluations and analyze evaluation results in sub-

section 3.6.1 and 3.6.2. Besides, we conduct more experiments to analyze the impact

of each part of our model on the summarization performance. We compare the effects

of adopting the highlighting attention in different numbers of heads and layers in the

encoder of our KPAT model in subsection 3.6.3. We also compare the impacts of

introducing different numbers of key phrases from different key phrase extractors into

the KPAT model in subsection 3.6.4. To validate the effectiveness of each compo-

nent in our proposed KPAT model, we adopt ablation studies and report results in

subsection 3.6.5.

3.6.1 Automatic evaluation results

In the automatic evaluation, we employ the ROUGE scores [67] of generated sum-

maries on test sets as the evaluation metrics and compare the summaries generated

by our KPAT model with those of baseline models.

Automatic evaluation results of LexRank, TextRank, PG, PG-MMR, Hi-MAP, and

CopyTransformer on the Multi-News test set follow Fabbri et al. [38]. For the PubMed

dataset, we train and evaluate these models since we choose a different truncation

strategy compared with the original scheme in [23] and remove abstracts from body

sections in some examples that fail to separate them. In addition to the baseline

models used in [23, 38], we add two additional extractive baselines and two abstrac-

tive baselines introduced in subsection 3.5.3. The tf-idf-based extractive method [22]

is adopted as a baseline to compare with introducing the tf-idf score into our abstrac-

tive model. The BERT-based extractive summarization method named BertExt and
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Table 3.3: Automatic evaluation results on the Multi-News test set.

Method R-1 R-2 R-SU

LexRank 38.27 12.70 13.20

TextRank 38.44 13.10 13.50

tf-idf 38.68 12.09 13.54

BertExt 44.27 15.09 17.44

PG 41.85 12.91 16.46

PG-MMR 40.55 12.36 15.87

Hi-MAP 43.47 14.89 17.41

BertAbs 42.21 15.14 16.33

SAGCopy 43.98 15.21 17.65

CopyTransformer 43.57 14.03 17.37

KPAT (Weighted) 45.30 15.96 18.62

KPAT (Additive) 44.37 15.55 17.77

the abstractive summarization method named BertAbs in [78] are fine-tuned on our

training sets and evaluated on our test sets. The SAGCopy [141] is also trained and

evaluated on these two datasets we used.

We report the F1 scores of ROUGE-1 (R-1), ROUGE-2 (R-2), and ROUGE-SU (R-

SU) in Table 3.3 and 3.4. ”KPAT (Weighted)” denotes the KPAT model equipped

with the weighted highlighting attention, and ”KPAT (Additive)” represents the

KPAT model equipped with the additive highlighting attention. For the Multi-News

dataset, we report the results of the KPAT model based on the top-20 key phrases

extracted by the PositionRank. For the PubMed dataset, we report the results of the

KPAT model based on the top-10 key phrases extracted by the PositionRank.

Our proposed model significantly outperforms these baseline models on all metrics.
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Table 3.4: Automatic evaluation results on the PubMed test set.

Method R-1 R-2 R-SU

LexRank 35.78 14.75 11.35

TextRank 36.41 14.97 11.90

tf-idf 33.67 9.18 10.74

BertExt 37.72 13.95 12.48

PG 38.37 13.59 14.72

DAA 38.95 15.41 15.63

BertAbs 39.29 15.59 15.84

SAGCopy 38.66 15.24 15.35

CopyTransformer 38.81 14.99 15.39

KPAT (Weighted) 40.04 15.82 16.24

KPAT (Additive) 39.67 15.61 15.94

These results prove the effectiveness of the highlighting mechanism on two summa-

rization tasks (MDS and SDS) and datasets from two domains (news articles and

academic literature). Besides, the weighted highlighting attention performs better

than additive highlighting attention. According to Eq. (3.2) and (3.3), the weighted

highlighting attention can take advantage of the exponential operation in the softmax

function to amplify the influence of key phrases’ importance scores. Consequently,

the highlighted heads adopting the weighted highlighting attention can enlarge the

contributions of tokens within the same key phrase to the contextual representation

of each token in that phrase.
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Table 3.5: Human evaluation results on the test sets of Multi-News and PubMed,

”Win” represents the generated summary of our KPAT model is better than that of

the CopyTransformer in one aspect. ”Tie” denotes two summaries are comparable in

one aspect.

Win Lose Tie Kappa

Multi-News dataset

Informativeness 44.5% 21.0% 34.5% 0.656

Fluency 31.5% 29.0% 39.5% 0.647

Non-Redundancy 28.0% 23.5% 48.5% 0.614

PubMed dataset

Informativeness 43.0% 19.5% 37.5% 0.659

Fluency 27.0% 25.0% 48.0% 0.622

Non-Redundancy 23.5% 19.0% 57.5% 0.631

3.6.2 Human evaluation results

We perform the human evaluation to compare the quality of summaries generated by

our KPAT model and the CopyTransformer model. This human evaluation mainly

focuses on three metrics: informativeness (the coverage of information from input

documents), fluency (content organization and grammatical correctness), and non-

redundancy (less repetitive information). We randomly select 50 samples from the test

sets of Multi-News and PubMed, respectively. We invite four annotators to compare

summaries generated by two models. These summaries are presented anonymously.

Besides, we assess annotators’ agreements by Fleiss’ kappa [39].

Human evaluation results in Table 3.5 suggest that our proposed model significantly

outperforms the CopyTransformer in terms of informativeness and is comparative in
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Table 3.6: Evaluation results of highlighting different numbers of heads and layers

on the Multi-News test set.

KPAT (Weighted) R-1 R-2 R-SU

1/4 Heads 1/2 Layers 45.30 15.96 18.62

1/2 Heads 1/2 Layers 44.61 15.60 18.16

All Heads 1/2 Layers 44.42 15.36 17.92

1/4 Heads All Layers 44.67 15.54 18.11

1/2 Heads All Layers 44.58 15.43 18.02

All Heads All Layers 44.35 15.23 17.90

terms of fluency and non-redundancy on these two datasets we used.

3.6.3 Impact of the multi-head highlighting attention

We compare the effects of adopting the weighted highlighting attention in different

numbers of heads and layers in the encoder of our proposed model. In this experiment,

we adopt the weighted highlighting attention mechanism on each highlighted head of

our encoder. Table 3.6 summarizes results on the test set of Multi-News. It shows

that adopting the weighted highlighting attention in a quarter of the heads and half

of the layers achieves the best performance. We discover that adopting highlighting

attention in a subset of heads surpasses adopting it in all heads. Applying the multi-

head highlighting attention in all the encoder layers is also not optimal.

Multi-head attention in the transformer model [131] is designed for jointly attending

to information from different representation sub-spaces. Voita et al. [132] find that

heads in the transformer model trained on the neural machine translation dataset

have specialized functions and focus on different types of information, including the
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Table 3.7: Adopting different settings of key phrase selection on the Multi-News test

set.

Key phrase extractor R-1 R-2 R-SU

tf-idf (top-10) 44.56 15.63 18.00

tf-idf (top-20) 44.84 15.80 18.21

TopicRank (top-10) 44.53 15.29 17.97

TopicRank (top-20) 45.24 15.93 18.56

PositionRank (top-10) 44.70 15.73 18.12

PositionRank (top-20) 45.30 15.96 18.62

adjacent tokens, syntactic relations, and rare words. Adopting the highlighting at-

tention in all heads and layers is not conducive to encoding other types of useful

information and leads to performance degradation.

3.6.4 Impact of the key phrase extraction

Since our KPAT model relies on extracted key phrases to construct highlighting met-

rics, the precision and coverage of introduced key phrases are crucial. In this subsec-

tion, we compare the impacts of introducing different numbers of key phrases from

different key phrase extractors into our proposed KPAT model.

There are usually no labels of key phrases in existing summarization datasets, so we

only focus on unsupervised extraction methods. We adopt the tf-idf-based extractor

and two graph-based ranking methods: TopicRank [11] and PositionRank [40], to

score the importance of phrases and extract key phrases from input documents. Based

on their extraction results, we build highlighting matrices as a part of the input of

our summarization model.
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Table 3.8: Adopting different settings of key phrase selection on the PubMed test

set.

Key phrase extractor R-1 R-2 R-SU

tf-idf (top-10) 39.88 15.70 16.06

tf-idf (top-20) 39.43 15.55 15.96

TopicRank (top-10) 39.48 15.73 15.91

TopicRank (top-20) 39.28 15.58 15.85

PositionRank (top-10) 40.04 15.82 16.24

PositionRank (top-20) 39.64 15.70 15.99

Evaluation results in Table 3.7 and Table 3.8 suggest that selecting the top-10 key

phrases performs well on the PubMed dataset. Considering PubMed is an SDS

dataset, ten key phrases can be enough for a single input document. For the MDS

dataset Multi-News, multiple news articles in each example usually contain more di-

verse phrases, including names of events, persons, locations, and organizations. Ten

phrases are not enough to cover them, so we decide to extract the top-20 phrases

from the input text in each example of Multi-News. We discover that selecting the

top-20 key phrases performs better on the Multi-News dataset.

When it comes to the impact of different key phrase extractors, introducing key

phrases extracted by the PositionRank algorithm [40] achieves the best results on the

two summarization datasets we used. PositionRank assigns larger probabilities to

words found early or frequently in a given document. It can meet the phenomenon

that key phrases usually appear near the beginning of a document or appear fre-

quently, which is common in news articles and academic literature [40].

For further analysis, we need to assess the performance of used key phrase extractors.

Unfortunately, there are usually no labels for key phrases in existing summarization
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Table 3.9: Evaluation results on our labeled test sets for key phrase extraction on

the Multi-News and PubMed. ”P%” is the precision. ”R%” is the recall. ”Exact”

denotes the exact match. ”Contain” represents one gold phrase that is contained in

one predicted phrase. ”Cover” is the number of predicted phrases contained in target

summaries.

P% R% P% R% Num

Exact Exact Contain Contain Cover

Multi-News (top-20)

tf-idf 23.9 19.8 25.0 20.6 2.95

TopicRank 39.4 38.2 45.2 43.7 3.38

PositionRank 45.6 43.5 54.2 51.6 3.72

PubMed (top-10)

tf-idf 23.6 23.9 35.6 33.2 2.83

TopicRank 22.4 22.6 34.4 29.2 2.20

PositionRank 30.5 30.0 52.9 37.3 3.21

datasets. Therefore, we randomly selected 50 examples from training sets of the

Multi-News and PubMed, respectively. Then we invite annotators to label key phrases

(bigrams and trigrams) in input texts of these selected examples.

We evaluate three key phrase extractors on our labeled test sets. Considering that

gold phrases labeled by humans can be part of the phrases in input texts, we not

only calculate the precision and recall based on exact matching but also count pre-

dicted phrases containing a gold phrase. Because our target is to completely encode

key phrases in input texts, we do not accept predicted phrases contained in gold

phrases. Additionally, we count the number of predicted phrases contained in target

summaries.
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Table 3.10: Ablation study on the Multi-News and PubMed datasets. ”w/o block

linear” denotes removing the block-wise linear transformation on the block diagonal

highlighting matrix, ”w/o highlighting attention” is replacing the highlighting atten-

tion with the original self-attention, and ”w/o self-attention” represents replacing

self-attention weight matrices with highlighting matrices.

R-1 R-2 R-SU

Multi-News dataset

KPAT model 45.30 15.96 18.62

w/o block linear 44.62 15.57 18.06

w/o highlighting attention 43.57 14.03 17.37

w/o self-attention 42.82 14.66 16.71

PubMed dataset

KPAT model 40.04 15.82 16.24

w/o block linear 39.68 15.62 15.95

w/o highlighting attention 38.81 14.99 15.39

w/o self-attention 37.63 14.87 15.14

Table 3.9 shows these key phrase extractors’ performance. PositionRank performs

the best on two datasets. TopicRank performs better than tf-idf on the Multi-News,

while tf-idf performs better on the Pubmed dataset. Compared with the summariza-

tion results of our KPAT model in Table 3.7 and 3.8, we discover that a better key

phrase extractor can bring performance gains to our KPAT model since our model re-

lies on extracted phrases to construct highlighting metrics. This positive correlation

also reveals our highlighting mechanism’s effectiveness in introducing key phrases’

information.
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Table 3.11: Details of summarization models.

Model Type Architecture Params Enc/Dec Layers Input Len

PG LSTM Enc-Dec 42.8M 2 -

BertAbs Transformer Enc-Dec 180.6M 12 1,024

CopyTransformer Transformer Enc-Dec 81.5M 4 1,024

KPAT Transformer Enc-Dec 81.5M 4 1,024

3.6.5 Ablation study

We conduct ablation studies to validate the effectiveness of each component in our

proposed model. Table 3.10 summarizes ablation studies’ results on the Multi-News

and PubMed datasets. These results confirm that incorporating the highlighting at-

tention and the block-wise linear transformation on the block diagonal highlighting

matrix can benefit both single-document summarization and multi-document sum-

marization. In addition, we also tried directly replacing the self-attention weight ma-

trices with the highlighting matrices in a quarter of the heads and half of the layers.

The performance degradation reveals that combining attention weights with phrases’

importance scores outperforms simply replacing the self-attention mechanism.

3.7 Chapter Summary

In this chapter, we propose the key phrase aware transformer (KPAT), a lightweight

model achieving great performance on multiple abstractive summarization tasks. This

work focuses on enhancing the transformer encoder to completely encode the key

phrases in input documents. We present the highlighting mechanism incorporating

the prior knowledge of key phrases when calculating attention weights for tokens

within key phrases. The results of our comparative experiments verify the effective-

ness of the highlighting mechanism.
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From Unimodal to Multimodal:

Long Text and Multi-Table

Summarization

4.1 Introduction

Report documents, like financial reports, investigative reports, and technical reports,

are essential information sources. These report documents usually contain large

amounts of textual and tabular content and provide rich knowledge about compa-

nies, industries, technologies, etc. Each report’s salient information can be scattered

in long text and multiple tables in different sections, which makes it difficult for

non-specialized readers to efficiently read these report documents. A high-quality

summary of each report document can help readers quickly browse key information.

Automatic document summarization techniques can be utilized to produce reports’

summaries. Users can flexibly adjust the input document and immediately get a sum-

mary from the automatic summarization system. Our target is to let the computer

generate an informative, fluent, and non-redundant summary for the long text and
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Figure 4.1: An overview of our solution for long text and multi-table summarization.

multiple tables in each report document. To achieve this target, we need to deal with

some challenging issues: 1) the scarcity of available datasets, 2) identifying the salient

information scattered in a large amount of input content, 3) incorporating different

types of content when generating summaries, and 4) models’ efficiency in processing

long inputs and outputs.

Previous document summarization datasets usually focus on text. Non-textual con-

tent is usually regarded as noises and filtered out. When target summaries only

focus on narratives and qualitative descriptions, removing non-textual content has

little effect since the document’s text already contains most of the required infor-

mation. When it comes to report documents, like financial reports, their summaries

should cover both the narrative content and quantitative descriptions of critical met-

rics recorded in tables, which are essential for readers’ analysis and decision-making

[115]. Existing datasets cannot meet the requirements of summarizing long text and

multiple tables in each report document.

To deal with the scarcity of available datasets, we propose FINDSum, the first large-

scale dataset for long text and multi-table summarization1. FINDSum has two subsets

1FINDSum dataset is available for download online at:

https://github.com/StevenLau6/FINDSum
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named FINDSum-ROO and FINDSum-Liquidity for summarizing companies’ results

of operations and liquidity. Inputs of each example in FINDSum include tens of

thousands of words and dozens of tables from a report document. Table 4.1 shows that

FINDSum’s target summaries usually contain more numerical values than previous

datasets. Meanwhile, most numerical values in target summaries cannot be found

in the corresponding input text. Only focusing on text is not enough to summarize

these financial reports.

We propose a solution for long text and multi-table summarization to cope with

the other three issues. As shown in Fig. 4.1, our solution has three main steps:

data pre-processing, content selection, and summarization. To efficiently identify the

scattered key information, we add the content selection step as a rough selection over

the long inputs, and then the summarization step conducts a finer selection. The

content selection step aims to compress long inputs while maximizing the recall of

salient content in long text and dozens of tables. Specifically, we adopt the Maximum

Marginal Recall Gain (MMRG) method to select salient text segments. As for the

tabular content, we transform each table cell into a tuple and regard the salient

tuple selection as a binary classification problem. The summarization step should

jointly consider different types of inputs. To incorporate text and tabular content, we

present four types of summarization methods: generate-then-combine (GC), combine-

then-generate (CG), generate-template-then-fill (GTF), and generate-combine-then-

generate (GCG).

The complexity of the transformer’s self-attention mechanism scales quadratically

with the input length [131], which limits transformer-based models’ efficiency. Thus,

we employ content selection methods and sparse attention mechanisms to reduce

the complexity and enable fine-tuning large pre-trained models over long inputs on

an off-the-shelf GPU. Besides, existing autoregressive models still have difficulty in

generating long sequences [54, 105]. We employ a divide-and-conquer approach to

generate summary segments in parallel and then merge them as the final summary.
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Table 4.1: Statistical information of summarization datasets. ”Pairs” is the number

of examples. ”Words” and ”Sents” denote the average number of words and sentences

in input text or target summary. ”Num” is the average number of numerical values

in target summaries, and ”Cov Num” is the ratio of the target summary’s numerical

values found in the input text. ”Cov.” and ”Dens.” are the extractive fragment’s

coverage and density [44].

Dataset Pairs
Words

(Doc)

Sents

(Doc)

Words

(Sum)

Sents

(Sum)

Num

(Sum)

% Cov

Num
Cov. Dens.

CNN/DM 312k 810.6 39.8 56.2 3.7 0.6 78.7 0.9 3.8

PubMed 133k 3049.0 87.5 202.4 6.8 3.3 68.2 0.8 5.8

arXiv 216k 6029.9 205.7 272.7 9.6 0.7 53.9 0.9 3.8

ROO 21k 45,566.0 1250.5 660.7 16.3 24.3 26.3 0.9 9.7

Liquidity 21k 45,566.0 1250.5 1,057.6 26.7 32.3 41.2 0.9 9.6

We benchmark advanced extractive and abstractive summarizers as baselines on our

FINDSum dataset. To compare their performance, we conduct automatic evaluation

and human evaluation. In addition to the commonly used ROUGE scores [67], we

propose a set of evaluation metrics to assess the usage of numerical information in

produced summaries. Experimental results show that our methods can outperform

competitive baselines.

We also conduct extensive comparative experiments and a case study to compare

and analyze the influence of model components and configurations on summarization

results. We find the input sequence length, content selection methods, divide-and-

conquer method, sparse attention mechanism, and pre-trained model can greatly

affect summarization results. Experimental results also verify the effectiveness of our

methods in content selection and summarization.
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Our contribution is fourfold:

• We build FINDSum, the first large-scale dataset for long text and multi-table

summarization.

• We present and compare four types of methods incorporating text and tables

into summary generation.

• We propose evaluation metrics to assess the usage of numerical information in

generated summaries.

• We find vital components and configurations of models that improve summa-

rization results.

4.2 FINDSum Dataset

Financial report document summarization (FINDSum) is the first large-scale dataset

for long text and multi-table summarization. This section introduces our data col-

lection and pre-processing procedures and describes FINDSum’s two subsets. We

conduct descriptive statistics and in-depth analysis on FINDSum and compare it

with other datasets.

4.2.1 Data Collection and Pre-Processing

Form 10-K is the annual report that comprehensively describes a company’s financial

performance in the prior fiscal year [115]. We collected thousands of companies’

last ten 10-K forms’ HTML files from the Electronic Data Gathering, Analysis, and

Retrieval (EDGAR) system2. The U.S. Securities and Exchange Commission (SEC)

makes companies’ 10-K forms publicly available through the EDGAR system. The

2www.sec.gov/edgar/searchedgar/companysearch.html
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SEC stipulates the 10-K form’s format and required content. It usually has four

parts and sixteen items [114]. The item ”Management’s Discussion and Analysis of

Financial Condition and Results of Operations” (MD&A) contains the management’s

summary of the company’s results of operations and liquidity [89]. FINDSum uses

the text in MD&A’s two sections: ”results of operations” and ”liquidity and capital

resources” as target summaries and the remaining content of each report document

as the input.

After collecting tens of thousands of 10-K forms’ HTML files, we parse them and split

text and tables. To keep tables’ positional information and align tables and text, we

add a special token containing each table’s index to concatenate the text before and

after the table. Extracted text and tables are stored in separate files. Text and tabular

data require different pre-processing procedures, considering their different natures.

Our text pre-processing procedures include: removing noises (e.g., cover pages and

special characters composing a style) and dividing text in different parts of 10-K form

into text segments. To pre-process tabular data, we extract table content (e.g., names

of rows and columns, cell content), remove noises in table content, and transform each

cell into a tuple: (row name, column name, cell value, date, table index, row index,

column index). The cell value in the tuple concatenates the original cell value and

the rounding result with an ampersand. Besides, we remove duplicate samples and

outliers with too-short input text, truncate too-long input text, split the training

(80%), validation (10%), and test (10%) sets. Considering that the same company’s

annual reports in different years usually have duplicate content, we split these three

sets by company to minimize their overlaps.

4.2.2 Dataset Description

FINDSum dataset is built on collected report documents. It has two subsets: FINDSum-

ROO and FINDSum-Liquidity.
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Table 4.2: The proportion of novel n-grams in target summaries.

Dataset
% of novel n-grams in target summary

unigrams bigrams trigrams 4-grams

CNN/DM 19.50 56.88 74.41 82.83

PubMed 18.38 49.97 69.21 78.42

arXiv 15.04 48.21 71.66 83.26

FINDSum-ROO 17.79 50.59 72.13 81.66

FINDSum-Liquidity 26.45 59.63 80.43 88.48

FINDSum-ROO is the subset focusing on each company’s results of operations

(ROO). In the ROO section of MD&A, the company’s management usually compares

and explains critical items of revenue and expense in the current and prior period

[114]. This section’s text can be regarded as the target summary written by experts.

Table 4.1 exhibits that the average number of numerical values in FINDSum-ROO’s

target summaries is dozens of times larger than that of previous datasets. However,

nearly three-quarters of these numerical values cannot be found in these reports’

remaining text. A lot of critical numerical information is only recorded in tables.

Therefore, we use the remaining parts’ text and all the tables in each report as inputs

for each example.

FINDSum-Liquidity focuses on summarizing each company’s liquidity and capital

resources. The ”liquidity and capital resources” section in MD&A mainly analyzes

the company’s ability to generate and obtain cash [89]. This section’s text can be

used as the target summary. Most of the numerical values in target summaries are

not included in the remaining parts’ text. FINDSum-Liquidity’s inputs include the

remaining text and all the tables in each report.
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Figure 4.2: Distributions of extractive fragments’ density and coverage.

4.2.3 Dataset Analysis

We conduct statistics and analysis on FINDSum’s two subsets. Table 4.1 shows that

both the input documents and target summaries of these two subsets are much longer

than those of previous summarization datasets. These two subsets’ target summaries

contain much more numerical information, while most of them cannot be found in

the input text.

To measure how abstractive FINDSum’s target summaries are, we count the per-

centage of summaries’ novel n-grams not appearing in inputs. Table 4.2 shows that

FINDSum-Liquidity’s target summaries have more novel n-grams and are more ab-

stractive. The abstractiveness of FINDSum-ROO’s target summaries is similar to

that of other datasets.
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We also adopt three measures defined by Grusky et al. [44] to assess the extractive

nature of summarization datasets. Given a document D = [d1, d2, ..., dn] consisting

of a sequence of tokens di and its summary S = [s1, s2, ..., sm], extractive fragments

F (D,S) is the set of shared token sequences in D and S. In Eq. (4.1a), extractive

fragment coverage measures the percentage of summary words that are part of an

extractive fragment from the input document. Eq. (4.1b) calculates the extractive

fragment density assessing the average length of the extractive fragment to which each

summary word belongs. Besides, the compression ratio is the word ratio between the

articles and their summaries, as shown in Eq. (4.1c). We report the extractive frag-

ment coverage and density in Table 4.1. Two measures’ distributions are visualized

using kernel density estimation in Fig. 4.2. FINDSum’s density is higher than those

of previous datasets. The variability along the y-axis (density) suggests the varying

writing styles in its target summaries.

COVERAGE(D,S)=
1

|S|
∑

f∈F (D,S)

|f | (4.1a)

DENSITY(D,S)=
1

|S|
∑

f∈F (D,S)

|f |2 (4.1b)

COMPRESSION(D,S)=
|D|
|S|

(4.1c)

4.3 Method

Summarizing long text and multiple tables has several challenging issues: identifying

the salient information from a large amount of input content, incorporating the text

and tabular content into the summary generation, and efficiently processing long

input and output sequences. This section presents our solution to the above issues.
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Figure 4.3: An overview of our summarization methods.

4.3.1 Textual and Tabular Content Selection

Fig. 4.1 shows the three main steps of our solution: data pre-processing, content se-

lection, and summarization. After the pre-processing, we get dozens of text segments

and thousands of tuples from dozens of tables in each report. It is challenging to

accurately identify the scattered salient content. We add the content selection step

as a rough selection to compress long inputs while maximizing the recall of salient

content that should be preserved in summaries. Then compressed inputs are fed

into the summarizer for further selection. Content selection methods’ output lengths

should not exceed pre-specified lengths, as neural summarization models’ complexity

can scale with input sequence length.

We employ separate methods to select salient content from textual and tabular data

considering their different natures. To select salient text segments, we adopt a method

named Maximum Marginal Recall Gain (MMRG) on our training set. Specifically,

MMRG keeps adding the text segment bringing the maximum gain of n-gram’s recall

into the combination of selected segments till reaching the length limit. Finally, we

can get selected salient segments’ indexes and choose text segments with the same

indexes for samples in our test set. Algorithm 1 is MMRG’s pseudocode. We also
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follow Liu et al. [70] to try some extractive summarizers, like Textrank [84] and

Lexrank [37], for salient text selection. Experimental results in subsection 4.5.2 show

that MMRG performs the best, so we use it in our experiments.

Algorithm 1 Maximum Marginal Recall Gain (MMRG)

Input: Input m examples I ← [e1, ..., em], each example ei contains n parts for selection

ei ← [p1i , ..., p
n
i ], the list of target item T ← [t1, ..., tm], and the maximum number of

selected parts n′ (n′ ≪ n)

Output: The list of selected parts’ id S ← [j, ..., k] and the selected inputs I ′ ← [e′1, ..., e
′
m],

in which each example e′i has selected parts e′i ← [pji , ..., p
k
i ] (|e′i| = |S| ≤ n′)

S ← [ ];

e′1, ..., e
′
m ← “”, ..., “”;

I ′ ← [e′1, ..., e
′
m];

while |S| < n′ do

//SelectPart finds the part pjselect bringing the largest average recall gain across all

examples

jselect = SelectPart(I, I ′, T, S);

if jselect > 0 then

S ← S ∪ [jselect];

while i ≤ m do

I ′[i]← Concat(I ′[i], pjselecti );

end while

end if

end while

As for those thousands of tuples extracted from tables, we model the salient tuple

selection as a binary classification problem. Based on the FINDSum dataset, we

annotate a tuple selection dataset for training and evaluating different classifiers (e.g.,

logistic regression, support vector machine, AdaBoost [50], XGBoost [15], and Multi-
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layer Perceptron)3. We also utilize various features, including positional features (e.g.,

indexes of the row, column, table, and section, together with their normalized values)

and text features (e.g., word embedding of row and column names). Considering

the content selection step focuses more on the recall of salient content, we sort these

tuples by their positive probability predicted by the trained classifier and use the

top-n tuples’ recall to evaluate these classifiers. Tables 4.11 and 4.12 show that the

XGBoost and MLP models equipped with positional features and Glove embedding

[99] outperform others. We adopt them for tuple selection and compare their impact

on the produced summaries in subsection 4.5.2. We follow the setting in [71] to flatten

the selected tuples into a linearized sequence.

4.3.2 Generating Summary for Textual and Tabular Data

To incorporate text and tabular data into summary generation, we present four types

of methods: Generate-then-Combine (GC), Combine-then-Generate (CG), Generate-

Template-then-Fill (GTF), and Generate-Combine-then-Generate (GCG). We show

their structures in Fig. 4.3.

GC method makes two assumptions: 1) The summary of long text and multiple

tables can be divided into text summary and table summary. 2) Summary generation

can be divided into two parallel processes generating these two parts of summary.

It assigns the maximum output lengths for the text summary and table summary,

generates these two summaries separately, and concatenates them to form the final

summary. GC has obvious limitations: 1) It cannot merge the information from

text and tables when generating each summary sentence. 2) The pre-defined length

assignment is not flexible enough to adapt to diverse examples.

CG is an end-to-end method generating a summary for both text and table content.

3We use XGBoost’s implementation from xgboost.readthedocs.io/ en/stable/ and other classifiers

from scikit-learn
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It first concatenates the selected text segments and tuples with a special symbol and

then feeds them into a sequence-to-sequence summarizer. The summarizer needs to

learn both text-to-text and tuple-to-text generation. When generating summaries, it

should jointly consider these two types of input content.

GTF method is inspired by how humans write quantitative descriptions of report

documents. The CG and GC methods use similar processes to generate qualitative

and quantitative descriptions, while the way people write quantitative descriptions

differs from the way they write qualitative descriptions. Specifically, people usually

decide which metrics to describe and then read tables to find numerical values to fill

in the quantitative descriptions. When writing qualitative descriptions, they mainly

refer to text content. GTF method has two stages: template generation and tem-

plate filling, which mimic how humans write quantitative descriptions. The template

generation stage generates all the words and the special token [num] as the place-

holder for numerical values from tables. We regard the template filling as a question

answering (QA) task. We use each template sentence containing the placeholder as a

question and the linearized sequence of selected tuples as the context. We train the

QA model to find the numerical value from table content as an answer to replace the

placeholder. Table 4.16 shows that Bigbird’s large model performs the best on the

ROO subset. Longformer’s large model performs the best on the Liquidity subset.

We use them for the template filling in GTF.

GCG is another two-stage method. It employs a tuple-to-text generator to pro-

duce input tuples’ text descriptions, concatenates the input text with the tuples’

descriptions, and feeds them into the summarizer. Compared with the CG, GCG

simplifies the requirement on the summarizer to focus on summarizing text, but the

extra tuple-to-text generation process can lose some tuples’ information. We annotate

a tuple-to-text generation dataset based on our FINDSum dataset for training and

evaluating various generators. Table 4.18 indicates that the BART-large outperforms

other baselines, so we use it as the tuple-to-text generator in GCG.
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4.3.3 Processing Long Inputs and Outputs

Input documents in our FINDSum-ROO and FINDSum-Liquidity subsets contain

tens of thousands of words. The average length of target summaries in FINDSum-

Liquidity exceeds 1,000 words. Long inputs and outputs bring some problems: 1) The

transformer model’s self-attention mechanism [131] scales quadratically with the in-

put sequence length. It is prohibitively expensive for long input [20] and precludes the

usage of large pre-trained models with limited computational resources. 2) Existing

autoregressive abstractive summarization methods still have difficulty in generating

long text in terms of efficiency and quality [54, 105]. To deal with the first prob-

lem, we employ sparse attention mechanisms [6, 147] in our summarization models’

encoders. The content selection step in our solution also reduces the length of input

sequences. To handle the second problem, we follow a divide-and-conquer method [42]

and decompose the long summary generation problem into multiple sub-problems of

summary segment generation. These summary segments can be generated in parallel

and merged as a final summary. To minimize output summaries’ redundancy, we add

a constraint that the MMRG in the content selection step should not select the same

combination of input text segments for generating different summary segments.

4.4 Experiments

4.4.1 Baselines

In our experiments, we adopt advanced extractive and abstractive summarization

models as baselines. These models’ details are shown in Table 4.20.

LexRank and TextRank [37, 84] are two graph-based ranking methods that can

be used for unsupervised extractive summarization.

BART [64] is a denoising autoencoder built with a sequence-to-sequence model pre-
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trained to reconstruct the original input text from the corrupted text.

PEGASUS [149] is a transformer-based model pre-trained with the Gap Sentences

Generation (GSG) and Masked Language Model (MLM) objectives.

LongT5 [45] extends the original T5 encoder [103] with a global-local attention

mechanism to handle long inputs.

BigBird-PEGASUS [147] adopts the BigBird encoder with sparse attention mech-

anisms and the PEGASUS decoder.

Longformer-Encoder-Decoder (LED) [6] follows BART’s architecture and adopts

sparse attention in its encoder.

4.4.2 Experimental Setting

The vocabulary’s maximum size is set as 50,265 for summarization models, while the

tuple-to-text generators use 32,128 as default. When fine-tuning these pre-trained

models, we use the learning rate of 5e−5 and adopt the learning rate warmup and

decay. The optimizer is Adam with β1 = 0.9 and β2 = 0.999. We use dropout with a

probability of 0.1. In the generation process, we use beam search with a beam size of

5. Trigram blocking is used to reduce repetitions. We adopt the implementations of

BART, PEGASUS, T5, BigBird, and LED from HuggingFace’s Transformers [138].

All the models are trained on one NVIDIA RTX 8000 GPU.

4.4.3 Evaluation Metrics

We propose a set of evaluation metrics to assess the usage of numerical information in

produced summaries. This is necessary for long text and multi-table summarization.

We use D, S, and H to denote the input document, human-written target summary,

and the summarizer’s output summary. Dn, Sn, and Hn are sets of numbers contained

71



Chapter 4. From Unimodal to Multimodal: Long Text and Multi-Table
Summarization

Table 4.3: Automatic evaluation results on test sets of FINDSum-Liquidity.

Type Method R-1 R-2 R-L NP NC NS

Only

Text

LexRank 40.67 10.61 16.28 12.58 14.50 13.47

TextRank 41.71 10.90 16.54 13.37 13.02 13.19

BART 52.37 17.91 19.59 21.18 22.78 21.95

PEGASUS 52.57 18.46 19.75 16.98 22.74 19.44

LongT5 44.89 14.61 17.39 13.74 17.00 15.20

LED 53.52 18.91 19.75 18.68 22.56 20.44

BigBird-

PEGASUS
53.42 19.39 20.07 17.16 22.44 19.45

Single

Stage

GC-LED 52.30 20.09 19.61 15.13 44.47 22.58

GC-BigBird 51.61 20.00 19.86 14.76 44.21 22.13

CG-LED 54.12 20.26 20.46 21.86 35.14 26.95

CG-BigBird 53.82 20.15 20.39 20.98 34.29 26.03

Two

Stage

GTF-LED 53.88 19.82 20.13 21.37 31.76 25.55

GTF-BigBird 53.66 19.56 19.97 21.96 30.52 25.54

GCG-LED 54.55 20.36 20.41 21.15 34.52 26.23

GCG-BigBird 53.90 20.47 20.59 20.67 36.43 26.38

in them. |Dn|, |Sn|, and |Hn| denote the sizes of these number sets. For a produced

summary H, we first extract the number set Hn from it.4 Then M(Hn, Sn) counts

numbers appearing in both the produced summary H and the target summary S.

M(Dn, Sn) counts numbers appearing in both the input document D and the target

summary S.

We mainly consider three metrics: Number Precision (NP), Number Coverage (NC),

and Number Selection (NS). Calculated by Eq. (4.2), NP is the ratio of numbers in the

4We do not count numbers in a word, like COVID-19.
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Table 4.4: Automatic evaluation results on test sets of FINDSum-ROO.

Type Method R-1 R-2 R-L NP NC NS

Only

Text

LexRank 34.43 7.73 14.92 14.77 9.73 11.73

TextRank 35.93 7.74 15.08 14.68 10.96 12.55

BART 49.00 16.88 19.14 14.38 23.72 17.91

PEGASUS 51.92 19.31 21.47 10.90 21.89 14.55

LongT5 43.26 11.84 17.83 8.75 10.37 9.49

LED 53.06 20.33 22.28 14.25 22.99 17.59

BigBird-

PEGASUS
53.08 20.85 20.94 13.15 23.82 16.95

Single

Stage

GC-LED 53.19 21.97 22.84 12.83 41.54 19.60

GC-BigBird 53.13 22.03 23.11 12.49 41.30 19.18

CG-LED 54.24 22.08 23.10 16.41 33.89 22.11

CG-BigBird 54.40 22.48 23.21 16.46 35.84 22.56

Two

Stage

GTF-LED 53.60 21.61 22.89 15.49 29.06 20.21

GTF-BigBird 54.07 21.93 22.85 15.27 29.99 20.24

GCG-LED 54.32 21.92 23.03 16.03 32.54 21.48

GCG-BigBird 54.12 22.11 23.02 15.33 32.82 20.90

produced summary that also appears in the target summary. It measures how well the

produced summary matches the target summary in terms of contained numbers. NC

measures how well the produced summary covers the numbers appearing in both the

target summary and the input document. Some of the numbers in the target summary

cannot be directly found in the inputs (including textual and tabular data) and need

numerical reasoning. Some of them may be lost when preparing the summarization

model’s inputs, which can limit the produced summary’s number recall computed by

Eq. (4.3a). To evaluate the summarization model’s coverage capability, we divide

the produced summary’s number recall by the input document’s number recall in Eq.
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Table 4.5: GC methods’ evaluation results on test sets of FINDSum-Liquidity.

”Text/Tuple” denotes the assigned length ratio of text summary and table summary

in each combined summary.

Text/

Tuple
Method R-1 R-2 R-L NP NC NS

1:1
GC-LED 52.30 20.09 19.61 15.13 44.47 22.58

GC-BigBird 51.61 20.00 19.86 14.76 44.21 22.13

2:1
GC-LED 52.28 18.37 19.12 16.63 22.45 19.11

GC-BigBird 52.99 20.18 19.81 14.43 35.62 20.54

3:1
GC-LED 52.57 18.47 19.21 16.13 22.24 18.70

GC-BigBird 53.33 20.15 19.81 14.58 32.30 20.09

Table 4.6: GC methods’ evaluation results on test sets of FINDSum-ROO.

”Text/Tuple” denotes the assigned length ratio of text summary and table summary

in each combined summary.

Text/

Tuple
Method R-1 R-2 R-L NP NC NS

1:1
GC-LED 53.19 21.97 22.84 12.83 41.54 19.60

GC-BigBird 53.13 22.03 23.11 12.49 41.30 19.18

2:1
GC-LED 53.56 21.95 22.78 13.45 36.54 19.66

GC-BigBird 53.51 22.02 22.69 12.82 38.74 19.26

3:1
GC-LED 53.66 21.88 22.48 13.62 36.21 19.79

GC-BigBird 53.59 22.07 22.73 13.18 35.84 19.27

(4.3b). NS calculates the harmonic mean of NP and NC in Eq. (4.4) and reflects the

quality of number selection in the produced summary.

74



4.4. Experiments

Table 4.7: Human evaluation results on FINDSum-ROO. “Win” represents the gen-

erated summary of our method is better than that of BigBird-PEGASUS.

Method Metric Win Lose Tie Kappa

CG-BigBird

Informativeness 44.2% 20.8% 35.0% 0.626

Fluency 26.7% 25.8% 47.5% 0.616

Non-Redundancy 35.0% 23.3% 41.7% 0.632

GTF-BigBird

Informativeness 42.5% 23.3% 34.2% 0.631

Fluency 25.0% 26.7% 48.3% 0.648

Non-Redundancy 34.2% 21.7% 44.2% 0.636

GCG-BigBird

Informativeness 43.3% 20.8% 35.8% 0.653

Fluency 27.5% 24.2% 48.3% 0.613

Non-Redundancy 33.3% 21.7% 45.0% 0.644

Table 4.8: Human evaluation results on FINDSum-Liquidity. “Win” represents the

generated summary of our method is better than that of BigBird-PEGASUS.

Method Metric Win Lose Tie Kappa

CG-BigBird

Informativeness 40.8% 20.8% 38.3% 0.620

Fluency 25.0% 24.2% 50.8% 0.615

Non-Redundancy 31.7% 22.5% 45.8% 0.626

GTF-BigBird

Informativeness 40.0% 22.5% 37.5% 0.649

Fluency 24.2% 23.3% 52.5% 0.637

Non-Redundancy 30.8% 24.2% 45.0% 0.629

GCG-BigBird

Informativeness 41.7% 21.6% 36.7% 0.655

Fluency 25.8% 25.0% 49.2% 0.611

Non-Redundancy 32.5% 23.3% 44.2% 0.638
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Table 4.9: Evaluation results of input text selection methods on FINDSum-ROO. R-1

denotes the recall of unigram, and R-AVG is the average recall of unigram, bigram,

trigram, and 5-gram.

Method
Segment 1 Segment 2

R-1 R-AVG R-1 R-AVG

LexRank 56.01 22.14 53.96 20.72

TextRank 58.38 22.94 56.25 21.53

MMRG 63.38 28.01 61.68 27.85

NP(Hn, Sn)=
M(Hn, Sn)

|Hn|
(4.2)

NR(Hn, Sn)=
M(Hn, Sn)

|Sn|
(4.3a)

NC(Dn, Hn, Sn)=
NR(Hn, Sn)∗ |Sn|

M(Dn, Sn)
(4.3b)

NS(Dn, Hn, Sn)=
2 ∗ NP ∗ NC

NP + NC
(4.4)

4.5 Results and Discussion

This section presents our experimental results and analysis. We conduct automatic

and human evaluations to compare the quality of summaries produced by different

models. We also conduct extensive comparative experiments to compare and analyze

the influence of different components and configurations of summarization models.

Finally, a case study compares and analyses different models’ output summaries.
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Table 4.10: Evaluation results of input text selection methods on FINDSum-Liquidity.

R-1 denotes the recall of unigram, and R-AVG is the average recall of unigram,

bigram, trigram, and 5-gram.

Method
Segment 1 Segment 2 Segment 3

R-1 R-AVG R-1 R-AVG R-1 R-AVG

LexRank 49.71 18.59 48.92 17.97 46.45 17.00

TextRank 55.18 20.94 54.02 20.40 51.72 19.49

MMRG 58.61 24.28 56.69 23.09 53.94 21.62

4.5.1 Summarization Results

In the automatic evaluation, we calculate the ROUGE F1 scores [67], including the

overlaps of unigrams (R-1), bigrams (R-2), and longest common subsequence (R-

L)5, and NP, NC, and NS scores. We employ a divide-and-conquer approach to

generate summary segments in parallel and then merge them as the final summary.

Tables 4.3, 4.4, 4.5, 4.6, 4.7, 4.8, 4.14, and 4.15 report the final merged summaries’

scores. In Tables 4.3 and 4.4, all the abstractive methods are built on large pre-

trained models. Limited by the GPU memory size, the input text length of models

using full attention mechanism is 1024, while that of models with sparse attention

mechanisms is 2048. The GC, CG, GTF, and GCG methods in Tables 4.3 and

4.4 receive selected tuples’ linearized sequences of length 1024. Tables 4.3 and 4.4

show that these abstractive summarizers based on pre-trained models outperform

unsupervised extractive summarizers. Compared with other baselines based on full

attention, LED [147] and BigBird-PEGASUS [6] equipped with sparse attention can

model longer context and achieve higher ROUGE scores. Longer inputs can cover

more scattered salient content, which benefits output summaries’ informativeness.

Our CG, GTF, and GCG methods outperform these text-only baselines on FIND-

5github.com/falcondai/pyrouge/
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Table 4.11: Evaluation results of salient tuple selection on the Liquidity subset. ”Pos”

denotes positional features. ”Glove” is the Glove embedding of row and column

names. ”ACC” and ”Recall” are the accuracy and recall of the selected top-n tuples.

Method Features
Top-100 Top-200 Top-400

ACC Rec ACC Rec ACC Rec

LR
Pos 94.53 40.36 89.32 61.95 78.64 73.01

Pos+Glove 94.64 52.96 89.36 66.84 78.70 79.69

SVM
Pos 94.55 43.19 89.34 64.27 78.63 72.24

Pos+Glove 94.64 53.73 89.36 66.58 78.69 79.43

Adaboost
Pos 94.61 50.13 89.35 65.04 78.68 78.15

Pos+Glove 94.69 58.87 89.42 73.78 78.74 85.35

XGBoost
Pos 94.61 49.61 89.38 69.15 78.70 79.95

Pos+Glove 94.74 65.30 89.46 78.15 78.77 88.43

MLP
Pos 94.61 50.13 89.37 67.87 78.69 78.41

Pos+Glove 94.74 65.30 89.46 78.66 78.76 87.40

Sum’s two subsets. Incorporating tabular information is conducive to improving the

NP, NC, NS, and ROUGE scores. GCG methods perform better on FINDSum-

Liquidity, while CG methods perform better on FINDSum-ROO. Table 4.1 shows

that target summaries in the FINDSum-ROO subset have a larger ratio of numerical

information not found in the input text and rely more on tables. The table content

passes one generation process in CG methods but needs to pass through two stages in

GTF and GCG methods. The extra stage can lose some required tabular information

and accumulate more errors. In FINDSum-Liquidity, a larger ratio of the numerical

values can be found in the input text, and the loss of tabular information in the extra

stage has less effect. Table 4.18 depicts that these tuple-to-text generators perform

better on the Liquidity subset, which also contributes to the GCG methods’ perfor-
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Table 4.12: Evaluation results of salient tuple selection on the ROO subset. ”Pos”

denotes positional features. ”Glove” is the Glove embedding of row and column

names. ”ACC” and ”Recall” are the accuracy and recall of the selected top-n tuples.

Method Features
Top-100 Top-200 Top-400

ACC Rec ACC Rec ACC Rec

LR
Pos 94.54 41.53 89.27 56.08 78.60 68.78

Pos+Glove 94.56 43.39 89.31 60.58 78.64 73.28

SVM
Pos 94.55 42.86 89.28 57.14 78.62 70.63

Pos+Glove 94.56 43.65 89.31 60.58 78.65 74.34

Adaboost
Pos 94.57 45.24 89.31 60.05 78.62 70.90

Pos+Glove 94.56 43.12 89.30 58.99 78.65 75.40

XGBoost
Pos 94.59 47.62 89.32 62.17 78.65 75.13

Pos+Glove 94.63 52.65 89.36 67.20 78.71 82.28

MLP
Pos 94.60 48.41 89.32 61.90 78.65 74.60

Pos+Glove 94.64 53.97 89.34 64.55 78.67 77.25

mance on the FINDSum-Liquidity. GTF methods’ performance is mainly limited by

the template generation process, which needs to decide whether to copy the numerical

values appearing in the input text or the values in input tables and put placeholders

in the exact positions. Meanwhile, better template filling methods can also benefit

produced summaries’ quality.

The GC methods do not perform well, which is due to GC’s limitations mentioned in

subsection 4.3.2. In Tables 4.3 and 4.4, the GC methods’ evaluation results represent

summaries combining text and table summaries of the same length. Although they

can achieve high NC scores, their NP and ROUGE scores are unsatisfactory. The re-

sult reflects that it is not appropriate to treat long text and multi-table summarization
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Table 4.13: Impact of text content selection methods on summarization results.

Summarizer Text Select R1/R2/RL

FINDSum-Liquidity

LED-large

MMRG 53.52/18.91/19.75

Textrank 51.76/17.35/19.02

Lexrank 51.68/17.29/19.00

BigBird-

PEGASUS

MMRG 53.42/19.39/20.07

Textrank 51.09/17.29/19.20

Lexrank 51.00/17.16/19.15

FINDSum-ROO

LED-large

MMRG 53.06/20.33/22.28

Textrank 48.75/16.07/19.78

Lexrank 48.73/16.10/19.78

BigBird-

PEGASUS

MMRG 53.08/20.85/20.94

Textrank 49.59/17.30/20.67

Lexrank 49.78/17.48/20.66

as two independent processes. Tables 4.5 and 4.6 show that the pre-defined length

assignment can affect the combined summaries’ quality. It is not flexible enough to

adapt to diverse examples.

Our human evaluation compares different models’ output summaries in terms of in-

formativeness (the coverage of information from input documents), fluency (content

organization and grammatical correctness), and non-redundancy (less repetitive infor-

mation). We randomly selected 30 samples from the test sets of the FINDSum-ROO

and FINDSum-Liquidity, respectively. Four annotators are required to compare two

models’ output summaries presented anonymously. We also assess their agreements

by Fleiss’ kappa [39]. Tables 4.7 and 4.8 exhibit that CG-BigBird, GTF-BigBird,
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Table 4.14: Effect of input sequence length on generated results for FINDSum-

Liquidity. ”Input Len” denotes the length of input text and flattened tuples.

Input

Len
Method R-1 R-2 R-L NP NC NS

2K+1K

LED-base 52.91 18.41 19.58 19.97 24.07 21.83

CG-LED-base 53.73 19.68 20.26 21.76 34.39 26.65

GTF-LED-base 53.89 19.39 19.88 20.77 30.73 24.79

GCG-LED-base 54.01 19.94 20.26 20.29 35.32 25.77

4K+2K

LED-base 53.58 19.29 20.01 19.68 24.63 21.88

CG-LED-base 54.42 20.40 20.44 22.32 38.10 28.15

GTF-LED-base 54.02 19.83 20.10 21.75 30.70 25.46

GCG-LED-base 54.14 20.11 20.32 21.23 36.78 26.92

8K+4K

LED-base 54.04 19.88 20.31 20.40 26.35 23.00

CG-LED-base 54.82 20.95 20.78 24.49 41.36 30.76

GTF-LED-base 54.61 20.67 20.55 23.05 32.27 26.89

GCG-LED-base 54.60 20.71 20.57 22.53 38.26 28.36

and GCG-BigBird significantly outperform the BigBird-PEGASUS only using in-

put text in terms of informativeness and are comparable in terms of fluency and

non-redundancy. It verifies that incorporating text and tabular data into summary

generation can benefit output summaries’ informativeness.

The following subsections discuss our extensive comparative experiments compar-

ing the performance of different model components (e.g., content selection methods,

divide-and-conquer method, sparse attention mechanisms, template filling methods

in GTF, and tuple-to-text generators in GCG). We also analyze their influence on

summarization results.
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Table 4.15: Effect of input sequence length on generated results for FINDSum-ROO.

”Input Len” denotes the length of input text and flattened tuples.

Input

Len
Method R-1 R-2 R-L NP NC NS

2K+1K

LED-base 52.96 20.52 22.14 14.60 24.67 18.34

CG-LED-base 54.38 22.13 23.10 17.21 34.94 23.06

GTF-LED-base 53.76 21.54 22.81 14.69 29.07 19.52

GCG-LED-base 53.91 21.69 22.83 15.90 30.23 20.84

4K+2K

LED-base 53.68 21.64 22.95 15.66 26.10 19.58

CG-LED-base 54.51 22.63 23.42 17.55 35.06 23.39

GTF-LED-base 54.16 22.31 23.27 16.11 30.37 21.05

GCG-LED-base 54.53 22.63 23.45 16.07 32.71 21.55

8K+4K

LED-base 53.39 21.53 22.97 15.91 26.94 20.01

CG-LED-base 54.43 22.59 23.46 18.24 35.69 24.14

GTF-LED-base 53.92 21.96 23.11 16.61 30.09 21.40

GCG-LED-base 54.09 22.23 23.21 15.98 32.58 21.44

4.5.2 Discussion on Content Selection Methods

As introduced in subsection 4.3.1, the content selection step filters out the non-

prominent content and retains the salient content as summarizers’ inputs. Different

methods are employed to select salient content from text and tabular data, consid-

ering their different natures. We conduct a series of experiments to compare the

performance of different content selection methods and their impact on summariza-

tion results.

To select salient text content, we compare the statistics-based MMRG method with

some extractive summarization methods, like TextRank and Lexrank. We use the
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Figure 4.4: Impact of tuple selection methods on FINDSum-Liquidity. Each summa-

rization method using outputs of XGBoost, MLP, and LR has three parts of scores.

recall of n-grams to evaluate these methods’ performance in selecting the salient text

of the same length. Tables 4.10 and 4.9 indicate that MMRG outperforms these

extractive summarizers. We also compare their impact on the ROUGE scores of

produced summaries. Table 4.13 depicts that the better text content selection method

benefits the quality of produced summaries.

As for those thousands of tuples extracted from tables, we model the salient tuple

selection as a binary classification task. We annotate a tuple selection dataset based

on the FINDSum dataset. Salient tuples (positive samples) are usually sparse in these

report documents. To deal with the class imbalance problem, we perform undersam-

pling over negative samples to ensure the ratio of positive and negative samples is 1:10

in the training set. We train and evaluate different classification methods, including

the logistic regression (LR), support vector machine (SVM), AdaBoost, XGBoost,

and Multi-layer Perceptron (MLP), on our annotated tuple selection dataset. We

use the accuracy and recall of salient tuples to evaluate these classifiers. Tables 4.11

and 4.12 show that adding word embeddings of row and column names as features
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Figure 4.5: Impact of tuple selection methods on FINDSum-ROO. Each summariza-

tion method using outputs of XGBoost, MLP, and LR has three parts of scores.

significantly improves the recall of all classifiers and facilitates finding salient table

content. Besides, XGBoost and MLP models equipped with positional features and

Glove embedding [99] outperform other classifiers. We compare three tuple selection

methods’ impact on the quality of produced summaries. Fig. 4.4 and Fig. 4.5 depict

that summarization models receiving the outputs of XGBoost and MLP outperform

summarization models using the LR model’s outputs. Better tuple selection methods

benefit the quality of produced summaries. This verifies the effectiveness of our tuple

selection methods.

4.5.3 Discussion on Input Length of Summarization Model

How to set the input sequence length of the summarization model is also an important

issue. We conduct a series of experiments to analyze the input sequence length’s

impact on the performance of summarization models. Considering the constraint of

GPU memory size, we use the base model of LED as the backbone. We compare the
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performance of text-only, CG, GTF, and GCG methods over the inputs of different

lengths. Tables 4.14 and 4.15 show that these methods built on the base model with

longer inputs can surpass these methods based on the large model shown in Tables

4.3 and 4.4. When the GPU memory size is limited, using the base model with

longer inputs may be better. However, increasing input length does not always bring

performance gain. As shown in Fig. 4.6 and Fig. 4.7, all of these summarization

models improve when the input length is doubled. When the input length increases

from double to quadruple, models’ performance on the Liquidity subset improves,

while some models’ ROUGE scores on the ROO subset decrease. Longer inputs can

cover more salient information, which benefits generating informative summaries.

Meanwhile, longer inputs can also introduce more non-prominent content, making it

more difficult for summarization models to identify salient content. When adjusting

the input length, we should find a balance between covering salient information and

reducing non-prominent content to meet the requirements of various outputs.

4.5.4 Discussion on the Divide-and-Conquer Method

Existing autoregressive abstractive summarization methods still have difficulty in gen-

erating long text in terms of efficiency and quality [54, 105]. We adopt a divide-and-

conquer (DC) method [42], which decomposes the long summary generation problem

into multiple sub-problems of summary segment generation. These summary seg-

ments can be generated in parallel and merged as a final summary. We conduct

experiments comparing the performance of these summarization models with and

without the divide-and-conquer method. Fig. 4.6 and Fig. 4.7 show that DC can

bring additional performance gains even when the context length grows. When the

GPU memory size limits the model’s context length, DC can help the model pro-

duce better summaries with relatively short inputs. It reveals the effectiveness of the

divide-and-conquer method. To reduce the redundancy in the merged summary, we

add constraints to MMRG to avoid providing the same inputs for summarizers and
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Table 4.16: Evaluation results of template filling. EM denotes Exact Match.

Dataset Type Method EM

ROO

Gen

BART-base 71.71

BART-large 75.40

TAPEX-base 74.75

TAPEX-large 76.82

Ext

Bigbird-base 76.75

Bigbird-large 80.72

Longformer-base 77.88

Longformer-large 80.30

Liquidity

Gen

BART-base 73.13

BART-large 70.96

TAPEX-base 75.49

TAPEX-large 74.59

Ext

Bigbird-base 77.59

Bigbird-large 78.12

Longformer-base 78.31

Longformer-large 79.99

use trigram blocking in the summary generation process, as discussed in subsections

4.3.3 and 4.4.2. Besides, we train a separate model to generate each summary seg-

ment. Different segments of target summaries can supervise separate summarization

models to focus on different content.
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Table 4.17: Impact of template filling methods. TG and TF denote the template

generation and template filling methods. LF is the Longformer model.

TG TF R1/R2/RL NP/NC/NS

FINDSum-ROO

BigBird-

PEGASUS

Bigbird-base 53.90/21.81/22.76 14.16/27.7/18.74

Bigbird-large 54.07/21.93/22.85 15.27/29.99/20.24

LED
LF-base 53.51/21.50/22.78 14.08/28.48/18.84

LF-large 53.60/21.61/22.89 15.49/29.06/20.21

FINDSum-Liquidity

BigBird-

PEGASUS

Bigbird-base 53.52/19.45/19.86 21.14/30.16/24.86

Bigbird-large 53.66/19.56/19.97 21.96/30.52/25.54

LED
LF-base 53.75/19.71/20.03 20.64/31.04/24.79

LF-large 53.88/19.82/20.13 21.37/31.76/25.55

4.5.5 Discussion on Template Filling Methods

Template filling is the second stage in GTF methods introduced in subsection 4.3.2.

We model the template filling process as a question answering (QA) task. We use

each template sentence containing the placeholder as a question and the linearized

sequence of selected tuples as the context. We annotate a question answering dataset

based on FINDSum and employ extractive or generative QA models to find numerical

values from table content as answers to replace placeholders in questions. Considering

the requirements of template filling, we use exact match (EM) to evaluate template

filling methods. Table 4.16 shows that the Bigbird-large outperforms other baselines

on the ROO subset, while the Longformer-large performs the best on the Liquidity

subset. Besides, these extractive methods perform better than generative methods.

We find that generative methods still suffer from hallucinations and can generate

inaccurate numerical values. Compared with the backbone BART model [64], pre-
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Table 4.18: Evaluation results of tuple-to-text generation.

Dataset Method R-1 R-2 R-L BLEU

ROO

T5-base 45.45 24.77 28.84 12.20

T5-large 45.81 24.64 29.04 12.87

BART-base 42.08 20.45 25.86 10.57

BART-large 47.21 25.63 31.08 13.14

Liquidity

T5-base 48.90 28.34 31.98 15.44

T5-large 49.03 28.05 32.02 15.86

BART-base 45.71 24.75 29.28 13.66

BART-large 49.78 28.24 32.59 16.05

training on table-related tasks brings performance gain to the TAPEX model [71].

Table 4.17 compares the impact of different template filling methods on the quality

of generated summaries when using the same template generation method. As shown

in Table 4.16, the large models of Bigbird and Longformer perform better than their

base models in template filling. These better template filling methods benefit the NP,

NC, and NS scores of produced summaries. Presenting accurate numerical values is

essential for financial reports’ summaries. Template filling methods have less impact

on ROUGE scores because there are many fewer numerical values than words in target

summaries.

4.5.6 Discussion on Tuple-to-Text Generation Methods

As introduced in subsection 4.3.2, tuple-to-text generation is the first step in GCG

methods. We annotate a tuple-to-text generation dataset based on our FINDSum

dataset for training and evaluating various generators. These tuple-to-text generators
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Table 4.19: N-gram recall of tuple-to-text generation results on test sets of FINDSum-

ROO and FINDSum-Liquidity.

Top-N R-1 R-2 R-3 R-5 R-AVG

ROO

XGB

100 36.32 16.55 7.45 1.47 15.45

200 42.73 20.67 9.78 2.01 18.80

400 49.25 24.88 12.19 2.59 22.23

MLP

100 36.75 16.69 7.51 1.49 15.61

200 42.98 20.69 9.74 1.97 18.85

400 49.38 24.86 12.16 2.57 22.24

Liquidity

XGB

100 33.47 15.27 7.12 1.69 14.39

200 40.11 18.99 9.26 2.13 17.62

400 46.84 22.78 11.51 2.67 20.95

MLP

100 33.65 15.39 7.17 1.68 14.47

200 40.30 19.10 9.31 2.15 17.72

400 47.06 22.87 11.55 2.70 21.05

are evaluated by the ROUGE [67] and BLEU scores6 [95]. Table 4.18 depicts the

performance of different tuple-to-text generators on ROO and Liquidity subsets. The

large model of BART [64] performs the best on these two subsets, so we use it as

the tuple-to-text generator in GCG. Table 4.19 depicts that both the tuple selection

methods in the content selection step and the number of input tuples can affect

tuple-to-text generators’ performance.

6www.nltk.org/api/nltk.translate.bleu score.html. We report the cumulative 4-gram BLEU score.
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Table 4.20: Details of summarization models.

Model Architecture Params
Enc/Dec

Layers
Heads dmodel dff Input Len

Bigbirdbase Enc 127.5M 12 12 768 3,072 4,096

Bigbirdlarge Enc 359.1M 24 16 1,024 4,096 4,096

Longformerbase Enc 148.7M 12 12 768 3,072 4,098

Longformerlarge Enc 434.6M 24 16 1,024 4,096 4,098

BARTbase Enc-Dec 139.4M 6 12 768 3,072 1,024

BARTlarge Enc-Dec 406.3M 12 16 1,024 4,096 1,024

PEGASUSlarge Enc-Dec 570.8M 16 16 1,024 4,096 1,024

LEDbase Enc-Dec 161.8M 6 12 768 3,072 16,384

LEDlarge Enc-Dec 459.8M 12 16 1,024 4,096 16,384

BigBird-PEGASUS Enc-Dec 577.1M 16 16 1,024 4,096 4,096

T5base Enc-Dec 222.9M 12 12 768 3,072 512

T5large Enc-Dec 737.7M 24 16 1,024 4,096 512

LongT5large Enc-Dec 783.2M 24 16 1,024 2,816 4,096

TAPEXbase Enc-Dec 139.4M 6 12 768 3,072 1,024

TAPEXlarge Enc-Dec 406.3M 12 16 1,024 4,096 1,024

4.5.7 Case Study

We conduct a case study to compare and analyze summaries generated by different

models. Fig. 4.8 has two parts. Its left part shows some fragments of input text

and tables from one example in the FINDSum-Liquidity. The right part presents

fragments in the target summary and different models’ output summaries. When

comparing these summaries, we find that our GCG, CG, and GTF methods can

generate quantitative descriptions of some critical items in tables. The text-only

baseline BigBird-PEGASUS focuses more on narratives in the input text. Without

tabular data as evidence, most of the numerical values generated by the BigBird-

PEGASUS are inaccurate. It reflects the importance of incorporating tables when
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summarizing report documents.

GCG method’s input is the concatenation of input text and generated text descrip-

tions of selected tabular data, which differs from the CG method. The summary

generated by GCG focuses more on descriptions of tables. Unlike the GCG method,

the CG method needs to handle text-to-text and tuple-to-text generation simulta-

neously, which is quite challenging. The generated summary reflects that the CG

method can find a balance for its focus on text and table content. The accuracy of

its tuple-to-text generation needs further improvements. As for the GTF method, it

enumerates many critical items in its generated summary, but it does not mention

these items’ values. As discussed in subsection 4.5.1, the GTF method’s performance

is mainly limited by the template generation process. If the generated template does

not add or add placeholders in the wrong positions, the template filling step cannot

produce quantitative descriptions correctly.

Some items mentioned in the target summary need numerical reasoning over tabular

data. For example, the item ”changes in our operating assets and liabilities” has

many components. Although its value is not shown in the table, we can calculate it

by adding up all its components. Some items like ”non-cash charges” do not appear

in inputs. To handle these more complex cases, the summarization model needs

more knowledge about the relationships among all these items and better numerical

reasoning ability.

4.6 Chapter Summary

In this chapter, we propose a new task named long text and multi-table summariza-

tion, which generalizes the long document summarization from unimodal (text) sum-

marization to multimodal. Previous document summarization datasets and methods

are usually restricted to summarize the text content and exclude tables and figures
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from the input. In financial report documents, the key information can be distributed

across both textual and non-textual content. The absence of tabular data can restrict

the informativeness of generated summaries, particularly when summaries necessitate

the quantitative descriptions of vital metrics within tables. Existing summarization

methods and datasets fail to meet the demands of summarizing extensive textual

and tabular content within financial reports. To deal with the scarcity of available

datasets, we propose FINDSum, the first large-scale dataset for long text and multi-

table summarization. Besides, we present four types of summarization methods to

jointly consider the text and table content when summarizing reports. Additionally,

we propose a set of evaluation metrics assessing the utilization of numerical informa-

tion within the generated summaries.
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Figure 4.6: Impact of input length and Divide-and-Conquer (DC) on FINDSum-

Liquidity. Each summarizer has two parts of scores denoting w/ and w/o DC.
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Figure 4.7: Impact of input length and Divide-and-Conquer (DC) on FINDSum-ROO.

Each summarizer has two parts of scores denoting w/ and w/o DC.
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Input Output Summary

Target Summary: cash used in operating activities was $ 85.0 million , which consisted of a 
net loss of $ 94.4 million , adjusted by non-cash charges of $ 15.1 million and cash used due 
to changes in our operating assets and liabilities of $ 5.7 million. the non-cash charges 
consisted primarily of depreciation and amortization expense of $ 3.4 million , stock-based 
compensation of $ 5.3 million, and non-cash operating lease expense of $ 6.4 million. …
during the year ended december 31 , 2019 , cash provided by investing activities was $ 15.8 
million , which consisted of $ 113.0 million in proceeds from the maturity of marketable 
securities , offset by $ 81.0 million of purchases of marketable securities and $ 16.2 million of 
capital expenditures to purchase property and equipment. …

GCG-Bigbird: operating activities net cash used in operating activities was $ 85.0 million for 
the year ended december 31, 2019, primarily resulting from our net loss of $ 94.4 million, 
which was partially offset by non-cash charges of $ 50.0 million for depreciation and 
amortization, $ 0.7 million for stock-based compensation, and $ 6.4 million for operating 
lease expense. … net cash provided by investing activities was $ 15.8 million during the 
periods presented, primarily due to maturities of marketable securities of $ 64.3 million and 
purchases of property and equipment of $ 5.7 million offset by purchases of available-for-
sale marketable securities totaling $ 80.0 million …

CG-Bigbird: since our inception, we have incurred significant losses and negative cash 
flows from operations. we have an accumulated deficit of $ 221.0 million through december
31, 2019. we expect to incur substantial additional losses in the future as we conduct and 
expand our research and development activities and invest in our manufacturing facility. …
operating activities net cash used in operating activities was $ 81.0 million for the year ended 
december 31, 2019, and consisted primarily of a net loss of $ 94.4 million, partially offset by 
non-cash charges of $ 55.0 million and net cash provided by changes in our operating assets 
and liabilities of $ 15.8 million. the net loss was primarily due to an increase in the net 
deferred revenue of $ 4.3 million due to the timing of payments …
$ 5.3 million in stock-based compensation expense and $ 6.4 million in operating lease 
expense … net cash from investing activities for 2019 was $ 16.4 million and consisted 
primarily of maturities and purchases of marketable securities of $ 48.7 million …

GTF-Bigbird: since our inception, we have incurred significant losses and negative cash 
flows from operations. we have funded our operations to date primarily from private 
placements of our convertible preferred stock, the net proceeds from our initial public 
offering … net cash used in operating activities for the year ended december 31, 2019 was $ 
85 million and consisted primarily of our net loss of $ 94.4 million, partially offset by non-cash 
charges for stock-based compensation, depreciation and amortization, operating lease 
expense, net amortization of premiums and discounts on marketable securities and net 
changes in our operating assets and liabilities. … our investing activities consist primarily of 
purchases and maturities of marketable securities, purchases and sales of property and 
equipment, and purchases of intangible assets. …

BigBird-PEGASUS: since our inception, we have incurred significant losses and negative 
cash flows from operations. we have funded our operations to date primarily from private 
placements of our convertible preferred stock, the net proceeds from our initial public 
offering, … net cash used in operating activities was $ 64.6 million, primarily resulting from 
our net loss of $ 92.2 million and changes in our operating assets and liabilities, partially 
offset by non-cash charges totaling $ 19.9 million. … net cash from investing activities was $ 
( 20.0 ) million for the years ended december 30, 2019 and 2018, respectively. during the 
year, we purchased marketable securities totaling $ 20.0 million and purchased property and 
equipment, net of cash acquired, of $ 0.2 million and $ 0.1 million respectively, which were 
offset by maturities of marketable securities of $ 25.0 million …

Table 1: Statements of Cash Flows 
(In thousands)

2019

Net loss (94,433)

Adjustments to reconcile net loss to 
net cash used in operating activities:

Depreciation and amortization 4,745

Net amortization of premiums and 
discounts on marketable securities

(1,349)

Stock-based compensation 5,299

Non-cash operating lease expense 6,382

Changes in operating assets and 
liabilities:

… …

Deferred revenue (4,297)

… …

Purchase of marketable securities (80,979)

Maturities of marketable securities 112,993

Purchase of property and equipment (16,173)

… …

Table 2: (In thousands)

2019

Cash used in operating activities (85,011)

Cash provided by (used in) investing 
activities

15,841

… …

Input Text:
…
we have funded our operations to date primarily 
from private placements of our convertible 
preferred stock , the net proceeds from our initial 
public offering … we have incurred net losses 
each year since inception. our net losses were $ 
94.4 million, $ 64.8 million and $ 41.4 million for 
the years ended december 31, 2019, 2018 and 
2017, respectively. as of december 31, 2019, we 
had an accumulated deficit of $ 221.0 million …
since our inception, we have incurred significant 
losses and negative cash flows from operations . 
we have an accumulated deficit of $ 221.0 million
through december 31, 2019. we expect to incur 
substantial additional losses in the future as we 
conduct and expand our research and 
development activities. …

…

Figure 4.8: The input content and output summaries of an example from the

FINDSum-Liquidity. In these output summaries, the underlined content comes from

row names or cell values of input tables or input text fragments. The summary sen-

tences marked with dotted lines below are mainly derived from the input text, while

those marked with solid lines below mainly come from the input tables.
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Chapter 5

From Single Document to Multiple

Documents: Generating a

Structured Summary of Numerous

Academic Papers

5.1 Introduction

The number of published academic papers has been growing rapidly [2]. It becomes

more and more difficult for researchers to read through the numerous papers on the

research topics they are interested in. A summary of papers on a research topic can

help researchers quickly browse key information in these papers. As a type of human-

written summary, the survey paper can review numerous papers on each research

topic and guide people to learn the topic. However, writing a survey paper needs

a lot of time and effort, making it challenging to cover the latest papers and all

the research topics. The multi-document summarization (MDS) techniques [38, 70,

74] can be utilized to automatically produce summaries as a supplement to human-
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written summaries. To cover the latest papers and more research topics at a low

cost, people can flexibly adjust the input papers and let the summarization methods

produce summaries for these papers. Our target is to generate a comprehensive, well-

organized, and non-redundant summary for numerous papers on the same research

topic. To achieve this target, there are some challenging issues, including the scarcity

of available data, the organization of diverse content from different sources, and the

summarization models’ efficiency in processing long texts.

Although there have been some MDS datasets [38, 81], most of them focus on produc-

ing short and structureless summaries covering less than ten input documents, which

cannot meet the real needs of reviewing numerous papers on one research topic. To

deal with the scarcity of available data, we propose BigSurvey, the first large-scale

dataset for numerous academic papers summarization. It contains more than seven

thousand survey papers and their 434 thousand reference papers’ abstracts. Consider-

ing copyright issues, we collect these reference papers’ abstracts as input documents

for MDS. These abstracts can be regarded as summaries written by their authors,

which include these reference papers’ salient information.

These input abstracts usually have content on multiple aspects, including the back-

ground, method, objective, and results. It is challenging for a summary to organize

and present the diverse content from dozens of input documents. Compared with

the structureless summary, the structured summary contains multiple sections sum-

marizing particular aspects of input content and is found easier to read and more

welcomed by readers [48, 49]. To balance comprehensiveness and brevity, we built

two subsets of the BigSurvey to produce two-level summaries. The BigSurvey-MDS

focuses on producing comprehensive summaries, while the BigSurvey-Abs is built to

produce more concise summaries of these summaries in BigSurvey-MDS.

We make two assumptions for the structured summary of multiple papers on the

same topic. 1) The research topic’s descriptions on one aspect constitute a subset of

the union of related papers’ content on this aspect (e.g., the research topic’s back-
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Figure 5.1: An overview of our CAST method.

ground should be part of all the related papers’ backgrounds). 2) Each section of the

structured summary focuses more on the salient content in one subset mentioned in

1) (e.g., the summary’s background section focuses on the salient content in all the

reference papers’ backgrounds). Based on these assumptions, we propose category-

based alignment (CA) to align each section of the structured summary with a set of

input sentences classified as the same type.

As shown in Table 5.1, the average sum of input documents’ word numbers is close

to twelve thousand in each example of the BigSurvey dataset. The much longer in-

puts can introduce more noises, and the salient content can be more scattered, which

makes it more difficult to capture and encode the salient content. Long input se-

quences can also reduce the efficiency of summarization models since existing neural

models’ time or space complexity is usually highly correlated with the input sequence

length. To deal with the above problems, we propose a method named category-based

alignment and sparse transformer (CAST). As shown in Fig. 5.1, we use the BERT-

based sequential sentence classification (SSC) method and the sentence classification
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with context (SCC) method to classify input and output sentences. Then, we use

the category-based alignment to align the sets of input and target output sentences

classified as the same type and compose examples for training summarization mod-

els. We adopt the transformer with the sparse attention mechanism for abstractive

summarization. The sparse attention supports the encoder in modeling longer input

sequences with limited GPU memory. Our BigSurvey dataset and CAST method en-

able fine-tuning a large pre-trained model to generate structured summaries covering

dozens of input documents on an off-the-shelf GPU.

We benchmark advanced extractive and abstractive summarization methods as base-

lines on our BigSurvey dataset. To compare their performance, we conduct automatic

evaluation and human evaluation. Experimental results show that our proposed

CAST method outperforms these baseline models, and adding the category-based

alignment can bring extra performance gains for various summarization methods.

Our contribution is threefold:

• We build BigSurvey, the first large-scale dataset for numerous academic papers

summarization.

• We propose a method named category-based alignment and sparse transformer

(CAST) to summarize numerous academic papers on each research topic.

• We benchmark various summarization methods on our dataset and find that

adding the category-based alignment can bring extra performance gains for

various methods.
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Table 5.1: Comparison of our BigSurvey dataset to other summarization datasets.

”Pairs” denotes the number of examples. ”Words” and ”Sents” indicate the aver-

age number of words and sentences in input text or target summary. ”Doc Num”

represents the average number of input documents in each example. ”Cov.” is the ex-

tractive fragment coverage, ”Dens.” is the extractive fragment density, and ”Comp.”

is the compression ratio of target summaries.

Dataset Pairs
Words

(Doc)

Sents

(Doc)

Words

(Sum)

Sents

(Sum)

Doc

Num
Cov. Dens. Comp.

Multi-News 56.2k 2,103.5 82.7 263.7 10.0 2.8 0.69 3.1 6.3

Multi-XScience 40.5k 778.1 23.7 116.4 4.9 4.4 0.60 1.1 5.6

PubMed 133.2k 3,049.0 87.5 202.4 6.8 1 0.79 4.3 13.6

ArXiv 215.9k 6,029.9 205.7 272.7 9.6 1 0.87 3.8 39.8

BigSurvey-MDS 4.4k 11,893.1 450.1 1,051.7 38.8 76.3 0.81 1.5 11.3

BigSurvey-Abs 7.1k 12,174.5 463.8 170.1 6.4 1 0.83 3.5 71.6

5.2 BigSurvey Dataset

In this section, we first present our data sources and procedures of data collection and

pre-processing. And then, we introduce our BigSurvey dataset1. We also conduct

descriptive statistics and in-depth analysis of our dataset and compare them with

other commonly used document summarization datasets.

1Our dataset: https://github.com/StevenLau6/BigSurvey
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5.2.1 Data Collection and Pre-processing

We collect more than seven thousand survey papers from arXiv.org 2, download their

PDF files by their DOIs, and parse these files with a tool named science-parse3. We

can extract the bibliography information (e.g., reference papers’ titles and authors)

from parsing results. Based on these survey papers’ bibliography information, we

collect their reference papers’ abstracts from Microsoft Academic Service (MAS) [121]

and Semantic Scholar [1]. We collected more than 434 thousand reference papers in

total.

In the pre-processing stage, we first filter out invalid samples from collected data.

Specifically, downloaded files that are duplicated or cannot be parsed properly (e.g.,

some PDF files are scanned or incomplete) are removed. We also filter out out-

liers with too-short parsed texts in the survey papers or very few collected reference

papers. For each selected survey paper, we remove noises (e.g., the copyright infor-

mation before the first section and special symbols used to compose a style), extract

the abstract and introduction sections from these survey papers, and truncate their

reference papers’ abstracts. We lowercase these texts and use NLTK [10] to split

sentences and words. After that, we split the training (80%), validation (10%), and

test (10%) sets.

5.2.2 Dataset Description

BigSurvey is a large-scale dataset containing two-level target summaries for dozens

of academic papers on the same topic. The long summary aims to comprehensively

cover the reference papers’ salient content in different aspects, while the much shorter

summary is more concise and can be regarded as the summary of the long summary.

2These survey papers’ metadata are collected from a June 2021 dump

(https://www.kaggle.com/datasets/Cornell-University/arxiv)
3https://github.com/allenai/science-parse
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For these two-level summaries, we build two subsets: BigSurvey-MDS and BigSurvey-

Abs. Their statistical information is shown in Table 5.1. We will introduce their

definitions and properties separately.

BigSurvey-MDS. This subset focuses on producing comprehensive summaries cov-

ering numerous academic papers on one research topic. Each example in the BigSurvey-

MDS corresponds to one survey paper from arXiv.org. These survey papers usually

have tens or hundreds of reference papers. Considering copyright issues, BigSurvey-

MDS does not include these reference papers’ body sections and uses their abstracts

as input documents. These abstracts can be regarded as summaries written by their

authors, which include these papers’ salient information. For each survey paper, we

collect at most two hundred reference papers’ abstracts and truncate each of them

to no more than two hundred words. These truncated abstracts are used as input

documents of the BigSurvey-MDS.

The survey paper’s introduction section usually introduces a research topic’s back-

ground, method, and other aspects. We split the content of the survey paper’s in-

troduction into three sections (the background, method, and other) and use them to

compose the structured summary as the target in each example of the BigSurvey-

MDS. The content about the objective, result, and others are merged into the section

named others because we observe that these types of content appear less frequently

than the background and method in the survey papers’ introduction section. To

prepare these three sections in the target summary, we first collect the introduction

section from a survey paper. If there is no introduction section, we extract the sur-

vey paper’s first 1,024 words after the abstract part. Then, we classify sentences in

the introduction section and concatenate the sentences classified as the same type to

form the three sections in the target summary. We filter out the examples with too

short input sequences or target summaries. As shown in Table 5.1, BigSurvey-MDS’s

average input length, average output length, and average number of input documents
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Table 5.2: Coverage and density distributions of the BigSurvey.

Dataset
% of novel n-grams in target summary

unigrams bigrams trigrams 4-grams

Multi-News 17.76 57.10 75.71 82.30

Multi-XScience 42.33 81.75 94.57 97.62

PubMed 18.38 49.97 69.21 78.42

ArXiv 15.04 48.21 71.66 83.26

BigSurvey-MDS 37.39 76.46 93.87 98.04

BigSurvey-Abs 19.85 53.97 74.15 82.22

are much larger than previous MDS datasets.

BigSurvey-Abs. The body text of a survey paper can be regarded as a compre-

hensive and long summary of its reference papers. Meanwhile, the survey paper’s

abstract is a short summary of its body text. The subset named BigSurvey-Abs uses

these survey papers’ abstracts as target summaries, which aims to produce more con-

cise summaries of these survey papers’ body text. Considering the constraints of GPU

memory, we truncate these survey papers in our experiments. Specifically, we follow

the settings in [147, 149] to use the first 1,024 words as the input for transformer-

based models without sparse attention and use the first 3,072 words as the input for

transformer-based models with sparse attention. In this case, the input documents of

the BigSurvey-Abs highly overlap with the target summaries in the BigSurvey-MDS.

Therefore, the short summary in the BigSurvey-Abs can be regarded as the summary

of the long summary in the BigSurvey-MDS. Besides, the average input and output

lengths are similar to previous academic literature summarization datasets. Previous

text summarization methods should be able to adapt to the BigSurvey-Abs dataset.
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Figure 5.2: Coverage and density distributions of the BigSurvey.

5.2.3 Diversity Analysis of Dataset

To measure how abstractive our target summaries are, we report the percentage of

target summaries’ novel n-grams, which do not appear in input documents. Table 5.2

reflects that the abstractiveness of the BigSurvey-MDS subset is similar to that of

the Multi-XScience. The BigSurvey-Abs subset’s abstractiveness is lower than that

of the BigSurvey-MDS and Multi-XScience and is similar to other existing datasets.

Besides, we assess the extractive nature of BigSurvey’s subsets by three measures

defined by Grusky et al. [44], including the extractive fragment coverage, extractive

fragment density, and compression ratio. They can be calculated with Eq. 4.1. The

extractive fragment coverage measures the percentage of words in the summary that

are part of an extractive fragment from the input document. The extractive frag-

ment density assesses the average length of the extractive fragment where each word

104



5.3. Method

in the target summary belongs. The compression ratio is the word ratio between the

input documents and their target summaries. The results of these three measures

are visualized using kernel density estimation. Fig. 5.2 shows that three summary

sections in the BigSurvey-MDS subset have similar distributions in coverage and den-

sity. Their densities are low, and their coverages vary in a relatively large range. The

BigSurvey-Abs subset varies largely along the y-axis (extractive fragment density),

which suggests varying writing styles of target summaries.

5.3 Method

In this chapter, we propose a solution named category-based alignment and sparse

transformer (CAST) to summarize numerous academic papers on one research topic.

CAST contains three main components: the BERT-based sentence classification with

context (SCC) model, the sequential sentence classification (SSC) model, and the

transformer-based abstractive summarization model with sparse attention.

Each section of the structured summary usually focuses on a specific aspect of the con-

tent from input documents. To prepare each summary section’s content, we classify

sentences in the extracted introduction section of a survey paper and merge sentences

classified as the same type. We design a method named sentence classification with

context (SCC) to classify these sentences. Given a sentence and the sentences before

and after it, we concatenate them as the input for the sentence classification model

based on a pre-trained model (e.g., BERT [32] or RoBERTa [79]). We train the SCC

model on the labeled sentences from the CSABST dataset [24], in which each sentence

is annotated as one of 5 categories: background, objective, method, result, and other.

To deal with the above problem, we use category-based alignment (CA) to align

each summary section with input sentences classified as the same type. The aligned

input text and target summary compose the example for model training. CA can be
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Table 5.3: Automatic evaluation results of each summary segment on the BigSurvey-

MDS test set.

Method
Background Method Other

R1/R2/RL R1/R2/RL R1/R2/RL

LexRank+CA 31.33/5.92/13.93 28.85/4.65/13.07 23.61/6.08/13.04

TextRank+CA 31.20/5.79/13.91 28.80/4.38/12.94 24.41/6.42/13.81

BART 31.96/5.73/14.96 28.61/4.97/14.32 23.87/5.74/13.50

BART+CA 33.05/6.21/15.40 29.22/5.22/14.57 25.39/6.58/14.44

PEGASUS 33.51/6.74/15.67 27.47/4.93/14.17 25.20/6.55/14.02

PEGASUS+CA 33.93/6.80/15.67 29.76/5.74/15.05 26.32/7.34/15.34

BigBird-

PEGASUS
34.31/6.78/15.54 29.46/5.47/14.43 26.07/6.66/14.24

LED 34.11/6.84/15.78 26.15/4.59/13.47 25.26/6.34/13.74

CAST-BigBird 34.56/6.96/15.55 30.83/5.95/15.03 26.90/7.47/15.45

CAST-LED 36.55/8.82/16.87 31.72/6.94/15.61 27.16/8.10/15.53

regarded as a content selection operation based on sentence classification, supporting

the summarization model to focus on specific aspects of input documents.

Considering that different sections of the structured summary can be written in dif-

ferent ways, we train multiple models to produce separate sections in the target

summary. To prepare the pairs of input and output for model training, aligning all

summary sections with the same input (one-to-many) is straightforward. Merged

from dozens of reference papers’ abstracts, the input text of each example in the

BigSurvey-MDS usually contains multiple aspects of content. For a summary sec-

tion focusing on a specific aspect, other aspects of input content can be regarded as

noises. Using the same input for producing different summary sections can make the

produced sections mix different aspects of content.
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Table 5.4: Automatic evaluation results of combined summary on the BigSurvey-MDS

test set.

Method R1/R2/RL

LexRank 35.85/8.59/14.22

LexRank+CA 37.92/8.56/14.63

TextRank 36.35/8.49/14.24

TextRank+CA 38.22/8.45/14.70

BART 37.64/8.45/15.69

BART+CA 40.21/9.38/16.06

PEGASUS 38.91/9.00/16.20

PEGASUS+CA 41.09/9.96/16.76

BigBird-PEGASUS 41.29/9.84/16.37

LED 39.79/9.42/16.05

CAST-BigBird 42.10/10.24/16.71

CAST-LED 43.13/11.64/17.35

Classifying sentences from reference papers’ abstracts can be defined as a sequential

sentence classification (SSC) problem. We follow the setting in [24] and train a BERT-

based SSC model on the datasets named CSABST [24]. We first use the SSC model to

classify the sentences in each reference paper’s abstract and then merge the sentences

classified as the same type. Our evaluation results show that the SSC model can

outperform the SCC model in abstract sentence classification. Considering the target

summary in BigSurvey-MDS is usually much longer than the samples in the CSABST

and the max length limit of the BERT model, it is not appropriate to use the SSC

model trained on the CSABST to classify the target summary’s sentences. Therefore,

we utilize the SSC model to classify input sentences and the SCC model to classify

sentences in the target summary.
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The original transformer model’s encoder adopts the self-attention mechanism scaling

quadratically with the number of tokens in input sequences [131]. It is prohibitively

expensive for the long input sequence [20] and precludes fine-tuning large pre-trained

models with limited computational resources. Some transformer models’ variants

adopt sparse attention mechanisms to reduce the complexity. For example, BigBird

[147] and Longformer [6] combine three different types of attention mechanisms and

scale linearly with sequence length. Considering the constraint of GPU memory, our

CAST model employs the pre-trained encoder with sparse attention to encode longer

input texts. Our CAST model has two versions: the CAST-BigBird employs the

BigBird [147] as the encoder, and the CAST-LED’s encoder is from the Longformer

[6].

5.4 Experiments

5.4.1 Baselines

In our experiments, we compare various extractive and abstractive summarization

models on our BigSurvey dataset. These models’ details are shown in Table 5.8.

LexRank and TextRank. Two unsupervised extractive summarizers are built on

graph-based ranking methods [37, 84].

CopyTransformer. Gehrmann et al. [41] add the copy mechanism [116] to the

transformer model for abstractive summarization.

BART. Lewis et al. [64] build a sequence-to-sequence denoising autoencoder that is

pre-trained to reconstruct the original input text from the corrupted text.

PEGASUS. [149] pre-train a transformer-based model with the Gap Sentences Gen-

eration (GSG) and Masked Language Model (MLM) objectives.
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BigBird-PEGASUS. Zaheer et al. [147] combine the BigBird encoder with the

decoder from the PEGASUS model.

Longformer-Encoder-Decoder (LED).LED [6] is built on BART and adopts the

local and global attention mechanisms in the encoder part, while its decoder part still

utilizes the original self-attention mechanism.

We fine-tuned large models of these pre-trained summarizers on BigSurvey’s training

set.

5.4.2 Experimental Setting

The vocabulary’s maximum size is set as 50,265 for these abstractive summarization

models, while the BERT-based classifiers use 30,522 as default. We use dropout with

the probability 0.1. The optimizer is Adam with β1=0.9 and β2=0.999. Summariza-

tion models use learning rate of 5e−5, while the classifiers use 2e−5. We also adopt

the learning rate warmup and decay. During decoding, we use beam search with a

beam size of 5. Trigram blocking is used to reduce repetitions. We adopt the imple-

mentations of PEGASUS, BigBird, and LED from HuggingFace’s Transformers [138].

The BART’s implementation is from the fairseq [93]. All the models are trained on

one NVIDIA RTX8000.

5.4.3 Results and Discussion

In our experiments, we train and evaluate various summarization models on the

BigSurvey-MDS and BigSurvey-Abs. We divide the BigSurvey-MDS into three sub-

sets and train three models producing separate sections in the target summary. In

this section, we report and analyze our experimental results.

To compare the quality of summaries produced by these models, we conduct au-

tomatic evaluation and report the ROUGE F1 scores [67], including the overlap of
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Table 5.5: Automatic evaluation results on the BigSurvey-Abs.

Method R-1 R-2 R-L

LexRank 30.93 8.53 15.54

TextRank 32.21 8.79 15.96

CopyTransformer 30.59 5.80 16.76

BART 35.28 9.71 17.89

PEGASUS 37.47 11.08 19.25

LED 38.57 11.52 19.36

BigBird-PEGASUS 39.75 12.60 20.11

Table 5.6: Human evaluation results on the test set of BigSurvey-MDS. ”Win” denotes

that the generated summary of our CAST-LED is better than that of the original

LED model in one aspect. ”Tie” represents that two summaries are comparable in

one aspect.

Win Lose Tie Kappa

Informativeness 39.5% 25.0% 35.5% 0.659

Fluency 28.5% 27.5% 44.0% 0.631

Non-Redundancy 33.0% 25.5% 41.5% 0.623

unigrams (R-1), bigrams (R-2), and longest common subsequence (R-L). We report

ROUGE scores of produced three summary sections and the combined summaries

for the BigSurvey-MDS in Tables 5.3 and 5.4. It shows that these abstractive sum-

marization models can outperform these extractive models on the BigSurvey-MDS.

Replacing the encoder’s self-attention mechanism with sparse attention mechanisms

can enable us to train transformer-based models on longer input texts with limited

GPU memory. The BigBird-PEGASUS and the LED outperform other transformer-

based models without sparse attention, which reveals that introducing longer input
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Table 5.7: Ablation study on the test set of BigSurvey-MDS. We report the ROUGE

scores of combined summaries. ”w/o sparse attn” denotes using the original self-

attention in the encoder. ”w/o CA” represents removing the category-based align-

ment.

R-1 R-2 R-L

CAST-LED 43.13 11.64 17.35

w/o sparse attn 40.21 9.38 16.06

w/o CA 39.79 9.42 16.05

w/o CA + LEDbase-8192 39.38 9.78 16.30

Table 5.8: Details of summarization models.

Model Architecture Params
Enc/Dec

Layers
Heads dmodel dff Input Len

CopyTransformer Enc-Dec 81.5M 4 8 512 2,048 512

BARTlarge Enc-Dec 406.3M 12 16 1,024 4,096 1,024

PEGASUSlarge Enc-Dec 570.8M 16 16 1,024 4,096 1,024

LEDlarge Enc-Dec 459.8M 12 16 1,024 4,096 16,384

BigBird-PEGASUS Enc-Dec 577.1M 16 16 1,024 4,096 4,096

text can benefit the quality of generated summaries.

The concatenation of input reference papers’ abstracts usually contains multiple as-

pects of content. It requires the summarization method to have a strong capability

of content selection to produce a summary section precisely covering a specified as-

pect. We compare the effects of applying different ways of alignment (one-to-many

or category-based alignment) on various summarization models. When using the

one-to-many alignment, we observe that the produced summary sections often mix

multiple aspects of content and have overlapping content in different sections. It

reveals that these summarization models still have difficulties in content selection,
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although they have supervision from target summaries. Tables 5.3 and 5.4 show that

introducing CA can bring extra performance gains for various summarization models.

It reflects the effectiveness of CA and the need to enhance summarization models’

capabilities of content selection. Combining the CA and the transformer model with

the sparse attention mechanism, CAST-LED outperforms other baseline models on

the BigSurvey-MDS.

Table 5.5 shows the evaluation results on the BigSurvey-Abs. These transformer-

based abstractive summarization models with sparse attention mechanisms also out-

perform other baselines. It reveals that modeling longer input text is also impor-

tant for summarizing survey papers in the BigSurvey-Abs. Besides, the pre-trained

sequence-to-sequence models outperform the model trained from scratch.

In addition to automatic evaluation, we performed a human evaluation to compare

two summarization models’ generated summaries in terms of their informativeness

(the coverage of input documents’ content), fluency (content organization and gram-

matical correctness), and non-redundancy (fewer repetitions). We randomly selected

50 samples from the test set of the BigSurvey-MDS. Four annotators are required to

compare two models’ generated summaries that are presented anonymously. We also

assess their agreements by Fleiss’ kappa [39]. Human evaluation results in Table 5.6

exhibit that our CAST-LED method outperforms the original LED model in terms

of informativeness and non-redundancy.

We also conduct the ablation study to validate the effectiveness of individual compo-

nents in our method. Table 5.7 shows that using the original self-attention to replace

the sparse attention mechanism in the encoder part or removing the category-based

alignment can lead to performance degradation. Besides, increasing the input se-

quence length cannot replace the CA. The longer inputs can introduce more noise,

and it is still difficult for summarization models to select the salient content on the

specific aspect without CA. The results verify the effectiveness of the sparse attention

mechanism and CA.
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5.5 Chapter Summary

In this chapter, we study how to summarize numerous academic papers about the

same topic into a structured summary. Existing multi-document summarization

(MDS) work usually focuses on producing an unstructured summary that encom-

passes only a limited number of input documents. Meanwhile, previous structured

summarization work focuses on summarizing each document into a multi-aspect sum-

mary. Existing methods and datasets fail to fulfill the demands of summarizing nu-

merous academic literature. We propose BigSurvey, the first large-scale dataset for

generating comprehensive summaries of numerous academic papers on each topic.

Besides, we propose the category-based alignment and sparse transformer (CAST) to

effectively arrange the diverse content from a large number of input documents while

simultaneously ensuring efficiency when processing long inputs.
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Chapter 6

From High-Resource to

Low-Resource: Low-Resource

Court Judgment Summarization

for Common Law Systems

6.1 Introduction

Common law systems rely on case precedents, which encompass not only judicial

decisions within a particular jurisdiction but also decisions from all jurisdictions

throughout the common law world [33]. Judges in common law jurisdictions need

to find similar precedents (prior cases) resolved in the past and refer to the ratio-

nale employed in previous decisions [9]. Court judgment documents typically contain

long text that comprehensively discusses each case and provides detailed explana-

tions of judges’ decisions. Reading previous cases’ judgment documents is crucial for

legal practitioners in common law jurisdictions. There exist massive reported cases

in common law jurisdictions, and the number of cases is still increasing [33], which
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makes it difficult for legal practitioners to read through abundant cases’ judgment

documents.

High-quality summaries of judgment documents can facilitate readers to quickly

browse key information. Nevertheless, employing legal experts to write summaries

costs a lot and has limited coverage of new or atypical cases’ judgments [58]. Alter-

natively, we can leverage automatic text summarization technology to generate sum-

maries for court judgments. Our objective is to enable computers to generate high-

quality court judgment summaries that are informative, coherent, and concise. To

accomplish this objective, we must address several problems: 1) the lack of datasets,

2) training supervised summarization models with very limited labeled data, 3) iden-

tifying the salient content dispersed within the long judgment document, and 4)

improving the efficiency of summarization models and training methods to process

long input documents and summaries.

There are very few court judgment summarization datasets. Some focus on civil law

jurisdictions [28, 43], while others concentrate on judgments from specific common

law jurisdictions [5, 120]. Considering judges need to compare similar precedents

across all common law jurisdictions [33], summaries of court judgments from multiple

common law jurisdictions are helpful for comparing and analyzing similar precedents

efficiently. The formats and content of court judgment documents vary across dif-

ferent jurisdictions. A summarization method that exhibits proficiency in processing

judgment documents from one jurisdiction may not perform well when applied to

judgments from other jurisdictions. Current summarization datasets are insufficient

to satisfy the demands of summarizing court judgment documents across multiple

common law jurisdictions and comprehensively evaluating judgment summarization

methods. In order to address the lack of datasets, we introduce CLSum, the first

large-scale dataset for summarizing multi-jurisdictional common law court judgment

documents. 1 CLSum has four subsets for court judgments from Canada, Australia,

1The CLSum dataset will be made publicly available upon publication.
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Figure 6.1: Our workflow of Court Judgment Summarization.

the United Kingdom, and Hong Kong SAR.

We propose a solution for low-resource court judgment summarization to address the

remaining three problems. Fig. 6.1 depicts six key steps in our solution, includ-

ing data collection, data cleaning, data augmentation, content selection, summary

generation, and evaluation.

Similar to other domain-specific tasks, court judgment summarization usually suf-

fers from the shortage of labeled data. Court websites in most jurisdictions publish

only a small number of judgment summaries of typical cases. Under this low resource

condition, summarization models’ few-shot and zero-shot performance are important.

We carry out extensive comparative experiments to analyze the effect of the training

set size on summarization models’ performance. In addition to selecting models with

good few-shot and zero-shot performance, expanding the dataset is another way to

improve summarization performance. To expand our CLSum’s training sets and re-

duce overfitting, we adopt the large language model (LLM) for data augmentation.

Meanwhile, we introduce legal knowledge into the prompts to constrain the LLM to

properly use legal concepts when synthesizing sample text in the data augmentation

process.

Another challenging issue is identifying and integrating the salient information scat-

tered in long judgment documents. Accordingly, our solution has a two-stage summa-

rization framework to deal with this issue from coarse to fine. The first stage, named
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salient content selection, can be regarded as a rough selection. The recall of essential

content that should be retained in summaries is maximized during the compression of

long inputs. Subsequently, the condensed inputs are passed to summarization mod-

els for fine-grained content selection and integration. Compressing long inputs also

improves the efficiency of summarization models. Further improving the efficiency

requires modifying the models and training methods to reduce complexity.

The complexity of the self-attention mechanism in the transformer model [131] ex-

hibits a quadratic increase with the input length. It can take up a lot of GPU

memory and limit transformer-based models’ efficiency. The model complexity can

be reduced by substituting the original self-attention mechanism with sparse atten-

tion mechanisms. Given the constraints of GPU memory size, models equipped with

sparse attention mechanisms can be pre-trained on longer text sequences and fine-

tuned to generate the full summary directly. For models pre-trained on the shorter

input sequences, we adopt a divide-and-conquer-based training strategy for generat-

ing summary segments, followed by merging them to form the final summary. To

further reduce the consumption of GPU memory and fine-tune large language mod-

els (LLMs) on off-the-shelf GPUs, we adopt some memory-efficient training tech-

niques, like gradient accumulation, gradient checkpointing 2, parameter quantiza-

tion [29, 139], memory-efficient optimizer [30, 104], and adding parameter-efficient

adapters [31, 55].

We adopt various summarization methods as baselines and evaluate them on our

CLSum dataset. For performance comparison, we carry out automatic evaluation

and human evaluation. Apart from the widely used Recall-Oriented Understudy for

Gisting Evaluation (ROUGE) scores [67] and the model-based BARTScore [145], we

design a legal knowledge enhanced evaluation metric named LTScore, which is based

on foundation models fine-tuned on the legal corpus. Legal texts usually contain more

legal terms compared to texts in the general domain. These terms should be used

2github.com/cybertronai/gradient-checkpointing
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accurately in court judgments and their respective summaries. Therefore, LTScore

assigns greater weights to legal terms in judgment summaries to better assess the

accurate usage of such legal terms.

The contribution of this work is threefold:

• We present CLSum, the first large-scale dataset for summarizing common law

court judgment documents from multiple jurisdictions.

• We are the first to employ large language models for data augmentation, sum-

mary generation, and evaluation in court judgment summarization.

• We design a legal knowledge enhanced evaluation metric named LTScore to

evaluate generated legal text.

6.2 CLSum Dataset

Common law court judgment summarization (CLSum) is a large-scale summariza-

tion dataset covering court judgments from four common law jurisdictions, including

Canada, Australia, the United Kingdom, and Hong Kong SAR. This section first

presents our procedures for collecting and pre-processing data. Subsequently, we de-

scribe four subsets in CLSum. Furthermore, we carry out statistics on CLSum and

perform a comparative analysis with other datasets.

6.2.1 Collecting and Pre-processing Data

Court judgment documents usually comprehensively discuss each case and explain

judges’ decisions. Electronic files of judgments are usually publicly available online.

Judiciaries usually publish judgment summaries of typical cases to the public. We col-

lected court judgment documents together with their summaries from court websites
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Table 6.1: Summarization datasets’ statistical information. ”Samples” is the sample

number in the dataset. ”Doc” and ”Sum” stand for the input document and target

summary. ”Sents” and ”Words” represent the mean number of sentences and words.

”Dens.” and ”Cov.” are the density and coverage of extractive fragments.

Dataset Samples
Sents

(Doc)

Words

(Doc)

Sents

(Sum)

Words

(Sum)
Dens. Cov.

CNN/DM 312,085 39.8 810.6 3.7 56.2 3.8 0.9

PubMed 133,215 87.5 3049.0 6.8 202.4 5.8 0.8

arXiv 215,913 205.7 6029.9 9.6 272.7 3.8 0.9

CLSum-CA 192 1,168 38,403 38 748 0.8 0.5

CLSum-HK 233 395 11,911 46 1,169 9.7 0.9

CLSum-UK 793 458 16,143 41 1,241 2.4 0.7

CLSum-AUS 1,019 630 20,485 19 592 1.4 0.6

in four jurisdictions.

After collecting thousands of court judgments’ HTML or PDF files, we parse these

files and extract their content. Then, we conduct a series of data pre-processing

operations, including eliminating noises, eliminating replicated examples and outliers

with excessively short content, and splitting three sets for training, validation, and

test.

6.2.2 Description of the CLSum’s Subsets

We collected multi-jurisdictional common law court judgment documents to build the

CLSum dataset. CLSum consists of four subsets, namely CLSum-CA, CLSum-HK,

CLSum-UK, and CLSum-AUS.
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CLSum-CA is collected from the website of the Supreme Court of Canada (SCC)3.

We collect the case briefs and corresponding judgment documents from 2018 to 2023.

CLSum-CA is the subset with the smallest number of samples.

CLSum-HK is collected from the legal reference system4. It covers typical cases

from multilevel courts, including the Coroner’s Court, Magistrates’ Court, District

Court (DC), High Court (HC), and Court of Final Appeal (CFA) in Hong Kong.

We collect these cases’ judgment documents and their press summaries from 2012 to

2023.

CLSum-UK is the subset focusing on the United Kingdom Supreme Court’s judg-

ment documents5. We collect British judgment documents and their press summaries

from 2009 to 2023.

CLSum-AUS is collected from the High Court of Australia’s website6. We collect

Australian judgment documents and their summaries from 2005 to 2023. CLSum-

AUS is the subset with the most samples.

6.2.3 Dataset Analysis

We conduct statistics on CLSum’s four subsets and perform a comparative analysis

with other datasets. As shown in Table 6.1, these four subsets’ input documents and

target summaries are much longer in comparison to existing datasets. The formats

and content of court judgments in these four subsets are different. CLSum-HK and

CLSum-CA have a few samples. CLSum-UK and CLSum-AUS have more samples.

Among these four subsets, CLSum-CA and CLSum-AUS have longer input documents

but shorter target summaries.

3www.scc-csc.ca/case-dossier/cb/index-eng.aspx
4legalref.judiciary.hk/lrs/common/contactus/contactus.jsp
5www.supremecourt.uk/decided-cases/
6www.hcourt.gov.au/publications/judgment-summaries/2023-judgment-summaries
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Table 6.2: The percentage of target summaries’ new n-grams.

Dataset unigrams bigrams trigrams 4-grams

arXiv 15.04 48.21 71.66 83.26

PubMed 18.38 49.97 69.21 78.42

CNN/DM 19.50 56.88 74.41 82.83

CLSum-CA 21.65 58.00 80.90 90.09

CLSum-HK 13.48 38.86 57.53 69.06

CLSum-UK 15.00 36.25 53.71 64.29

CLSum-AUS 11.65 37.69 58.01 70.53

In order to quantify the abstraction level of CLSum’s target summaries, Table 6.2

counts the ratio of target summaries’ n-grams that do not appear in the inputs.

Target summaries of CLSum-CA exhibit a greater number of new n-grams and a

higher abstraction level. The abstraction level of target summaries in CLSum-HK,

CLSum-UK, and CLSum-AUS is comparatively lower than that in other datasets.

Additionally, we utilize two measures [44], including the coverage and density of ex-

tractive fragments, to evaluate summarization datasets’ extractive nature. As shown

in Table 6.1, CLSum-HK’s coverage is similar to previous summarization datasets but

is higher than that of other subsets in CLSum. Among these four subsets, CLSum-CA

and CLSum-AUS have smaller coverage and density of extractive fragments. Fig. 6.2

depicts the visualization of distributions of two measures using kernel density esti-

mation. CLSum-HK and CLSum-UK subsets have high variability in density, which

suggests their target summaries are written in varying styles. Furthermore, the com-

pression ratio is calculated by dividing the word count of a document by that of its

corresponding summary.
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Figure 6.2: Distributions of extractive fragment coverage and extractive fragment

density. ”c” denotes the compression ratio.

6.3 Method

Summarizing court judgment documents under low resource conditions has several

problems, including: training supervised models with extremely limited labeled data,

identifying the salient content dispersed within the long judgment document, and

improving the efficiency of summarization models and training methods to process

long input documents and summaries. This section presents our solution to address

the aforementioned problems.

Fig. 6.1 depicts that our solution consists of six key steps: data collection, data

cleaning, data augmentation, content selection, summary generation, and evaluation.

Our data collection and cleaning procedures are introduced in subsection 6.2.1. After
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the first two steps, we conduct data augmentation to expand the training sets and

reduce overfitting to the limited training samples. Then, the content selection and

summary generation steps complete the selection and integration of key information

from rough to fine. Our evaluation step comprises both automatic evaluation and

human evaluation for assessing the summaries generated by various summarization

models. To the best of our knowledge, this is the first court judgment summarization

work adopting LLM in data augmentation, summary generation, and evaluation. This

section will introduce our methods for training supervised summarization models

with very limited labeled data, identifying salient content scattered in long judgment

documents, and improving the efficiency of the summarization model and its training

process.

6.3.1 Mitigating the Impact of Insufficient Labeled Samples

In most jurisdictions, courts only release a limited number of judgment summaries

for typical cases. The limited size of the labeled training set usually hinders the

performance of supervised models trained from scratch. It is essential to guarantee

the summarization model’s performance when generalizing to cases not seen dur-

ing training. Labeling large-scale datasets can cost a lot, while unlabeled data can

be easily collected from the Internet. Researchers pre-train foundation models with

self-supervised tasks on massive unlabeled data to learn better text representations.

These foundation models can provide good initialization and reduce the amount of

labeled training samples required for downstream tasks. By fine-tuning on the down-

stream task, these foundation models often outperform models trained on the same

task from scratch. To mitigate the impact of insufficient labeled samples from the

summarization model perspective, we evaluate diverse foundation models’ few-shot

and zero-shot performance on our CLSum dataset and select the best performing

model.
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Meanwhile, we also study mitigating the impact of insufficient labeled samples from

the data perspective. We propose knowledge-constrained rephrasing, an LLM-based

data augmentation method constrained by legal knowledge. We also compare it with

different data augmentation methods like back translation and rephrasing. These

data augmentation methods can expand the training sets and reduce overfitting to the

limited training samples. The back translation is a commonly used data augmentation

method. It first translates the text into another language (e.g., from English to

German) and then translates it back to the original language (e.g., from German to

English) [117]. The rephrasing method employs large language models to rephrase

each sentence in judgment documents and target summaries [26]. Legal texts usually

contain more legal terms compared to texts in the general domain. These terms must

be used correctly in court judgments and their summaries. Therefore, we propose

knowledge-constrained rephrasing, which introduces legal knowledge into the prompts

of LLMs to constrain the synthesized sentences to correctly use legal concepts in

the data augmentation process. These generated sentences are merged as new data

samples. We supplement the synthetic data into the training sets to alleviate the

impact of insufficient labeled data.

6.3.2 Salient Content Identification and Integration

Judgment documents in our CLSum datasets usually contain tens of thousands of

words, as depicted in Table 6.1. The salient content is dispersed within different parts

of these long judgment documents. Nonetheless, foundation models are commonly

pre-trained on text sequences that have a predetermined maximum length. When

abstractive summarization models cannot accept the entire document as input, com-

pressing the input length while preserving key information is important. Apart from

simply truncating the document, there exist more efficient content selection methods.

We conduct two-stage operations to identify and integrate the salient content from
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Table 6.3: Evaluation results of content selection methods. ”R1” is the unigram recall,

and ”Ravg” represents the mean value of the recalls of unigram, bigram, trigram, and

5-gram. ”Lead” represents the truncation method.

Method
CLSum-CA CLSum-HK CLSum-UK CLSum-AUS

R1 Ravg R1 Ravg R1 Ravg R1 Ravg

Lead 68.41 30.46 85.67 52.29 83.81 54.47 80.05 46.95

LexRank 69.10 30.61 85.61 52.38 83.15 53.84 85.83 50.91

TextRank 69.88 30.88 85.68 52.45 83.06 53.70 85.90 50.91

coarse to fine. The first stage, named salient content selection, can be regarded as a

rough selection. The recall of essential content that should be retained in summaries

is maximized during the compression of long inputs. Subsequently, the condensed

inputs are passed to summarization models for fine-grained content selection and

integration.

The step of content selection is designed to preserve the maximum key information

when compressing the input to a fixed length. We compare different methods’ per-

formance and mainly focus on their average recall of n-grams. Table 6.3 shows these

methods’ evaluation results on the training set of CLSum. We choose the most ef-

fective method for content selection in our subsequent experiments. Specifically, we

adopt TextRank for CLSum-CA, CLSum-HK, and CLSum-AUS and use truncation

for CLSum-UK.

6.3.3 Improving the Efficiency of Models and Training Meth-

ods

Most real-world applications not only face low data resources but also have the con-

straint of low computing resources. Especially when available computing resources are
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limited, how to improve the efficiency of model training and inference is an important

issue. Many summarization methods require large computing resources when pro-

cessing long documents, which limits their applications. In transformer-based models

[131], the self-attention mechanism’s complexity exhibits a quadratic increase with

the input length. It can take up a lot of GPU memory and limit models’ efficiency.

Moreover, the limited GPU memory size poses constraints on transformer-based mod-

els’ capability to model longer context. To improve summarization models’ efficiency,

we employ sparse attention mechanisms [6, 27, 45]. Summarization models employing

sparse attention mechanisms have the capability to model longer contexts with the

same size of GPU memory.

In addition to efficient models, efficient training methods can also expedite the train-

ing process. We adopt some memory-efficient training methods, like gradient accumu-

lation, gradient checkpointing 7, parameter quantization [29, 139], memory-efficient

optimizer [30, 104], and adding parameter-efficient adapters [31, 55]. For those mod-

els pre-trained on the shorter input sequences, we adopt a divide-and-conquer-based

training strategy for generating summary segments, followed by merging them to form

the final summary. Additionally, our two-stage summarization schema also reduces

the context length that neural summarization models need to model, thus reducing

the associated GPU memory consumption. These efficient training methods enable

us to fine-tune LLMs on lengthy inputs using one off-the-shelf GPU.

6.4 Experiments

6.4.1 Baselines

We employ various summarization methods as baselines and evaluate them on the

CLSum dataset. These models’ details are shown in Table 6.11.

7github.com/cybertronai/gradient-checkpointing
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TextRank and LexRank [37, 84] are graph-based ranking methods that are widely

employed in unsupervised extractive summarization.

Longformer-Encoder-Decoder (LED) [6] is built on the architecture of the BART

model [64] and employs sparse attention mechanisms to replace the original self-

attention mechanism within its encoder.

Legal-LED 8 is the LED model fine-tuned on the litigation releases of U.S. Securities

and Exchange Commission (SEC)9.

LongT5 [45] replaces the self-attention mechanism with a global-local attention

mechanism in the encoder part of T5 model [103] to model longer inputs.

LLaMA [129] is a collection of LLMs with parameter sizes ranging from 7B to 65B,

which are trained on publicly available data.

Vicuna [17] is a set of LLaMA models fine-tuned with user-shared ChatGPT con-

versation data.

GPT-3.5-turbo10 is the model employed in the ChatGPT. Its fine-tuning process

employs Reinforcement Learning from Human Feedback (RLHF) on the GPT-3.5

model [92].

6.4.2 Experimental Setting

For LED-based models (LED and Legal-LED), the vocabulary size is set as 50,265,

whereas LLaMA-based models (Vicuna and LLaMA) and LongT5 model utilize a

default vocabulary size of 32,000 and 32,128, respectively. When fine-tuning the

LED-based model, we set the learning rate to 5e−5. The LLaMA-based models and

LongT5 model use 2e−5 and 1e−3, respectively. We utilize the warmup and decay of

8github.com/nsi319/Legal-Summarizer
9www.sec.gov/litigation/litreleases.htm

10We adopt the GPT-3.5-turbo-0301 API from Azure Cloud
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the learning rate for all these models. As for the optimizer, we use Adam [60] with

β1 = 0.9 and β2 = 0.999 for LED-based models and Adafactor [119] for T5-based

models. When fine-tuning LLaMA and Vicuna models, we use 4-bit NormalFloat

(NF4), QLoRA, and 32-bit paged AdamW optimizer [31] to save GPU memory. Dif-

ferent foundation models are pre-trained on texts of different lengths. In the fine-

tuning stage, we predefine the maximum input length for each model to match its

input length during the pre-training. Given the constraints of GPU memory size,

models equipped with sparse attention mechanisms (e.g., LongT5, LED, Legal-LED)

can be pre-trained on longer text sequences. Their maximum input length is 16,384.

We fine-tuned them to generate the full summary directly. For models pre-trained

on the shorter input sequences (e.g., LLaMA and Vicuna), we utilize the divide-

and-conquer-based training strategy for generating summary segments, followed by

combining them to form the final summary. We employ the beam search, whose beam

size is five. We utilize the implementations of LongT5, LED, Legal-LED, and Vicuna

from HuggingFace’s Transformers [138] and LLaMA’s implementation from Touvron

et al. [129]. We fine-tune these models using one GPU named Nvidia RTX8000.

6.4.3 Evaluation Metrics

We carry out automatic evaluation and human evaluation for assessing the summaries

generated by various models. The automatic evaluation metrics we used can be

further divided into statistics-based evaluation metrics (e.g., ROUGE) and model-

based evaluation metrics (e.g., BARTScore). We not only employ commonly used

evaluation metrics but also propose novel evaluation metrics.

We present F1 scores of ROUGE [67] in our experimental results. Specifically, we mea-

sure overlaps of unigrams (R-1), bigrams (R-2), and the longest common subsequence

(R-L) between output summaries and target summaries.

128



6.4. Experiments

BARTScore =
m∑
t=1

ωt log p (yt | y<t,x, θ) (6.1)

BARTScore [145] is a model-based evaluation metric assessing the quality of generated

text by formulating it as a text generation task. Built on the pre-trained BART

model [64], BARTScore calculates the log probability of one text sequence y when

given another text sequence x. In Eq. 6.1, θ represents the given pre-trained BART

model’s parameters. Lewis et al. [64] set equal weight ωt for each token.

Compared with general documents, legal documents usually contain many specialized

expressions and domain knowledge. Compared with the BART model trained on

the general domain corpus, the models trained on legal instruments have a better

command of these specialized expressions and domain knowledge. To evaluate the

generated legal text, we design an evaluation metric named legal text score (LTScore).

LTScore employs foundation models (e.g., LED and Vicuna) fine-tuned on our legal

corpus to predict the log probability of each text sequence.

Legal texts usually contain more legal terms compared to texts in the general domain.

These terms must be used accurately in court judgments and their summaries. There-

fore, LTScore assigns greater weight to legal terms in judgment summaries to better

evaluate whether these legal terms are used correctly. LTScore can be calculated

according to the following formulas.
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LTScoreP =
m∑
t=1

ωt log p (candt | cand<t, ref, θ) (6.2a)

LTScoreR =
m∑
t=1

ωt log p (reft | ref<t, cand, θ) (6.2b)

LTScoreF1 =
2× LTScoreP × LTScoreR

LTScoreP + LTScoreR
(6.2c)

ωt =

1, if tokent /∈ gi

1 + eωgi , if tokent∈ gi

(6.2d)

ωgi =
Score(gi)− Score(G)min

Score(G)max − Score(G)min

gi ∈ G (6.2e)

The θ represents the given legal foundation model’s parameters. Eq. 6.2a and Eq.

6.2b calculate the precision and recall of LTScore. In Eq. 6.2c, the F1 score of

LTScore is the arithmetic average of its recall and precision. We adopt the LED and

Vicuna model [6] fine-tuned on our CLSum dataset to calculate log p in Eq. 6.2a and

6.2b. For each sample, we select the phrases appearing in the candidate sequence or

reference sequence from the glossary of legal terms11. We rank these selected phrases

according to their importance scores and then select the set of phrases G with top-

100 importance scores Score(G). In our experiments, we employ these phrases’ tf-idf

scores as their importance scores Score(G). The gi is the i-th phrase in the selected

top-100 phrases set G. Eq. 6.2e calculates the Min-Max normalized importance score

of gi as ωgi . Eq. 6.2d calculates the weight ωt of the t-th token tokent in the candidate

sequence or reference sequence. If the t-th token tokent is a part of the phrase gi, we

add the exponential weight of phrase gi to the t-th token’s weight wt.

LTScore enhances the adaptation to legal texts from two aspects: not only by injecting

legal knowledge through fine-tuning the base model on the legal dataset but also by

adjusting token weights to emphasize the precise use of legal terms.

11www.glossary.doj.gov.hk/
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Table 6.4: Automatic evaluation results on test sets of CLSum-CA. ”N examples”

denotes using N examples when fine-tuning models.

Method

CLSum-CA

0 examples 10 examples 50 examples 100 examples

R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL

LexRank 31.87/9.54/13.24 - - -

TextRank 32.03/9.36/13.57 - - -

GPT3.5 50.01/18.58/20.62 - - -

LLaMA7B 39.88/11.90/15.99 46.41/15.95/19.00 45.61/15.80/20.08 47.91/18.10/20.74

LLaMA13B 40.59/12.63/16.19 44.08/16.80/18.30 45.44/15.70/20.22 48.09/17.00/20.45

Vicuna7B 47.32/16.42/20.00 47.94/16.78/20.77 47.02/17.00/21.64 47.62/17.36/22.05

Vicuna13B 47.69/17.17/20.29 48.36/17.50/20.32 49.78/19.29/22.72 50.66/19.22/22.68

LongT5 23.29/6.08/10.23 48.97/12.79/18.10 52.77/19.23/21.15 55.85/19.98/21.48

LEDBase 23.63/6.83/11.58 51.41/16.76/20.75 55.10/19.39/21.36 54.57/19.63/21.32

Legal-LED 37.10/6.97/16.66 51.94/16.65/20.80 54.63/19.10/21.43 56.04/20.33/21.73

LEDLarge 23.87/6.80/10.79 54.37/17.29/20.85 56.27/19.52/21.54 57.23/21.15/22.65

Table 6.5: Automatic evaluation results on test sets of CLSum-HK. ”N examples”

denotes using N examples when fine-tuning models.

Method

CLSum-HK

0 examples 10 examples 50 examples 100 examples

R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL

LexRank 49.66/23.58/21.41 - - -

TextRank 51.50/24.36/23.65 - - -

GPT3.5 54.28/24.04/25.13 - - -

LLaMA7B 47.60/18.22/20.91 53.15/23.15/24.31 50.66/22.81/25.39 51.71/23.30/26.18

LLaMA13B 48.21/18.90/20.88 52.75/22.95/25.03 51.98/22.76/25.22 52.21/23.99/26.06

Vicuna7B 53.01/23.20/23.94 55.58/25.57/26.26 54.84/25.26/26.50 55.01/25.26/26.42

Vicuna13B 53.08/24.45/24.91 54.14/24.83/26.15 56.04/26.99/27.67 55.07/26.18/26.78

LongT5 46.73/16.63/19.32 51.35/19.38/21.39 55.36/24.81/23.50 56.29/26.67/24.85

LEDBase 47.26/18.16/19.85 53.03/21.36/21.89 53.62/23.52/22.65 55.56/25.47/23.04

Legal-LED 39.43/9.79/17.88 53.26/22.05/22.54 54.23/24.45/23.58 56.10/25.50/23.74

LEDLarge 47.03/17.27/19.97 53.96/22.52/22.42 53.61/22.93/22.23 56.43/26.49/24.92
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6.5 Results and Discussion

In this section, we exhibit our experimental results, and then we analyze and discuss

these results. We carry out automatic evaluation and human evaluation for assessing

the summaries generated by various summarization models. Furthermore, we carry

out comprehensive comparative experiments to find essential model components and

settings that are capable of improving summarization performance.

6.5.1 Summarization Results

We employ multiple metrics to assess the quality of the output summaries in the

automatic evaluation. Specifically, we adopt the F1 score of ROUGE [67]12, and some

model-based metrics, including BARTScoreF1 and our proposed LTScoreF1. We fine-

tune summarization models on training sets of increasing size (from zero examples to

hundreds of examples). Tables 6.4, 6.5, 6.6, and 6.7 report ROUGE scores of final

summaries.

Under the zero-shot setting, LLMs (GPT-3.5-turbo, LLaMA, and Vicuna) are com-

petitive on all subsets of our CLSum dataset. The zero-shot performance of some

pre-trained sequence-to-sequence models with hundreds of millions of parameters

(LongT5, LED, and Legal-LED) is not as good as that of unsupervised extractive

methods (LexRank and TextRank). As for the few-shot setting, even fine-tuning

on only a few examples can bring obvious performance gains for these abstractive

summarization methods, which validates the necessity of fine-tuning on downstream

tasks. Fig. 6.3, Fig. 6.4, Fig. 6.5, and Fig. 6.6 illustrate the impact of training set

size on the ROUGE-2 scores, BARTScore, and LTScore of the generated summaries.

In our human evaluation, we compare the outputs of summarization models based

on their informativeness (i.e., cover salient content of input documents), fluency

12github.com/bheinzerling/pyrouge
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Figure 6.3: Automatic evaluation result (ROUGE-2 Score) on CLSum.
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Figure 6.4: Automatic evaluation result (BARTScore) on CLSum.
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Figure 6.5: Automatic evaluation result (LTScore-LED) on CLSum.
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Figure 6.6: Automatic evaluation result (LTScore-Vicuna) on CLSum.
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Table 6.6: Automatic evaluation results on test sets of CLSum-UK. ”N examples”

denotes using N examples when fine-tuning models.

Method

CLSum-UK

0 examples 10 examples 50 examples 100 examples 500 examples

R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL

LexRank 60.28/26.86/22.84 - - - -

TextRank 60.62/27.22/25.39 - - - -

GPT3.5 57.05/25.51/24.10 - - - -

LLaMA7B 54.72/22.52/22.59 55.12/26.29/23.57 59.68/26.54/25.23 59.77/27.02/25.72 60.52/27.77/26.09

LLaMA13B 52.80/21.87/22.23 60.70/27.38/25.47 59.61/26.37/25.51 60.83/28.09/26.26 61.26/28.54/26.70

Vicuna7B 57.29/27.38/24.40 58.80/26.87/25.40 59.77/27.26/25.92 60.05/26.98/25.50 61.74/28.58/26.68

Vicuna13B 57.86/28.69/25.46 60.00/28.07/26.02 60.91/28.18/26.11 60.42/28.01/26.44 61.05/28.65/26.46

LongT5 52.32/19.68/20.40 55.47/23.24/22.38 57.80/25.81/24.13 58.07/25.99/24.48 58.51/26.73/25.89

LEDBase 56.08/21.52/21.43 59.61/24.19/22.00 60.23/26.59/23.48 60.28/27.64/24.37 62.06/29.40/25.30

Legal-LED 37.46/10.07/17.05 60.62/25.56/23.45 60.71/26.55/23.78 61.52/27.59/24.49 61.62/28.97/25.67

LEDLarge 49.02/17.91/20.85 59.33/24.28/22.55 60.78/26.79/24.05 61.42/27.78/24.58 61.78/28.90/26.28

(i.e., summary content is well organized and uses grammar appropriately), and non-

redundancy (i.e., less repetition in output summary). We selected 30 samples at

random from each CLSum subset’s test set. For each sample, three annotators as-

sess and compare the anonymously presented output summaries from two models.

Additionally, we evaluate the agreement among annotators using Fleiss’ kappa [39].

Table 6.8 exhibits our human evaluation results. Three models fine-tuned on each

entire subset are compared here. The CLSum-CA and CLSum-HK subsets have very

few samples in their training sets. On these two subsets, the Vicuna models per-

form worse than the LED model in terms of informativeness. Tables 6.1 and 6.2

present that target summaries’ average length is shorter in the CLSum-CA subset.

The shorter target summaries in the CLSum-CA comprise more new n-grams that are

absent in the input and exhibit lower coverage and density of extractive fragments.

Generating these more abstractive summaries can be difficult, particularly when the

summarization model is fine-tuned on a very small training set. We discover that Vi-

cuna models trained with the divide-and-conquer method on the CLSum-CA subset
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Table 6.7: Automatic evaluation results on test sets of CLSum-AUS. ”N examples”

denotes using N examples when fine-tuning models.

Method

CLSum-AUS

0 examples 10 examples 50 examples 100 examples 500 examples

R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL

LexRank 53.57/24.46/24.24 - - - -

TextRank 54.31/24.51/24.61 - - - -

GPT3.5 54.10/25.51/25.11 - - - -

LLaMA7B 40.55/15.75/18.88 58.07/27.92/28.29 58.11/29.28/30.22 57.08/29.32/30.53 57.77/30.69/30.81

LLaMA13B 43.41/17.44/19.74 57.73/27.61/27.85 57.37/29.49/30.67 59.19/30.96/31.05 59.32/31.60/32.16

Vicuna7B 57.27/27.53/27.03 57.27/29.65/29.20 56.80/29.42/29.49 57.27/30.01/30.40 57.66/30.13/30.47

Vicuna13B 57.33/27.36/26.75 55.03/27.45/27.27 55.70/28.58/29.52 56.41/29.12/29.95 57.73/30.41/30.95

LongT5 43.43/16.93/19.88 57.46/25.62/26.81 60.02/29.24/28.14 60.58/30.31/29.18 61.47/31.21/30.40

LEDBase 44.84/15.73/21.25 57.18/24.73/26.04 59.03/27.57/27.46 59.68/29.22/28.24 61.91/31.60/30.21

Legal-LED 42.28/11.08/19.78 57.97/25.72/26.63 59.84/28.85/28.16 60.00/29.37/28.52 61.86/31.74/30.24

LEDLarge 43.64/15.57/20.40 56.73/24.25/26.41 59.29/27.81/28.42 61.19/29.90/29.22 62.77/32.07/31.05

generate more redundant and less informative summary content than the LED model.

When there is a lack of training samples, the semantics of the generated summaries for

different segments become relatively concentrated and exhibit more repeated content.

Tables 6.1 and 6.2 also exhibit that the average length of target summaries is longer

in the CLSum-HK subset. These longer target summaries’ content is more diverse

and less abstractive. When employing divide-and-conquer, semantically dispersed

and longer target summaries for each segment will guide the summarization model to

focus on different content when summarizing different segments. The lack of training

samples in the CLSum-HK subset mainly affects informativeness and has less impact

on the redundancy of generated summaries. On the CLSum-UK and CLSum-AUS

subsets, the Vicuna models can outperform the LED model in informativeness, while

these models are comparable regarding fluency and non-redundancy. These results

verify that the training set size can affect the model acquiring the capacity to ef-

fectively summarize key information during fine-tuning, consequently influencing the

informativeness of output summaries.
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Figure 6.7: Correlation of automatic evaluation metrics.

Fig. 6.7 depicts the Pearson correlation among various evaluation metrics. The

correlation among ROUGE scores on different N-grams is high. BARTScore and

LTScore have a lower correlation with ROUGE scores. Introducing BARTScore and

LTScore as supplements facilitates a more comprehensive evaluation of the generated

results.

6.5.2 Discussion on the training set size

For models trained on the same training set, the larger models’ few-shot performance

is not always better than that of the smaller models. With the increase in the num-
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ber of training samples, the performance of LLMs (LLaMA and Vicuna) improves

slower than these smaller pre-trained sequence-to-sequence models (LongT5, LED,

and Legal-LED). This may be caused by two reasons: 1) When adopting the QLoRA

[31] technology, the number of trainable parameters is smaller than the entire model’s

parameter number. The small number of trainable parameters limits the new knowl-

edge that the model can learn during fine-tuning; 2) Compared with the training data

utilized in the pre-training stage and supervised fine-tuning (SFT) stage, the amount

of labeled samples used in our fine-tuning process is relatively small, thereby having

limited impact on model performance.

Finally, the performance of pre-trained models with hundreds of millions of parame-

ters (LongT5, LED, and Legal-LED) can exceed that of a large language model with

billions of parameters (LLaMA and Vicuna). Training smaller models with more la-

beled data can achieve comparable performance, which is critical to reducing the cost

of deploying models in real-world applications.

6.5.3 Discussion on SFT and RLHF

The Vicuna models [17] fine-tuned with user-shared ChatGPT conversations largely

surpass the original LLaMA models [129] in the zero-shot setting. Regarding the

few-shot performance, SFT can assist LLMs in achieving commendable results by

fine-tuning on a small set of labeled samples. Our experiment results verify the

effectiveness of SFT.

We discover that GPT-3.5-turbo 13 fine-tuned with RLHF [92] has difficulty in gener-

ating case statements. The RLHF process trains the model to avoid generating illegal

content. However, court judgment documents usually require an accurate statement

of the parties’ illegal facts, which are crucial bases for the judgment. RLHF used

on general domains is not suitable for legal text generation. It requires a specially

13We adopt the GPT-3.5-turbo-0301 API from Azure Cloud
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Table 6.8: Human evaluation results on CLSum dataset. “win” denotes that the

current model’s output summary surpasses that of LEDLarge model in one dimension.

Vicuna13B Vicuna7B

win lose tie kappa win lose tie kappa

CLSum-CA

Informativeness 23.3% 31.1% 45.6% 0.671 21.1% 26.7% 52.2% 0.618

Fluency 18.9% 21.1% 60.0% 0.623 17.8% 18.9% 63.3% 0.603

Non-Redundancy 27.8% 36.7% 35.6% 0.614 28.9% 33.3% 37.8% 0.648

CLSum-HK

Informativeness 24.4% 28.9% 46.7% 0.635 26.7% 27.8% 45.6% 0.638

Fluency 20.0% 22.2% 57.8% 0.634 21.1% 24.4% 54.4% 0.629

Non-Redundancy 17.8% 18.9% 63.3% 0.624 18.9% 20.0% 61.1% 0.677

CLSum-UK

Informativeness 37.8% 30.0% 32.2% 0.648 35.6% 31.1% 33.3% 0.649

Fluency 28.9% 25.6% 45.6% 0.655 26.7% 24.4% 48.9% 0.612

Non-Redundancy 17.7% 20.0% 62.2% 0.672 15.6% 16.7% 67.8% 0.636

CLSum-AUS

Informativeness 30.0% 28.9% 41.1% 0.662 28.9% 27.8% 43.3% 0.625

Fluency 26.7% 24.4% 48.9% 0.647 23.3% 22.2% 54.4% 0.629

Non-Redundancy 25.6% 26.7% 47.8% 0.668 20.0% 22.2% 57.8% 0.615

designed RLHF process to adequately cater to the complex requirements in the legal

field. Court judgment summarization models’ outputs should accurately and objec-

tively reflect the cases’ facts and the court’s decisions. There should be no factual or

logical errors. Parties from different groups should be treated fairly.
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Table 6.9: Evaluation results of summarization models trained on augmented

datasets.

Method

Full

Train Set
Rephrasing

Constrained

Rephrasing

Back

Translation

R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL

CLSum-CA

LLaMA-7B 47.91/18.10/20.74 46.41/16.79/21.24 52.17/19.46/22.39 39.91/12.06/21.18

LLaMA-13B 48.09/17.00/20.45 45.90/17.09/21.56 51.02/19.41/22.70 47.21/17.30/21.94

Vicuna-7B 47.62/17.36/22.05 47.92/17.47/23.10 52.45/19.65/22.80 43.22/14.92/21.48

Vicuna-13B 50.66/19.22/22.68 49.93/18.86/23.06 51.02/18.49/21.79 49.39/18.70/22.36

LongT5 55.85/19.98/21.48 55.01/19.88/21.73 55.31/20.18/21.84 55.62/19.93/21.70

LED-Base 54.57/19.63/21.32 53.28/19.57/21.39 54.94/20.08/22.10 52.75/19.29/20.80

Legal-LED 56.04/20.33/21.73 53.95/19.95/21.63 54.95/20.64/22.13 55.09/20.29/21.56

LED-Large 57.23/21.15/22.65 56.64/21.17/22.17 56.62/21.72/22.81 56.50/21.00/22.28

Average Improvement % -2.14/-1.32/1.65 2.82/4.82/3.29 -4.62/-6.41/0.20

CLSum-HK

LLaMA-7B 51.71/23.30/26.18 52.14/23.66/25.72 53.39/24.04/25.76 52.40/23.58/24.83

LLaMA-13B 52.21/23.99/26.06 53.15/24.76/26.24 53.53/24.67/26.83 53.06/23.84/26.06

Vicuna-7B 55.01/25.26/26.42 54.32/25.32/26.24 54.71/25.27/26.15 54.64/24.94/26.07

Vicuna-13B 55.07/26.18/26.78 55.30/25.96/26.98 56.31/26.45/27.02 54.87/25.14/26.17

LongT5 56.29/26.67/24.85 55.92/26.57/25.14 55.80/26.39/25.21 55.40/26.10/24.43

LED-Base 55.56/25.47/23.04 53.98/24.66/23.36 55.89/24.72/24.03 55.05/25.51/24.19

Legal-LED 56.10/25.50/23.74 55.46/25.82/24.20 56.12/25.36/24.85 55.88/26.10/24.13

LED-Large 56.43/26.49/24.92 56.69/27.04/25.37 57.15/26.44/25.52 55.75/25.85/24.41

Average Improvement % -0.30/0.49/0.66 1.06/0.29/1.76 -0.27/-0.84/-0.73

CLSum-UK

LLaMA-7B 60.68/27.65/26.04 60.83/28.29/26.68 60.47/27.14/25.90 60.37/27.37/26.05

LLaMA-13B 61.13/28.49/26.52 60.81/28.21/26.29 60.69/28.44/26.75 61.27/28.99/27.12

Vicuna-7B 61.42/29.04/26.83 61.58/29.28/27.10 61.63/29.46/27.30 61.53/28.78/26.77

Vicuna-13B 61.47/29.15/27.07 61.48/29.37/27.38 61.27/28.71/27.16 61.44/29.24/27.00

LongT5 59.62/28.08/26.64 59.76/27.81/26.22 60.27/28.62/26.86 60.54/29.23/26.93

LED-Base 62.18/28.92/25.91 62.63/29.52/26.58 62.41/30.81/27.41 61.61/28.49/26.02

Legal-LED 62.59/29.37/25.93 62.43/29.51/26.63 62.43/30.68/27.57 62.05/28.67/25.94

LED-Large 61.55/29.09/26.27 61.38/28.80/26.64 62.50/31.16/28.17 61.98/29.41/26.81

Average Improvement % 0.05/0.44/1.11 0.21/2.24/2.82 0.04/0.19/0.68

CLSum-AUS

LLaMA-7B 56.24/28.56/28.71 55.87/28.92/29.38 57.27/26.07/26.39 56.78/28.93/29.29

LLaMA-13B 58.76/31.04/30.64 58.69/31.03/30.70 57.81/30.02/29.74 58.25/31.10/30.73

Vicuna-7B 57.95/30.46/30.77 58.18/27.92/27.64 57.84/30.10/30.70 57.17/29.88/30.33

Vicuna-13B 58.17/30.51/30.86 58.10/30.71/30.98 57.17/30.30/31.27 58.57/31.22/30.96

LongT5 61.99/31.82/31.55 60.90/30.51/30.31 61.57/31.52/31.18 60.89/30.77/30.74

LED-Base 62.65/32.38/30.92 61.75/31.63/30.52 63.14/35.19/33.32 62.40/32.14/30.84

Legal-LED 62.42/32.11/30.54 61.61/31.70/30.47 62.77/34.44/32.61 62.27/31.88/30.78

LED-Large 62.64/32.78/31.57 62.44/32.38/31.14 62.72/32.66/31.27 63.07/33.01/31.47

Average Improvement % -0.66/-1.92/-1.76 -0.11/0.09/0.31 -0.29/-0.27/-0.14
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Table 6.10: Effect of the amount of trainable parameters in the QLoRA adapter.

Dataset Method
Rank=8 Rank=16 Rank=32

R1 / R2 / RL R1 / R2 / RL R1 / R2 / RL

CLSum-CA

LLaMA-7B 47.91/18.10/20.74 40.35/13.40/20.93 42.04/13.09/21.49

LLaMA-13B 48.09/17.00/20.45 48.54/14.42/19.16 46.86/16.50/20.91

Vicuna-7B 47.62/17.36/22.05 48.26/17.47/22.49 46.22/16.13/22.39

Vicuna-13B 50.66/19.22/22.68 49.66/19.04/22.29 50.44/19.14/22.84

CLSum-HK

LLaMA-7B 51.71/23.30/26.18 53.73/24.31/26.32 53.64/24.25/26.16

LLaMA-13B 52.21/23.99/26.06 54.13/25.31/26.61 54.89/25.83/26.90

Vicuna-7B 55.01/25.26/26.42 55.02/25.20/26.40 55.13/25.82/26.58

Vicuna-13B 55.07/26.18/26.78 55.82/27.25/27.54 55.82/26.95/27.00

CLSum-UK

LLaMA-7B 60.68/27.65/26.04 61.04/27.88/26.05 60.55/27.96/26.21

LLaMA-13B 61.13/28.49/26.52 60.75/28.19/26.34 60.52/28.14/26.03

Vicuna-7B 61.42/29.04/26.83 61.45/28.44/26.56 61.19/28.80/26.47

Vicuna-13B 61.47/29.15/27.07 61.30/28.42/26.71 60.93/28.66/26.81

CLSum-AUS

LLaMA-7B 56.24/28.56/28.71 56.21/28.61/28.95 56.32/28.55/28.82

LLaMA-13B 58.76/31.04/30.64 59.15/31.82/31.81 58.62/31.35/31.60

Vicuna-7B 57.95/30.46/30.77 56.98/30.14/30.35 57.45/30.34/31.00

Vicuna-13B 58.17/30.51/30.86 57.19/30.09/30.94 57.88/30.56/30.94

6.5.4 Discussion on data augmentation methods

The performance of supervised models trained from scratch is typically constrained

by the training set size. As introduced in subsection 6.3.1, we adopt and compare

different data augmentation methods, including rephrasing, knowledge-constrained

rephrasing, and back translation, to expand the training sets and reduce overfitting

to the limited training samples. In our experiments, we doubled the training set size

using each data augmentation method. Table 6.9 shows the impact of three data

augmentation methods on summarization results. These data augmentation methods
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Table 6.11: Details of summarization models.

Model Architecture Params
Enc/Dec

Layers
Heads dmodel dff Input Len

LEDbase Enc-Dec 161.8M 6 12 768 3,072 16,384

LEDlarge Enc-Dec 459.8M 12 16 1,024 4,096 16,384

Legal-LED Enc-Dec 161.8M 6 12 768 3,072 16,384

LongT5base Enc-Dec 247.6M 12 12 768 2,048 16,384

LLaMA7B Dec Only 6.7B 32 32 4,096 11,008 2,048

LLaMA13B Dec Only 13.0B 40 40 5,120 13,824 2,048

Vicuna7B Dec Only 6.7B 32 32 4,096 11,008 2,048

Vicuna13B Dec Only 13.0B 40 40 5,120 13,824 2,048

bring different performance gains to summarization models trained on different sub-

sets of CLSum. Experimental results verify that our proposed knowledge-constrained

rephrasing method is helpful in the absence of labeled data. As shown in Table 6.1,

CLSum-CA has the smallest training set. Data augmentation methods bring the

most significant performance gain to summarization models trained on this subset.

CLSum-AUS has the largest training set. Data augmentation methods bring marginal

performance gain to models trained on that subset. This verifies that our data aug-

mentation method primarily mitigates the impact of insufficient labeled data. The

original rephrasing method and back translation method can benefit the ROUGE-

L scores, but they often yield negative effects on ROUGE-1 and ROUGE-2 scores.

Without the constraints of legal knowledge, there may be many errors in the data

synthesized by data augmentation, which can adversely affect the summarization per-

formance. Adding constraints in the rephrasing process can ensure the accurate use

of legal terms in the synthesized data. This helps train models to accurately use

relevant terms when generating judgment summaries.
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6.5.5 Discussion on adapters’ trainable parameters

The adapter is a small set of trainable parameters added to the large language models.

We use the Low-rank Adapter (LoRA) [31, 55] to reduce the consumption of GPU

memory when fine-tuning LLaMA and Vicuna models. As shown in Eq. 6.3, LoRA

supplements the original linear projection h = W0x with an additional factorized

projection. During training, W0 ∈ Rd×k remain unchanged, whereas A ∈ Rr×k and

B ∈ Rd×r, which have a rank r ≪ min(d, k), comprise trainable parameters.

h = W0x + ∆Wx = W0x + BAx (6.3)

Table 6.10 shows the impact of LoRA’s rank r on summarization results. The number

of trainable parameters in the adapters expands as the rank r increases. Results show

that increasing the LoRA’s rank r does not necessarily improve the generated sum-

maries. The primary constraint on the model performance stems from the inadequate

quantity of training samples.

6.6 Chapter Summary

In this chapter, we introduce CLSum, a large-scale summarization dataset covering

court judgments from four common law jurisdictions, including the United Kingdom,

Canada, Australia, and Hong Kong SAR. Besides, we propose a foundation model-

based solution for the low-resource court judgment summarization. We present a

series of methods to deal with three challenges: 1) identifying the salient information

scattered in the long document, 2) training supervised models with very limited la-

beled data, and 3) improving models’ efficiency in processing long inputs and outputs.

Additionally, we propose an evaluation metric named LTScore to assess the quality

of the generated legal text. We benchmark advanced extractive and abstractive sum-

marizers as baselines on our CLSum dataset. Our experimental results verify that the
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foundation model-based summarization methods can perform well in the few-shot or

zero-shot settings.
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Conclusions and Future Directions

7.1 Conclusions

In this thesis, I study neural abstractive summarization for long documents. When

generalizing the summarization research from short documents to long documents,

various new challenges arise. Firstly, the scarcity of large-scale datasets limits the

long document summarization research. The labeled dataset is necessary for training

and evaluating summarization methods. Secondly, it is difficult to completely identify

and encode multi-granularity salient content scattered in a large amount of input

content. Thirdly, integrating multi-document and multimodal salient content into

the generated summaries is also challenging. Additionally, evaluating the quality

of generated summaries from different aspects is also an important issue. Last but

not least, improving the efficiency of model training and inference is challenging,

especially when summarizing very long documents. To tackle the above challenges,

I built multiple large-scale datasets, novel summarization methods, and evaluation

metrics.

Specifically, I review existing work on neural abstractive summarization in Chapter

2. I first briefly introduce the taxonomies of existing document summarization work.
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Then, I illustrate the development of neural abstractive summarization methods,

including the RNN-based, transformer-based (trained from scratch), and pre-trained

foundation model-based methods. I also introduce existing document summarization

datasets.

In Chapter 3, I propose the key phrase aware transformer (KPAT), a lightweight

model achieving great performance on multiple abstractive summarization tasks. This

work focuses on enhancing the transformer encoder to completely encode the key

phrases in input documents. I present the highlighting mechanism incorporating the

prior knowledge of key phrases when calculating attention weights for tokens within

key phrases.

In Chapter 4, I propose a new task named long text and multi-table summarization,

which generalizes the long document summarization from unimodal (text) summa-

rization to multimodal. Previous document summarization datasets and methods are

usually restricted to summarizing the text content and excluding tables and figures

from the input. In financial report documents, the key information can be distributed

across both textual and non-textual content. The absence of tabular data can restrict

the informativeness of generated summaries, particularly when summaries necessitate

the quantitative descriptions of vital metrics within tables. Existing summarization

methods and datasets fail to meet the demands of summarizing extensive textual

and tabular content within financial reports. To deal with the scarcity of available

datasets, this work builts FINDSum, the first large-scale dataset for long text and

multi-table summarization. Besides, this work presents four types of summarization

methods to jointly consider the text and table content when summarizing reports.

Additionally, this work designs a set of evaluation metrics assessing the utilization of

numerical information within the generated summaries.

In Chapter 5, I study how to summarize numerous academic papers about the same

topic into a structured summary. Existing multi-document summarization (MDS)

work usually focuses on producing an unstructured summary that encompasses only

148



7.1. Conclusions

a limited number of input documents. Meanwhile, previous structured summariza-

tion work focuses on summarizing a single document into a multi-aspect summary.

Existing methods and datasets fail to fulfill the demands of summarizing numerous

academic literature. This work builts BigSurvey, the first large-scale dataset for gener-

ating comprehensive summaries of numerous academic papers on each topic. Besides,

this work proposes the category-based alignment and sparse transformer (CAST) to

effectively arrange the diverse content from a large number of input documents while

simultaneously ensuring efficiency when processing long inputs.

Finally, I illustrate our work on low-resource court judgment summarization. Judges

in common law systems need to find similar precedents in all common law juris-

dictions and refer to the reasoning in previous decisions. There exist hundreds of

thousands of reported cases in common law jurisdictions, and the number of cases is

still increasing. It can be challenging for legal practitioners to read through abundant

cases’ judgment documents. This work aims to let the computer generate high-quality

court judgment summaries, which can help readers quickly browse key information

in long judgment documents. To deal with the scarcity of available datasets, this

work builts CLSum, the first large-scale dataset for summarizing common law court

judgment documents from multiple jurisdictions. Like other domain-specific tasks,

court judgment summarization usually suffers from the shortage of labeled samples.

To address this challenge, this work proposes a foundation model-based solution for

the low-resource court judgment summarization. To the best of our knowledge, this

work is the first to employ large language models for data augmentation, summary

generation, and evaluation in court judgment summarization. Additionally, this work

designs an evaluation metric named LTScore to assess the quality of the generated

legal text.
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7.2 Future Directions

Although this thesis presents several novel datasets, methods, and evaluation met-

rics for long document summarization, there are still several open problems to be

addressed in the future. I list the open problems and future directions as follows:

• Controllability of abstractive summarization models: Ensuring controllability

of text generation is a pivotal and fundamental research problem in the natural

language generation [148]. It requires text generation models to reliably gener-

ate text that conforms to users’ specific requirements or constraints. Currently,

all mainstream abstractive summarization models still have controllability prob-

lems. Although the RLHF technique [94] improves the alignment between user

instructions and model outputs [124], the models trained with RLHF (e.g.,

ChatGPT) still struggle to follow some simple constraints, like the length of the

generated text, not to mention more complex and multifaceted user require-

ments. There is still a lot of work to be done to improve the controllability of

the abstractive summarization models.

• Generalizing from monolingual to multilingual summarization: Current long

document summarization research mainly focuses on monolingual documents.

However, valuable content about an object may come from documents in dif-

ferent languages. In the context of globalization, generalizing long document

summarization research from monolingual to multilingual is very valuable. It

can be of great help to many transnational studies and cooperation.

• Generalizing from unimodal to multimodal summarization: Many long doc-

uments contain multimodal content. Current document summarization work

usually filters out non-textual content. Missing non-textual content can limit

produced summaries’ informativeness, especially when some critical information

only appears in non-textual content. Multimodal long document summariza-
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tion would be a promising research direction. There is still a lot of work to be

done to efficiently integrate multimodal content into a text summary.

• Generalizing from closed-domain to open-domain summarization: Previous sum-

marization research usually focuses on closed domains. Commonly used sum-

marization datasets are usually collected from a single or limited source. In

some real-world applications, people need to summarize numerous documents

from diverse sources. These documents can follow diverse formats and writ-

ing styles. Adapting summarization models to various documents in the open

domain deserves further study.

• Better evaluation metrics for generated summaries: Many studies found that the

results of existing commonly used evaluation metrics (e.g., ROUGE [67]) are not

always consistent with human preferences [120, 124]. Designing more effective

automatic evaluation metrics is a valuable research direction. When the quality

of model-generated text is close to that of human writing, further research

on the annotation process is needed to ensure human evaluation’s objectivity,

accuracy, and consistency.

• More efficient neural models for processing long inputs and outputs: Neu-

ral summarization models’ training and inference efficiency is very important

when deploying them to real-world applications. Adopting neural summariza-

tion models with lower complexity together with more efficient training tech-

niques can substantially reduce cost while maintaining comparable performance.

Lighter and more effective summarization models are worth further exploration.
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tion: Fast and memory-efficient exact attention with io-awareness. Advances in

Neural Information Processing Systems, 35:16344–16359, 2022.
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[52] Karl Moritz Hermann, Tomáš Kočiskỳ, Edward Grefenstette, Lasse Espeholt,

Will Kay, Mustafa Suleyman, and Phil Blunsom. Teaching machines to read

and comprehend. In Proceedings of the 28th International Conference on Neural

Information Processing Systems-Volume 1, pages 1693–1701, 2015.

[53] Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural

computation, 9(8):1735–1780, 1997.

[54] Ari Holtzman, Jan Buys, Li Du, Maxwell Forbes, and Yejin Choi. The curious

case of neural text degeneration. In Proc. ICLR, 2019.

158



References

[55] Edward J Hu, Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean Wang,

Lu Wang, Weizhu Chen, et al. Lora: Low-rank adaptation of large language

models. In International Conference on Learning Representations, 2021.

[56] Luyang Huang, Shuyang Cao, Nikolaus Parulian, Heng Ji, and Lu Wang. Ef-

ficient attentions for long document summarization. In Proceedings of the

2021 Conference of the North American Chapter of the Association for Com-

putational Linguistics: Human Language Technologies, pages 1419–1436, On-

line, June 2021. Association for Computational Linguistics. URL https:

//www.aclweb.org/anthology/2021.naacl-main.112.

[57] Hanqi Jin, Tianming Wang, and Xiaojun Wan. Multi-granularity interaction

network for extractive and abstractive multi-document summarization. In Pro-

ceedings of the 58th Annual Meeting of the Association for Computational Lin-

guistics, pages 6244–6254, 2020.

[58] Ambedkar Kanapala, Sukomal Pal, and Rajendra Pamula. Text summarization

from legal documents: a survey. Artificial Intelligence Review, 51:371–402, 2019.

[59] Byeongchang Kim, Hyunwoo Kim, and Gunhee Kim. Abstractive summa-

rization of Reddit posts with multi-level memory networks. In Proceedings

of the 2019 Conference of the North American Chapter of the Association for

Computational Linguistics: Human Language Technologies, Volume 1 (Long

and Short Papers), pages 2519–2531, Minneapolis, Minnesota, June 2019. As-

sociation for Computational Linguistics. doi: 10.18653/v1/N19-1260. URL

https://www.aclweb.org/anthology/N19-1260.

[60] Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimiza-

tion. CoRR, abs/1412.6980, 2015.

[61] Guillaume Klein, Yoon Kim, Yuntian Deng, Jean Senellart, and Alexander M

159

https://www.aclweb.org/anthology/2021.naacl-main.112
https://www.aclweb.org/anthology/2021.naacl-main.112
https://www.aclweb.org/anthology/N19-1260


References

Rush. Opennmt: Open-source toolkit for neural machine translation. In Pro-

ceedings of ACL 2017, System Demonstrations, pages 67–72, 2017.
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