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ABSTRACT 

Abstract of thesis entitled ‘Design and Implementation of the Consumer Buying 

Process for Mobile AGent-based Internet Commerce System (MAGICS)’ 

submitted by Perry Pui Yi Lam for the degree of Master of Philosophy at the 

Hong Kong Polytechnic University in October 2004. 

 

With the advent of software agent technologies, there has been considerable 

interest in the development of agent-based e-commerce systems. Agents can 

make a computer system more effective because they can perform tasks 

autonomously. To complement current Web-based Internet commerce systems 

and particularly to support consumer-oriented e-commerce, we have developed a 

mobile agent-based e-commerce system called Business-to-Consumer (B2C) 

Mobile AGent-based Internet Commerce System (MAGICS). This project 

focuses on using B2C MAGICS to facilitate the consumer buying process. 

 

Consumers can use B2C MAGICS through a proxy server via a Web/WAP 

interface. In accordance with user requirements, agents are sent to obtain 

responses from sellers. The best seller is chosen based on these responses and  

an agent is sent to carry out the transaction. To complete these tasks, the agents 

need to exchange many messages. In this thesis, we develop an Extensible 

Markup Language (XML) scheme for inter-agent communications in which 

agents communicate through MAGICS messages which are specified by an XML 

schema. A MAGICS message consists of three kinds of information: basic, 
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functional, and additional. It is possible to use this framework to define messages 

that support the agent-based consumer buying process. 

 

We also investigate a product-comparison problem. When an agent visits a list of 

shops sequentially to perform search and evaluation, the decision whether to buy 

the item or continue shopping will entail comparisons. We consider two kinds of 

comparison, price and multi-attribute. In the case of price comparison, we 

formulate two Markov-decision-based price comparison models. This model uses 

a backward induction algorithm which determines the optimal decision policy. 

This allows the agent to buy a product at the minimum expected cost, including 

the traveling cost. The model is analyzed using a normal price distribution and 

real price information and simulations are conducted to validate the analytical 

results. For the case of multi-attribute comparison, we propose a Fuzzy Markov 

Decision Process (ƒMDP) for Multi-attribute Product Comparison, which is 

extended from the price comparison models. The ƒMDP model handles multiple 

attributes evaluation using a Fuzzy Logic algorithm. This produces an optimal 

decision policy that an agent can use to buy the most suitable product. Analytical 

results are presented to study the behavior of the system with different 

parameters. Furthermore, experiments are carried out to compare the 

performance of the ƒMDP model and the performance of one of the price 

comparison models. 
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CHAPTER 1  
INTRODUCTION 

In this chapter, we present an overview of the research project and the thesis, 

including the motivation, the objectives and the organization of the thesis. 

1.1. Motivation 

Electronic commerce (e-commerce) includes all commercial transactions 

conducted via an electronic medium. Internet-based shopping or 

business-to-consumer (B2C) e-commerce has many advantages [20][39] but can 

be time consuming. In an online store, all the products are categorized and 

consumers can browse for product information in an electronic catalog. When 

consumers cannot find an item, they can provide the requirement of the item and 

look for it by using the search function and this will return a list of results which 

the consumer can click on and scan to consider and evaluate. Most consumers 

also like to compare product attributes before making a purchase decision. 

During the evaluation phase, they may find it difficult to compare or evaluate 

products. It will certainly take time and effort and finding the best offer may 

require visits to several stores. Automation of this shopping process would make 

it easier and more efficient. This automation can be achieved using software 

agents (for simplicity hereafter called agents), which can perform tasks 

autonomously and act intelligently [18][26]. Indeed, it is expected that agents 

will ultimately complement existing Web-based e-commerce systems [18][41][46] 
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and play a variety of mediating roles in next-generation consumer-oriented 

e-commerce systems [30].  

 

In recent years, research on agent technology for supporting e-commerce has 

attracted considerable interest, with many agent-based e-commerce systems 

having been proposed and implemented [9][11][33]. To contribute to the 

emerging research area of agent-based e-commerce, we have developed an 

e-commerce system, B2C Mobile AGent-based Internet Commerce System 

(MAGICS), particularly for the support of consumer-oriented e-commerce. B2C 

MAGICS complements the current Web-based Internet commerce system with 

mobile agents, supporting the consumer buying process by automating 

time-consuming tasks as a way of reducing the user workload. In this thesis, we 

study the architecture and protocol of B2C MAGICS. A prototype has been 

developed to show the basic functions. We also propose an XML-based 

inter-agent communications framework. 

 

Mobile agents can compare or evaluate products at Internet-based stores without 

any human intervention. However, there are many virtual stores on the Internet, 

so it is essential to address the issue of how to send agents to visit this large 

number of virtual stores effectively and efficiently. In this thesis, we propose two 

Markov-decision-based models for solving a price-comparison problem for B2C 

MAGICS. We also investigate the evaluation of products with fuzzy attributes. A 

fuzzy Markov-decision process is formulated for this purpose. 
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1.2. Scope & Objectives 

The aim of this research project is to design and implement the architecture and 

protocol to support a consumer-oriented mobile agent-based Internet commerce 

system. We focus on investigating how agents can communicate effectively in 

order to process a sales transaction for three categories of goods: standard goods 

(e.g., books), non-standard goods (e.g., dresses), and customizable goods (e.g., 

computers).  

 

For the purposes of comparing standard and customizable goods, we use two 

Markov-decision-based models to obtain an optimal decision policy that would 

allow a product to be bought at the lowest expected cost, including the traveling 

costs. To permit the comparison of non-standard goods whose attributes cannot 

be defined precisely, we have also used the Markov Decision theory and Fuzzy 

Logic algorithm to formulate a product comparison problem. The solution of this 

problem identifies a product that best fits the requirements of a customer. 

Moreover, we have proposed a communication architecture based on XML in 

order to facilitate agent communications. 

 

In summary, the objectives of the research project are to: 

- design the architecture and protocol for supporting a consumer-oriented 

mobile agent-based Internet commerce system called B2C MAGICS. 

- define an XML-based communication scheme for B2C MAGICS. 

- investigate a price-comparison problem for B2C MAGICS to buy standard 

goods. 
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- study a fuzzy Markov decision process for B2C MAGICS to buy 

non-standard goods. 

1.3. Organization 

The following is the organization of the remaining chapters of this thesis: 

Chapter 2: Background Study 

Chapter 2 provides an overview of different types of e-commerce. It also 

describes the agent technology and the advantages of using agents. Then, various 

agent-based e-commerce systems are introduced. It finally examines the major 

phases of a consumer buying process and how mobile agent technology can 

facilitate the process. 

 

Chapter 3: MAGICS Overview 

Chapter 3 describes the architecture and protocol of B2C MAGICS. MAGICS is 

a mobile agent-based system designed to facilitate business-to-customer (B2C), 

business-to-business (B2B) and customer-to-customer (C2C) e-commerce with 

mobile agents. This project focuses on the B2C system. In essence, B2C 

MAGICS uses mobile agents to assist the consumer buying process. 

 

Chapter 4: Communication Framework for B2C MAGICS 

Chapter 4 proposes the B2C MAGICS communication framework. Generally, 

agents in MAGICS communicate with each other through MAGICS messages, 

which are defined by XML schema. Examples are presented to illustrate the 

communication method. 
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Chapter 5: Markov-decision-based Price Comparison Model 

Chapter 5 explains the use of the Markov Decision theory to formulate a price 

comparison problem. The objective of the problem is to obtain an optimal 

decision policy in order for an agent to buy a product at the lowest expected cost, 

including traveling costs. The problem is solved using the backward induction 

algorithm. The models are analyzed based on a normal price distribution and real 

price information. Simulation results are presented to compare different models. 

 

Chapter 6: Fuzzy Markov Decision Process (ƒMDP) for Multi-attribute Product 

Comparison 

As an extension of Chapter 5, we formulate a Fuzzy Markov-decision-based 

model for evaluating multiple decision attributes for non-standard goods. The 

aim is to select the offer that can best satisfy a consumer’s requirements. As 

attributes for non-standard goods cannot be specified precisely, a fuzzy logic 

algorithm is used for the evaluation of each attribute. Analytical results are 

presented and discussed. Experiments are carried out to compare the 

performance of the ƒMDP model with the Markov-decision-based model 

described in the preceding chapter. 

 

Chapter 7: Conclusion 

This chapter concludes the thesis. 
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CHAPTER 2  
BACKGROUND STUDY 

In the following sections, different types of e-commerce are presented and the 

mobile agent technology is introduced. By combining e-commerce with mobile 

agents, various current agent-based e-commerce systems are illustrated briefly. 

Finally we explain how the several phases of consumer buying process can be 

facilitated by mobile agents. 

2.1.E-commerce 

In [20], Kalakota and Whinston define electronic commerce (e-commerce) from 

various perspectives. Generally speaking, e-commerce involves all the 

commercial transactions over a communication network, particularly the Internet. 

These transactions include products or services trading, information exchange, 

payment mechanisms, back-office management, and so on. As e-commerce is 

usually associated with sales transactions, which involve buyers and sellers, it is 

commonly categorized into two major types: consumer-oriented and 

business-oriented. Based on the relationship between buyers and sellers, it can be 

further divided into four categories: business-to-consumer (B2C), 

business-to-business (B2B), consumer-to-consumer (C2C) and 

consumer-to-business (C2B) [8][39]. 
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2.1.1. Business-To-Consumer (B2C) E-commerce 

 

Figure 1 The workflow of B2C E-commerce (Amazon) 

 

B2C e-commerce is the selling of products or services from businesses to 

consumers through an electronic medium. In a physical store, a consumer must 

search for the goods by asking the salesperson. In contrast, consumers can find 

the required products more easily in an electronic store by browsing an electronic 

catalog or searching with a search engine. The most popular instance of B2C 

e-commerce is Amazon.com (http://www.amazon.com), a virtual store in which a 

buyer can buy standard goods such as books, and music discs. To illustrate the 

operations in Amazon.com clearly, let us take an example of buying a book (see 

Figure 1). When a consumer visits Amazon.com, he/she seeks a book by 

selecting the product type and entering keywords in the search box. Next, he/she 

puts a suitable book into the shopping cart and then, if required, chooses the next 

book. The ordering process is completed by providing the payment and delivery 

information. After completing a transaction, the buyer can rate the books he/she 

has bought. This rating service provides a useful reference for other users. 

Amazon.com also provides other special services, particularly for its registered 
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consumers. Its recommendations service makes use of data mining and 

intelligent computing technologies to suggest books based on the consumer’s 

interests. This is done by classifying products the consumer has previously 

purchased and the buying behavior of other consumers. Amazon’s notification 

service reminds consumers of special occasions. Another service alerts a 

consumer when previously unavailable goods become available. Amazon.com 

also offers many other services and products (e.g., gift certificates). 

2.1.2. Business-To-Business (B2B) E-commerce 

 

Figure 2 The workflow of B2B E-commerce (GXS) 

 

B2B e-commerce facilitates the business-to-business transactions. In many 

situations, this is concerned with procuring raw materials for making products. In 

general, there are three basic B2B e-commerce models: buy-side e-commerce, 

sell-side e-commerce, and the electronic marketplace [39]. In the buy-side 

e-commerce model, a company which buys a large number of different items 

opens a marketplace for other companies to sell the items. In the sell-side 

e-commerce model, a company does all the selling to a large number of small 
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and large organizations. In the electronic marketplace model, a marketplace is set 

up for multiple buyers and sellers to trade with each other. As shown in Figure 2, 

Global eXchange Service (GXS) (http://www.gxs.com) is an example of B2B 

e-commerce. GXS provides an online supply chain solution. The basic 

procurement process is as follows. First, GXS receives from a buyer a Request 

For Quotation (RFQ) which contains the requirements of the goods. This RFQ is 

forwarded to potential suppliers around the world. Interested suppliers respond to 

the RFQ with an offer that is returned to GXS. 

2.1.3. Consumer-To-Consumer (C2C) E-commerce 

 

Figure 3 The workflow of C2C E-commerce (e-Bay) 

 

A C2C e-commerce allows consumers to sell goods to the other consumers 

directly in the Internet environment. Traditionally, individuals who wish to sell 

items privately have done so through classified advertisements. Nowadays, the 

Internet auction model is the most popular C2C e-commerce system. Internet 

auction is a bidding process, which can take a long time. eBay 
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(http://www.ebay.com) is a well-known Internet auction site. It provides a 

marketplace for a seller to post an item for bidding and for a buyer to bid for the 

interested item. Before using the system, all the buyers and sellers have to 

register as members. As shown in the workflow in Figure 3, a seller puts a 

product on the site by providing its description. Other interested buyers can bid 

for the item before the deadline. In most cases, eBay uses the English auction, 

meaning that the highest bidder wins. At the end of the auction, eBay notifies the 

seller and the winner of the result through e-mail. eBay also offers information 

for bidders when they are considering whether to submit a bid. This information 

includes the product description, bidding history, and the seller’s rating. A buyer 

uses the product details to search for a suitable item. Based on the bidding history, 

a bidder knows the bidding information (e.g., how the bids change with time). 

The rating is graded by buyers who have completed auction transactions with 

that seller. The grade is useful for helping a user to assess whether the seller is 

trustworthy. 

2.1.4. Consumer-To-Business (C2B) E-commerce 

Figure 4 The workflow of C2B E-commerce (Priceline) 
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C2B e-commerce is based on a buyer-centric model in which a consumer defines 

the requirements and a business provides a tailor-made product. Unlike B2C 

e-commerce, sellers have to find out what buyers want, thus it is highly 

customized. Priceline.com (http://www.priceline.com) is a representative 

example of C2B e-commerce. Figure 4 shows the basic operation of Priceline for 

supporting C2B e-commerce. When a user wants to buy an airline ticket, he/she 

has to specify the travel requirements such as the departure and arrival date and 

city, number of tickets, and so on. Furthermore, he/she has to give Priceline the 

desired price for each ticket and his/her credit card number. Priceline then 

searches for a supplier who can satisfy the user requirements. If there is a 

supplier who can give an offer lower than the user expected, Priceline orders the 

ticket with the user’s credit card and retains the price difference. The important 

rule at Priceline is that a buyer cannot object or demand a refund once a supplier 

is found. Apart from selling airline tickets, Priceline also sells other services, 

including hotel rooms, rental cars, vacation packages, and cruises. 

2.2. Mobile Agent Technology 

In general, the term agent can be defined as a program that can perform a series 

of operations on behalf of a person. These operations are processed 

autonomously even though that person is not connected to the network. An agent 

can also learn, cooperate, control, and make decisions in its life cycle. The life 

cycle includes agent creation/disposal, agent movement, and agent 

communications as explained later [27].  
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A mobile agent is a software agent which is not bound to its initial execution 

system. It can move over the network with its execution states [37]. In contrast, 

an agent that cannot move is called a stationary agent. Both stationary and 

mobile agents can also communicate with other agents within the same system or 

in different systems by using remote procedure calling and message passing. 

2.2.1. Agent’s life cycle 

 

Figure 5 Agent's life cycle 

 

Figure 5 shows the main events in the life cycle of an agent. The descriptions are 

as follows: 

1. Creation/disposal management 

Creation and disposal are carried out through, respectively, the constructor and 

destructor of an object. Both operations can be initialized by other agents in the 

same place or by an agent-based or a non-agent-based system in other places. 

When an agent is created, the agent object is instantiated and assigned a unique 
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identifier. Then it is initialized by itself with a set of arguments and waits for 

further instructions. Apart from those times when it is assigned by others, the 

disposal process may also be activated when the agent expires, if no one uses it 

for a long time, if security rules are violated, or when the system shuts down. 

Before disposal, an agent completes the current tasks, releases the resources 

being used, and prepares for disposal. 

 

2. Agent movement 

Like disposal, agent movement can be invoked explicitly by the agent itself or 

triggered by another agent-based and a non-agent-based system. The movement 

includes sending the agent from the current place to the remote site and retracting 

it back to the origin. When the agent arrives at a new location, it will perform its 

duties. If a transfer fails, the user will be alerted. 

 

3. Communication 

An agent can handle messages passed from agents residing within the same place 

or from agents residing in other places. An agent can also invoke the authorized 

methods of other agents by sending a message. Miscommunication can lead to 

executing a wrong method or processing incorrect data. Consequently, 

communication plays an important role in an agent-based system. 

2.2.2. Benefits for using mobile agents 

A mobile agent can move across a system/network. As stated in [17][27], there 

are seven benefits of using mobile agents. These benefits are summarized as 
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follows: 

1. Reduce the network load 

Mobile agents can be dispatched to a destination host to carry out the necessary 

interactions “locally”. Thus, they can reduce data flow across a remote host. For 

example, consider that a user wants to analyze a large amount of data in a remote 

site. A lot of bandwidth is consumed if data is copied to his/her site. If a mobile 

agent is used, it can carry the required method and move to the remote site where 

it can analyze the date before returning with the result, thus saving the 

bandwidth. 

 

2. Overcome network latency 

Large network latency is unacceptable in certain critical real-time systems. 

Mobile agents can reduce latency because they can be dispatched from a central 

controller to a remote host. They can then execute the controller’s instructions 

directly at the remote site. 

 

3. Encapsulate protocols 

In a distributed network, each host normally carries the protocol to properly 

process outgoing data and incoming data. When the protocol is updated, it would 

be time-consuming to upgrade the code/protocol on every host. Mobile agents 

solve this problem since the protocols are encapsulated in them and they can 

move to any remote host. 

 

4. Execute asynchronously and autonomously 

Mobile agents save the network resources because they do not require a 
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persistent network connection. When a mobile agent is dispatched to a remote 

site, it performs the task automatically. At the same time, it disconnects from the 

originating device. Later, the device can reconnect to the mobile agent and obtain 

the results. 

 

5. Adapt dynamically 

Mobile agents have the ability to dynamically adapt to changes in their execution 

environment. For example, a group of mobile agents can distribute themselves 

among the hosts to achieve maximum efficiency. 

 

6. Naturally heterogeneous 

Mobile agents are independent of computer and transport layer and dependent 

solely on the execution environment. This feature enables them to work in a 

network with heterogeneous systems. 

 

7. Robust and fault tolerant 

Mobile agents have the capability to react dynamically to unfavorable conditions 

and events. For instance, if a host is being shut down, the mobile agents in that 

host will be alerted. They will then be dispatched to other hosts and continue 

their work. 

2.2.3. Mobile agent design patterns 

Design patterns help developers to capture solutions to common problems in 

agent-based systems and achieve good applications design through reusability of 
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validated components. The design patterns are classified into three groups, 

traveling, task, and interaction patterns [27]. Traveling patterns are used to 

handle the movement of mobile agents. Task patterns are used to design the way 

that tasks are delegated to agents. Interaction patterns are used to locate agents 

and facilitate their interactions. Most systems are designed with more than one 

design pattern. The following section mainly focuses on integrating the 

master-slave and itinerary patterns. 

 

A master-slave pattern is a kind of task pattern. It involves two types of agent, a 

master and a slave. A master agent creates a slave agent and then delegates a task 

to the slave agent. Next, the slave agent is dispatched to a remote destination to 

perform the task. Sharing tasks between two agents saves time. An itinerary 

pattern is a traveling pattern. It defines the trip of an agent to multiple 

destinations. The agent performs its pre-set task after arrival and then dispatches 

itself to the next destination in the itinerary. It can be given different types of 

itineraries without having to modify its own code. 

 

When combining two patterns in a system, slave agents are created by a master 

agent and they travel to other sites according to the itinerary. The system has the 

advantage of the master agent being stationary and therefore able to centrally 

receive tasks from everywhere. Master agent may dispatch slave agents either in 

parallel or in sequence. One way is to dispatch them in parallel. The process is 

shown as follows (see Figure 6): 
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Figure 6 Agents dispatched in parallel 

1. A master agent creates several slave agents. 

2. All slave agents are dispatched to different remote hosts in parallel. 

3. A slave agent executes its task. 

4. A slave agent collects the result and sends it back to the master agent. 

 

The process of sequential dispatch is as follows (see Figure 7): 

 

Figure 7 Agents dispatched in a sequential manner 

1. A master agent creates one slave agent. 
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2. The slave agent is dispatched to the first destination in the itinerary. 

3. The slave agent executes its task. 

4. The slave agent travels to the next destination and performs the task. This 

process continues until the final destination is reached. 

5. After completing the task in the final destination, the slave agent returns to 

the master agent with all the results. 

2.3. Current Agent-based E-commerce 

Systems 

In recent years, there has been significant interest in using agent e-commerce 

technology to create completely automated services. A number of agent-based 

e-commerce systems have been developed. The following presents some typical 

agent-based e-commerce systems for each type of e-commerce. 

2.3.1. B2C: Kasbah 

Kasbah [9] is a typical agent-based B2C e-commerce system. It is a 

digital/electronic agent marketplace where agents can carry out trades on behalf 

of consumers. Besides providing buy and sell operations, negotiation of price is 

supported in the Kasbah system.  

 

Figure 8 illustrates the buying/selling process in Kasbah. When a user wants to 

sell items, he/she registers the goods to be sold in the system. Then a selling 

agent is created. The agent carries the description of the items it sells. Acting 
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proactively, it goes to the marketplace to find interested buying agents. Similarly, 

a consumer creates a buying agent and provides it with purchase requirements. 

Then the buying agent is dispatched to the marketplace to interact with selling 

agents. The buying agents and selling agents negotiate with each other using 

different price-time functions to find the best deal. 

 

 

Figure 8 Kasbah workflow and different negotiation strategies of selling and buying agents 

 

As agents can act autonomously without user intervention, users have to set 

several parameters before creating the agents. These parameters are specified to 

describe the behavior of agents. Actually, a selling agent and a buying agent have 

a similar structure. Let us take a selling agent as an example to explain how to set 

the parameters. The first parameter is the description of the item for sale. This 

parameter is used to make a match with the product requested by other buying 

agents. The second parameter is the desired price of the item for sale. It is the 

selling price at which the seller wants to sell. The third parameter is the lowest 

acceptable price. This is the minimum selling price that the seller is willing to 
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accept. The fourth parameter is the desired date by which the item should be sold, 

the deadline for selling the item. In other words, the product cannot be sold after 

the desired date. The final parameter is the negotiation strategy, the approach 

used by the selling agent when negotiating with the buying agents. The 

parameters used by a buying agent are nearly the same as those described above 

except that it uses a buying operation and sets a maximum acceptable price. 

 

The selling agent firstly sells the item at the desired price. If there is a buying 

agent willing to buy the item, the transaction is completed. Otherwise, the selling 

price is decreased over a given time frame according to the negotiation strategy. 

When the desired date arrives and no buying agent buys the item, the selling 

price will be decreased to the lowest acceptable price. If the selling agent can 

make the deal at a certain price, it sends a message to the seller to ask him/her 

whether the item can be sold at that price. That means the seller can make the 

final decision before an agreement is reached with the buying agent.  

 

In Kasbah, the negotiation is straightforward. If a buying agent and selling agent 

are matched, one agent makes an offer and the other one replies with either an 

“accept” or a “reject” message. The selling agent lowers the selling price using a 

mathematical function based upon price/time (see Figure 8). Possible functions 

are linear, quadratic and cubic. The linear strategy decreases the price to the 

lowest acceptable price very quickly. The cubic strategy lowers the price slowly 

at the beginning but decreases the price significantly towards the desired date. 

The rate of decrease of the quadratic strategy falls between that of the linear and 

cubic strategies. 
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2.3.2. B2B: MAgNET 

MAgNET [11] (Mobile Agents for Networked Electronic Trading) is a B2B 

agent-based system. It is used for networked electronic trading. Implemented 

with Java mobile agent technology, it supports product brokering, merchant 

brokering, negotiation and product reservation. It can also be employed to 

support a hierarchical supply chain. 

 

The MAgNET system uses the push model of marketing in which buyers send 

agents to suppliers in order to find suitable products. There are several agents 

involved in the system including a buyer’s stationary agent, a buyer’s mobile 

agent, a buyer’s surrogate agents and a supplier’s stationary agent. The stationary 

agent for the buyer is used to capture user requests through a GUI and an Open 

Buying on the Internet (OBI) interface. It creates the mobile agents, manages 

communications between mobile agents and surrogate agents, and updates 

information in the database according to those messages. The buyer’s mobile 

agent is used to ask for quotations from a supplier’s stationary agent. It makes a 

reservation if the quotation is attractive. If the supplier’s stationary agent needs 

extra time to quote, the mobile agent creates a temporary surrogate agent to wait. 

The surrogate agent also waits for an instruction from the buyer’s stationary 

agent to confirm the purchase or cancel the reservation. The stationary agent for 

the supplier’s is used to interact with the buyer’s mobile agent. It records the 

interactions in a transaction log. It also obtains a quotation from the production 

planning software when the requested item is not in the current inventory. 
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Figure 9 MAgNET workflow 

Figure 9 shows how the agents work in the system. When a human buyer wants 

to buy an item, he/she sends the product requirement in the form of a directed 

acyclic graph (DAG) to the stationary agent in the buyer’s site through the GUI. 

Then the buyer’s stationary agent traverses the DAG depth-first and inserts 

information into an assignment table which stores the instructions for the buyer’s 

mobile agents. MAgNET system provides an itinerary of supplier sites. The 

buyer’s stationary agent creates a mobile agent and dispatches it to the first 

supplier site on the itinerary list. When the mobile agent arrives at a supplier site, 

it sends a message to the supplier’s stationary agent in order to request a 

quotation. If the current supplier provides a better offer than the recorded offer, 

the mobile agent makes a reservation for that item and updates the best offer 
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record. Then the mobile agent creates a surrogate agent to wait for instructions 

from the buyer’s stationary agent to confirm or cancel the reservation. If the 

supplier’s stationary agent requires more time to quote, the mobile agent also 

leaves a surrogate agent for the pending request before moving to the next 

supplier site. After visiting all the supplier sites in the itinerary list, the mobile 

agent returns to the buyer site. The buyer’s stationary agent compares the results 

from the mobile and surrogate agents. Next it sends messages to the surrogate 

agents in different supplier sites to confirm the purchase or to cancel the 

reservation. If the surrogate agent cancels a reservation, it has to pay the 

reservation fee. 

 

When a supplier does not have enough stock, it may need to contact its suppliers. 

A complication arises if several suppliers ask the same supplier when ordering 

the raw materials. MAgNET can handle this deep supply chain by a codeword 

strategy. A buyer sends a request to a supplier with a codeword which contains 

two parts. The first part represents a buyer and the second part represents a 

potential purchase. When the supplier has insufficient stock, he/she asks for more 

stock from another supplier using a new codeword which is the combination the 

buyer codeword and his/her own codeword (e.g., the new codeword is buyerA-10, 

supplierB-20). By comparing the two sets of codewords, the supplier can check 

whether there is a conflict. A conflict occurs if the first codeword in each set is 

different or if the first difference occurs in the second part of a codeword. In 

other words, the first case means that two transactions are raised by different 

buyers, while the second case means that two transactions are raised by the same 

buyer for different purposes.  
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2.3.3. C2C: Nomad 

Nomad [33] is a C2C mobile agent-based system for an Internet-based auction 

house, e-AuctionHouse. Through Nomad, a mobile agent can be created as an 

auction participant. The agent then travels to an auction service provider and 

participates in an auction on the user’s behalf. Nomad supports two agent types, 

one programmed by users and the other created from its template agent library. 

 

 

Figure 10 Nomad architecture 

 

The Nomad architecture is shown in Figure 10. It consists of four main 

components, an interface for specifying agents, an agent dock, an agent manager, 

and an agent database. The interface receives a request for generating agents 

from a user. Upon receiving a request, it forwards the request to the agent 

generator. According to the user’s requirements, the agent generator creates 

mobile agents and launches them onto the agent dock, which is a place for 

mobile agents to process auctions. Nomad uses the Concordia agent dock 

because Concordia supports mobile agents written in Java and provides mobile 
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agents with a safe execution platform. The agent manager sends a message to 

inform the agents when updated information becomes available about products of 

interest. The agent database stores the agent details, such as its creator and 

products of interest. 

 

Nomad supports user-programmed Java agent. Users can take advantage of this 

function to design their own agents with tailored bidding strategies. They can 

also program the agents by transmitting a text message to the auction server. In 

addition, Nomad provides an interface for non-programmers to create mobile 

agents. Firstly, users choose the agent type according to what they want their 

agents to do. Secondly, they customize the agents by setting required parameters. 

Then the corresponding agents are created by the agent generator and travel to 

the agent dock. There are five kinds of preprogrammed template agents. The 

information agent is used to notify a user by email of a specified event. The 

incrementor agent is used for English auctions. It keeps bidding until reaching 

the user’s reservation price. The N-agent is used for single-item, single-unit, 

sealed-bid first-price auctions. It bids on behalf of the user according to a specific 

instruction. The control agent is used to mislead other bidding agents by 

artificially increasing the number of bidders. The discover agent is used to assist 

a user to determine the bids.  

 

Nomad is good for novice bidders. Even though the novices may not know much 

about the bidding strategies, the configurable mobile agents can help them to bid 

on their own behalves. It also allows agents to work individually even though the 

user is offline. This reduces network traffic. By using mobile agents, it is possible 
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to realize quicker responses to changes in an auction and faster computational 

times. 

2.3.4. Comparison between web-based and 

agent-based e-commerce 

In this section we compare the web-based and agent-based e-commerce from the 

perspective of a buying process. A consumer using web-based e-commerce first 

searches for an item through many virtual stores via a single interface. He/she 

secondly evaluates the product with the assistance of supplementary services. 

Finally, the payment is completed by using an electronic channel. In the 

agent-based e-commerce, all the buying jobs can be delegated to agents. They 

perform the search in parallel or in a sequential manner, and run more intelligent 

evaluation algorithms to reach a better decision. They then finish the transaction 

on behalf of their owners. Thus, agents can save time, work as a human and even 

do something that a human user does not know how to do.  

2.4. Consumer Buying Process 

Agent technology can be applied to support different types of e-commerce. Our 

research focuses on consumer-oriented e-commerce which addresses the 

fundamental consumer buying process in which people can buy products, use 

products, and make purchase decisions. The consumer buying process consists of 

five phases (based on [18][21]), shown in Figure 11. 
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Figure 11 The consumer buying process 

2.4.1. Recognize needs 

In this initial phase, a consumer identifies a need for products or services and 

defines his/her requirements. When the consumer has an unfulfilled need, the 

consumer buying process will be activated. The needs can be stimulated by 

internal or external stimuli such as, hunger and advertisements respectively. 

Agent technology can be used in this phase. For example, in [29], an agent called 

notification agent can act as a classified advertisement. A user sends the agent 

his/her profile and then the agent can constantly seek advertisements of interest. 

Finally, it informs the user if a suitable product is available in the market. 

Therefore, the user can get the latest items of interest from the agent. 

2.4.2. Product brokering 

In the second phase, a consumer determines what product to buy in order to 

satisfy the defined need. He/She can obtain a set of products by internal and 

external searches. The internal search is based on buyer’s previous experience. 

The external search includes personal sources, public sources, and 

marketer-dominated sources. Because of the mobile ability of agents, agents can 
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travel anywhere, making them suitable for use in product brokering. Agents can 

also make recommendations based on the buyer’s behavior. These agents are 

commonly called recommendation agents [29]. The technologies used by 

recommendation agents to search for appropriate products are content-based, 

collaborative-based, or constraint-based filtering methods [18].  

 

Content-based filtering selects products if the features extracted from their 

contents match features explicitly stated in the users’ requirements. The 

performance of using this technique fluctuates because there are no standard 

inputs and presentation methods in different sources. Collaborative-based 

filtering recommends products based on the ratings and feedback from different 

users who have similar preferences. For example, an agent in Firefly [2] 

identifies shoppers with tastes similar to those of the user and then recommends 

products that the shoppers prefer. Constraint-based filtering chooses products 

according to the relevance of their features. The selected products should meet 

the constraints to be considered, and be within the specified scale. Price is an 

example of such a constraint.  

 

The knowledge of consumers affects the extent of an information search. If the 

user clearly knows what he/she needs, the content-based technique is better. If 

the user has only a vague notion of his/her needs, the constraint-based technique 

is preferred. Otherwise, the collaborative-based technique is the most suitable 

technique.  
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2.4.3. Merchant brokering 

In the third phase, a consumer determines who to buy the product from and 

specifies the criteria for evaluation. Along with price, warranty and delivery time 

can be the evaluation factors for the consumer. He/she compares products based 

on the evaluation criteria and determines an evaluation set comprising items that 

the consumer considers acceptable. Because there can be many alternatives to 

compare, comparison shopping agents [29] are good for supporting this process. 

They can judge the products by calculating scores with different weightings for 

different attributes. With the use of intelligent agent technology, the evaluation 

process can be performed more effectively. 

 

The comparison shopping process can be described as taking place in three steps. 

When comparing two or more items, differentiation agents first differentiate the 

items based on their attributes. Secondly, evaluation agents evaluate the 

differences and form the aggregated utility information. Finally, a decision can be 

made based on user preferences by preference agents [41].  

 

The differentiation agents have three kinds of “living mechanism”. The first one 

is living independently with vendors. This agent acts as a mediator and is neutral 

when giving differentiation information. The second one has a formal partnership 

with vendors. Both parties benefit because an agent obtains production 

information without blocking and the agent puts the vendors in a more favorable 

competitive position. The third one is embedded in an individual vendor. It only 

works for implicit differentiation and involves small dimensions of 
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differentiation. For the evaluation agents, quantified evaluation information is 

provided by differentiating the product in a unidimensional or multidimensional 

way. The unidimensional way is rarely used except when the demand for 

information is limited by the channel capacity or customer need. The preference 

agents are used to collect scenario information which is based on the experience 

of online shoppers. Moreover, the peer experiences are considered if the 

shopper’s own experience is not appropriate. Sometimes, the shoppers have 

trade-off difficulties among products. In this case, the situational analysis 

provides useful information for them to make decisions. 

2.4.4. Negotiate and purchase 

In the fourth phase, a consumer determines the conditions under which the order 

can be completed. After negotiating the conditions with a seller, the consumer 

pays for the product upon reaching an agreement with the seller. Traditionally, a 

human user negotiates face-to-face. This, however, is relatively time-consuming 

and inconvenient. In an agent-based system, negotiation can be conducted by 

negotiation agents [29]. Essentially, the negotiation agents offer bids on behalf of 

their owners in order to obtain the maximum benefit. Apart from providing 

automated services, they can ensure consistency and accuracy. 

 

In an automated negotiation, two agents are involved (i.e., buyer and seller 

agents). A buyer agent is responsible for specifying purchasing needs, criteria 

and personal preferences. On the other hand, a seller agent concerns with the sale 

of products and pricing rules [29].  
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It is impossible to find a general strategy for all negotiation cases. Negotiation 

agents need to use different strategies for different contexts. According to [18], 

these negotiation strategies are divided into three types. The first strategy is 

described as “win/loss negotiation”. In this case, the agents decide what offer 

they should give based on the opponent’s behavior. The second strategy is 

described as “win/win negotiation”. In this situation, the agents look for a 

win-win solution for both parties. This means that both parties win something 

upon completing the negotiation. The third strategy is “argumentative 

negotiation”. In this case, the agents exchange arguments to justify their positions. 

The arguments also include information explaining why an offer is unacceptable.  

2.4.5. Carry out post-purchase activities 

In the final phase, a consumer conducts post-purchase activities such as 

maintenance, service, and evaluation of satisfaction with the buying decision. 

The consumer compares the purchased product with his/her expectation and finds 

support from others to confirm his/her choice. If the consumer is satisfied with 

the post-purchase activities provided by the seller, he/she may carry out 

repeat-purchases from the seller. This phase is important for sellers because 

“dissatisfied buyers complain to nine people but satisfied buyers only notify 

three people” [35]. However, to the best of our knowledge, few agent-based 

systems support this phase. 
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CHAPTER 3  
MAGICS OVERVIEW 

The above-mentioned agent-based systems can bring in new services and also 

complement current Web-based e-commerce applications. To contribute to the 

emerging research area of agent-based e-commerce, we are developing the 

Mobile Agent-based Internet Commerce System (MAGICS) [5][6][7] at The 

Hong Kong Polytechnic University. It facilitates B2C, C2C and B2B 

e-commerce with mobile agent technology. In the following, the general 

architecture of MAGICS is introduced. Then, the B2C system is discussed to 

support the consumer buying process. 

3.1. Architecture of MAGICS 

MAGICS Applications: for providing various e-commerce applications 

MAGICS Protocols: for enabling inter-agent communications 

MAGICS Agents: for providing component-based agents 

Agent Programming Interface (e.g., Java Aglet): for providing the programming

Figure 12 The framework of MAGICS 

 

MAGICS is based on a distributed framework following the Web System. Figure 

12 shows the four-layer model of MAGICS. The first layer is Agent 

Programming Interface. In MAGICS, IBM Java Aglet [1][27] is used to develop 
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stationary and mobile agents. The second layer provides different kinds of 

component-based agents with the use of API. The third layer is MAGICS 

protocols which prepare the means for agents to communicate with each other. 

Making use of the above layers, various MAGICS applications can be built. 

3.2. B2C MAGICS 

In essence, B2C MAGICS uses mobile agents to assist the consumer buying 

process. Users can use the service by providing product requirements via a Web 

or WAP interface. The system then creates a mobile agent to complete the 

transaction on behalf of the user. 

3.2.1. System Architecture 

Figure 13 shows the major components of the proposed system. The interface 

part allows a consumer to access the system. Users can communicate with 

MAGICS via a Web browser or a mobile device. User requests are then sent to 

the proxy server through HTTP. After processing the request, the result is 

returned from the proxy server to the interface. The proxy server is used to 

handle the HTTP requests and generate mobile agents for non-MAGICS enabled 

clients (i.e., for clients that can neither create mobile agents nor support the 

MAGICS protocol). In other words, this proxy server interfaces between the 

clients and the merchants. The broker provides the locations of the merchants, 

which provide the product that users want, for the mobile agents. Working in 

conjunction with a database, the merchants’ servers serve the mobile agents. The 

supporting systems provide other essential services such as payment services. 
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Figure 13 B2C MAGICS Architecture 

 

3.2.2. Workflow 

Based on [5][7] and inspired by the above-mentioned agent-based systems 

[8][11][33], Figure 14 describes the MAGICS buying process. To enhance 

extensibility, XML-based communication messages are used. The structure will 

be explained in Chapter 4. The process is summarized as follows: 

1. A user conveys a shopping request to the proxy server via a Web browser or a 

mobile terminal. The requirement can be defined using a variety of terms, 

such as the product model number or the desired price. 

2. The proxy server obtains the customer’s information and creates a master 

agent at the MAGICS agent server for the user. The master agent will control 

the later buying process. 

3. According to the shopping request, the master agent locates the merchant(s) 
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with the assistance of the broker agent. As in the Web-based e-commerce 

system, it is expected that brokers [36] or search engines will be available for 

this purpose.  

4. The master agent obtains information on the location of the merchant(s). 

5. A comparison is made. This may take place in one of two ways: 

a. Identical buying agents are generated to visit different merchants in 

parallel. Each buying agent forwards a request for a quotation to the 

quote agent for each merchant. The quote agent makes an offer to the 

buying agent by querying the database.  

b. One buying agent is created to visit the merchants sequentially. After 

receiving an offer from the quote agent, the buying agent moves on to the 

next shop. This mimics the real-world process of comparison shopping, in 

which we might visit a series of shops. 

6. Depending on the method used (see step 5), the buying agent returns to the 

proxy server with 

a. a quotation from the current shop, or  

b. all of the quotations.  

7. Having obtained the offers, the master agent compares them and chooses the 

best one. When evaluating a standard product, it may simply find the lowest 

price. In more complex cases involving many decision variables, the master 

agent may, however, need to evaluate the offers using mathematical 

techniques. 

8. Upon choosing the best merchant, the master agent creates a purchase agent 

to complete the purchase with the target merchant. To make payments, the 

SET (Secure Electronic Transaction) protocol [34] can be used. 
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9. Lastly, the purchase agent obtains a receipt from the selling agent and moves 

back to the proxy server. In the case of digital goods, the purchase agent may 

even carry the product(s) with it. The master agent stores the receipt, and 

possibly the product(s), based on the user’s instruction and informs the users 

accordingly. 

 

Figure 14 The buying process in B2C MAGICS 

 

As there may be a noticeable effect on system performance when the number of 

agents is large, the system does not create a lot of agents at the same time. When 

searching in parallel in MAGICS, we use a mathematical model [6] to determine 
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the optimal number of agents to be sent.  

 

This buying process can also be extended to support location-based shopping 

services in m-commerce. In this case, mobile agents can be employed to help 

search and evaluate the “digital space”. The consumer will then make the final 

decision and complete the purchase in the “physical place”. Essentially, the 

master agent selects the merchants and then sends their physical locations (e.g., 

ranked in ascending order of distance to the consumer) to the consumer (e.g., 

through the Short Messaging Service (SMS)) to complete the remaining buying 

tasks. This hybrid approach can combine the advantages of traditional commerce 

and the emerging e/m-commerce. 

 

A consumer may need to evaluate multiple attributes (e.g., price, delivery time) 

in order to make a buying decision. Inspired by [10][19][40], the following 

presents an effective mathematical model for achieving this goal when buying 

standard products. Let us illustrate the model with several agents shopping in 

parallel. Suppose that there are N merchants for the agents to visit, where the t-th 

agent visits the t-th merchant. After receiving all of the offers from the merchants, 

the master buying agent calculates the average weighted score of the t-th 

merchant so as to determine how well the consumer’s requirements can be 

satisfied. Suppose that there are M attributes for evaluation, such as selling price 

and traveling time to a shop. The i-th attribute is denoted as Ai and has a weight 

wi to reflect its relative importance. To perform the evaluation based on the 

consumer’s preference, we assume that all of the attributes can be “quantified” 

by using a rating or score. We define St,i as the rating of Ai of the t-th shop (i.e., 
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the one visited by the t-th agent). The average score tS  of the t-th shop can be 

found by finding the weighted sum of all St,i as follows: 

 ∑
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Finally, the preferred merchant is selected based on the highest tS . 

 

For implementation, the user can enter the searching criteria with the importance 

ranking of each attribute. The weights can be defined using values from 1 to 10 

(from the least to the most important). In essence, a satisfaction function is used. 

For each attribute (e.g., i-th attribute), we assume that the offer by the t-th 

merchant can be represented by Vt,i. For example, the t-th merchant may return a 

selling price of $300. In this case, Ai is the price and Vt,i is 300. Note that we can 

have boolean attributes (i.e., “Yes” or “No”) or discrete attributes (e.g., red, green 

or blue, each associated with a score), as well. In this system, we focus on 

continuous attributes (e.g., price, which has continuous values). Nevertheless, the 

model can be extended easily to cover other attributes. Based on an attribute 

value, the corresponding satisfaction score can be found by using a predefined 

satisfaction function F(Vt,i). As an example, we consider a linear function as 

follows (see Figure 15): 

 

 

⎪
⎪
⎩

⎪
⎪
⎨

⎧

>
−

−

<
−

−

==

)()(

)()(
)(

,

,

,,

ii
ii

iit

ii
ii

iti

itit

lFhFif
lh
lV

lFhFif
lh

Vh

VFS  (2) 

where hi and li are the highest and lowest values for the i-th attribute.  
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Figure 15 Linear satisfaction function under two different cases 

 

For example, in the case of price, hi = 300 and li = 250 if the price range is 

between $250 and $300. Note that depending on the attribute, a high value may 

lead to more or less satisfaction. For instance, a consumer prefers a lower price 

and a higher discount. Hence, the satisfaction function can be decreasing (i.e., 

F(hi) < F(li)) or increasing (i.e., F(hi) > F(li)), as shown in Figure 15. In the 

decreasing case, hi and li result in a satisfaction score of 0 and 1, respectively. In 

the increasing case, we have the reverse situation. To determine hi and li, we can 

ask a consumer two questions such as: “At what value (e.g., price) will you be 

fully satisfied?” and “At what value (e.g., price) will you be totally dissatisfied?” 

Based on the answers, the linear satisfaction function can be determined for the 

concerned attribute. Note that the linear function is just an example. Other 

functions can also be used. 

3.2.3. Implementation 

The agent programming interface is the base layer of MAGICS. We make use of 
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IBM Java Aglets [1][27] to implement MAGICS. IBM Java Aglets provides an 

object-oriented programming interface, a mechanism for moving code and 

showing data and state information, a platform-independent development and 

runtime environment, and security mechanisms. The properties of Java make 

Aglet very suitable for mobile agent programming. For example, multithread 

programming allows Aglets to behave autonomously, and platform independence 

lets Aglets be created or executed in any computers on the network.  

 

 

Figure 16 The components of Aglet Object Model 

According to the specification of IBM Aglets [1], the fundamental functionalities 

are defined as the components of Aglet Object Model, which basically includes 

Aglet, AgletProxy, AgletContext and Message classes. The architecture of the 

components is shown in Figure 16. The abstract class Aglet defines the basic 

methods for controlling the mobility and life cycle of an Aglet. The fundamental 

operation of the Aglet class includes creation, cloning, dispatching, retraction, 

deactivation, activation and disposal. AgletProxy objects are the intermediary for 

accessing Aglets and provide protections for Aglets to prevent direct access to 

their public methods. Any communication between two or more Aglets is done 

via their respective AgletProxy objects. AgletContext provides an execution 

environment for Aglets. It does not move, and is uniquely identified by its host 
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address and unique name for access by authorized Aglets. Message class is the 

object which is used for Aglets to communicate with each other. The message 

instances are distinguishable based on their “kind”, which is simply a string. A 

message-receiving Aglet typically supports message passing by implementing the 

handleMessage() method. The message class also provides a method for the 

Aglet to reply for an incoming message.  

 

With the use of the operations provided by the IBM Java Aglets, we implement 

five kinds of agents within B2C MAGICS. They are explained as follows: 

1. Master agent 

The master agent is a stationary agent that controls the whole shopping process 

on behalf of the buyer. It captures a user request or user requirement. It also 

creates different kinds of agents, such as a broker agent, buying agent and 

purchase agent, so as to perform the later buying process. Moreover, it selects the 

best offers according to the results from buying agents and the user requirements. 

It is also responsible for returning the results to the buyer through e-mail or Short 

Messaging Service (SMS).  

 

2. Broker agent 

The broker agent is a mobile agent that retrieves information on the location of 

the merchants from broker sites. After getting the user requirements from the 

master agent, a broker agent is dispatched to broker sites to obtain the shop 

locations of the corresponding products. Finally, it travels back to the proxy 

server and returns the results to the master agent. 
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3. Buying agent 

The buying agent is a mobile agent that travels to different shops and requests 

offers from the quote agents. It has two kinds of traveling modes. One is visiting 

each merchant one by one according to the itinerary. The other one is to dispatch 

agents in parallel to get quotations. 

 

4. Quote agent 

The quote agent is a stationary agent located in each merchant. It is responsible 

for making an offer to the buying agent. After receiving the selection criteria 

from the buying agent, the quote agent queries the database and sends the 

information to the buying agent. 

 

5. Purchase agent 

The purchase agent is a mobile agent that handles the purchase with the target 

merchant selected by the master agent. The purchase agent completes the 

payment, and then obtains a receipt from the selling agent and returns to the 

proxy server. In the case of buying an electronic product, the purchase agent 

carries both the receipt and the product. Note that MAGICS uses a mobile 

purchase agent to emulate the physical shopping process (i.e., to emulate how a 

person visits and shops and interacts with sellers). 

 

6. Selling agent 

The selling agent is a stationary agent that interacts with the purchase agent and 

gives the receipt to the purchase agent after getting the payment. 
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For purposes of demonstration and evaluation, a prototype system has been 

developed to show phase of the consumer buying process. The current system is 

extended and enhanced from previous work in [5][7]. Users can forward the 

shopping requirements to the proxy server via a WAP phone. At each merchant’s 

server, a selling agent is created to communicate with the buying agents, and the 

product information is kept in a database. Figure 17 shows the WAP interface at 

the MAGICS proxy server. In the first demonstration, we use MAGICS to 

purchase a digital book. After the user fills in and confirms the required 

information (e.g., ISBN = 0123456789 and Name = E-commerce) as shown in 

Figure 17, the request is submitted to the proxy server. A master buying agent is 

then generated to control the buying process for the user. For simplicity, we 

assume that all of the prospective merchants/retailers are available in the proxy 

server. In this example, there are four target sellers/retailers. When the master 

buying agent has identified the four retailers, it sends several agents to each of 

them to obtain their offers. At each seller’s server, the buying agent passes a 

request (in XML format) to the selling agent. The selling agent searches for the 

product’s price in its database, and then provides a reply (offer) to the buying 

agent. The buying agent carries this offer to the proxy server. Having collected 

all of the (four) offers and identified the best one (i.e., the lowest price in this 

example, as shown in Figure 18), the master buying agent sends a purchase agent 

to the chosen retailer (Shop 2) to purchase the book. At the seller’s server, the 

selling agent provides a copy of the digital book (i.e., an electronic file) for the 

purchase agent to carry back to the proxy server (see Figure 19). At the proxy 

server, the buying agent passes the digital book to the master agent, which stores 

it in the specified location. 
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Figure 17 Accessing MAGICS via a WAP interface (Nokia 7210 simulator) 

 

Figure 18 Compare the offers returned by the master buying agent 

A consumer wants to 

buy a book with 

ISBN=0123456789 
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Figure 19 Transferring the digital book to the buying agent 

 

In the second demonstration, we assume that a consumer must buy the same 

book at the nearest physical bookstore. Now we consider two attributes, namely 

price and traveling time to the bookstore. For simplicity, they have equal weights. 

As shown in Figure 20, the consumer enters the required information through 

his/her WAP phone. It can be seen that the consumer is fully satisfied and 

dissatisfied if the book is priced at $330 and $380, respectively. The preferred 

traveling time is 5 minutes and a traveling time of 30 minutes is unacceptable. 

Based on the information, four mobile shopping agents are sent to look for the 

book from a nearby bookstore. After obtaining the offers, the master agent 

evaluates the offer according to the satisfaction scores as discussed above. The 

evaluation results are shown in Table 2. It can be seen that shop 4 is preferred. 

Although its offered price is not the lowest, it gives the best satisfaction score 

after considering both attributes. This is just a simple example to demonstrate the 
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basic function of B2C MAGICS. Many similar applications can be built using 

this framework to support e-commerce in general and m-commerce in particular. 

 

Figure 20 The inputted information for the second demonstration 

 

 

Figure 21 The recommended shops for the second demonstration 
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Table 1 Attributes and their values for the second demonstration 

Parameter Value 
Attribute Set (Ai) {price, traveling time} 
Min. Price (l1) (HK$) 330 
Max. Price (h1) (HK$) 380 
Best Time (l2) (mins) 5 
Worst Time (h2) (mins) 30 

 

Table 2 Average score of each shop for the second demonstration 

 
Price  

(Vt,1) ($) 

Traveling 
Time (Vt,2) 

(mins) 

Attribute  
Score 1 (S1) 

Attribute  
Score 2 (S2) 

Score 
( tS ) 

Shop 1 380 23 0 0.285 0.143 
Shop 2 320 16 1.2 => 1 0.573 0.787 
Shop 3 350 10 0.6 0.805 0.703 
Shop 4 335 5 0.9 1.0107 => 1 0.95 
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CHAPTER 4  
COMMUNICATION 
FRAMEWORK FOR B2C 
MAGICS 

One of the objectives of this thesis is to define an XML-based MAGICS 

communication scheme. In conventional agent-based systems, agents typically 

communicate using a special language such as Knowledge Query Manipulation 

Language (KQML) [24][25]. Recently, there has been considerable interest in 

employing the Extensible Markup Language (XML) to facilitate inter-agent 

communications [16]. The XML schema has a number of advantages. It can be 

used to effectively and flexibly define the “grammar” of the communications. It 

also can maintain the traditional object-oriented features and advantages. Thus, 

the focus of this chapter is on designing the buying protocol and the inter-agent 

communication mechanism based on XML.  

4.1. Agent Communication Language 

Information exchange between buyers and sellers is an important issue. In 

traditional commerce, they communicate with each other through conversations. 

In an agent-based environment, the buying and selling agents can communicate 

using different agent communication languages. KQML is a well-known 

language that has been used in many agent development projects [42]. In recent 

years, there has been considerable interest in adopting XML to support 
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agent-to-agent communications [16][23][38], because it can overcome some of 

the shortcomings of KQML. In particular, the XML schema can be employed to 

effectively and flexibly specify the structure or format of the communication 

language. 

 

KQML is a text message according to the speech act theory which concerns the 

role of language as an action [24]. Systems using KQML have three requirements. 

Firstly, a set of API is required to handle composition and exchange messages. 

Secondly, a service infrastructure is required to do naming, registration and basic 

facilitation services. Thirdly, reserved performatives are required to take 

semantically prescribed actions [25]. When defining the basic ontology for agent 

communications, which includes shared vocabularies and the relationships 

between vocabulary items, KQML offers a narrow and inflexible way to perform 

the tasks compared with XML [25]. XML is a subset of Standard Generalized 

Markup Language (SGML). It allows the creation of new tags to describe a set of 

information and defines the “grammar” of the communications. XML can be 

structured by Document Type Definition (DTD) or the XML Schema (see 

http://www.w3.org/XML/Schema for details). By doing so, an XML message can 

be interpreted by an agent without ambiguity. Thus, it provides a standard 

communication format for exchanging information. Also, the information can be 

easily extracted by and integrated with an XML parser as it makes use of the 

same API for manipulating XML data. Programmatic access to the document’s 

content allows agents to process the data without a doubt [16]. XML is more 

powerful than other agent communication languages because of its extensibility 

and ubiquity. Besides adding new tags for each particular subject, it is possible to 
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use an XML schema to extend the data type. That means a complex data type can 

be defined by inheriting simple data types.  

 

We have chosen XML as the MAGICS agent communication language. 

MAGICS makes use XML schema to define the XML messages. It is because 

XML schema provides more functions than DTD [4]. In particular, XML schema 

can define more relationships between elements such as specifying the exact 

number of occurrences of each element. It also provides more data types, 

including string, numeric, date, time and structure. The major advantage of XML 

schema is in realizing the traditional object-oriented features. 

4.2. XML-based Communication 

Scheme 

10K 10K 10K

 

Figure 22 The partly containment of MAGICS element 

Agents in MAGICS communicate with each other through MAGICS messages, 

which are defined by XML schema. A MAGICS message consists of three 
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sections: a basic information section, a functional information section and an 

additional information section. The general structure is shown in Figure 22.  

 

Basic information is information which is common to all kinds of messages such 

as locations/addresses of senders and receivers, their reference codes, message 

generation date/time, and required reply deadline (if any). For sensitive or 

important messages, the basic information can also include a digital signature to 

safeguard the integrity of the message. Functional information is 

function-specific; for instance, a buying function, which will be defined and 

explained later. Each function usually consists of several procedures. The 

procedures involved in buying something include getting quotations and 

completing purchases, and so forth. Each function has a Protocol attribute to 

specify the associated namespace. This allows businesses to flexibly add their 

own functions and requirements. For instance, having set up a new namespace 

called aaa, the corresponding quotation request element can be specified like: 

<aaa: QuotationRequest>. In a later example, we discuss the procedures for a 

quotation request/response, negotiation request/response and buying 

request/response. In a quotation request, the buying agent gives the basic product 

information together with the product requirement. In a quotation response, the 

selling agent replies with the detailed product information about the product and 

the price of the product. The proposed method can also support negotiations. 

Specifically, upon evaluating the responses, the buying agent sends the preferred 

seller a negotiation request which includes the negotiation action, the product 

information and the negotiation criteria. The selling agent then returns the 

negotiation response based on the information in the negotiation request. When 
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both agents are satisfied with the result of the negotiation, the buying agent 

provides the selling agent with the buying request containing the product 

information and the customer information. Finally, the selling agent returns a 

buying response to the buying agent with the relevant information. In the 

following, we employ a simple example to explain the basic operations. Note that 

by employing the XML schema, we can specify messages flexibly and extend the 

basic procedures to address other more complicated situations. 

 

As B2C MAGICS is a system for supporting the consumer buying process, it 

must handle different kinds of product information. Even though the products are 

grouped in different categories, they still have much common information. For 

example, when a buyer requests for a quotation of a book, he/she will enter the 

book name, author name and publication year. When obtaining a quotation for a 

notebook, he/she will enter the brand name, model number and manufacture year. 

It can be seen that the product name and creation date are common product 

information. The non-common product requirement can be defined by extending 

the general product requirement. As a result, the inheritance mechanism in 

object-oriented programming language can be applied. An XML Schema can be 

defined using the object-oriented mechanism. Figure 23 shows the structure of 

the general product and particular products. As an example, we show the XML 

schema for the product information in Figure 24. Other schemas (e.g., product 

requirement and reply) can be specified using a similar approach. The 

ProductInformation provides the basic information on a product, including the 

title, identifier and creation (year). All products should provide such information. 

For the identifier, we can give detailed information through the IdentifierType 
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attribute. For instance, a book should have a book title, an ISBN (i.e., the 

identifier) and a publication year (i.e., the creation year). Note that the product 

information has been defined as generally as possible so that it can be applied to 

various kinds of products. We may also provide product-specific information for 

certain products. In the example, the book information may include the author 

and publisher. Through the XML schema, we can specify additional/detailed 

information simply by extending the general product information (see Figure 24). 

This is similar to the approach used in [23]. For instance, as shown in Figure 24, 

a new element called BookInformation (as extended from the ProductInformation) 

is introduced. 

Book
BookInformation
- Author, Publisher
BookRequirement
BookReply

Notebook
NotebookInformation
NotebookRequirement
- CPU, RAM, Weight
NotebookReply

Product
ProductInformation
- Identifier, Title, Year
ProductRequirement
- ProductPrice
ProductReply
- ProductPrice, Warranty

 

Figure 23 The structure of the general product and particular products 
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<complexType name="ProductInformation"> 
 <sequence> 

  <element name="Identifier" minOccurs="0"> 
   <complexType> 

    <simpleContent> 
     <extension base="string"> 
      <attribute name="IdentifierType" type="string"/> 

     </extension> 
    </simpleContent>  

   </complexType> 
  </element> 
  <element name="Title" type="string" minOccurs="0"/>  

  <element name="Year" type="gYear" minOccurs="0"/> 
 </sequence> 

</complexType> 
<element name="BookInformation"> 
 <complexType> 

  <complexContent> 
   <extension base="MAGICS:ProductInformation"> 

    <sequence minOccurs="0"> 
     <element name="Author" type="string" minOccurs="0"/> 
     <element name="Publisher" type="string" minOccurs="0"/> 

    </sequence> 
    <attribute name="BookType" type="string" use="optional"/> 

   </extension> 
  </complexContent> 
 </complexType> 

</element> 

Figure 24 An XML schema for a MAGICS message 

4.3. Example of a Simple Buying 

Process  

In this section, we use a simple example to explain the basic operations of the 

communication scheme to support the consumer buying process. For illustration, 

we have either filled in dummy data or “…” for the elements. 
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1. A buying agent sends a quotation request. 

<?xml version="1.0" encoding="UTF-8"?> 
<MAGICS xmlns="http://127.0.0.1/Schema"  

 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  
 xsi:schemaLocation="http://127.0.0.1/Schema MAGICS.xsd">  

 <Basic> 
  <Sender>magics://aaa.com/buyagent</Sender> 
  <Receiver>magics://zzz.com/sellagent</Receiver> 

  <DateTime>2004-07-01T9:00:00</DateTime> 
  <ExpiryDateTime>2004-07-02T9:00:00</ExpiryDateTime> 

  <SenderReferenceCode>S1234</SenderReferenceCode>  
 </Basic> 
 <Functional>   

  <Buying Protocol="http://127.0.0.1/Schema">  
   <QuotationRequest ProductType="Book"> 

    <BookInformation> 
     <Name>E-Commerce</Name> 
    </BookInformation> 

    <BookRequirement>    
     <ProductPrice Requirement="Highest">250</ProductPrice> 

    </BookRequirement> 
   </QuotationRequest> 
  </Buying> 

 </Functional> 
</MAGICS> 

Figure 25 Quotation request message 

Figure 25 shows the message for the quotation request. The basic information 

provides the message-specific information. The functional information provides 

the buying information. The associated protocol or schema is stated in the 

Protocol attribute (i.e., the given URL). For illustration, we assume that it is 

defined locally. Of course, in a real implementation, the associated protocol 

should be specified/stored at a public location. The QuotationRequest element 

specifies the quotation request information. The ProductType attribute identifies 

the type of product involved. In the example, the type is “Book” and the 

corresponding elements of BookInformation and BookRequirement are included 

in the quotation request. The BookInformation element provides the general 
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information on the book e.g., the title of the book (i.e., the information is 

identical for all buyers). The BookRequirement element gives the buyer specific 

requirements (e.g., the required product price). To facilitate searching/data 

retrieval, the ProductPrice element includes the Requirement attribute, which 

provides further information on the price requirement. In the example, the 

highest price is given i.e., the buying agent wants to buy a book entitled 

E-commerce at a price of at most $250. 

 

2. A selling agent replies with a quotation response. 

<?xml version="1.0" encoding="UTF-8"?> 

<MAGICS xmlns="http://127.0.0.1/Schema"  
 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  

 xsi:schemaLocation="http://127.0.0.1/Schema MAGICS.xsd">  

 <Basic> 
  <Sender>magics://zzz.com/sellagent</Sender> 

  <Receiver>magics://aaa.com/buyagent</Receiver> 

  <DateTime>2004-07-01T9:05:00</DateTime> 
  <ExpiryDateTime>2004-07-02T9:00:00</ExpiryDateTime> 

  <SenderReferenceCode>R1234</SenderReferenceCode> 

  <ReceiverReferenceCode>S1234</ReceiverReferenceCode> 
 </Basic> 

 <Functional> 

  <Buying Protocol="http://127.0.0.1/Schema"> 
   <QuotationResponse ProductType="Book"> 

    <BookInformation> 

     <Identifier IdentifierType="ISBN">0123456789</Identifier> 
     <Title>E-Commerce</Title> 

     <Year>2004</Year> 

     <Author>…</Author> 
     <Publisher>… </Publisher> 

    </BookInformation> 

    <BookReply> 
     <ProductPrice>230</ProductPrice> 

    </BookReply> 

   </QuotationResponse> 

  </Buying> 
 </Functional> 

</MAGICS> 

Figure 26 Quotation response message 
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<?xml version="1.0" encoding="UTF-8"?> 
<MAGICS xmlns="http://127.0.0.1/Schema"  

 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  
 xsi:schemaLocation="http://127.0.0.1/Schema MAGICS.xsd"> 

 <Basic> 
  <Sender>magics://zzz.com/sellagent</Sender> 
  <Receiver>magics://aaa.com/buyagent</Receiver> 

  <DateTime>2004-07-01T9:05:00</DateTime> 
  <ExpiryDateTime>2004-07-02T9:00:00</ExpiryDateTime> 

  <SenderReferenceCode>R1234</SenderReferenceCode> 
  <ReceiverReferenceCode>S1234</ReceiverReferenceCode> 
 </Basic> 

 <Functional> 
  <Error> 

   <ErrorNumber>2</ErrorNumber> 
   <ErrorType>Syntax error</ErrorType> 
  </Error> 

 </Functional> 
</MAGICS> 

Figure 27 Quotation response message with an error 

Having received the quotation request message, the selling agent processes it. It 

looks for the required product from a database in accordance with the product 

information and the product requirement. It then sends the quotation response 

back to the buying agent. Figure 26 shows an example of the quotation response 

message. For purposes of identification, the sender reference code is enclosed in 

the basic information. To allow the buying agent to identify the transaction, the 

receiver reference code should be identical to the reference code sent by the 

buying agent in the quotation request message. For the functional information, 

the QuotationResponse element is included. The associated sub-elements are: 

BookInformation and BookReply. BookInformation gives specific information on 

the book. BookReply provides the information about the price and possibly other 

related information. If the selling agent is not able to process the received 

message (e.g., because of syntax errors), the corresponding response message as 
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shown in Figure 27 will be returned. An error message is enclosed by means of 

an Error element. Various error messages can be specified in a similar manner. 

 

3. The buying agent sends a negotiation request message. 

 

<?xml version="1.0" encoding="UTF-8"?> 
<MAGICS xmlns="http://127.0.0.1/Schema"  

 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  
 xsi:schemaLocation="http://127.0.0.1/Schema MAGICS.xsd"> 
 <Basic> 

  <Sender>magics://aaa.com/buyagent</Sender> 
  <Receiver>magics://zzz.com/sellagent</Receiver> 

  <DateTime>2004-07-01T9:10:00</DateTime> 
  <ExpiryDateTime>2004-07-02T9:00:00</ExpiryDateTime> 
  <SenderReferenceCode>S1234</SenderReferenceCode> 

  <ReceiverReferenceCode>R1234</ReceiverReferenceCode> 
 </Basic> 

 <Functional> 
  <Buying Protocol="http://127.0.0.1/Schema"> 
   <NegotiationRequest> 

    <NegotiationAction>propose</NegotiationAction> 
    <BookInformation> 

     <Identifier IdentifierType="ISBN">0123456789</Identifier> 
    </BookInformation> 
    <BookReply> 

     <ProductPrice>200</ProductPrice> 
    </BookReply> 

   </NegotiationRequest> 
  </Buying> 
 </Functional> 

</MAGICS> 

Figure 28 Negotiation request message 

After evaluating the responses, the buying agent forwards a negotiation request 

to the preferred seller (see Figure 28). Again, for purposes of identification, the 

receiver reference code is based on the sender reference code provided in the 

quotation response message. For the functional information, the specified 

function is  “buying” and the procedure is “negotiation request”. Firstly, the 
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request provides the negotiation action. There are four kinds of action types. The 

first action type is “propose” - the agent starts the negotiation. The second action 

type is “accept” - the agent accepts the offer raised by the opponent. The third 

action type is “reject” - the agent rejects the offer and states the new negotiation 

terms. The last action type is “failed” - the agent does not bargain anymore and 

terminates the negotiation. Secondly, for simplicity, just the BookIdentifier 

element is provided as the product can be identified with just this information. 

Finally, the product reply element is used to specifying the negotiation criteria.  

 

4. The selling agent responds a negotiation response message. 

<?xml version="1.0" encoding="UTF-8"?> 
<MAGICS xmlns="http://127.0.0.1/Schema"  

 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  
 xsi:schemaLocation="http://127.0.0.1/Schema MAGICS.xsd"> 
 <Basic> 

  <Sender>magics://zzz.com/sellagent</Sender> 
  <Receiver>magics://aaa.com/buyagent</Receiver> 

  <DateTime>2004-07-01T9:15:00</DateTime> 
  <ExpiryDateTime>2004-07-02T9:00:00</ExpiryDateTime> 
  <SenderReferenceCode>R1234</SenderReferenceCode> 

  <ReceiverReferenceCode>S1234</ReceiverReferenceCode> 
 </Basic> 

 <Functional> 
  <Buying Protocol="http://127.0.0.1/Schema"> 
   <NegotiationResponse> 

    <NegotiationAction>accept</NegotiationAction> 
    <BookInformation> 

     <Identifier IdentifierType="ISBN">0123456789</Identifier> 
    </BookInformation> 
    <BookReply> 

     <ProductPrice>200</ProductPrice> 
    </BookReply> 

   </NegotiationResponse> 
  </Buying> 
 </Functional> 

</MAGICS> 

Figure 29 Negotiation response message 
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The selling agent extracts the negotiation criteria and checks whether the criteria 

can be fulfilled. Figure 29 shows that the selling agent accepts the proposal. The 

negotiationAction element is “accept” and the same negotiation criteria as in the 

request are attached. The negotiation ends if both parties receive an “accept” or a 

“failed” result. 

 

5. The buying agent sends a buying request message. 

<?xml version="1.0" encoding="UTF-8"?> 
<MAGICS xmlns="http://127.0.0.1/Schema"  

 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  
 xsi:schemaLocation="http://127.0.0.1/Schema MAGICS.xsd"> 
 <Basic> 

  <Sender>magics://aaa.com/buyagent</Sender> 
  <Receiver>magics://zzz.com/sellagent</Receiver> 

  <DateTime>2004-07-01T9:20:00</DateTime> 
  <ExpiryDateTime>2004-07-02T9:00:00</ExpiryDateTime> 
  <SenderReferenceCode>S1234</SenderReferenceCode> 

  <ReceiverReferenceCode>R1234</ReceiverReferenceCode> 
  <DigitalSignature>…</DigitalSignature> 

 </Basic> 
 <Functional> 
  <Buying Protocol="http://127.0.0.1/Schema"> 

   <BuyingRequest> 
    <BookInformation> 

     <Identifier IdentifierType="ISBN">0123456789</Identifier> 
    </BookInformation> 
    <CustomerInformation> 

     <CustomerName> … </CustomerName> 
     <Address> … </Address> 

     <CreditCardNo> … </CreditCardNo> 
     <ExpiryYearMonth>2007-07</ExpiryYearMonth> 
    </CustomerInformation> 

   </BuyingRequest> 
  </Buying> 

 </Functional> 
 <Additional> 
  <DigitalCertificate> … </DigitalCertificate> 

 </Additional> 
</MAGICS> 

Figure 30 Buying request message 
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If both agents accept for the negotiation terms, the buying agent forwards a 

buying request with the product identifier simply. For delivering the book, the 

customer information is provided in the message as well. To protect the integrity 

of the message, the digital signature of the message is enclosed in the basic 

information. A digital certificate can be provided (i.e., attached as the additional 

information) for the selling agent to verify the digital signature with the buying 

agent’s public key. 

 

6. The selling agent returns a buying response message. 

<?xml version="1.0" encoding="UTF-8"?> 

<MAGICS xmlns="http://127.0.0.1/Schema"  
 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  

 xsi:schemaLocation="http://127.0.0.1/Schema MAGICS.xsd"> 

 <Basic> 
  <Sender>magics://zzz.com/sellagent</Sender> 

  <Receiver>magics://aaa.com/buyagent</Receiver> 

  <DateTime>2004-07-01T9:25:00</DateTime> 
  <ExpiryDateTime>2004-07-02T9:00:00</ExpiryDateTime> 

  <SenderReferenceCode>R1234</SenderReferenceCode> 

  <ReceiverReferenceCode>S1234</ReceiverReferenceCode> 
  <DigitalSignature>…</DigitalSignature> 

 </Basic> 

 <Functional> 
  <Buying Protocol="http://127.0.0.1/Schema"> 

   <BuyingResponse> 

    <BookInformation> 
     <Identifier IdentifierType="ISBN">0123456789</Identifier> 

    </BookInformation> 

    <ReceiptInformation> 
     <ReceiptNumber>O1234</ReceiptNumber> 

     <ProductPrice>230</ProductPrice>  

    </ReceiptInformation> 
   </BuyingResponse> 

  </Buying> 

 </Functional> 

 <Additional> 
  <DigitalCertificate> … </DigitalCertificate> 

 </Additional> 

</MAGICS> 

Figure 31 Buying response message 
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After receiving the buying request message, the selling agent processes the 

request. It also retrieves the customer’s credit card information for payment 

purposes. If everything is fine, it sends back the buying response to the buying 

agent (see Figure 31). The response message functions like a receipt for the order 

and the message is signed digitally. Similar to step 5, the selling agent can also 

enclose its digital certificate. 

 

4.4. Summary 

In conclusion, we have proposed an Extensible Markup Language (XML) 

scheme for inter-agent communications. Agents in MAGICS use MAGICS 

messages to talk with each other. The general structure of MAGICS messages 

includes basic, functional and additional information. Product information is the 

general information used in the consumer buying process. We have presented the 

XML schema for defining general product information. When a new product is 

added into the system, the structure of the new product information can be 

defined effectively based on the general structure. Moreover, we have used an 

example to illustrate the basic operation of the communication scheme so as to 

support the consumer buying process. 
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CHAPTER 5  
MARKOV-DECISION-BASED 
PRICE COMPARISON MODEL 

In a typical consumer-oriented buying process, before making the purchase 

decision, a consumer needs to evaluate the product, in particular, by comparing 

prices. The consumer has to visit shop-by-shop in physical shopping, or 

site-by-site in electronic shopping. Upon gathering the information from each 

shop, the consumer differentiates them and evaluates the differences based on 

certain criteria. This process incurs high searching cost and processing cost. 

Several agent-based systems have been developed to facilitate such comparisons 

both in the physical world and the cyber world.  

 

Shopper’s Eye [13] is an agent system which makes use of personal digital 

assistants (PDAs) to search for and evaluate products in a shopping center. The 

consumer uses a PDA to prepare a shopping list to specify what to buy and which 

shops to visit. Upon entering a shopping mall, the system uses the Global 

Positioning System (GPS) to locate shops on the list and then notifies the 

consumer. A consumer can also use the browse mode to look for adjacent shops 

and can use Shopper’s Eye to compare products sold in nearby shops. When the 

consumer selects an item, the system can compare the prices of the same item 

sold by adjacent shops and then notify the consumer of the best local price. 

 

Anderson Consulting’s BargainFinder [22], a pioneer in agent-based product 
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comparison, provides availability and price information about compact discs 

(CDs). In response to user input, the system provides hyperlinks to Web sites that 

sell the CD that the user requested. The user can buy the CD by clicking on the 

corresponding link. A Pocket BargainFinder [3] was also developed to work in an 

integrated electronic and physical commerce environment. In this case, a user 

can get the identity of a product (e.g., by scanning the bar code) from a physical 

shop. The user then requests that the system search for the same product from 

cyber-stores. If a cyber-store offers a lower price, the user can buy the product 

through his/her mobile terminal. ShopBot [12] obtains information from seller 

sites in order to provide a product-specific comparison service. To use the service 

and facilitate the learning process, users are required to provide product domain 

information (see [12] for details). This agent-based system is in two phases, an 

offline learning followed by online comparison shopping. In the offline learning 

phase, it analyzes the uniform resource locators (URL) of the merchants and the 

product domain information so as to obtain the vendor descriptions/information. 

Online comparison shopping is activated when the system receives a shopping 

request from a consumer. The system then compares and analyzes vendor 

descriptions/information using Artificial Intelligence techniques, including 

heuristic search, inductive learning and pattern matching and follows this with a 

recommendation or the provision of other relevant information. Price Watcher 

[14] is capable of getting price and other information from competitors through 

the WebSpy system [15]. This agent-based system obtains the required 

information by retrieving Web pages from competitor sites. It keeps this 

information in a local database which can be used for price comparisons. Most of 

these agent-based systems focus on obtaining and comparing price information. 
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We propose in this chapter to complement this work with a Markov 

decision-based price-comparison model. Our proposed contribution differs from 

other current systems in that it investigates a mobile agent-based system, takes 

into account of the use of network resources and provides a more complete 

service by using mobile agents to emulate the whole buying process not just to 

compare prices. To support MAGICS, we consider a Markov-decision-based 

price comparison problem in this chapter.  

5.1. General Markov-decision-based 

Model Formulation 

 

Figure 32 The general Markov-decision-based model 

The Markov Decision Process (MDP) [31][32] has been widely used as a general 

framework for treating control problems with available decisions which can be 

taken when the system is in certain states. The general structure of the 

discrete-time model is described in Figure 32. The system is divided into N 

decision points representing the exact time at which decisions can be made. A 

control problem is classified as either finite horizon or infinite horizon based on 

the number of decision points. If N is a real number, it is a finite horizon MDP; 

otherwise it is an infinite horizon MDP. The system also has a set of possible 
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states. Based on certain states at each decision point, an action is chosen. This 

produces two results: one is an immediate cost, and the other is a new state at a 

subsequent point in the timeline. Both results are calculated by using a state 

transition probability which represents the probability of changing from the 

present state to the next state. 

 

In summary, the calculation of MDP requires five sets of items . 

- A set of decision points 

- A set of system states used to describe the system 

- A set of actions available for the system to decide 

- An immediate cost associated with a particular state and a certain action 

- A state transition probability bringing the system from current state to next 

state when action is selected 

5.2. The Price Comparison Problem 

In this section, we formulate the price-comparison problem with Markov 

Decision theory. In a mobile agent-based system, a user can perform the search 

and evaluation functions by sending agents to multiple merchants either in 

parallel or by sending one agent to visit the merchants sequentially. In this thesis, 

no special strategy is used to set the priorities for site visits. The parallel agents 

visit the sites at the same time and the sequential agent visits the sites in a 

predefined order. In future work, priorities can be set in different ways e.g., 

according to the preferences of previous buyers. In this section, we consider the 

sequential approach and assume that there is a dispatching cost (or traveling cost) 
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when sending an agent from one merchant to another. This cost may represent 

the Internet usage charge and other processing costs. Our aim in examining this 

problem is to determine the optimal decision policy for minimizing the expected 

cost (including the traveling cost and the cost of buying the item).  

 

We have formulated two Markov-decision-based models that can support price 

comparison using a mobile agent. The general scenario of the model is as follows. 

We assume that there are N shops and that a mobile agent visits them in sequence. 

At each shop, the mobile agent must decide whether to buy the item or travel to 

the next shop. If the mobile agent buys the item, it will pay the required cost (see 

later models) and visit no other shops. Otherwise, it will move to the next shop 

and pay a constant traveling cost, Ctravel. At the next shop, it must make the same 

decision again. In the first model, the agent cannot return to the previous shops 

(see Figure 33). To a certain extent, this emulates the physical shopping process 

because it is generally inconvenient to make a return trip. In the second model, 

the agent can return to the previous shop that offers the lowest price and buy the 

item. The cost of returning to the previous shop, the traveling cost Ctravel, should 

also be paid (see Figure 34). The goal of these two models is to minimize the 

expected cost, which includes the cost of the product and the traveling cost.  

 

Figure 33 Flow diagram of Model I 
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Figure 34 Flow diagram of Model II 

 

Following the approaches/notations in [31][32], we formulated two 

Markov-decision-based models as follows. Table 3 shows the notations used in 

the two models. Note that for s, m and z, a subscript t can be added to specify the 

respective values at t, e.g., st denotes the system state at t. 

Table 3 Notations used in the price-comparison models 

Symbol Description 
t The decision point t 
S The set of states 
s The system state 
ci The price level i of the product 
ci,t The offered price of the product is ci at t 
m The lowest price recorded 
Θ The end state 
Z The set of choices 
z The selected choice 
ρ The state transition probability 
P The price distribution 
Bt The cost incurred at t 
Ctravel The traveling cost 
Ωt The average accumulated cost at t 
ω t  The minimum average accumulated cost at t  
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5.2.1. Model I 

According to the price comparison problem, the mobile agent must decide 

whether to buy an item or visit the next shop. The decision points are 1, 2, … 

t, … N, where N is the number of shops. The current decision point is denoted as 

t and the next one as t+1. The system states are defined by two elements. One is 

the price of the product ci, where ci > 0, i = 1, 2, … n, and ci < ci+1 for all i. The 

other is the end state, Θ. The set of possible states is time-independent, which 

means that they are the same at each decision point. The set of states at each shop 

is denoted as S = {ci}∪{Θ}. Furthermore, we use ci,t to represent the state at 

which the price being offered for the product is ci at decision point t. Figure 33 

illustrates the change in state at each decision point. When the agent travels to the 

next shop, the state changes to the price offered by the next shop. If the agent 

decides to buy at the current shop, it moves to the “end” state. 

 

At each decision point, the mobile agent can make one of the two choices: “end” 

or “move”. The set of choices is time-independent. Let Z(s) denote the set of 

choices for state s∈S: 

 { }
⎩
⎨
⎧

Θ=
∈

=
s
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 if                          ,}0{
 if (end)}, 0 (move), {1

)(  (3) 

Note that once the agent reaches the “end” state (Θ), it will remain there. 

 

Let ρ(st+1| st, zt) denote the state transition probability from the current state, st∈S 

at decision point t, to the next state, st+1∈S at decision point t+1, when the 

selected choice at decision point t is zt∈Z(st). It is given by the following 
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expression for t = 1, 2, … N-1: 
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We assume that the offered price is governed by a probability distribution P(ci). 

For instance, it may be obtained based on past statistics for similar products. If 

the decision is “move”, the mobile agent moves to state st+1∈{ci} with 

probability P(ci). Otherwise, the agent moves to the “end” state. 

 

Denote Bt(s, z) as the cost incurred if the system state is s∈S at t and the selected 

choice is z∈Z(s) at t. It is defined by the following equation: 
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The cost is determined using these three equations corresponding to the first 

decision point, the last decision point and the decision points in between, as 

explained as follows. If the decision is “end”, the offered price is paid. If the 

decision is “move”, the traveling cost is paid. At the first shop, one more Ctravel is 

paid because the cost of traveling to the first shop should be included. If the 

mobile agent reaches the last shop, it ends and pays at the price being offered at 

the last shop. 
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At a decision point t, the average accumulated cost for st and zt can be found as 

follows (see [31][32] for details): 

 ( ) ( ) ( ) ( )∑
∈
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where ωt+1(st+1) is the lowest average accumulated cost for st+1 at t+1. According 

to [31][32], we solve Eqn. 6 recursively by first setting ωN+1 = 0. Let Zt*(st) be 

the preferred choice for state st at t. Based on Eqn. 6, we can find Zt*(st) by 

computing the average accumulated cost for all of the possible choices. The 

preferred choice is the one that gives the lowest average accumulated cost, and 

the corresponding value of the cost is used to determine ωt(st). 

Table 4 Values of the parameters used in the example 

Parameter Value(s) 
Number of shops (N) 3 
Decision points (t) {1, 2, 3} 
Prices (ci) {1, 2, 3} 
Price distribution (P(ci)) Uniform (1/3) 
System states (s) {1, 2, 3, Θ} 
Traveling cost (Ctravel) 0.1 

Table 5 Transition probabilities of the example 

st , zt \ st+1 c1=1 c2=2 c3=3 Θ 
c1=1, 1 1/3 1/3 1/3 0 
c1=1, 0 0 0 0 1 
c2=2,1 1/3 1/3 1/3 0 
c2=2, 0 0 0 0 1 
c3=3, 1 1/3 1/3 1/3 0 
c3=3, 0 0 0 0 1 
Θ, 1 0 0 0 1 
Θ, 0 0 0 0 1 
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The recursive process is best explained with a simple example. Table 4 shows the 

values of the parameters used in the following example. Table 5 shows the 

transition probabilities. 

 

By using the backward induction algorithm (see [31][32], for details), the 

procedures are shown as follows: 

Step 1: With t = 4, we have ω4(s4) = 0, where Ss ∈4 . 

Step 2: With t = 3, the agent has reached the last shop so it must “end”. Therefore 

ω3(s3) = B3(s3,0). 

Step 3: With t = 2, compute Ω2(s2, z2) accordingly. Then choose the option with 

the minimum average accumulated cost, e.g., 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
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  As Ω2(3,1) gives the minimum value so Z2*(3) = 1. Hence, we have 

ω2(s2) = Ω2(3,1). 

Step 4: With t = 1, compute ω1(s1), similar to step 3.  

 

All of the expected costs and preferred choices are summarized in Table 6. 
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Table 6 Expected costs and preferred choices (Model I) 

s 1 2 3 Θ 
Ω3(s,0) 1 2 3 0 

Ω2 (s,0)/Ω2 (s,1) 1 / 2.1 2 / 2.1 3 / 2.1 0 
Ω1 (s,0)/Ω1 (s,1) 1.1 / 1.9 2.1 / 1.9 3.1 / 1.9 0 

ω3 (s) 1 2 3 0 
ω2 (s) 1 2 2.1 0 
ω1 (s) 1.1 1.9 1.9 0 
Z3*(s) 0 0 0 I 
Z2*(s) 0 0 1 I 
Z1*(s) 0 1 1 I 

Note: I=Infeasible 

5.2.2. Model II 

Similar to Model I, the price of a product is ci with a known probability 

distribution P(ci), where ci > 0, i = 1, 2, … n, and ci < ci+1 for all i. The decision 

points are the same as those in Model I. In Model II, the agent can return to a 

previous shop to buy the product at the lowest price. The system states are 

represented by the price of the product ci and the current minimum price of the 

product m. The set of states at each shop is therefore denoted as S = {ci,m}∪{Θ}. 

 

There are also two choices in each state: “move” and “end”. When the agent 

decides to continue shopping, the minimum cost should be updated as min(ci,t,mt) 

= mt+1 before moving to the next state with probability P(ci). When the agent 

locates at the shop 1, the minimum cost is not recorded. The minimum price at 

the shop 2 should be based on the price offered by the first shop. The state 

transition probability is given by the following expression for t = 2, … N-1. 
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At t, the cost for each state, Bt(s, z), is defined as follows: 
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where t = 2, 3, … N-1. 

 

The major difference in the cost equation between Model I and Model II is that in 

Model II the minimum cost is paid. This means that if the agent decides to end, it 

will buy the product at the previously visited shop that offers the lowest price. 

Note that there is a traveling cost of Ctravel to return to the shop. Similarly, the 

minimum average accumulated cost ωt(st) can be obtained by Eqn. 6. 

 

We again explain this model with a simple example. The number of shops, the 

price distribution, and the traveling cost are the same as those in the previous 

example. The set of states are S = {(1,1), (1,2), (1,3), (2,1), (2,2), (2,3), (3,1), 

(3,2), (3,3), Θ}. Based on the above calculation, the expected costs and preferred 
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choices are summarized in Table 7. 

Table 7 Expected costs and preferred choices (Model II) 

s =(ci,m) (1,1) (1,2) (1,3) (2,1) (2,2) (2,3) (3,1) (3,2) (3,3) Θ 

Ω3(s,0) 1 1 1 1.1 2 2 1.1 2.1 3 0 

Ω2(s,0) / 
Ω2(s,1) 

1 / 
1.167 

1 / 
1.167 

1 / 
1.167

1.1 / 
1.167

2 / 
1.8 

2 / 
1.8 

1.1 / 
1.167

2.1 / 
1.8 

3 /  
2.1 

0 

Ω1(s,0) / 
Ω1(s,1) 

1.1 / 
1.267 

1.1 / 
1.267 

1.1 / 
1.267

2.1 / 
1.733

2.1 / 
1.733

2.1 / 
1.733

3.1 / 
1.833

3.1 / 
1.833 

3.1 / 
1.833 

0 

ω3(s) 1 1 1 1 2 2 1 2 3 0 

ω2(s) 1 1 1 1.1 1.8 1.8 1.1 1.8 2.1 0 

ω1(s) 1.1 1.1 1.1 1.733 1.733 1.733 1.833 1.833 1.833 0 

Z3*(s) 0 0 0 0 0 0 0 0 0 I 

Z2*(s) 0 0 0 0 1 1 0 1 1 I 

Z1*(s) 0 0 0 1 1 1 1 1 1 I 

Note: I=Infeasible 
 

5.3.Results and Discussion 

5.3.1.Analytical Results 

In the analysis, the following assumptions are made: 

1. As an example, P(ci) is estimated by a “discrete” normal distribution with a 

mean µ and standard deviation σ. 

2. The prices are between µ-3σ and µ+3σ. Therefore, the probability is zero 

outside the above price range. 

3. The mean cost, µ, is set as $400. The standard deviation σ and the traveling 

cost Ctravel are varied in the following analysis. 
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It is possible to use these models and the backward induction algorithm to 

identify the preferred choices and the minimum costs. In the following, we will 

also compare the results for Model I and Model II. 

5.3.1.1 Model I 

 

Figure 35 Preferred choices for different values of Ctravel (σ = 0.1µ) 

 

Figure 35 shows the preferred choices at each shop of Model I, with σ = 0.1µ 

when Ctravel is varied. The agent prefers to travel to the next shop when the price 

of the product is above the lines (or price thresholds). When the traveling cost is 

very high, the agent should not visit other shops unless the current price is much 

higher than the mean price. 

 

Figure 36 shows the average cost paid by an agent when there exists different 

numbers of shops. The number of shops the agent will visit may be smaller than 

the number of shops existing because the agent can stop visiting based on the 
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decision policy. We have considered five different cases of Ctravel. The average 

cost for Model I is calculated as follows:  

 ( ) ( )i

n

i
iaverage cPcC ∑

=

=
1

1ω  (9) 

For instance, in the above example, the average cost 

is 63.13
19.13

19.13
11.1 =×+×+× . 

 Ctravel=0.001µ
Ctravel =0.005 µ 
Ctravel =0.01 µ
Ctravel =0.05µ 
Ctravel c=0.1 µ

 Ctravel=0.001µ
Ctravel =0.005 µ 
Ctravel =0.01 µ
Ctravel =0.05µ 
Ctravel c=0.1 µ

 Ctravel=0.001µ
Ctravel =0.005 µ 
Ctravel =0.01 µ
Ctravel =0.05µ 
Ctravel c=0.1 µ

 Ctravel=0.001µ
Ctravel =0.005 µ 
Ctravel =0.01 µ
Ctravel =0.05µ 
Ctravel c=0.1 µ 

 

Figure 36 Average cost vs. number of shops (Model I) 

 

According to the figures, the average cost is independent of the number of shops 

when the standard deviation is low. If the difference in price is very small, it is 

not worthwhile for the agent to travel to the next shop. In this case, the agent can 

simply visit the first shop and buy the product. Therefore, the average cost is 
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equal to the sum of Ctravel and the expected price of the product. When the price 

difference is large, the average cost decreases because the agent has a better 

chance of buying the item at a lower price. It can be seen that the average cost 

drops as Ctravel falls. As Ctravel is low, it is cost-effective to visit more shops. 

However, the average cost levels off when a certain threshold is reached. In other 

words, it is possible to get the lowest average cost after visiting a certain number 

of shops. 

5.3.1.2 Model II 
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Figure 37 Preferred choices for different values of m with σ = 0.1µ, Ctravel = 0.001µ (Model II) 

 

Figure 37 shows the preferred choices at each shop in Model II with σ = 0.1µ and 

Ctravel = 0.001µ when the same mean price is applied as in Model I. Each line in 

the figure represents a different minimum price recorded. The agent prefers to 

travel to the next shop if the price offered by the current shop is above the line 
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(i.e., the price threshold). As the maximum price is $520, it can be seen that if the 

minimum cost (m) is µ-2σ or below, the agent should not travel to the next shop 

except at shop 1. As the minimum cost is the same as the current shop price, the 

current shop price becomes the main consideration in the agent’s decision. Thus, 

the price threshold at shop 1 is the same as the one in Model I. If the minimum 

cost is µ-σ or above and the price offered by the current shop is greater than $320, 

the agent should travel to the next shop. 

 

In Model II, initially the minimum price should be set based on the price offered 

by the first shop. The average cost in Model II is calculated as follows: 

 ( ) ( )i
n

i
iiaverage cPccC ∑

=

=
1

1 ,ω  (10) 

For instance, in the aforementioned example, the average cost 

is 522.13
1833.13

1733.13
11 ≈×+×+× . 

 

Figure 38 shows the average cost for different numbers of shops under different 

standard deviations σ and different traveling costs, Ctravel. It can be seen that the 

average cost for Model II is very similar to that for Model I. 
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 Ctravel=0.001µ
Ctravel =0.005 µ 
Ctravel =0.01 µ
Ctravel =0.05µ
Ctravel c=0.1 µ 

 Ctravel=0.001µ
Ctravel =0.005 µ 
Ctravel =0.01 µ
Ctravel =0.05µ
Ctravel c=0.1 µ

 Ctravel=0.001µ
Ctravel =0.005 µ 
Ctravel =0.01 µ
Ctravel =0.05µ 
Ctravel c=0.1 µ 

 Ctravel=0.001µ
Ctravel =0.005 µ 
Ctravel =0.01 µ
Ctravel =0.05µ 
Ctravel c=0.1 µ

 

Figure 38 Average cost vs. number of shops (Model II) 

5.3.1.3 Models with Real Price Distribution 

We have also conducted further analysis using as the experimental data the 

bestselling computer books given in Best Web Buys (www.bestwebbuys.com). 

We also obtained the real price information in priceSCAN.com 

(www.pricescan.com) for the analysis. P(ci) is estimated by a “discrete” 

distribution with mean µ and standard deviation σ based on the price information 

of the bestselling computer books (see Table 8 for the first 5 of the top 20 

computer books). The price range is also from µ-3σ to µ+3σ and the distribution 

is found by counting the number of shops in each price level.  
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Table 8 The computer books found from priceSCAN.com (http://www.pricescan.com) 

Rank Book name µ ($) σ($) No. of shop found 
1 High-Speed Signal 

Propagation: Advanced 
Black Magic (2002) 

85.51 9.12 17 

2 High-Speed Signal 
Propagation: Advanced 
Black Magic (1993) 

87.33 9.27 16 

3 Performance Assessments for 
Adult Education: Exploring 
the Measurement Issues 
Report of a Workshop 

11.12 1.93 17 

4 Java: How to Program 81.88 9.25 16 
5 Introduction to Algorithms 76.69 5.4 15 

Note: All of the above prices are in U.S. dollars 

 

 

Figure 39 The average cost for different numbers of shops of purchasing the book 

“High-Speed Signal Propagation: Advanced Black Magic” under different price 

distribution and different traveling costs, Ctravel (prices based on the information at 

“http://www.pricescan.com”) 

 

Figure 39 shows the average cost of purchasing the book “High-Speed Signal 

Propagation: Advanced Black Magic” under different price distributions and 
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different travel costs when there are certain number of shops. The two models 

give the similar result that the agent pays at a lower price when the real price 

distribution is used. Nonetheless, the average cost as calculated with a normal 

distribution is only one to two dollars higher than that calculated with a real 

distribution. As shown in Figure 40 and Figure 41, we have calculated the 

average percentage difference in the average cost of the two models between the 

normal and real distribution when twenty books are considered. The percentage 

difference is below 5% and 6% for Model I and Model II, respectively. The 

difference rises dramatically when the number of shops visited is more than 15, 

because most books can be bought after visiting fifteen shops or less. The % 

difference is larger when the traveling cost is small. It can also be seen that the % 

difference increases slowly when the number of shops the agent would visit 

increases. 
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Figure 40 The % difference between normal and real price distribution (Model I, 

Analytical) 
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Figure 41 The % difference between normal and real price distribution (Model II, 

Analytical) 

5.3.1.4 Comparison among Models 

Besides analyzing the models individually, we will also compare the two models 

with the model in [6]. In [6], a mathematical model is developed to determine the 

number of mobile agents to be dispatched in parallel to get the price of an item 

for price comparison. When dispatching a mobile agent, the cost Ctravel should be 

paid. After retrieving the results from all agents, the system does the price 

comparison. The average cost for this parallel model can be found as follows: 

 
( ) ( ) ( )

( )∑

∑ ∑
∞

=

∞

=

∞

+=
−−

+=

+=

1

1
11 )()(

j
jnjtraveln

jk jk
knjkjnjn

pPpnCC

pPpPpPpPpP
 (11) 

where Pn(pj) is the probability that the lowest price is, pj, after the n-th agent has 

returned and Ctravel is the cost of sending an agent. 
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Referring to the above equations, the average cost decreases as the number of 

agent dispatched increases initially. After reaching the optimal number of agents 

dispatched, the average cost rises gradually. In the following comparisons, the 

optimal number of agents is sent in parallel to achieve the lowest average cost. 

 

 

Figure 42 Average cost vs. no. of shops (3 models, Analytical) 

Figure 42 shows the comparison of average cost for the parallel model, Model I 

and Model II. In our comparison, the best selling computer book “Final Fantasy 

X-2: Official Strategy Guide” is assumed to be bought. The number of shops the 

agent would visit is given in Table 8 and we determine the transition probability 

with the normal price distribution based on the corresponding mean price and 

standard derivation. 
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According to the figures, after reaching a certain number of shops, the average 

cost becomes steady. This constant cost is the lowest average cost. The agents in 

the parallel model can achieve the lowest average cost when the system sends an 

optimal number of agents. The top left figure illustrates the case for a low 

traveling cost. We can see that the average cost for Model I is higher than that for 

Model II and the parallel model. The result of Model I is worse than that of the 

parallel model because the low traveling cost encourages the agent to travel to 

next shop but it cannot return to the previous shops. Note that it may have a 

higher probability of paying a higher price in the current shop. When the 

traveling cost increases, the average cost for Model I and Model II is smaller 

when compared with that of the parallel model. For the parallel model, a fixed 

number of agents are dispatched. Even though the minimum price is found, a 

fixed amount of traveling cost is incurred. For Model I and Model II, only one 

agent is sent and it can decide to stop traveling if a certain price is reached. The 

average cost for the two models is therefore smaller owing to the lower traveling 

cost. When comparing Model I and Model II, the lowest average cost for Model 

II can be achieved after visiting a smaller number of shops. The bottom right 

figure shows the result where the traveling cost is very high. We can see that the 

average cost for the two models are almost the same. In fact, the agent in Model 

II pays only a few cents less than the agent in Model I. This is because the 

traveling cost is more significant than the minimum price found (i.e., m) in 

Model II. In general, Model II performs better because the agent can always pay 

the lowest price found from the previous shops. 
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5.3.2. Experimental Results 

We have applied the above models to carry out an analysis. Furthermore, we 

have also validated the analytical results by means of simulations. In the 

simulations, there are a number of shops based on the information obtained from 

Best Web Buys. An agent is created to visit the shops and makes the purchase 

decision according to the policy determined by the models. For evaluation 

purposes, 1000 simulations were performed to obtain the experimental results. 

5.3.2.1 Models with Real Price Distribution 

In the simulations, we determine two decision policies: one with the normal 

distribution and the other with the real price distribution. In the simulation, an 

agent uses the two decision policies to purchases twenty books. From this, we 

find the average cost of each simulation and the percentage difference in the 

average cost between the two distributions. We then take the average based on 

how many shops the agents must travel to. The differences between the two 

distributions are shown in Figure 43 and Figure 44. The simulation result is 

similar to the analytical result. It can be seen that the percentage difference is 

higher when the number of shops visited increases. The simulation results show 

that the percentage difference in average cost is below 2.5% for the two models. 

This indicates that the result of using a normal price distribution is very similar to 

the result of using a real price distribution. In other words, the normal price 

distribution is a good estimation of the real price distribution. This is not likely 

found in the real world. 
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Figure 43 The % difference between normal and real price distribution (Model I, 

Simulation) 
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Figure 44 The % difference between normal and real price distribution (Model II, 

Simulation) 
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5.3.2.2 Comparison of the Models 

 

Figure 45 Average cost vs. no. of shops (3 models, Simulation) 
 

In the simulations, the optimal number of agents to be dispatched in the parallel 

model is calculated using Eqn. 11. As the normal price distribution can give a 

similar result as the real price distribution, the normal price distribution is used to 

determine the decision policy. The result obtained is similar to the analytical one. 

5.3.3. Discussions 

As shown in Figure 35, the agent prefers to travel to the next shop when the price 

of the product is above the price thresholds. The price thresholds increase when 

approaching the last shop but they remain constant after visiting the first few 
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shops. For simplicity, the figures show the relationship between the price 

thresholds in the first few shops, mean price (µ), standard deviation (σ) and 

traveling cost (Ctravel). Figure 46 presents the price threshold with different µ and 

σ in Model I. We can see that the price threshold is independent of µ. 

 

Figure 46 The price threshold using different µ and σ (Model I) 
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Figure 47 The price threshold using different σ and Ctravel (Model I) 
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Figure 47 shows the relationship between the price thresholds, σ and Ctravel with 

respect to µ in Model I. When the standard deviation is very low, the agent 

prefers to buy the product with the mean price. If the standard deviation is high 

and the traveling cost is 0.01µ or below, the agent has a higher probability of 

paying a lower price for the product. Furthermore the low traveling cost 

encourages the agent to visit more shops. This means that it can continue 

shopping until the price is below the mean price. When the traveling cost is high, 

the agent chooses to stop even though the price is above the mean price. 

 

 

Figure 48 The threshold table with different m, σ and Ctravel (Model II) 

Figure 48 shows the price threshold in Model II. Model II allows the agent to buy 

the product in the previous shop which offers a lower price. In general, the agent 
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can stop at the shop which provides a higher price if the current minimum 

product price (m) is low. When m increases, it prefers to stop at the shop that 

offers a lower price. The top left figure shows the price threshold with low 

standard deviation. When m is larger than the mean price, µ., the agent prefers to 

buy at the price which is equal to m except when Ctravel is 0.001µ. As the price 

difference is very small, it is not worth to continue shopping. When the price 

difference is large as shown in the bottom right figure, the agent has a better 

chance of buying the item at a lower price. Therefore, it is more cost-effective to 

visit more shops when the traveling cost is below 0.005µ. As shown in the figure, 

it will stop at the shop which offers the price 20% lower than the mean price. 

When the traveling cost is above 0.05µ, the agent should stop at the shop that 

offers the mean price if m is greater than the mean price. 

5.4. Summary 

In this chapter, we have investigated a price-comparison problem for B2C 

MAGICS. Based on Markov Decision theory, two mathematical models have 

been formulated to determine the optimal decision policy for the 

price-comparison problem by using the backward induction algorithm. While it 

may also be possible to solve the problem by using a cost function to find the 

optimal number of agents to send, it is of interest to investigate the Markov 

decision models because decisions can be made adaptively (i.e., in accordance 

with the system state). The models also take into account various price 

distributions and the traveling costs. Analytical results are presented to show how 

the average cost is affected by various parameters. We have used these models to 
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carry out analyses using a normal price distribution and real price information. 

We have found that the normal distribution can provide a good estimation of the 

real price distribution in general. We also conducted a set of experiments/ 

simulations to validate the analytical results and have found that the price 

threshold is independent of the mean price. The results should give us valuable 

insights into the design of price comparison services for B2C MAGICS. 
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CHAPTER 6  
FUZZY MARKOV DECISION 
PROCESS (ƒMDP) FOR MULTI- 
ATTRIBUTE PRODUCT 
COMPARISON 

With the advance of Internet technologies, information extraction has become 

much easier while the volume of information being obtained has increased 

exponentially. Too many choices make it too difficult for agents to analyze and 

process each alternative in order to obtain the best solution [41]. In other words, 

the analysis often incurs high searching and processing costs. In order to 

minimize these costs, there is a strong need to build an effective price 

comparison model such as the one presented in Chapter 5. The model tries to 

determine the optimal decision policy in order to buy a product at the minimum 

expected cost under certain assumptions. However, in many buying scenarios, a 

consumer may need to evaluate multiple attributes before making a final 

decision.  

 

When a software agent is used to handle product comparison, Artificial 

Intelligent (AI) technologies can be used to consider multiple attributes in order 

to find the best offer. In this “complex” buying process, some attributes might 

have precise values and the decision can be modeled by using Boolean Logic. 

For example, “If the price of a book is higher than $300, the user will not buy it.” 
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On the other hand, some attributes can only be described in imprecise terms. For 

example, “If the size of a T-shirt is small, then the user will buy it.” In this case, 

“size” is a linguistic variable and “small” is its linguistic value. To evaluate 

products with these kinds of attributes, Fuzzy Logic can be used [28][43].  

 

In this chapter, we will extend the previous model (described in Chapter 5) with 

the aim of handling multiple attributes. An innovative model so-called “ƒMDP” 

(Fuzzy Markov Decision Process) will be introduced for multi-attribute product 

comparison. In particular it involves the integration of Fuzzy Logic and Markov 

Decision Theory. 

6.1. Concept of Fuzzy Logic 

 

Figure 49 The general fuzzy system 

 

The ƒMDP model proposed in this chapter is based on the integration of two 

theories. One is Markov Decision Theory (MDT) which is discussed in Chapter 5. 

The other one is Fuzzy Logic. Fuzzy Logic is introduced by Zadeh in the 1960s 

as a mean to handle the grey area between “completely yes” and “completely no” 

[44][45]. The theory of fuzzy sets is an extension of the conventional set theory 

by introducing the idea of the “Degree of membership”. Under this theory, any 
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items can be described either by discrete values or continuous values. In a 

general fuzzy system (see Figure 49), the fuzzy input variables have a set of 

fuzzy values which are defined as fuzzy sets in the corresponding universes of 

discourse. Every fuzzy value can be mapped into a corresponding degree of 

membership value by using the so-called fuzzy membership functions. In a 

typical decision support system, fuzzy rules are used to map the input instance to 

the output outcome. These rules are often expressed in “if-then” format with 

“and”, “or” and “not” operators. To convert the fuzzy output variables into a 

single crisp output, the process of defuzzification is needed by combining the 

variables with different weights. 

6.2. ƒMDP Formulation 

In this chapter, we formulate a Fuzzy Markov Decision Process (ƒMDP) for 

multi-attribute product comparison. It can be viewed as the extension of the 

price-comparison model discussed in Chapter 5. As illustrated in the last chapter, 

Model II gives a better performance than Model I. Hence, ƒMDP will be 

developed based on Model II. The general scenario of the model is described as 

follows. Assume that there are N shops and that a shopping agent will visit them 

in sequence. At each shop, the shopping agent must decide whether to buy the 

item or to travel to the next shop by considering the product attributes. If the 

shopping agent decides to buy the item, it has two options to choose. The first 

option is to buy at the current shop and hence it will not visit other shops. The 

second option is to return to the previous shop that provides a better offer. In the 

case of returning to the previous shop, a constant traveling cost Ctravel will be 
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paid. Otherwise, it will move to the next shop and pay a traveling cost Ctravel. At 

the next shop, the shopping agent will make the same decision again. By 

following the approaches/notations used in [31][32], we formulated the ƒMDP 

model as follows. Table 9 gives the notations used in the model. 

Table 9 Notations used in the ƒMDP model 

Variable Meaning 
M The total number of attributes 
Ai The fuzzy set of the i-th attribute 
Vi The set of linguistic values describing attribute 
Xi A universe of discourse 

vAi _µ
 The fuzzy membership function of the i-th attribute with a 

linguistic value v 
ς The attribute score of a product 
φ The maximum attribute score recorded 
κ The preference category (DL, ID, I, L) 
t The decision point t 
S The set of states 
s The system state 
Θ The end state 
Z The set of choices 
z The selected choice 
ρ The state transition probability 
Ot The overall attribute score at t 
Ctravel The traveling cost 
Ωt The average accumulated cost at t 
ωt  The minimum average accumulated cost at t  
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Figure 50 Architecture of Fuzzy Markov Decision Process (ƒMDP) for Multi-attribute 

Product Comparison 

The ƒMDP model considers products with imprecise attributes and provides a 

decision rule based on the Markov Decision Theory and the fuzziness 

measurement of the set members. Figure 50 shows the architecture of the ƒMDP 

model. In this model, the fuzzy outputs are used to represent the states of MDP 

and the fuzzy membership function is applied when defining the transition 

probability. We assume that there are M attributes for comparison. The i-th 

attribute is denoted as Ai where i = 1, 2, … M. Instead of using the exact 

measurement, linguistic terms are used to describe the requirement attributes for 

the product. Corresponding to each product attribute, its linguistic values are 

defined by fuzzy sets with relevant membership functions.  

 

Ai is the fuzzy set of the i-th attribute and Vi is a set of its linguistic values. The 

fuzzy set is defined as: 

 ( ) ( ) [ ]}1,0,|),({_ __ ∈∈= xXxxxvA vAivAi ii
µµ   (12) 

where ( )xvAi _µ  is the fuzzy membership function which maps the members of X, 

x, to a membership ranging between 0 and 1. For example, in describing the size 

of a T-shirt, the term “small”, “medium” and “large” are used. The “length of 
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arm” is defined as the degree of size. Figure 51 shows the membership functions 

defined by Eqn. 13 and the way of determining the membership values with the 

length of arm. For example, if the length of arm is 110, it can be interpreted as 

0.135 degree of “Small” and 0.607 degree of “Middle”. 

 

A1 = size, V1 = {small, medium, large} and X1 = length of arm 
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Figure 51 Fuzzy membership functions for size 
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The aim of using Fuzzy Logic is to evaluate the buyer preference for each 

product using multiple attributes. Based on the degree of membership of each 

attribute, the buyer preference can be calculated. After comparing the user 

requirement and product attributes, the final output score ς is calculated using the 

following defuzzification formula with the matched attributes as follows:  

 [ ]1,01

2
_

∈=
∑
=

M

K

i
vAi

µ
ς  (14) 

 

Figure 52 Preference score distribution 

The “Preference” (Pref) is classified into 4 categories. They are “dislike” (DL), 

“indifferent” (ID), “interest” (I) and “like” (L) by considering the attribute score 

ς. 
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where β is the standard deviation of the preference category distribution. As 
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shown in Figure 52, we assume that the probability of the extreme cases is lower 

and the preference degree of categories DL and L is lower than that of ID and I. 

 

Given the user requirement and the input data set, i.e., product attributes, the data 

set can be mapped to the relevant category. We obtain the product preference in 

each category, and hence the category, that the product belongs to, by selecting 

the category in which the maximum preference score is achieved. 

 

In this product comparison problem, the shopping agent has to decide whether to 

buy the item or visit to the next shop by considering the product attributes. The 

decision points are 1, 2, … t, … N, where N is the total number of shops. The 

current decision point is denoted as t and the next one is denoted as t+1. The set 

of states at each shop is denoted as S = {ς,κ,φ}∪{Θ} where κ = {dislike(DL), 

indifferent(ID), interest(I), like(L)}. The system states are defined by the attribute 

score of the product (ς), the preference category (κ), the maximum attribute score 

recorded from the previous shop (φ) and the end state (Θ). If the shopping agent 

decides to buy at the current shop, it will move to the “end” state. 

 

The set of choices are the same as that in the previous price-comparison models. 

The transition probability of the ƒMDP model is also similar to that of the 

price-comparison Model II stated in Chapter 5. The main difference is that Pref 

instead of the price probability is used. It is given by the following expression for 

t = 2 , … N-1. As a future work, we may also consider using incremental learning 

to update the transition probabilities. For example, for updating purposes, we can 

ask each consumer to fill in a questionnaire to report their level of satisfaction 
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with the product chosen by the agent. The preference score distribution can also 

be updated using other intelligent computing techniques such as data mining and 

artificial intelligence . 
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Denote Ot(s, z) as the overall attribute score for visiting each shop if the system 

state is s∈S at t and the selected action is z∈Z(s) at t. It is defined by the 

following: 
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where t = 2,…N-1.  

 

The overall attribute score is determined by using three equations corresponding 

to the first decision point, the last decision point and the decision points in 

between, as explained below. If the decision is “end”, the attribute score of the 

product found at that shop is obtained. If the decision is “move”, the traveling 

cost will be included. At the first shop, one more traveling cost Ctravel is added 



 102

because the cost of traveling to the first shop should be included. If the shopping 

agent reaches the last shop, it will stop and the overall attribute score should be 

equal to the attribute score being offered at the last shop. 

6.3. Analytical Results and Discussions 

Based on the above model and the backward induction algorithm [31][32], this 

section presents and discusses analytical results. In the analysis, the following 

assumptions are made: 

• Prefκ(ς) is estimated by a Gaussian distribution with standard deviation β 

and a set of mean values for each preference category. 

• The mean of preference category is set as 0.2 for κ = DL, 0.4 for κ = ID, 

0.6 for κ = I and 0.8 for κ = L. Figure 53 shows the graphic representation 

of the transition probability when st,st+1∈ {ς,κ,φ}. 

 

Figure 53 The transition probability 
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• The attribute score ς is set to be 0.1, 0.3, 0.5, 0.7 and 0.9 for the 

subsequent analysis. The standard deviation β of the preference 

distribution and the traveling cost Ctravel are varied in the following 

analysis. 

 

 

Figure 54 Preferred choices for each preference categories with Ctravel = 0.01 

Figure 54 shows the preferred choices for different preference categories with β 

= 0.2 and Ctravel = 0.01. Each symbol in the figure represents a different 

maximum attribute score being recorded. When there is a symbol in the graph 

with a particular attribute score, it means that the shopping agent prefers to travel 

to the next shop. For the scenario with κ = DL, if the product found in the current 

shop with the attribute score is smaller than 0.3 and the maximum score recorded 

No point is shown because 
the agent does not need to 
visit other shops. 
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is equal to 0.3 or below, the shopping agent will visit to the next shop. When the 

maximum score recorded is 0.5 or above, the shopping agent will not visit to any 

other shop (except shop 1). The shopping agent will visit to the next shop when 

the attribute score calculated in shop 1 is equal to 0.3 or below. As the shopping 

agent starts from the first shop, there is no attribute score for the previous shop. 

The attribute score at the current shop becomes the major decision factor. Thus, 

the preferred choice selected at shop 1 is the same even though different 

maximum scores are shown in the figure. For the figure with κ=L, no point is 

shown, which means that the shopping agent does not need to visit to other shop 

if the product being found belongs to κ = L. Note that each attribute score 

belongs to each preference category with different degrees of preference. The 

average score threshold is calculated by using the following equation: 

 ( ) ( )
{ }
∑
∈

=
κς

κ ςς
,

,
t

t
s

tttavg szPref  (18) 

 

We have considered four different cases of traveling cost Ctravel. Figure 55 

presents the shopping policy of the shopping agent under different traveling costs 

when the attribute score is obtained. The shopping agent prefers to visit to the 

next shop if the attribute score calculated in the current shop is below the 

threshold line. As mentioned before, the maximum score does not affect the 

result in the first shop. In other words, the starting point (i.e., the score threshold 

at the first shop) of each maximum score being recorded is the same. As shown 

in the top two figures (Figure 55), the threshold score remains constant even 

when the traveling cost decreases. When the traveling cost is high (see the 

bottom right figure in Figure 55), the shopping agent prefers not to visit to other 

shops when the maximum score is 0.7 or higher. Even the shopping agent 
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decides to visit to the next shop, the threshold score and the maximum score are 

rather low (0.2 and 0.5 respectively). 

 

Figure 55 Overall preferred choices with different Ctravel 

 

Figure 56 depicts the average product score for different numbers of shops. The 

average product score is calculated as follows: 
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It can be seen that the average score increases as the traveling cost Ctravel declines. 

When Ctravel is low, it is more cost-effective to visit more shops. However, the 

average cost levels only go up to a certain threshold. This indicates that it is 

possible to get the highest average score after visiting a certain number of shops. 

As shown in Figure 56, the variation in the average score is rather small between 

Ctravel = 0.01 and Ctravel = 0.001, the reason behind is that both traveling cost is 
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relatively small with respect to the overall average score in these cases. 
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Figure 56 Average product score (Oavg) vs. number of shops with different Ctravel 

 

After showing the effect of varying the traveling cost to the score threshold and 

the average score, the following figures (Figure 57 and Figure 58) show how the 

standard deviation (β) of the preference distribution affects the system. Figure 57 

shows the overall preferred choices of a shopping agent with Ctravel = 0.01 when 

β is varied. As revealed in Figure 57, the shopping agent prefers to visit to the 

next shop if the attribute score determined in the current shop is below the score 

threshold. When the standard deviation β of the preference distribution increases, 

each attribute score belongs to more preference categories. It has no effect on the 

score threshold when the maximum score is 0.9. Besides, the score threshold 

increases if the standard deviation decreases and the maximum score is greater 

than 0.7. 
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Figure 57 Overall preferred choices with different β of the preference distribution 
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Figure 58 Average product score (Oavg) vs. number of shops with different β of the 

preference distribution 
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Figure 58 shows the average product score by using Eqn. 19. When the standard 

deviation β rises, the preference degree of the product attribute score will drop. 

In general, the average score with a high β is lower than that with a low β. 

6.4. Comparison with Model II 

Besides analyzing the ƒMDP model with different parameters, we will compare 

the results of ƒMDP and Model II given in Chapter 5. As ƒMDP can handle 

multiple attributes while Model II can only work on price, the comparison will be 

performed with the aim of buying the product at the lowest cost. 

 

We obtain the real price information extracted in priceSCAN.com 

(www.pricescan.com) for conducting the simulation. In Model II, the decision 

policy for an agent to buy a product is based on the price distribution with the 

price range between µ-3σ and µ+3σ. The price distribution is estimated by a 

“discrete” distribution with a mean µ and standard deviation σ based on the price 

information obtained from priceSCAN.com. In the ƒMDP model, the price of a 

product is the only attribute considered in the product comparison, when A1 = 

price, V1 = {low, medium, high} and X1 = price of a product.  
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The goal of the shopping agent is to buy the product with the best (i.e., the lowest) 

cost. The final output score ς of each product can be found by Eqn. 14. After 

applying ς to Eqn. 15, the category of each product is obtained by finding the 

maximum preference score. 

 

For experimental purposes, a Matlab program has been written to simulate the 

buying process. A shopping agent is created to visit the shops and will make a 

purchase decision according to the policy determined by the models. For system 

evaluation purposes, 10000 simulations have performed to obtain the 

experimental results. The shopping agent using the ƒMDP model makes decision 

according to the attribute score and the preference category. On the other hand, 

the agent using Model II makes decision based on the price value. As it is 

difficult to compare them using two kinds of units, we deliberately set the ƒMDP 

model to record the price of the product offered by a shop. The comparison of 

prices between the two models is shown as follows. To ensure a fair comparison, 

the travelling cost Ctravel paid by the shopping agent of the two models is the 

same. We assume that there are 17 shops for the shopping agents to visit, the 

shopping agents may visit less than or equal to 17 shops because they might stop 

travelling according to their decision policies. The average cost is plotted against 

the number of shops they have visited. 

 

The average costs paid by the shopping agent of the two models are presented in 

Figure 59 and Figure 60. Overall speaking, the performance of the shopping 

agent using the ƒMDP model is better than the one using Model II especially 

when the traveling cost is high, while the performance is more or less the same 
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when the traveling cost is relatively low. In general, the average cost increases 

when the number of shops visited increases mainly because more traveling cost 

is included. In some cases, the average cost drops to zero after visiting a certain 

number of shops. It is because the shopping agents do not decide to visit more 

than a specific number of shops according to their decision policies. At a specific 

number of shops being visited, the traveling cost paid by the two agents must be 

the same. It reflects that the average product price paid by the agent using the 

ƒMDP model is lower than that of Model II. Although the shopping agent using 

Model II usually stops traveling earlier than the ƒMDP agent (especially when 

the traveling cost is high), it does not mean that it is more efficient, as the main 

purpose of our study is to investigate the overall performance of the two kind of 

shopping agents given a predefined resources (such as the number of shops to be 

visited). That means, whether an agent stops traveling earlier is not our main 

concern. One interesting finding in Figure 60 is that, when the traveling cost is 

lower than or equal to 0.01µ, even though the shopping agent using Model II will 

not buy the product until it has visited 15 shops (or more), its overall average 

cost is still higher than that of the agent using the ƒMDP model. Generally 

speaking, ƒMDP performs better as compared with Model II in most of the cases. 

Moreover, its main advantage is that it can support multiple attributes 

comparison, while this can never be achieved by using Model II. 
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Figure 59 The comparison between �MDP and Model II with high mean (µ) value 
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Figure 60 The comparison between �MDP and Model II with low mean (µ) value 

6.5.Summary 

In this chapter, we have proposed an innovative and intelligent agent-based 
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multi-attribute product comparison model called ƒMDP. This model integrates 

Markov Decision Theory and Fuzzy Logic. The ƒMDP model is formulated to 

determine the optimal decision policy for a shopping agent to decide whether to 

buy the product or not based on multiple shopping attributes. The policy provides 

an effective way for the shopping agent to buy the best-suited product. When the 

overall preferred choices keep constant except at the first and the last shop, the 

optimal decision policy is independent on the number of shops being visited but 

dependent of the preference distribution and the traveling costs. According to the 

simulations, the ƒMDP model performs better as compared with Model II 

proposed in Chapter 5 in most of the cases. This is because unlike the previous 

model, it can support fuzzy shopping and comparison of multiple attributes. The 

analytical and experimental results indicate that ƒMDP is useful for supporting 

multi-attribute product comparison services for MAGICS. 
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CHAPTER 7  
CONCLUSION 

Inspired by existing mobile agent-based e-commerce systems, we have 

developed an e-commerce system for supporting consumer-oriented e-commerce 

with mobile agents. The system is called the B2C Mobile AGent-based Internet 

Commerce System (MAGICS). Besides complementing the current Web-based 

Internet commerce system by using mobile agents, B2C MAGICS can be used to 

conduct the consumer buying process on behalf of a user. In this thesis, we focus 

on investigating the basic architecture and the evaluation stage of the buying 

process. In Chapter 3, we have presented the basic architecture and the protocols 

for B2C MAGICS. In particular, a prototype has been built to demonstrate the 

basic functions. 

 

In Chapter 4, we have proposed a communication framework based on XML for 

facilitating inter-agent communication. The MAGICS message is defined to 

include 3 kinds of information, which are basic, functional and additional 

information. Using the inheritant feature of object-oriented programming, we 

have also presented the XML schema for defining general product information 

which is used in the consumer buying process. By doing so, the particular 

product information can be defined by extending the general product 

information. 

 

Besides investigating inter-agent communication, we have also studied how a 
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mobile agent can communicate with a shop efficiently during product 

comparison. In Chapter 5, we have investigated a price-comparison problem for 

B2C MAGICS for buying standard goods. Two mathematical models based on 

Markov Decision Theory have been formulated to solve the problem. We have 

used the backward induction algorithm to determine the optimal decision policy 

for the shopping agent to make decision in each shop so as to pay the least cost. 

Based on the models, we have carried out analyses using a normal price 

distribution and a real price distribution to determine the decision policies. We 

have found that the normal distribution can provide a good estimation of the real 

price distribution in general. The results should give valuable insights for 

supporting price comparison services for B2C MAGICS. 

 

In Chapter 6, we have proposed a Fuzzy Markov Decision Process called ƒMDP 

buying non-standard goods in B2C MAGICS. It is extended from the 

price-comparison model discussed in Chapter 5 so as to support multi-attribute 

product comparison. The ƒMDP model has been formulated to determine the 

optimal decision policy for a shopping agent to buy a best-suited product based 

on multiple shopping attributes. We have carried out analyses demonstrating how 

the system is affected by different parameters. According to the simulations, the 

ƒMDP model gives a better performance and is more general as compared with 

Model II proposed in Chapter 5. Moreover, the major advantage is that it can 

support fuzzy requirements and multiple attributes.  
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Part of the research results of this thesis have been published as follows: 

 

Perry P. Y. Lam, and Henry C. B. Chan, “A Markov-decision-based price 

comparison problem for Mobile AGent-based Internet Commerce System 

(MAGICS),” in Proceedings of 6th International Conference on E-Commerce 

Technology (CEC 2004), pp. 34-41, Jul. 2004. 

 

Perry P. Y. Lam, Lei Ye, and Henry C. B. Chan, “Business-to-consumer and 

business-to-business Mobile AGent-based Internet Commerce System 

(MAGICS),” in Proceedings of the 2004 IEEE International Conference on 

Systems, Man and Cybernetics (SMC 2004), Oct. 2004. 
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