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Abstract

Text summarization has been an important task for natural language processing. It

aims to compress the source document(s) into a more concise version that covers the

most important information. In recent years, with the development of the neural-

based language model, text summarization has made great progress. In this process,

news summarization is undoubtedly the most important research topic in this field.

On the one hand, news summaries have inherent application scenarios in real life. On

the other hand, a set of large-scale news summarization datasets has been proposed

to meet the data requirement of neural models. Therefore, for a considerable period,

researching general summarization models on news data has become the mainstream

paradigm in text summarization. With the continuous advancement of text summa-

rization models and techniques, researchers are no longer confined to such a paradigm

but are further exploring or rediscovering more diverse text summarization problems.

These problems often have their unique characteristics, which means the general ap-

proaches cannot be blindly applied. Meanwhile, they still share similarities with it

in many ways. In this thesis, we aim to investigate text summarization problems be-

yond the ”news data + general model” mainstream paradigm. More specifically, we

identify three research problems to be addressed: 1. How to use the natural features

of news articles to improve the general summarization model on news summariza-

tion? 2. How to extend the current general summarization models to summarization

tasks/domains where these models cannot be directly applied? 3. How to utilize the

large-scale data in news summarization to assist summarization tasks/domains with
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insufficient data?

To address the aforementioned problems, we aim to develop summarization approaches

for specific domains or tasks. Based on the three proposed research questions, the

thesis is naturally divided into three parts.

In the first part (work 1 and work 2), to enhance the news summarization with its

unique characteristics, we propose to incorporate a typical kind of extra information

into the summarization model, the event-level information. The research target here

is to investigate what role event-level information plays in both extractive and ab-

stractive news summarization, and how to make good use of them. In work 1, we

propose to extract event-level semantic units for better extractive news summariza-

tion. We also introduce a hierarchical structure, which incorporates the multi-level

of granularities of the textual information into the model. In work 2, we explore

the effective sentence fusion approach that can fuse extracted salient information to

abstractive summary sentences. We propose to build an event graph from the input

sentences to effectively capture and organize related events in a structured way and

use the constructed event graph to guide the summarization. In addition to making

use of the attention over the content of sentences and graph nodes, we further develop

a graph flow attention mechanism to control the fusion process via the graph structure

for the faithfulness of the fused summaries. The experiments and further ablation

studies on news datasets demonstrate the effectiveness of event-level information in

news summarization.

The second part (work 3) aims to explore text summarization problems that can

not directly apply general summarization models, where the most representative one

is long-input summarization. As general summarization models struggle with long-

length input because of their high memory cost, these models cannot directly apply to

documents with thousands of tokens. The main challenge is how to effectively extend

mature summarization techniques and efficiently handle the difficulties brought by

the long input. In work 3, we present a context-aware extract-generate framework
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(CAEG) for long-input text summarization. It focuses on preserving both local and

global context information in an extract-generate framework with little cost. CAEG

generates a set of context-related text spans called context prompts for each text

snippet and uses them to transfer the context information from the extractor and

generator. To find such context prompts, we propose to capture the context infor-

mation based on the interpretation of the extractor, where the text spans having

the highest contribution to the extraction decision is considered as containing the

richest context information. The experiments show the effectiveness and efficiency

of our model in capturing and preserving the context information in the long-input

summarization.

The third part (work 4 and work 5) delves into problem 3 and investigates how to ef-

fectively transfer the knowledge of summarization learned from news data to tasks or

domains with insufficient data. Work 4 explores this problem from the perspective of

task knowledge transferring in the context of query-focused summarization. In this

work, we investigate the idea of whether we can integrate and transfer the knowl-

edge of news summarization and question answering to assist the few-shot learning in

query-focused summarization. Here, we propose prefix-merging, a prefix-based pre-

training strategy for few-shot learning in query-focused summarization. We integrate

the task knowledge from text summarization and question answering into a properly

designed prefix and apply the merged prefix to query-focused summarization. In ad-

dition to task knowledge transfer, we also investigate domain transfer of extractive

summarization in work 5. In text summarization, context information is considered

as a key factor. Meanwhile, there also exist other pattern factors that can identify

sentence importance, such as sentence position or certain n-gram tokens. In this work,

we attempt to apply disentangled representation learning on extractive summariza-

tion, and separate the two key factors for the task, context and pattern, for a better

generalization ability in the low-resource setting. The experiments suggest the great

potential of the knowledge contained in the large-scale news summarization data in
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improving the summarization system in other tasks or domains.

As a conclusion, we study our proposed research problems of text summarization in

a systematic way. We illustrate the importance of these problems and demonstrate

the effectiveness of our approaches on various datasets. This shows the potential of

our works to benefit real-world applications, such as news summarization, academic

research and medical records collection.
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Chapter 1

Introduction

1.1 Background

In today’s digital age, the volume of online news articles, blogs, research papers,

and various other types of documents is growing at an unprecedented rate. Every

day, countless new pieces of information are added to the vast digital repository,

the internet. This explosion of information has led to a situation where people are

overwhelmed with more data than they can possibly consume or even comprehend,

making it difficult for individuals to sift through and identify the information that is

most relevant or important to them. This presents a significant challenge: how can

people efficiently organize, categorize, and summarize this vast amount of information

or how can people distill the key points from a lengthy document into a concise

summary that is easy to understand and digest?

To address this challenge, researchers have proposed automatic summarization mod-

els. These models leverage natural language processing techniques and advanced

machine learning models to automatically generate summaries for documents. This

allows people to alleviate the burden of manual summarization, freeing up human

labor for more complex tasks that require human judgment and creativity. The pri-
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mary goal of the automatic summarization models is to generate a condensed version

or highlight of a given document. This involves extracting the most salient and rel-

evant information from the source text and presenting it in a concise and coherent

manner. The challenge here is to capture all the key points while ensuring that the

summary faithfully represents the original content. It is a complex task that requires

sophisticated algorithms and models, but the potential benefits of saving time and

effort are enormous.

Text summarization has been a classic Natural Language Process (NLP) task for

many years, and it is still in development. There are two types of widely investi-

gated approaches for text summarization: extractive summarization and abstractive

summarization. Extractive models aim to directly select text spans or sentences from

source documents and aggregate them as a summary. Researchers usually consider it

as a ranking problem, where each extracted text span is given a score that represents

its importance in the input document(s). Abstractive models attempt to understand

the input document and then reorganize the important information into new summary

sentences, which is often regarded as a natural language generation task.

Throughout decades of research, numerous summarization systems have been de-

veloped. In recent years, neural model based text summarization approaches have

become increasingly popular. On the one hand, the neural language models such

as LSTM [138] or Transformer [145] have great potential in text understanding

and generation. On the other hand, a set of large-scale summarization datasets

[105, 47, 106, 34] have been proposed to meet the data requirement of these models.

As news summarization has always been an important sub-topic and the related data

is easily accessible, the majority of these datasets are from the news domain. There-

fore, for a considerable period, researching general summarization models on news

data has become the mainstream paradigm in the field.

With the improvement of text summarization systems, researchers are not satisfied

and have proposed higher and more refined expectations for the task. Meanwhile, text
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summarization is no longer limited itself to news articles. From different summariza-

tion domains to various summarization sub-tasks, the diverse application scenarios

bring further challenges to the development summarization system. In this case, it

is easy for mainstream research to overlook these increasingly new demands in the

field of text summarization. This thesis aims to explore text summarization beyond

the ”news data + general model” research paradigm and fill the gaps left by the

mainstream research with further investigation into specific summarization tasks or

domains.

1.2 Research Problems

The major goal of the thesis is to explore or rediscover the text summarization prob-

lems beyond the traditional mainstream research paradigm, and develop summariza-

tion models for specific domains or tasks. The investigation is expected to continue

exploring the gaps in previous mainstream research, addressing the increasingly di-

verse summarization needs in real-world applications. Three main research problems

in the thesis are shown as follows:

• Problem 1: How to use the natural features of news articles to improve the

general summarization model on news summarization?

• Problem 2: How to extend the current general summarization models to sum-

marization tasks/domains where these models cannot be directly applied?

• Problem 3: How to utilize the large-scale data in news summarization to assist

summarization tasks/domains with insufficient data?

The motivation and relationships of the three research problems are shown in Figure

1.1.
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Problem 2: Investigate the text
summarization problem that can

not directly apply general
summarization models, such as

long-input summarization.

Problem 3: Explore low-resource
text summarization in domains with
insufficient data by transferring the

summarization knowledge
acquired from news data to them.

Problem 1: Improve news
summarization with news-
specific features such as
event-level information.

Figure 1.1: The research path of this thesis.

• The first problem pays attention to improving news summarization with news-

specific features. Although general summarization models can accomplish this

task, models focused on news summaries can be improved by capturing the

unique characteristics of news articles, which could potentially enhance the

quality of the generated news summaries. The main challenge of this prob-

lem is what are the unique characteristics of new summarization and how to

effectively combine them with the summarization model. Considering a major

characteristic of news articles is that they are often composed of multiple events,

we propose to enhance news summarization using event-level information on this

problem.

• The second problem focuses on investigating text summarization problems that

can not directly apply general summarization models, where the most repre-

sentative one is long-input summarization. Due to the exponential increase in

memory consumption caused by excessively long inputs, current state-of-the-art
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transformer-based summarization models cannot directly apply to documents

with thousands of tokens. How to extend the existing general models into a

framework that can be used for long-input summarization becomes the key

challenge. This framework is expected to effectively integrate mature summa-

rization techniques and efficiently handle the difficulties brought by the long

input.

• The last problem emphasizes on exploring text summarization in tasks/domains

with insufficient data by transferring the summarization knowledge acquired

from news data to them. Not all summarization tasks or domains, like news

summarization, have a large amount of high-quality annotated data to train a

neural-based model. Considering there exists common knowledge in all types of

summarization, a feasible approach is to use the knowledge from news summa-

rization to assist other summarization tasks/domains. The major challenge here

is how to extract and represent the summarization knowledge for transferring

and how to apply it to the target tasks/domains.

1.3 Research Overview and Contributions

In this thesis, we target at exploring the gaps in previous mainstream research and

develop summarization approaches for specific domains or tasks. Based on the three

research problems, the studies in the thesis are divided into three parts. The first part

concentrates on enhancing news summarization itself with event-level information,

and the second part attempts to develop a summarization framework for long-input

summarization, while the third part focuses on transferring summarization knowledge

from news summarization to other summarization tasks/domains. In the Table 1.1,

we display the overview of these works. As for enhancing news summarization, we

develop two event-aware summarization models (work 1 and work 2), one extractive

summarization model and one abstractive summarization model, as the response for
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Research Work Method

Category

Research

Problem

Publication

Venue

Work 1: Event-Level Extractive Sum-

marization with Hierarchical Graph

Mask on BERT

Extractive Problem 1 COLING

Work 2: Event Graph based Sentence

Fusion for Abstractive Summarization

Abstractive Problem 1 EMNLP

Work 3: Preserve Context Information

for Extract-Generate Long-Input Sum-

marization Framework

Abstractive Problem 2 AAAI

Work 4: Few-shot Query-Focused Sum-

marization with Prefix-Merging

Abstractive Problem 3 EMNLP

Work 5: Separating Context and Pat-

tern: Learning Disentangled Sentence

Representations for Low-Resource Ex-

tractive Summarization

Extractive Problem 3 ACL

Table 1.1: Overview of research works in this thesis.

research problem 1. As for long-input summarization, we establish a context-aware

extract-generate framework (work 3) to address the research problem 2. As for knowl-

edge transferring of text summarization, we divide it into two situations, knowledge

fusion and knowledge detachment, and develop two approaches (work 4 and work

5) to explore solutions for research problem 3. A brief overview of these works is

summarized below.
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Work 1 & 2: News Summarization via Event Information

To enhance the news summarization with its unique characteristic, we propose to

incorporate a typical kind of extra information into the summarization model, the

event-level information. The research target here is to investigate what role event-level

information plays in both extractive and abstractive summarization, and how to make

good use of them. In work 1, compared with sentence-level extractive summarization,

we discover that using event-level semantic units for extractive summarization better

aligns with the reference summary and reduces over extraction. To obtain the smaller

granularity of the event semantic unit, we design a rule-based splitting algorithm

based on the dependency tree. As for the model, we adopt BERT as the encoder

and improve it with a hierarchical graph mask that incorporates the multi-level of

granularities of the textual information into the model. In this case, it better captures

the salience of different events with the help of structural information. Following

work 1, work 2 proposes a generation model that aims to fuse multiple sentences

or events into abstractive summary sentences. The fusion model is based on the

event graph where the event elements (subject, predicate, object, time, location, etc)

are represented as nodes. To effectively utilize the graph structure, we introduce

graph flow attention to guide the generation process. Rather than just selecting the

important information, this model focuses on integrating information, which brings

a higher compression rate for text summarization.

Contributions: In work 1, we propose to extract event-level semantic units for

extractive summarization to fill the gap between the gold summary and oracle labels,

reducing redundancy and over-extraction. We develop a rule-based algorithm on the

dependency tree to split sentences into events. To remedy the information loss after

splitting sentences into facts, we propose a graph-based mask algorithm to impose the

hierarchical structure information on a transformer-based encoder directly. This work

is accepted by Computational Linguistics (COLING) as a conference paper [171].
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In work 2, we propose a model to address the sentence/event fusion problem, which

is critical for abstractive summarization. We establish an event graph to guide the

fusion, which allows our model to utilize the structural event information and various

cross-sentence relations. We innovatively propose a graph flow attention to control the

fusion process via the graph structure. This work is accepted by Empirical Methods

in Natural Language Processing (EMNLP) as a conference paper [172].

Work 3: Long-Input Summarization via Context-Aware Extract-Generate

Framework

As the general transformer-based summarization models struggle with long-input

summarization for their high memory cost, our research goal is to extend these mod-

els to address this problem. Inspired by the classic hybrid summarization models,

an extractive to abstractive framework that adopts a divided and conquer strategy

seems a solution. The source document(s) are truncated into multiple parts and im-

portant information is extracted separately. Finally, all the information is aggregated

to generate the final summary. However, the cost of its effectiveness in dealing with

long-input summarization is the loss of context information. In this work, we present

a context-aware extract-generate framework (CAEG) for long-input text summariza-

tion, which aims to preserve both local and global context information with little cost.

CAEG generates a set of context-related text spans called context prompts for each

part of extracted information and uses them to transfer the context information from

the extractor and generator. To find such context prompts, we propose to capture the

context information based on the interpretation of the transformer-based extractor,

where the text spans having the highest contribution to the extraction decision is

considered as containing the richest context information. This model is flexible and

potential to be applied to most long-input summarization models.

Contributions: In work 3, we first investigate the influence of context information
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loss for extract-generate framework in long-input summarization and propose the

CAEG for this problem. We introduce a new approach for capturing the context

information based on the interpretation of the extractor. The experiment result

shows that CAEG is capable of effectively preserving the context information from

the extractor to the generator without largely increasing the complexity or memory

cost of the model. This work is accepted by the AAAI Conference on Artificial

Intelligence (AAAI) as a conference paper [170].

Work 4 & 5: Low-Resource Summarization via Knowledge Transferring

Although a large amount of high-quality news data has greatly promoted the de-

velopment of general summarization models, not every summary task/domain has

sufficient data. For current neural-based summarization models, the lack of data

makes it difficult for these models to fully release their capabilities. Hence, we aim

to utilize the summarization knowledge learned in news summarization to assist the

other tasks/domains with insufficient data. In work 4, we investigate knowledge in-

tegration in the context of query-focused summarization, which can be regarded as

the combination of general summarization and question answering. To address this

problem, we propose prefix-merging, a prefix-based pretraining strategy for few-shot

learning in query-focused summarization. We integrate the task knowledge from text

summarization and question answering into a properly designed prefix and apply the

merged prefix to query-focused summarization. Furthermore, we explore knowledge

detachment in domain transferring for extractive summarization in work 5. In text

summarization, context information has been considered one of the key factors for

this task. Meanwhile, there also exist other pattern factors that affect importance,

such as sentence position or certain n-gram tokens. Such pattern information is only

effective in specific datasets or domains and can not be generalized. In this case,

we attempt to apply disentangled representation learning on extractive summariza-

tion, and separate the two key factors for the task, context and pattern, for a better
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generalization ability in the other domains.

Contributions: In work 4, we provide a new solution for few-shot query-focused

summarization by decoupling it into two basic tasks with large-scale training data,

text summarization and question answering. We propose prefix-merging that inte-

grates the task-specific knowledge from basic tasks to assist the learning of a more

complex task, which provides a new solution to many-to-one parameter-transfer learn-

ing. We further expand the application of prompt-based approaches by applying

the prefix to multi-task situations, exploring the interaction between different task

knowledge through prefix. This work is accepted by Empirical Methods in Natural

Language Processing (EMNLP) as a conference paper [169].

In work 5, we propose to detach the common summarization knowledge from news

summarization and apply it to the other low-resource summarization tasks. We dis-

cover that pattern information like sentence position or common n-gram tends to be

domain-specific knowledge, while context information is more generalized. Hence, we

build a disentanglement learning-based framework that aims to detach the context

representation and pattern representation in extractive summarization. This work is

accepted by the Association for Computational Linguistics (ACL) as a findings paper

[168].

1.4 Structure of Thesis

The overall blueprint of the thesis is as follows. In Chapter 1, we first describe the

background of the research on text summarization. This chapter also introduces the

key research problems, research overview and contribution of this thesis. In Chapter

2, we provide a systematic survey on text summarization including an overview of the

text summarization task and its related dataset, a detailed introduction to current

neural model based summarization systems, and some key sub-topics requiring addi-
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tional attention. Based on the three research problems proposed in Chapter 1, the

following chapters can be divided into three parts. Part 1 (Chapter 3 and Chapter 4)

mainly introduces the enhancement of news summarization models with event-level

information. Chapter 3 presents an extractive summarization approach that takes

events as basic semantic units. Following the previous work, chapter 4 investigates

the event fusion problem for abstractive summarization that aims to compress multi-

ple events into one sentence. In Part 2 (Chapter 5), we tend to focus on establishing a

context-aware extract-generate framework for long-input summarization by extending

the general summarization techniques in new application scenarios. Part 3 (Chap-

ter 6 and Chapter 7) considers the knowledge transferring from news summarization

to other summarization tasks/domains. Chapter 6 explores knowledge fusion in the

context of query-focused summarization, and Chapter 7 focuses more on knowledge

detachment to adapt the knowledge in news summarization to various other domains

like science papers or dialogue records. In Chapter 9, the last Chapter, we conclude

our proposed approaches, their contribution and our findings. We further discuss the

potential directions and suggestions for future works.

11



Chapter 2

Literature Review

In this chapter, we survey the studies that are relevant to our research works in this

thesis. We mainly focus on summarizing text summarization from the perspectives of

tasks, evaluation, and existing approaches including both extractive approaches and

abstractive approaches. We also give a wide review of some important sub-tasks in

the field of text summarization and discuss their unique characteristics and solutions.

2.1 Text Summarization System Overview

Text summarization has been one of the classic NLP tasks and it is in development.

Formally in existing text summarization systems, the user takes document(s) (such

as articles, documents, or news) as input, and the system returns a concise and

coherent version of the document(s). The purpose of text summarization is to extract

and condense the most important information and key points of a given document,

allowing users to quickly grasp the main content without having to read the entire

text.

According to different approaches to composition summaries, text summarization

can be categorized into two main types: extractive summarization and abstractive
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summarization. The former extractive summarization systems directly utilize the

existing sentences from the source document(s) as components of the summaries.

The latter abstractive summarization systems choose to use the natural language

generation models to generate the summaries token by token. The very essence of the

two types of approaches is the same, which is to understand the input document(s)

and find its crucial information. Therefore, hybrid approaches combine both the

extractive and abstractive approaches.

With the development of text summarization, these approaches have garnered a lot

of research attention due to their numerous applications in various fields, including

information retrieval, document categorization, news aggregation, and even chatbots

and virtual assistants. It can help users quickly scan a large amount of text and make

informed decisions based on the summarized information. With the advancements

in deep learning and NLP techniques, automatic text summarization systems are

continuously improving, becoming an essential tool for information management and

consumption. In Figure 2.1, we display the different classifications of existing text

summarization systems.
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2.1.1 Extractive Summarization

Extractive models convert the summarization problem into a ranking problem which

ranks the sentences in the source document based on their importance and concate-

nates the top-k sentences as the final summary. This approach is able to maintain

the salient information while ensuring its faithfulness to the original text. Therefore,

extractive models have been the primary approaches before the appearance of neu-

ral models. Unsupervised models like TextRank [101] apply structure information in

the graph for importance ranking, which shows its great ability to identify salient

information. Other extractive models [154] rely on features such as keyword/phrase

extracted by TF-IDF, position of the sentences and similarity with the document

topic. With the development of neural models, researchers aim to obtain sentence

representations and formulate this problem as a binary classification problem. As

one of the earliest neural summarization model, SummaRuNNer [104] generate sen-

tence representation with an RNN encoder and applies an MLP to decide whether a

sentence will be included in the final summary. Some other researchers improve the

result with more complicated models. [192] presents a decoder that jointly learns to

select and score sentences. [159] combine information from both sentence and para-

graph for importance modeling. In recent years, pretrained models have shown their

ability in representation training, and extractive models based on pretrained mod-

els [92, 2, 179], especially BERT have made a step forward. [186] further enhances

the quality of sentence representation by converting the extraction process into a

text-matching problem.

However, extractive models also face some limitations. Firstly, for most summa-

rization datasets, gold summarization is usually abstractive and there are no oracle

labels for extraction. And the oracle labels are generated with a greedy algorithm

that maximizes the rouge score between oracle and gold. Therefore, there exists a gap

between the oracle summary and the gold summary. Some extractive models try to

fill this gap through directly learning from gold summary with a reinforcement model
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[107] or a latent variable model that maximizes the likelihood of human summary

[178]. Secondly, reputation information between sentences has been a key problem

for summarization, especially extractive summarization. For most current models,

the Trigram Blocking algorithm and Maximal Marginal Relevance [97] are applied to

reduce redundancy. One recent research [108] proposed a step-wise extraction model

to model the redundancy problem using a sequence decoder. Thirdly, extractive sum-

marization fails to cope with highly abstract summarization tasks. Since the sentences

in the extractive summary are copied from the source document, it is impossible to

fuse information from various sentences into one summary. For example, when the

position and time of a certain event are described in two different sentences in the

original text, the extractive model will either cause redundancy by selecting both or

lose part of the necessary information, by selecting one of them. Under this situation,

abstractive summarization will have a better performance.

2.1.2 Abstractive Summarization

Abstractive summarization has attracted more and more attention with the develop-

ment of neural language models. Compared with the extractive model, abstractive

models tend to understand the input document and generate the summary through

compression, paraphrasing and fusion. This allows abstractive summarization to have

a higher upper bound and the ability to generalize to more real-life applications. Be-

fore the age of the neural model, previous researchers tend to use heuristic approaches

and human-written rules/templates for text generation. [155] use integer linear pro-

gramming for abstractive multi-document summarization. This framework allows it

to utilize the output of the expert learners and to generate aspect-focused summaries

by predefined objective settings, with soft or hard constraints. [141] also adopt inte-

ger linear programming to investigate sentence fusion in abstractive summarization.

[16] combine the dependency tree from the source document to reconstruct the sum-

mary sentences. [116] proposes a summarization framework based on event templates
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extracted from the training corpus.

Fortunately, the advancement of the neural model brings a new paradigm for natural

language generation. Data-driven sequence-to-sequence generation allows abstractive

summarization to generate fluent language compared to humans. [124] uses a large

corpus of documents and corresponding headlines to train a neural summarization

model. [18] further extends it with an attentive recurrent neural network framework.

[105] enhance the performance of RNN s2s model with various techniques. Pointer-

generator [130] adds a pointer mechanism that allows to copying words directly from

source documents, and applies a coverage algorithm to avoid reputation problems.

Abstractive models begin to show their power with the revolution of the pretrained

model. Bart [78], a pretrained Transformers finetuned on a supervised summariza-

tion dataset, has achieved state-of-art performance on all abstractive summarization

models. In addition to pure S2S models, researchers tend to use external information

to assist in better understanding the input document. However, one limitation of

approaches based on pretrained models is that it is inherently difficult to control and

prone to unfaithful description [76, 9]. This happens because the model struggles to

generate salient words and maintain the fact description.

2.1.3 Datasets and Evaluation

In early ages, researchers establish text summarization systems using feature-based

methods and human-written rules/templates. Despite the simplicity, these methods

require tedious human efforts on feature selection or creating abundant rules/templates

to foster the model. More importantly, the performance of these methods is far from

satisfactory, especially when it comes to abstractive summaries. To address this

concern, researchers have been exploring data-driven approaches and creating mul-

tiple datasets. Before this decade, the widely-known datasets in this research field

include DUC 2003-2006 [23] and TAC 2010 [57]. For example, the Document Under-
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standing Conference (DUC) dataset is a collection of news articles and corresponding

summaries that were created by the National Institute of Standards and Technology

(NIST) from 2001. It includes various genres and is a popular benchmark for both

extractive and abstractive summarization tasks. However, these datasets are often

limited in size and the systems trained on them are constrained to specific domains.

Within the fast development of the neural model based text summarization system,

various large-scale datasets have been proposed. Among them, datasets for news ar-

ticle summarization has garnered the most attention due to such natural application

scenario. CNN/DaliyMail [105] is the most representative benchmark for both ex-

tractive and abstractive summarization tasks. This dataset consists of news articles

from CNN and Daily Mail sources along with summaries written by human editors.

Its summaries contain 3 to 5 sentences, many of which are directly aligned with

sentences in the source article. Other classic news summarization datasets such as

Newsroom [47] or New York Times corpus are also similar to CNN/DaliyMail. XSum

[106] takes a step further and focuses on highly abstractive summarization of news

articles. In this dataset, each source article only has a one-sentence summary that

is highly compressed, which brings more challenges to the information fusion ability

of summarization models. Multi-News [34] is also in the domain of news articles.

Instead of summarizing a single document, this dataset aims to summarize multiple

news articles related to one topic. Gigaword [130] pays attention to sentence-level

summarization, aiming to generate a headline from the first sentence of news arti-

cles. Multi-lingual news summarization is another important topic. Datasets such as

MlsumDataset [129] and XLSum [48] are proposed to foster the study on this topic.

Although news summarization has been considered as a key content in the field of

text summarization, researchers do not limit themselves to the news domain, more

datasets are proposed for specific domains and application scenarios. ArXiv [19] and

PUBMED [19] are datasets for scientific article summarization. The articles are from

the famous preprint website ArXiv.org and the datasets take the abstract section for
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each article as the pseudo summaries. Billsum [66] focuses on the summarization

of US Congressional and California state bills, which extend the edges of text sum-

marization to the legislation domain. GovReport [54] aims to generate summaries

for government reports that contain thousands of words. SummScreen [13] concen-

trates on summarizing TV series transcripts, and it utilizes the concatenation of

human written recaps as summaries. Wikihow [67] is an instruction summarization

dataset based on the question-answering website www.wikihow.com, where users ask

for step-by-step instructions on certain topics. Dialogue summarization is another

rising research topic in the field. SAMsum [46] is a dialogue summarization dataset

built on open-domain dialogue, and its summaries are written by human linguists.

QMSum [189] is another dialogue summarization dataset, but for long dialogue such

as meeting records. Query-focused summarization requires the model to generate the

summary based on a user-given query, which plays an important role in information

retrieval. DUC2005-2007 [23] first introduces a query-focused summarization task

and provides a human-generated dataset containing question-summary pairs. Unfor-

tunately, since it is not a large-scale dataset and only contains hundreds of examples,

it only can be used as a test set for neural-based summarization models. Debatepdia

[109] also has been used to train a query-focused summarization model. It is a QA

dataset consisting of yes/no questions and for each yes/no answer it provides an ex-

planation that supports its answer. The researchers consider the explanation as the

summary. Similar to Debatepdia, PubMedQA [60] also provides a long answer and a

short yes/no answer for a question. Unfortunately, few of them are specifically built

for this task. In the era of language models, the input limitation for language models

becomes another challenge for text summarization for long documents. Hence, re-

search on long-input summarization also become popular, and the datasets that can

be used for this task include ArXiv [19], PUBMED [19], QMSum [189], GovReport

[54] and etc.

Evaluation is an inevitable problem in the development of text summarization. Gener-
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ally, automatic measurements such as N-gram matching are the most commonly used

criteria when evaluating the summary quality. Metrics like ROUGE [86] or BLEU

[110] aims to evaluate the overlapping of the words between the candidate summary

and the reference one on different granularity levels. The most widely used metrics

include ROUGE-1 (unigram overlap), ROUGE-2 (bigram overlap), and ROUGE-L

(a metric based on the longest common sequence). It is worth noticing that the

N-gram-based metrics only represent word-level similarity and can not capture the

hidden semantics in the comparison. Nevertheless, summaries can be expressed in

various forms and do not necessarily strictly follow the reference. It is unreliable to

evaluate the quality of the summarization solely based on the n-gram similarity of a

pre-defined ground truth. Therefore, traditional N-gram metrics often fail to show a

high correlation with human judgment. In order to better evaluate such text gener-

ation problems, metrics based on neural models have been proposed. BERTSCORE

[176] uses the similarity between the context embedding generated by a language

model to replace the hard N-gram matching. MOVERSCORE [182] adopts pre-

trained word embeddings to calculate the semantic similarity through Word Mover’s

Distance. Except for the similarity-based evaluation, another crucial requirement for

a good summary is faithfulness to the source document.

2.2 Existing Approaches Based on Neural Model

Neural-model-based text summarization models have dominated the field of text sum-

marization for its performance, scalability and versatility. Neural models, especially

those based on pretrained models, are capable of understanding the context of the

text better than traditional methods. They can capture long-range dependencies in

the text, which is crucial for generating high-quality summaries. In this case, neural-

model-based text summarization becomes a main stream approach that attracts lots

of attention. In the following section, we will introduce four important types of mod-
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Figure 2.2: Framework for text summarization approaches based on neural model.

ifications on a basic neural model framework shown in Figure 2.2, including changes

in fundamental network structure, encoder, decoder/extractor.

2.2.1 Modification on Network Structure

As for the application of the neural model in NLP, [102] is the first to use the vanilla

RNN. Unfortunately, suffering from the vanishing gradient or exploding gradient

problems, vanilla RNN fails to achieve real success in this field. The later work [138]

adopts Long Short-Term Memory (LSTM) as the recurrent unit to solve this problem.

However, these models only read the source text in a unidirectional manner, either

forward or backward, which means each word can not focus on its subsequent context

on both sides. To address this, bidirectional LSTM [137] proposes a bidirectional ar-

chitecture that considers the entire source sentence for all word predictions, which has

become a classic configuration in seq2seq generation. Except for the LSTM recurrent

unit, other researchers also propose a competitive structure called Gated Recurrent

Unit (GRU) [17]. Compared with LSTM, it has fewer parameters by removing the

output gate from the LSTM. This makes such structure have a higher training and
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inference speed and perform better on some small-scale datasets. In conclusion, the

bidirectional RNN with LSTM or GRU recurrent unit and its variants become the

first generation of network structure of neural language model. They are widely used

as encoders for representation generation and decoders for sequential text generation.

Other researchers attempted to explore the substitution of the RNN architecture.

For instance, [42] adopts the Convolutional Neural Network (CNN) for the encoder.

Compared to RNN, CNN allows the model to parallelize all elements during training

and better exploit the GPU hardware.

Transformer is a type of deep learning model for NLP introduced by [145]. Trans-

former is based on the attention mechanism, which allows the model to focus on

different parts of the input sequence during the encoding and generation. This is

in contrast to traditional RNN models, which process the input sequence in a fixed

order. The transformer achieves a comprehensive interaction between tokens by stack-

ing multiple attention layers. Although the performance of transformer-based models

do not largely exceed traditional RNN initially, the more scalable structure of the

transformer provides it with the capacity to accommodate more parameters. With

the introduction of pre-training approaches for language model [27, 119, 78], trans-

former soon becomes the most suitable structure for the pretrained language model.

Language model pretraining is a technique used in natural language processing (NLP)

to train a language model on a large corpus of text data with a set of unsupervised

tasks such as next token prediction. It allows the model to learn the statistical pat-

terns and relationships within the language. BERT [27] first proposes a pretrained

deep bidirectional transformer encoder by joint conditioning on both left and right

context in all layers. It can be directly used in downstream tasks by fine-tuning with

the output layer, and achieves state-of-the-art performance for a wide range of tasks.

BART [78] introduce a pretrained sequence-to-sequence model containing both en-

coder and decoder with an arbitrary noising function. It is widely used in various

natural language generation tasks such as translation, question answering, and text
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summarization. GPT [119] proposes a left-to-right transformer that predicts tokens

auto-regressively. This this case, the encoder and decoder is combined in the same

neural model structure. Pegasus [174] further extend the pretraining tasks specifi-

cally for text summarization task. It removes the important sentences from the input

documents and aims to generate the masked sentences during the pretraining from

the remaining sentences, which makes it stand out in many downstream summariza-

tion tasks. T5 [121] explores the idea of transferring learning techniques for NLP

by constructing a unified framework that converts all text-based language problems

into a text-to-text generation format. Overall, the pretrained transformer model and

its attention mechanism have been highly influential in the field of NLP, enabling

significant advances in tasks like text summarization.

2.2.2 Modification on Encoder

The modification on the encoder has two main types: the modification on the network

structure itself and the injection of external information such as semantic, topic and

graph. Considering we have introduced the development of neural model structure

in NLP, we would like to describe how different types of context information are

combined in the text summarization system through the encoder.

Syntactic-Based Model

Fine-grained information like syntactic information and semantic information has

been used in a set of traditional natural language generation models such as syntax-

based SMT and compressive summarization. Therefore, the sequence-to-sequence

model with syntax information is initially proposed in the field of machine translation.

[79] converts a phrase parse tree as a label sequence and extends the standard encoder

to take both word sequence and label sequence as input. [49] believe that a parser

trained in advance is not effective enough for the generation in the current task.
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Hence, this work suggests to train a parser together with the encoder. Instead of

using a common dependency parse tree, it designs a parse graph where a single word

can hold several headwords. An attention layer is added to the encoder to learn the

dependency between the source sentence and each word.

Semantic-Based Model

Text summarization models attempt to combine semantic information with the en-

coder to better select the salient information. For instance, [105] enhances the encoder

with various lexical and statistic features that play important roles in traditional text

summarization, including part-of-speech tags, position and named entity. In this

case, the traditional feature verifies its effectiveness in the neural-based summariza-

tion model. [193] proposes a selective gate network and adds it over the encoder’s

hidden states. It generated a higher-level sentence representation by limiting the

information transfer to the decoder, which tailors the source text based on its impor-

tance. In transformer-based model [27], a pretrained position embedding is added to

the input token embedding for the crucial position information.

Graph-Based Model

Graph structures have long been exploited for text summarization. Early works

such as Textrank [101] and Lexrank [32] adopt similarity-based graphs to find salient

information. As for neural models, graph neural network (GNN) [127] is usually

adopted to model highly structured data. [140] designs a graph-based attention in the

sequence-to-sequence framework to identify the important factor of summarization.

[38] enhances a sequence-based encoder with GNN to take token-level entity types

into consideration. It aims to conduct reasoning about long-distance dependency

from the source text. Its experiment shows it outperforms both pure sequence-based

models and pure graph-based models. Other researchers focus on making use of more
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complicated graphs that contain richer structure semantic information. [90] use the

Abstract Meaning Representation (AMR) in summary generation. The source text

is first parsed to multiple AMR graphs and the graphs are further compressed into

a summary graph. Through graph-to-text generation, it transformed the summary

graph into an abstractive summary. [153] transfer the summarization problem into a

latent tree learning in the encoder and propose a reinforcement learning method to

optimize the model. [55] transfer event triples extracted from OpenIE to an event

graph to acquire semantic interpretation over input and propose a semantic-driven

reward to train the model. [85] further extend this idea and propose an event-level dis-

course graph for abstractive summarization. Other researchers use event information

for the generation of more faithful summaries.

Event-Based Model

Currently, most of the summarization tasks focus on the news domain, which is

strongly correlated with events, since most news article is composed of a series of

events. Therefore, how to leverage event information in summarization models be-

comes a key problem. One advantage of event information is that it helps the model

understand the SVO relations between sentences and fuse them as one final event de-

scription. This problem is especially crucial in multi-document summarization, since

a single event may have various descriptions with multi-source. In fact, it is still

challenging for current state-of-art models [74, 71]. Another advantage is that event

information contributes to generating faithful summarization. Faithfulness in summa-

rization refers to whether the components of an event (subjects, predicates, objects,

time, position and number, etc.) follow the source document. In this way, event infor-

mation can provide additional constraints for the generation process [9]. Inspired by

the advantage of event information, the event-based summarization model has been

well-researched before neural language models. [24] conduct a pioneer hand-based ex-

periment on event-based multi-document summarization. Other researchers [175, 82]
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propose pattern-based approaches that enrich the representation of sentences using an

event key term and other related entities. [80] propose a clustering-based approach

to automatic generation of aspect-oriented summaries from multi-document. [161]

utilize Element Discourse Unit (EDU) as components to conduct extractive summa-

rization. Each EDU can be regarded as a smaller event-level granularity compared

to sentences. [9] propose an additional event relation encoder for event triples and

allow the decoder to balance the informativeness and faithfulness during the gener-

ation. [71] tries to solve the sentence fusion problem in summarization by linking

representations of shared components of an event under a transformer encoder.

Topic-Based Model

Utilizing topic information to assist summarization is another approach that has been

explored for a long time. The LDA topic model is most commonly used in topic-based

summarization. [11] presents an extractive summarization model that utilizes hierar-

chical representation of words, sentences and documents in a corpus. It enhances the

model with the distributions for latent topics in word level and sentence level with

the LDA topic model. [158] first introduces an extractive summarization model based

on topic words selected by a topic model. [148] proposes a deep learning approach to

tackle the text summarization task by incorporating topic information into the con-

volutional sequence-to-sequence model and using the self-critical sequence training

for optimization. [106] utilizes a convolutional neural network conditioned on the ar-

ticle’s topics to capture the summarization patterns under different types of articles.

[151] proposed a novel topic assistant on a transformer-based summarization model

to learn explicit document semantics. The topic assistant is a plug-and-play model

that can be directly inserted into the original transformer framework and it only con-

tains a small number of parameters. Aspect-based summarization has attracted more

and more attention in recent years. [35] suggests that one topic in given source docu-

ments can be described by various aspects and different topics prefer different aspects.
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The work aims to exploit appropriate priors to generate aspect-based summarization

based on group selection. [156] investigate aspect-based summarization on reviews on

particular products. To consider both aspect mapping and sentiment classification,

the paper proposes two CNN networks to model the information. [26] proposed a

Wikipedia-based dataset that contains topic-level supervision. [41] believe that new

document should not be treated as 1 to 1 from document to summary, since there

are multiple aspects of information. The model first learns to accurately segment

documents by several predefined topics and then generates multiple summaries based

on the segment. [139] is not limited to a small set of predefined topics but searches for

potential topics with external knowledge sources such as ConceptNet and Wikipedia

with a weak supervision approach, which significantly expands the application of the

task in practice.

2.2.3 Modification on Extractor and Generator

Extractors for extractive approaches are classifiers that determine whether a sentence

will be included in the final summary. For neural models, they are usually multi-

layer perceptron (MLP) that conduct binary classification on sentence representations

[104, ?]. To identify each sentence, a start token is usually inserted to the beginning

of each sentence and its hidden state is considered to represent the whole sentence.

The summary is the most important sentences with the top-k prediction score. Its

length depends on a predefined sentence number or a compression rate using a length

cutoff. In this case, few works focus on modifications on the extractor. Instead of

simply converting extractive summarization into a ranking problem, [192] presents a

decoder that extracts sentences sequentially by jointly scoring and selecting sentences

with an RNN.

Generator for abstractive approaches usually follows the same neural structure as

the encoder in a sequence-to-sequence framework. For example, RNN-based models
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adopt the RNN decoder to generate the summary token by token. The decoder usually

packs all the additional information from different granularities in the same timescale

of RNN. [191] introduces a hierarchical RNN decoder that splits the hidden states of

the decode into phrase state and word state. The phrase state is first updated and then

the word state is generated on it. Although the encoder in RNN is bi-directional, the

decoder only works in a left-to-right manner. To fully utilize information from both

directions, [177] extends the RNN decoder with a backward decoder that enables bi-

directional text generation. Another important factor for summary generation is the

length control. [63] propose a method that adds the expected length information to

the decoder by transferring it into additional initialization parameters of the decoder.

For transformer-based models, the decoder applies the cross-attention, an attention

mechanism that aims to pass information from the encoder to the decoder. [30]

propose to use multiple layers of cross-attention to transfer information from different

sources to the decoder. Generally, the decoder predicts each word by conducting a

multi-label classification of all vocabulary. Some researchers believe it is too large for

the generation and choose to modify the output dimension of the decoder to enhance

the efficiency of learning. [56] limits the decoder to generate the words only from the

parallel token and a sampled word set in machine translation. In text summarization,

following a similar idea, [105] extend the output vocabulary with the neighboring

words from the source text, which are measured by the similarity between the word

embedding.

2.2.4 Modification on Optimization

There are four types of optimization approaches for text summarization models: bi-

nary classification loss, maximum likelihood estimation (MLE) loss, reinforcement

learning and contrastive learning. Binary classification loss focuses on is used in ex-

tractive summarization, where the classifier determines whether a sentence will be

included in the final summary. MLE loss, a traditional text generation loss, is used in
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abstractive summarization. It helps in achieving this by maximizing the probability

of the next word in the sequence given the previous reference words. However, MLE

loss still faces an ”exposure bias” problem. It refers to the discrepancy between the

way a model is trained and the way it is used at inference time. During training,

the model is typically trained to predict the next token in a sequence given the true

previous tokens. However, during inference, the model generates each token based on

its own previously generated tokens. This can lead to errors propagating through the

generated sequence. Reinforcement learning aims to solve this problem by directly

aligning the optimization target with the summary quality. [113] combines likelihood

and ROUGE score in the loss function by applying a reinforcement learning algorithm.

[112] proposes two novel reward functions: ROUGESal and Entail based on the pre-

vious work. ROUGESal enhances the ROUGE metric by assigning greater weight to

important phrases or words identified through a keyphrase classification model. En-

tail rewards the summaries that logically follow the original text, as determined by an

entailment classifier. Reinforcement learning also works for extractive summarization,

[165] presents a model based on a Deep Q-Network. It predicts the importance and

redundancy of sentences with Q-value approximation and aims to learn a policy that

maximizes the ROUGE score with respect to the reference summary. Contrastive

learning achieves a similar goal with reinforcement learning but with a totally differ-

ent method, which transfers the training target into a ranking problem. [186] gets

rid of the traditional extractive framework of extracting sentences individually, and

transfers the problem into a semantic text-matching problem. Training with a con-

trastive learning objective, the closest candidate summary to the source document

in the semantic space is the final summary. [95] proposes a new training paradigm

by assigning different candidate summaries with probability mass according to their

quality in abstractive summarization. Such contrastive learning objective allows it to

maximize the probability of generating high-quality summaries.
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2.2.5 Hybird Model

The hybrid models combine both abstractive and extractive approaches. The two

complementary approaches allow the model to take advantage of both sides and im-

prove the overall performance of text summarization. There are mainly two types of

hybrid models: extractive to abstractive models and extractive to shallow abstractive

models. Extractive to abstractive methods start by using extractive models to obtain

salient sentences and then use these sentences for abstractive summarization. This

type of model is also widely used in the field of long-input summarization, where

the input length is too long for existing pretrained language models. These works

[150, 117, 183, 4, 180] usually adopt a divide and conquer strategy by firstly extract-

ing salient information from truncated source documents and then aggregating them

to final abstractive summaries. DYLE [98] extends this approach by proposing a

dynamic latent extraction approach that is capable of optimizing the extractor based

on the summary generation loss. Other works tend to use extracted content to assist

the summary generation. [125] extracts important information including keywords or

crucial sentences and feeds them to the summarization model. [30] uses extractive

summarization results as guidance for abstractive summarization. Together with the

source document, it allows the model to generate more faithful summaries. Instead of

generating completely abstractive summaries, extractive to shallow abstractive mod-

els tend to modify the extracted sentences while maintaining their original meaning.

[96] use information compression and fusion techniques on the extracted sentences.

[74] extracts a set of sentence clusters containing similar sentences and then uses a

generation model to fuse each cluster to an independent summary sentence.
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2.3 Sub-Tasks for Text Summarization

To fulfill the requirements of real-life problems, text summarization is not limited to

generating a summary for the document(s). Variant tasks for text summarization

are also considered important problems in the text summarization community. In

this section, we mainly introduce three popular text summarization variant tasks and

their unique problems and solutions compared with common text summarization.

2.3.1 Multi-document Summarization

Despite generating the summary from a single document, multi-document summa-

rization (MDS) is another major topic in the field. Compared to single-document

summarization (SDS), multi-document summarization has two major problems: over-

lap between documents and cross-document relation modeling. Under a similar topic,

a single fact can be described by multiple documents several times and these descrip-

tions may share some overlapping content but also contain unique information. Fusing

this unique information while avoiding overlap is one challenge for multi-document

summarization models. Since there is no sequential relationship between the input

documents, understanding the ways to use semantic-level correlation to build up

cross-document relations is important. Moreover, the total length of the input of

the MDS model is usually far longer than its summary, which means there exists a

large amount of unnecessary information in the input. For current state-of-the-art

transformer-based models, how to perform effective preprocessing becomes a rising

problem.

To reduce the redundancy in MDS, [75] adopts the maximal marginal relevance

method to extract important sentences from multi-document input, and utilize a gen-

eration model to fuse these sentences to the final summary. [34] introduces a MDS

dataset called Multi-News, and proposes a model combining the traditional extractive
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summarization model with the single document summarization model. [81] develops

a MDS model that leverages graph structures. The graph can be the similarity graph

or the discourse graph, and it allows the model to capture the cross-document rela-

tions from multiple input documents. [59] introduces a multi-granularity interaction

network for MDS. It aims to jointly learn the semantic representation of different

granularity including documents, sentences and words. An attention mechanism is

employed to achieve interaction between these semantic representations. [147] pro-

poses a heterogeneous graph-based neural network for extractive summarization in

MDS. Similarly, this work also adopts multi-granularity information, but uses the

nodes in the graph to represent it. In this case, this work is flexible in both SDS and

MDS.

2.3.2 Query-Focused Summarization

Different from traditional text summarization, query-focused summarization aims to

summarize the source document with a specific topic or query. Since the source doc-

uments on the Internet may contain various aspects of information, query-focused

summarization is capable of providing the user with a concise highlight on the aspect

he/she would like to know. Therefore, we believe this task better meet the require-

ment of the users during the implementation of text summarization. Query-focused

summarization has attracted more and more attention with the development of the

question answering task. Although the question-answer pair is relatively easy and

the answer often refers to a specific entity in the field of QA, understanding how to

answer a complex question like how or why is an important challenge. Under such a

situation, query-focused summarization is able to summarize the evidence retrieved

by the QA model and generate a summary to answer the question. Therefore, we

believe query-focused summarization is strongly related to QA and is essential to

further improve the current QA system.
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Query-focused summarization is similar to Question Answering but also different in

some aspects. Compared to the development of QA, query-focused summarization

has not been fully explored. Before the invention of the neural model, [152] propose

a probabilistic approach to model the topic distribution of both the query and the

source document and extract the related sentences as summaries based on the given

query. [109, 11] first applies a sequence-to-sequence model on the query-focused

summarization task. The researchers propose a query attention model that learns to

focus on different portions of the query at different time steps. [160] utilize models

in information retrieval and QA to extractive query-aware evidence from coarse to

fine and proposes an unsupervised graph-based summarization model to generate

the final summary. [25] presents a novel conditional self-attention that limits the

information diffusion among the source tokens based on the relevance between the

tokens and the query. [50] believe that the intermediate output is only treated as the

middle steps in non-factoid QA, but they are important to form a complete answer.

Therefore, a query-focused summarization model is supposed to build up a bridge

between the multi-hop inference and summarize them to form the final answer. Multi-

document query-focused summarization is another problem that is worth exploring.

Different from QA, the model needs to collect information from multiple documents

and generate a summary as a compressed highlight. In such a process, the role of

summarization should be emphasized, which is a major difference between QA. This

also makes researchers believe that multi-document query-focused summarization is

one of the most potential problems in the field. [163] adopts a mutual reinforcement

chain and incorporates the query influence into the mutual reinforcement chain to

cope with the need for query-focused multi-document summarization. [190] proposes

a theoretical connection between sentence retrieval and the extraction of a transversal

in a hypergraph, and uses the approach to capture the sentences that are related to

main query-relevant topics.
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2.3.3 Dialogue Summarization

Dialogue summarization is a newly emerged task that has attracted a lot of atten-

tion. Dialogue summarization extracts useful information from a dialogue. It helps

people quickly capture the highlights of a dialogue without going through long and

sometimes twisted utterances. Compared with pure text summarization, dialogue

summarization require the model to face some unique features in dialogue situation

such as different speakers and informal text. We conclude them as four main chal-

lenges: Multiple participants, conversations with more speakers are harder to be sum-

marized since it may require models to accurately differentiate both language styles

and content from different speakers. Role change, the role of a speaker may shift

from a questioner to an answer, requiring the summarization model to dynamically

deal with speaker roles and the associated language. Scattered Information, infor-

mation is generally scattered throughout the whole conversation, and speakers may

interrupt each other, reconfirm, back channeling or repeat themselves. Unstructured

text, unlike news reports or encyclopedia articles, dialogue data do not have natural

paragraph/document-level segment. Meanwhile, the absolute position information

is not effective in dialogue summarization compared to document summarization.

These features make summarization model more difficult to identify the importance

of a sentence.

Facing different real-life situations, previous works have proposed different types of

datasets including meeting record [68], customer service and daily conversation [46].

Considering the utterance nature of dialogue summarization, researchers first con-

sider a hierarchical encoder to generate the representation for both word-level and

utterance-level. Moreover, [184] adopts an addition encoder to learn the semantic

representation of conversation with adaptive conversation segmentation at a higher

level, where each segment represents a series of utterances under one major topic.

Since different people in a conversation may play different roles, especially in meeting

dialogue and customer service, [184] propose to use a role vector to model different
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people in the dialogue. Facing the limitation of data shortage, it also proposes an

approach to generate pseudo data from text summarization dataset. [12] aims to

leverage multiple views including topic and stage to better understand the conversa-

tional structures of the dialogue, while [37] aims to use a graph structure to capture

the dependency between the multiple utterances.

2.3.4 Long-Input Summarization

Long-input summarization is a sub-topic of text summarization that focuses on gen-

erating concise summaries from long pieces of text. These could be lengthy articles,

research papers, books, or even transcripts of speeches or interviews. Traditional sum-

marization models often struggle with long inputs due to memory constraints and the

difficulty of maintaining coherence over a long span of text. Long-input summariza-

tion is a challenging task, as it requires the ability to efficiently process thousands

of tokens while preserving the long-term dependency across the input. More impor-

tantly, the high efficiency usually leads to the loss of long-term dependency, which

makes this task even more difficult.

Potential solutions involve the utilization of transformers with a sparse attention

mechanism. Longformer [6] integrates sliding windows with global attention pat-

terns, which leads to much less memory consumption. Similarly, BigBird [173] fol-

lows the same idea and replaces global attention with random blocks. Reformer [64]

uses locality-sensitive hashing as the replacement of the dot-product attention. This

enhancement reduces the computational cost of the model. Despite focusing on self-

attention, some researchers [54] suggest the use of head-wise positional strides to

enhance the efficiency of cross-attention. Some hierarchical models is another solu-

tion for long-input summarization. HAT-Bart [123] introduces a transformer with

hierarchical attention that leverages information from multiple granularity including

sentence and paragraph. HMNet [194] proposes a hierarchical structure that cap-
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tures discourse-level information and speaker roles for long dialogue summarization.

[117, 183] apply the extract-generate framework to the long-input summarization to

overcome the capability limitation of transformer models such as BERT or PEGA-

SUS. with the generalization ability of the pretrained language model, [4] focuses on

low-resource long-input summarization. [180] conduct an exploratory study on what

techniques are effective for long dialogue summarization.
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News Summarization via Event

Information
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Chapter 3

Event-Level Extractive

Summarization with Hierarchical

Graph Mask on BERT

3.1 Introduction

In extractive summarization models, sentences are regarded as the basic textual units

making up the final summaries in most extractive summarization models. One of

the problems with sentence-level extractive summarization is that there exists a gap

between the human-written gold summary and the training objective. Since most

datasets do not contain sentence-level labels, oracle summaries are normally generated

by a greedy algorithm, which maximizes the ROUGE score between the sentences in

the source text and in the gold summary [104, 92]. As pointed out by [107], sentences

with high ROUGE scores may not necessarily lead to an optimal summary. Such

discrepancy may be due to the overlapping contents and over extraction. Therefore,

some researches try to perform extraction at a lower level such as words or phrases

[8, 14, 43]. Although these models are able to learn which phrases or words are more
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important directly from the gold summary, it is hard to maintain semantic integrity

when information is scattered. For the news article, as stated by [10], it usually can

be decomposed into a series of crucial events. For example, a long sentence in a news

article may contain two events, one in the main clause and one in the subordinate

clause. In this case, we believe event can be a proper granularity between phrases

and sentences for news summarization.

In this chapter, we propose to extract event-level information as the primary textual

units to generate summaries in news summarization. Here, we define an event as the

smallest unit that contains complete subject verb object information, which is a gran-

ularity smaller than sentences and bigger than words. In other words, one sentence

can contain multiple events. In this work, we first develop a heuristic algorithm to

split a sentence into one or more smaller units, where each unit is considered as a

single event description. Then we apply a one-to-one strategy to match each event

in the gold summary to one event in the source text to obtain the oracle label. In

this way, we smooth the gap between the gold summary and oracle labels and fur-

ther reduce redundancy and over-extraction. Meanwhile, event units can still well

keep semantic integrity and thus are able to provide faithful summaries. Considering

events are relatively independent semantic units, in order to maintain rich contex-

tual information and to capture potential relationships among events, we believe the

sentence-level information still plays an important supporting role. Moreover, based

on the assumption that the selected events should be semantically close to the ma-

jority of source documents, we also import the document-level information as part

of our model. We will show that such a event-sentence-document hierarchical text

modeling facilitates to capture more structured contextual information for effective

event extraction.

Recent works [92, 2, 179] have demonstrated that it is highly beneficial to apply

pretrained language models such as BERT to extractive summarization models. Fol-

lowing this trend, we adopt a BERT-based encoder to generate contextualized repre-
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sentations for further extraction. It is challenging to impose the structure information

when fine-tuning the BERT model in a downstream task. [36, 179] separately encode

representations for each granularity with BERT and then capture the structure infor-

mation with a graph network stacked upon the encoder. However, this method not

only results in a large complex model but also cannot fully utilize the advantage of

pretrained language models. Based on the idea that BERT can be regarded as a full

connected graph, we propose to directly impose the structure information on BERT

with a graph-based mask to jointly learn contextual representations of different text

granularities within a single BERT. On the one hand, we significantly reduce the time

cost of running BERT several times plus running a graph neural network to running

BERT once. On the other hand, we are able to utilize the complex structure of BERT

to capture the structure information.

We conduct experiments on the CNN/DailyMail dataset, a well-known extractive

summarization benchmark dataset for news summarization. The results show that

using events as extractive units improves the summarization quality and our model

achieves better performance than the state-of-art model. The contributions of our

work can be summarized as follows. (1) We propose to extract event-level semantic

units for extractive news summarization to fill the gap between the gold summary and

oracle labels, reducing redundancy and over-extraction. (2) We import a hierarchical

structure to remedy the information loss after splitting sentences into events. (3) We

propose a graph-based mask algorithm to impose the structure information on BERT

directly. To the best of our knowledge, we are the first to combine the pretrained

language model and the structure information without increasing the scale of the

model, which provides a new idea for fine-tuning pretrained models on downstream

tasks.

40



3.2. Related Work

3.2 Related Work

Extractive Summarization Extractive summarization attempts to select the most

important sentences from the source text and subsequently concatenate them as a

summary. With neural network models, researchers usually formulate it as a sen-

tence binary classification problem. SummaRuNNer [104], one of the earliest neural

summarization models, applies an RNN-based encoder to generate sentence repre-

sentations and a neural classifier to determine which sentences should be included

in the summary. [107] further extends SummaRuNNer with a reinforcement model,

which optimizes the summary-level ROUGE metric. Some other works achieve bet-

ter performance through more complex models. [192] proposes a decoder that jointly

learns to score and select sentences, while [178] presents a latent variable extractive

summarization model, which directly maximizes the likelihood of human summaries.

In recent works, models based on pretrained models [92, 2, 179], especially BERT,

have made a step forward.

Graph Based Summarization Graph-based summarization methods aim to uti-

lize the structure information of the text. Based on the assumption that important

sentences are often linked with each other, unsupervised models like TextRank [101]

and LexRank [32] show great ability to identify the salient information. [90] proposes

an abstractive summarization framework based on the Abstract Meaning Represen-

tation (AMR) graph, which captures the propositional semantic information. [65]

presents a graph transformer to generate one-sentence summaries from a knowledge

graph. Meanwhile, other researches focus on learning latent tree structures while

optimizing summarization models. [153] regards the tree structure learning problem

as a reinforcement learning problem and [93] generates a multi-root dependency tree

where each root is a summary sentence.
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Pretrained Language Models Pretrained language models [119, 27] have been

proved to be extremely successful for making great progress in various nature lan-

guage tasks. These models are originated from the idea of word embeddings [114]

and further extend it by pretraining a sentence encoder on the huge unlabeled cor-

pus using language modeling objectives. Bidirectional Encoder Representations from

Transformers (BERT) [27], one of the state-of-art language models, is trained with

a masked language model and a next-sentence-predicting task. Recently, pretrained

language models have been widely used to improve performance in language under-

standing tasks [28]. As for the extractive summarization task, it provides the power-

ful sentence embeddings and the contextualized information among sentences [187],

which have been proven to be critical to extractive summarization.

3.3 Extraction of Events and Alignment with Gold

Summary

We propose to explicitly align a gold summary with its corresponding events descrip-

tions in the source text. For this purpose, we develop a heuristic algorithm to break

up the source text and the summary into smaller granularities as introduced below.

When splitting sentences into smaller semantic units, we need to ensure each unit has

a proper size while maintaining the integrity of information. An intuitive idea might

be to split sentences with commas and other conjunctions. But this straightforward

strategy is not capable of handling complicated sentences in documents. Therefore,

we leverage the dependency parser to handle this issue. To begin with, we adopt

a dependency parser to convert a sentence into the labeled tuples in the form of

(word1, word2, label), where the label denotes a grammatical relation between a pair

of words. After that, the sentence is split using the labels representing punctuation

marks, conjunctions and clauses, including punct (punctuation marks), cc (coordina-
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tion relationship) and mark (finite clause). To acquire a more complete semantic unit,

we merge units that are connected by some special labels such as the relative clause

modifier (acl:relcl), the adverbial clause modifier (advcl), the appositional modifier

(appos) and the clausal complement (ccomp). Furthermore, we use the conjunct

(conj) to identify whether a conjunction connects two sentences or two phrases. A

conjunct is a relation between two elements connected by a coordinating conjunction.

When the distance between the two elements is less than a threshold, we regard the

two coordinated elements are words or phrases rather than clauses. If so, the two

split parts are merged back as one unit.

Moreover, we predefine a minimum unit length and a maximum clause length. If the

length of a unit is smaller than the minimum unit length, this unit will be merged

with the preceding unit. If a clause is longer than the maximum clause length, we

regard it as an independent semantic unit. Take the dependency trees in Figure 3.1

as an example. The sentence is split into five parts based on the above-mentioned

rules. We merge the first three parts back together since they are connected by the

appos label while not exceeding the threshold length for being an independent clause.

As for the last two parts, although there is a coordination relationship, it turns out

that they are two coordinate entities based on the conj label. Hence, we also merge

the last two parts as a event.
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3.4. Summarization Model

In the experiments, we adopt the well-known NLP pipeline Stanford CoreNLP [51] for

dependency parsing. Table 3.1 presents the statistics on the train set of CNN/DaliyMail.

On average, a sentence contains 1.6 events. It should be noted that some sentences

remain as single events, while others are split into 2 or 3 events.

granularity num len

Sentence 34.3 24.7

event 51.5 14.8

Table 3.1: The average unit number and unit length in train set of CNN/DM dataset.

Once events are extracted, the next step is to obtain oracle labels for them from the

gold summary. We match each event in the summary with one corresponding event

that has the maximum ROUGE score from original text. Such an alignment allows

each part of the summary to be accurately mapped to a semantic unit in the source

text.

3.4 Summarization Model

3.4.1 Model Framework

As illustrated in Figure 3.2, our model consists of three components: a BERT-based

encoder, a hierarchical graph mask, which incorporates the structure constraint on

BERT and a classifier taking the multi-granularity information as input to extract

salient events to form the summary.

3.4.2 BERT-Based Encoder

We use a BERT-based encoder to generate contextualized representations of the se-

mantic units with different granularities. Since the outputs of BERT are grounded
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to tokens, we adapt the strategy that is similar to [92] to modify the embeddings and

the input sequence of BERT.

To obtain representations of the events, the sentences and the document, we add a

special token at the begining of each semantic unit. As shown in Figure 3.2, [cls d],

[cls s] and [cls f] are inserted at the beginning of the document, the head of each

sentence and the event representing the embeddings of different granularities, re-

spectively. Initially, these three kinds of [cls] tokens share the same pre-trained [cls]

embedding. We also add a [seq] token at the end of each event to separate the small-

est semantic units. In addition, segment embeddings are used to identify multiple

granularity levels within a document. For the ith granularity level, we assign the

segment embedding EA or EB conditioned on whether i is odd or even. For exam-

ple, in Figure 3.2, we first assign the [cls d] segment embedding EA and then for the

next granularity level, sentence, we allocate all [cls s] with EB. With two different

segment embeddings that separate adjacent granularity levels, the model is aware of

the hierarchical structure among different granularity levels.

3.4.3 Hierarchical Graph Mask on BERT

A document is composed of a collection of sentences, while each sentence may contain

multiple events. Such a hierarchical structure motivates us to generate representa-

tions for different granularity levels with hierarchical constrains on BERT. We propose

a hierarchical graph mask to restrict information dissemination in BERT. To build a

hierarchical graph, we add three kinds of edges to a token in the input sequence, in-

cluding the bi-directional edges connecting to all other tokens at the same granularity

level, the edges from the tokens belonging to them at the smaller granularity level

and the edges to their corresponding tokens at the larger granularity level. For ex-

ample, as shown in Figure 3.2, an event token [cls f1] can disseminate its information

to other event tokens and the sentence token [cls s1], while receiving the information
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[cls_d] [cls_s] [cls_f] event one [seq] [cls_f] event two [seq] [cls_s] [cls_f] event three [seq]
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Contextual
Representation
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Figure 3.2: The framework of the summarization model

from the word tokens “event”, “one” and [seq]. The tokens at each granularity level

thus capture semantics from different sources. As a result, the hierarchical graph can

effectively utilize all levels of structural information with different granularities.

To implement this graph structure on BERT, we assign a mask vector to each to-

ken based on the hierarchical graph H. Given an input sequence with n tokens

[t1, t2, ..., tn], the mask vector of ti is denoted by [hi1, hi2, ..., hin], where hij refers

to whether there is a directed edge from the token j to the token i in the graph

H. Taking [cls f1] in Figure 3.2 as an example, the mask vector of this token is

[0, 0, 1, 1, 1, 1, 1, 0, 0, 0, 0, 1, 0, 0, 0]. After obtaining the mask vector for each token, we

stack them to form a n×n mask matrix M and calculate attentions with the equation

below. For simplification, we write it in the one-head form.
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Attention(Q,K, V ) = Softmax(
QKTM√

dk
)V

where Q refers to the query matrix, K refers to the key matrix, V refers to the value

matrix and
√
dk represents a scaling factor.

3.4.4 Classifier

After applying the hierarchical graph mask on BERT from words to document, we

obtain representations of all levels of granularities. Although our focus is to extract

the salient events from a given document, we believe that the sentence-level infor-

mation also contributes to identifying the importance among events. Considering

events are rather independent semantic units, the sentence information is able to

build up connections from a higher-level perspective and help locate the important

events more accurately. Moreover, we postulate that the selected events should be

semantically representative of the source document. Therefore, we also import the

document representation as part of input to the classifier.

Given a event representation fi from the last layer of BERT, we concatenate it with

the document representation d and its corresponding sentence representation sj. Then

we employ a sigmoid classifier to predict whether or not it should be selected into the

summary:

y
′

i = σ(Wc(d||sj||fi) + bc)

where || represents concatenation, Wc and bc are the parameters of the classifier.
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3.4.5 Learning

We apply a binary classification entropy of prediction y
′
i against gold label yi as the

training loss. Similar to [92, 145], we use the Adam optimizer with lr = 2e−5, β1 = 0.9

and β2 = 0.999, and adopt a learning rate schedule with warming-up=10000:

lr = 2e−3 ·min(step−0.5, step · warmup−1.5)

For testing, we first predict the score yi for each event using our model and then rank

these events with their scores to select the top-4 events as the summary, considering

the average number of events contained in gold summaries is four. We also apply

the Trigram Blocking algorithm [113] to reduce redundancy. In particular, given the

current summary s, a candidate event c will not be included in s if there is a trigram

overlapping between c and s. In this way, we minimize the similarity between the

current summary and the candidate sentence to increase information diversity and

richness.

3.5 Experiments

3.5.1 Dataset and Evaluation Metric

We conduct experiments on the non-anonymized version of the CNN/DailyMail dataset

[51]. The dataset is composed of news articles and their corresponding highlights that

give brief overviews of articles. We apply the standard splits for training, validation,

and testing (CNN: 90,266/1,220/1,093 and DailyMail: 196,961/12,148/10,397). Due

to the length limitation of BERT, we follow the common practice to truncate all input

documents to 512 tokens.

To evaluate the summarization quality, we apply ROUGE [87] for automatic evalua-

49



Chapter 3. Event-Level Extractive Summarization with Hierarchical Graph Mask
on BERT

tion. Following the convention, we report ROUGE-1 (unigram), ROUGE-2 (bi-gram)

and ROUGE-L (longest common subsequence) F1-score in the following experiments.

Moreover, we manually evaluate the event-level recall, precision and F1-score between

system-generally summaries and human-written gold summaries.

3.5.2 Details

We build our model using PyTorch and the BERT-base-uncased version of BERT.

All the input documents are tokenized by BERT’s sub-words tokenizer. We train the

model for at most 50000 steps and the batch size in each step is 32. After training for

10000 steps, the model is saved and evaluated for every 1500 steps. With the three

best checkpoints on the validation dataset, we record best model on the test dataset

among the three.

3.5.3 Automatic Evaluation

We first examine the ROUGE results of the oracle summaries matched with different

granularities. As shown in Table 3.2, by aligning events with gold summaries it

achieves significant improvement on all three ROUGE metrics. It shows that our

idea of building oracle summaries based on events is able to generate more accurate

oracle labels for training.

Granularity R-1 R-2 R-L

event 57.96 34.93 54.69

Sentence 52.59 31.24 48.87

Table 3.2: Results on oracle summary on CNN/DM test set.

Table 3.3 summarizes the results of a variety of models on the CNN/DailyMail test

set. The first section in the table presents two lead-3 baselines that select the first
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three sentences as summaries. One is our own implantation, while the other one is

copied from [92]. The slight discrepancy on ROUGE scores may be because of the

difference in data preprocessing.

The second section in the table displays performances of the existing extractive mod-

els, including the baseline model SummaRunner, two SOTA models with no pretrain-

ing and several models based on BERT. All the results are directly taken from their

respective papers.

The last section reports the results of our own implementations. In order to avoid

interference of other factors, we implement the SOTA model BERTSUM in our train-

ing environment. Meanwhile, for better comparison, we propose a event-extraction

BERTSUM baseline, which simply changes the primary textual unit for extraction

from sentences to events under the same architecture as BERTSUM. Compared to

BERTSUM, using events as extraction units improves the performance on ROUGE-2

and ROUGE-L, since it provides more accurate alignment on the salient information

and reduces the proportion of meaningless words in summaries. After imposing the

structure information on BERT, we further develop the potential of event-level extrac-

tive summarization. All three variants of our model achieve improvement on ROUGE

scores. Among the variants, the model with additional sentence-level information per-

forms best. This is not surprising at all. In fact, sentence-level relationships contain

the rich contextual information. Unexpectedly, we find that it does not lead to the

best result by combining all three levels of information. We suspect that it may be

due to that the document-level information is not effective enough for single document

summarization.

3.5.4 Human Evaluation

As we know, although the ROUGE metric has long been regarded as a classical

evaluation metric in summarization, it does not always reflect the true quality of

51



Chapter 3. Event-Level Extractive Summarization with Hierarchical Graph Mask
on BERT

Model ROUGE-1 ROUGE-2 ROUGE-L

Lead-3 (our) 40.25 17.40 36.41

Lead-3 [92] 40.43 17.62 36.67

SummaRunner [104] 39.60 16.20 35.30

BANDITSUM [29] 41.50 18.70 37.60

NEUSUM [192] 41.59 19.01 37.98

HIBERT [179] 42.37 19.95 38.83

PNBERT+RL [187] 42.69 19.60 38.85

BERTEXT+RL [2] 42.76 19.87 39.11

BERTSUM [92] 43.23 20.22 39.60

BERTSUM (our) 42.78 19.79 39.03

BERTSUM+event 42.81 19.93 39.84

Our d+f 42.97 20.09 39.98

Our s+f 43.10 20.17 40.10

Our d+s+f 43.01 20.07 40.02

Table 3.3: Results on CNN/DM test set. BERTSUM+event refers to the BERTSUM

baseline which simply changes the primary textual unit for extraction from sentences

to events. The last three models represent three variants of our method. For example,

d+f means that we use document-level information and event-level information for

summarization
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summaries. Hence, we also conduct human evaluation to check the event-level recall,

precision and F1-score from 50 random samples. As shown in Table 3.4, compared

with sentence extraction, precision of event extraction increases from 32% to 39%,

which demonstrates the ability of our model to reduce the over-extraction problem.

As for recall, we also gain some degree of improvement.

Model Recall Precision F1

BERTSUM+event 41.79 38.78 39.52

BERTSUM 40.45 31.79 34.98

Table 3.4: Human evaluation results on CNN/DM test set.

3.5.5 Model Analysis

Position of Extracted Events: In addition to evaluating the models through

ROUGE, we further look into the details of our model. As we know, in a document

the sentences at the beginning tend to be more important and are much more likely

to be included in summaries. That is the reason why lead-3 is such a strong baseline

in the CNN/DailyMail dataset. It turns out that current models may rely too much

on the positional information. We feel it is important to analyze the position of the

selected units in the source text. To ensure fairness in comparison, we convert all

sentences into their corresponding event units in this experiment. Table 3.5 shows

the proportion of the selected events that appear in the source text at different event

positions. 1-5 refers to the first five positions, 6-10 represents the positions 6 to 10, and

“Rest” means the rest of the positions except 1-15. The results are obtained from the

oracle summaries generated by sentence extraction, the oracle summaries generated

by events, those generated by BERTSUM (truncated to four events) and our s+f. We

find that the oracle summaries are distributed smoothly across documents , while the

summaries generated by both models highly bias towards the beginning text. The

difference is that our model shows a flatter curve on the first 10 events, indicating
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that our model can achieve better diversity.

Model 1-5 6-10 11-15 Rest

Oracle s 33.11 23.15 11.79 31.95

Oracle f 29.34 21.81 11.89 36.96

BERTSUM 59.39 26.65 6.12 7.84

Our s+f 55.66 30.33 8.15 5.86

Table 3.5: Proportion of extracted events according to their position in the original

text.

Ablation Study: Since the transformer-based model provides us an effective way

to disentangle the information from different sources, we are allowed to design an

experiment to investigate what roles these types of information play in our model. As

shown in Table 3.6, with our s+f as a base model, we report the ROUGE score after

removing segment embeddings or positional embeddings from it. We can observe

that the performance of the model without segment embeddings decreases to the

same level as BERTSUM+event, since it is challenging for a model to understand

the hierarchical structure when there is no difference among the information from

different sources. We believe that our segmentation strategy is essential for learning

the structural information. As for positional embeddings, it is not a surprise that the

performance drops by a large margin. According to [187], current extractive models

heavily rely on positional information. The bottom half of Table 6 contains the

performance of other models without positional information, including Transformer

from [187] and BERTSUM from our experiments. Compared to these models, the

hierarchical structure leads to notable improvement, demonstrating that our model

has good potential to learn more semantic information rather than simply relying on

the positional information.
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Model R-1 R-2 R-L

Original 43.10 20.17 40.10

- Segment 42.91 19.98 39.87

- Position 39.55 17.37 36.52

Transformer 37.90 15.69 34.31

BERTSUM 37.97 15.93 34.66

Table 3.6: Results for disentangling test on CNN/DM test set.

3.5.6 Case Study

Table 3.7 illustrates an example to show why events are more effective than sentences

in extractive summarization. Here, we use a semicolon to separate different events

in one sentence. The words in italics refer to the sentences selected by the greedy

algorithm used in previous models and the colored text represents the events selected

by event-level alignment, where each selected event corresponds to one event in a

gold summary. Based on our observation, one sentence may contain several events

but only one of them is included in summary. Meanwhile, although the first sentence

selected by the greedy algorithm has a high ROUGE score against the gold summary,

it does not correlate with any important events. On the contrary, our model proves

its ability to align the gold summary to its correct location in the source text. The

last part of the table contains a summary generated by our model. We can see that

our model successfully extracts two gold events out of four. As a contrast, we also

mark the sentences generated by BERTSUM using underscore. It is observed that

BERTSUM tends to focus on several leading sentences but only one of them actually

contains a gold event.
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Document

Virtual reality may still seem like a hobby reserved for hardcore gamers; but as

headsets drop in price it is on the verge of becoming mainstream. One firm helping

to fuel this trend is immerse. It has created a virtual reality headset that works

with any android and ios phone; is compatible with hundreds of virtual reality

apps from the respective stores. The immerse virtual reality headset is available

from firebox for 29. It works with any android and ios phone that can run virtual

reality apps from the respective stores and play any 3d movie. The maximum

size of compatible devices is 3; which means it will work with the iphone 6; not

the iphone 6 plus , for example. ... Immerse calls itself an affordable alternative

to rivals such as oculus rift; which is expected to launch a consumer version soon

with prices ranging from between 200 and 400. Immerse is available to buy from

firebox and can be shipped internationally.

Gold summary

1: The immerse virtual reality headset is available from firebox for 29.

2: It works with android and ios phones via virtual reality apps and 3d films.

3: The maximum size of the device must be 3.

4: It calls itself an affordable alternative to rivals such as oculus rift.

Our s+f

The immerse virtual reality headset is available from firebox for 29.

The maximum size of the device must be 3.

Is compatible with hundreds of virtual reality apps from the respective stores.

Virtual reality may still seem like a hobby reserved for hardcore gamers.

Table 3.7: Example from the CNN/DailMail test dataset
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3.6. Conclusion

3.6 Conclusion

In this paper, we propose to extract event-level semantic units for extractive news

summarization. Without increasing the scale of the model, we propose a hierarchi-

cal graph mask on BERT to fully utilize the structural information among different

semantic levels. Experiments on the CNN/DaliyMail dataset shows that our model

achieves state-of-the-art results.
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Chapter 4

Event Graph based Sentence

Fusion for Abstractive

Summarization

4.1 Introduction

In Chapter 3, we discuss the extractive news summarization with the event-level se-

mantic unit. However, extractive models can only select important information and

fail to achieve a higher compression rate. Hence, a rewriting process for the extracted

sentences is necessary. In this chapter, we investigate sentence fusion that aims to

combine several related text spans into a single coherent text. In news summarization,

it is a common practice for a proficient editor to fuse the information from several

related sentences, however, it remains challenging for a state-of-the-art neural abstrac-

tive summarization model to achieve effective sentence fusion. As pointed out in [72],

the human-written summaries contain 32% fusion sentences on the CNN/DailyMail

dataset, while only 6% of the summary sentences generated by the Pointer-Generator

model [130] are shown to fuse the information spread over sentences. Besides, without
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Fused Sentence:
Johnny Kemp is “believed to have drowned at a beach in Montego
Bay,” police say. 

Source Sentences:
(A) Bahamian R&B singer Johnny Kemp, best known for the 1988
party anthem “Just Got Paid,” died this week in Jamaica.
(B) The singer is believed to have drowned at a beach in Montego Bay
on Thursday, the Jamaica Constabulatory Force said in a press release.

Disparate Sentence Fusion 

Similar Sentence Fusion

Source Sentences:
(A) Meng Wanzhou, Huawei’s chief fifinancial offificer and deputy
chair, was arrested in Vancouver.
(B) Canadian officials have arrested Meng Wanzhou on Dec. 1
Fused Sentence:
Meng was arrested in Vancouver on Dec. 1 by Canadian officials.

Figure 4.1: Examples of two types of sentence fusion in text summarization.

proper guidance, many sentences generated by fusion contain factual errors, which

is critical for news summarization. Therefore, it is worthwhile to explore effective

sentence fusion methods in the context of news summarization.

In fact, the importance of sentence fusion has long been recognized by researchers

in the text summarization community. As shown in Figure 4.1, the researchers have

been concerned with two types of sentence fusion task in the past. One is similar

sentence fusion and the other one is disparate sentence fusion. For similar sentence

fusion, a word graph or a dependency tree is often explored to find a coherent fu-

sion path [99, 39, 141]. For disparate sentence fusion, the coreference relations are

typically considered as the key to tie the sentences together [73, 71]. Although both

types of sentence fusion benefit text summarization, especially multi-document sum-

marization, the solutions are rarely proposed to deal with the two types together. In

this paper, we propose to apply the structured event information to guide the two

types of sentence fusion in a unified framework.

We address the challenge of sentence fusion by building an event graph to capture the
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semantic relationships among the input text spans (sentences or events). The event

graph is a directed graph composed of the nodes representing the predicate and event

arguments and the edges that connect these event components together. Compared

to the word graph or the dependency tree, the event graph provides more informative

event-level (or to say entity-level) information. Meanwhile, it maintains the semantic

integrity of each node, which allows us to add additional edges to represent some

crucial relationships in disparate sentence fusion like co-reference. Such a structured

representation is capable of preserving inherent event information and meanwhile

formulating cross-sentence information such as entity interactions and proximity of

relevant concepts.

With the target to guide sentence fusion, we develop a decoder that utilizes the

information from both the sentence sequence and the event graph equipped with

different attention mechanisms. We employ sequence attention and graph attention to

determine what information is important to be select to generate the appropriate word

token at each decoding step. Note that sentence fusion requires not only selecting

the right salient information but also organizing the selected information logically

and orderly. Otherwise, the models may tend to randomly combine the key event

components or simply copy the most important text span. To this end, we develop

a graph flow attention to explore potential fusion paths via the graph structure and

control the fusion process. Moreover, how to avoid factual errors in a fused sentence is

also a critical issue in sentence fusion. Inspired by [128], we incorporate faithful beam

search at the inference stage to reduce possible factual errors. This allows the model

to remove the unfaithful candidate output sequence during the generation process by

refining the generation probability with a faithful score.

Since there is no available dataset to evaluate the effectiveness of the sentence fu-

sion models in the context of text summarization, following previous work [73], we

automatically generate sentence fusion data from summarization datasets including

CNN/DaliyMail [51] and Multi-News [34]. The experiments show that our proposed
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model indeed improves Rouges and the other metrics like faithfulness and the fusion

rate. The contribution of our work can be summarized as follows:

(1) We propose a model to address both similar sentence fusion and disparate sentence

fusion, which are critical for abstractive news summarization.

(2) We build an event graph to guide sentence fusion, which allows our model to

utilize the structural event information and various cross-sentence relations.

(3) We innovatively apply a graph flow attention to control the fusion process via the

graph structure.

4.2 Related Work

Sentence Fusion in Text Summarization Sentence fusion has been considered

as an essential step for generating abstractive summaries. Its importance has long

been recognized in the traditional text summarization research [5]. The early at-

tempts mainly focus on fusing a set of similar sentences [99, 39, 31, 141]. They often

build a dependency graph or a word graph from multiple similar sentences, and then

adopt linear programming to generate the fused sentence from the graph. Recently,

[72] conducts a comprehensive analysis of sentence fusion in neural abstractive sum-

marization and finds that it remains a challenge for current state-of-the-art models.

To address this problem, [71, 73] propose to utilize points of correspondence between

sentences to fuse disparate sentences, and develop a transformer enhanced with the

links between the co-referred entities. Similar to above-mentioned works, our research

also focuses on the research of sentence fusion in the context of text summarization.

Moving beyond sentence fusion alone, [100, 74] discusses the potential application

scenarios for enhancing text summarization with sentence fusion. Their models fol-

low a similar framework that first extracts a few related sentences from the source

document and then fuses them to obtain a summary sentence. Our model can be
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considered as a better replacement of the fusion model in such a framework.

Event-aware Generation Model Currently, in the conditional generation tasks

like text summarization and question answering, most of the source documents are

usually composed of a series of events. Understanding how to leverage event in-

formation in these generation models becomes crucial. [103] learns to generate a

fluent sentence with an input subject-verb-object triple that describes an event. [55]

transfers event triples extracted with OpenIE to an event graph to acquire semantic

interpretation over input to assist text summarization. [185] adopts an event graph

to understand the path of multi-hop reasoning in question answering. To control the

generation process and avoid factual errors, [9] proposes an additional event relation

encoder to produce representations of event triples. Considering the importance of

the relations between events in sentence fusion and inspired by the above-mentioned

works, we adopt the event graph to guide sentence fusion.

4.3 Method

Our sentence fusion model follows the typical encoder-decoder architecture, as shown

in Figure 4.2. It is composed of a joint encoder that produces both source sentences

and event graph representations, and a decoder that incorporates the information

from the source sentences and the event graph to generate a fused sentence.

4.3.1 Event Graph Construction

The event graph is built to capture the semantic relationships in the source sentences.

We utilize AllenNLP-OpenIE [134] to extract the event components, where each event

is composed of a predicate and an arbitrary number of arguments. When there is

an overlap between two events, only the longer one is retained. These predicates
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Cbs news correspondent julianna goldman reports from washington that president
obama didn 't talk military planning friday night when he met with democratic
donors ...

Attention on Source Sentences

Source
Cbs news correspondent julianna
goldman reports from washington
that president obama didn ' t talk
military planning friday night when
he met with democratic donors ...

t-1
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Joint  Encoder
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Event Graph

Figure 4.2: The framework of our proposed sentence fusion model. The various

colors in the left refer to nodes and corresponding event components, while dotted

lines represent how information disseminates in the BERT attention layer. In the

middle part, different gray scales stand for different levels of attention on the tokens

or nodes.

and arguments are represented as the nodes in the event graph. When two nodes

share the same content, we merge them into one. The graph is a directed graph.

Two types of edges are considered. (1) Directional edges connect a predicate and its

corresponding arguments in an event and the direction follows the order of subject

to predicate and predicate to other arguments. (2) Bi-directional edges connect two

nodes if they share the same entity or there is a coreference relation between them.

4.3.2 Encoder

We apply a BERT-based encoder to jointly generate contextualized representations

of the tokens in concatenated input sentences and the nodes in the event graph. Each

node is represented by a special [cls] token and the output representation of this to-

ken is considered as the representation of the node. The input of our encoder is the

concatenation of sentence tokens and a set of graph node tokens. Since each node
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only corresponds to several words in the input sentences, one node token will only

be attended by the sentence tokens that belong to this node in the attention layer

of BERT. To distinguish the two kinds of tokens, we assign two different segment

embeddings to sentence tokens and node tokens. Since there is no sequential rela-

tionship between nodes, we initialize the positional embedding for node tokens as a

special pad embedding.

We use an additional mask matrix M similar to the one presented in [171] to control

the attention of the BERT-based encoder. Mij = 0 means token i is allowed to attend

to j, while Mij = −∞ prohibits i from attending to j. In our model, three possible

situations can happen: (1) a sentence token attends to all other sentence tokens; (2)

a sentence token attends to its corresponding graph node token; (3) a node token

attends to other adjacent nodes on the event graph. After defining the mask matrix

M , we calculate attention with Equation (1) below, where Q, K and V refer to the

query matrix, the key matrix and the value matrix, respectively, dk is a scaling factor.

Attention(Q,K, V ) = softmax(
QKT + M√

dk
)V (4.1)

In our preliminary study, we have also considered using the graph neural network as

the encoder for the event graph, but we find that the current approach achieves a

better result.

4.3.3 Decoder

Overview of the Decoder. The decoder aims to generate the fused sentence uti-

lizing both the (sentences) sequence information and the (event) graph information.

We employ a one-layer LSTM as the decoder with the hidden state st at step t.

The decoder generates tokens recurrently based on three types of attentions, i.e., the

sequence attention, the graph attention and the graph flow attention.
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Sequence Attention. At each decoding step t, we calculate the context vector cst

over a sequence of input sentences using the attention mechanism proposed in [3].

We also employ a coverage mechanism to avoid redundancy.

cst =
∑
k

ast,khk (4.2)

ast,k = softmax(Wktanh(W1st + W2hk + W3Cov)) (4.3)

where hk represents the token representation obtained from the encoder, Cov refers

to the coverage vector generated at the last step.

Graph Attention. The graph attention applies the mechanism analogous with

the sequence attention but to the node embedding vi and current hidden state st

to compute the attention score. The graph vector cgt is computed over the node

embeddings with attentions.

cgt =
∑
i

agt,ivi (4.4)

agt,i = softmax(Wvtanh(W4st + W5vi)) (4.5)

Graph Flow Attention. When the graph structure is ignored during the decoding

process, the graph attention tends to reflect the importance of individual nodes rather

than the connections between nodes. We thereby propose a novel graph flow attention

to explore potential fusion paths by capturing the content coherence embedded in

the graph structure. The graph flow attention is designed to inherit the attention

tendency of nodes from the previous decoding step and focuses on neighboring nodes

at the current step.
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Figure 4.3: Calculation process of graph flow attention.

The attention tendency of nodes is expected to be strongly correlated to the output

of the decoder. In this way, the model can maintain the coherence between the

generated tokens and the nodes focused by the graph flow attention. Considering

the graph attention is not fully synchronized with the decoding process, the following

situation may happen. It first focuses on one node, and then teleport to another one

far from the current node across the two consecutive decoding steps. Therefore, we

choose to compute the distribution of attention tendency of nodes in the last step

apt−1 based on the sequence attention in the last decoding step. Suppose Map ∈ i× j

is the mapping matrix between tokens and nodes, where Mapij = 1 denotes that the

i token in the source sequence is in the j node of the event graph. The apt−1 is then

calculated based on the following equation.

apt−1 = softmax(MapTast−1) (4.6)

Given the adjacent matrix A of the event graph, the i row refers to the normalized

in-degree of the node i. As shown in Figure 4.3, the graph flow attention transmits
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apt−1 in the following three ways:

(1) Remain in the previous node ft,0 = apt−1. Since one node usually contains multiple

tokens, the model may focus on the same node in several steps.

(2) Move one step ft,1 = Aapt−1. For example, the attention moves from one node to

its neighbor.

(3) Move two steps ft,2 = A2apt−1. The attention is allowed to skip a middle connection

node.

The graph flow attention is then the weighted sum of the scores of the three flows

controlled by a dynamic gate Gatet ∈ 1×3. And the graph flow vector cft is computed

by the following equation.

cft =
∑
i

aft,ivi (4.7)

aft =
2∑

h=0

ft,hGatet,h (4.8)

Gatet = softmax(Wf tanh(W6st + W7

∑
i

apt−1,ivi)) (4.9)

Token Prediction. After obtaining the three vectors from the input sequence and

the graph, we regard them as the representations of the information summarized from

different points of view. Then they are concatenated with the decoder hidden state

st to produce the vocabulary distribution Dvocab as follows.

Dvocab = softmax(Wout[st; c
s
t ; c

g
t ; c

f
t ]) (4.10)

We add a copy mechanism to directly copy words from source text based on the

sequence attention. The copy probability is:

pcopy = sigmoid(Wcopy[yt−1; st; c
s
t ; c

g
t ; c

f
t ]) (4.11)

where yt−1 denotes the embedding of the token predicted at step t− 1.
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4.3.4 Training

Generation Loss. With the generation loss, the training goal is to maximize the

estimated probability of the reference sequence. Following most current works, we

adopt the maximum likelihood training objective function that minimizes the follow-

ing loss.

Lseq = − 1

|D|
∑

(x,y,g)∈D

logp(y|x, g; θ) (4.12)

where θ represents model parameters and D stands for the training data including

source sentences x, reference sequence y, and event graph g.

KL Loss. Our preliminary study reveals that simply concatenating the graph vector

and graph flow vector in the decoding process fails to achieve a good performance.

We figure out that it is difficult for a model to obtain effective information from two

disparate vectors. Therefore, we introduce another training objective that computes

the KL loss between the graph attention and the graph flow attention. In this way,

the two attentions take advantage of each other. The KL loss is shown below and T

is the total number of decoding steps.

Lkl = − 1

|D|T
∑
D

∑
t∈T

KL(agt ||a
f
t ) (4.13)

Node Salience Labeling. We further enhance the node representation via the

third objective that models the salience of nodes. The goal of it is to identify whether

the non-stop words in a node are mentioned in the reference fused sentence. We

incorporate a classification layer over each node vi above the joint encoder to predict

a probability mi ranged in [0,1]. During training, the gold label ni is set to 1 if the

node contains at least one non-stop word in the reference, and 0 otherwise. The loss

function is shown below.

Lnode = − 1

Nv

∑
i

(nilog(mi) + (1 − ni)log(1 −mi)) (4.14)
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where Nv is the number of the nodes in the graph. To summarize, the full training

objective function consists of three terms: L = Lseq + Lkl + Lnode.

4.3.5 Faithful Beam Search

Inspired by [128], we propose faithful beam search to reduce possible factual errors

at the inference stage. Given a factual consistency checking model F and a sentence

fusion model G, the goal is to re-rank every generated token based on both the

generation probability calculated by G and the faithful score derived from F . In

our work, we adopt the FactCC model developed by [69], a BERT-based faithfulness

checking model, to evaluate faithfulness. The input to FactCC consists of a hypothesis

sentence and several source sentences, while the output from FactCC is a probability

that refers to whether the hypothesis sentence is faithful to the source sentences.

Since what we need here is to verify the faithfulness of an incomplete fused sentence

during the decoding process, we made a corresponding change when training FactCC

with sentence fusion data. We truncate all the fused sentences in positive samples to

random length. For the negative samples, we remove the tokens after the position of

the error in fused sentences. At the inference stage, the objective function aims to

maximize the cumulative probability of the output tokens. At each decoding step,

the top-b sequence with the highest probability is carried into the next step, where b

stands for the beam size. We add an additional faithful score to refine the generation

probability during beam search, such that:

S(yt) = S(yt−1) + αlogF (x, y) + logG(x, y1:t−1) (4.15)

where y refers to the generated sequence, x represents the source sentences and α is a

weighting factor. F and G stand for the consistency checking model and the sentence

fusion model respectively. In the experiments, the α is set to 0.05.
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CNN/DaliyMail Fusion Train Validate Test

Number 107347 5948 5100

Source length 53.8 53.5 53.2

Target length 16.3 16.3 16.4

Multi-News Fusion Train Validate Test

Number 19984 2496 2512

Multi / Single 9402/10582 1184/1312 1124/1388

Source length 72.5 71.5 72.4

Target length 28.5 28.6 28.6

Table 4.1: Statistic of CNN/DaliyMail Fusion dataset and Multi-News Fusion dataset.

Multi/Single indicates whether the source sentences are from multiple documents or

a single document.

4.4 Experiments

4.4.1 Experimental Set-Up

Datasets: We follow the practice of [74] to sample the sentence fusion data from

summarization datasets. We choose the well-known single-document summarization

dataset CNN/DaliyMail and multi-document summarization dataset Multi-News for

the purpose of evaluation. With the CNN/DaliyMail dataset, the fusion data is

directly obtained according to the set of heuristics suggested in [71], which we call

CNN/DaliyMail Fusion. With the Multi-News dataset, we use a strategy similar

to the one proposed in [71] to generate the fusion data, which we call Multi-News

Fusion. Note that there is a 60-70% compression rate on both sentence fusion datasets.

Hence, they are different from the one proposed by [44] where the compression rate is

lower than 5%. This explains why we create the sentence fusion data generated from

summarization datasets rather than using the existing one.
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Evaluation Metrics: Sentence fusion can be approximately regarded as multi-

sentence summarization. Following the common practice, we adopt ROUGE F1 as

the basic evaluation metric. We also apply FactCC [69] to evaluate faithfulness (Fai)

automatically. FactCC is trained on the CNN/DaliyMail Fusion dataset and the

Multi-News Fusion dataset following the method presented in the original paper. It

achieves 90% of accuracy on the test set of two sentence fusion datasets and we believe

that it is reasonably good for our evaluation. Note that it is distinct from the one

used in our faithful beam search, where the fused sentences are not modified in the

training. Besides, we also report the results of another two metrics, including (1)

fusion rate (Fus), which is the percentage of the fused sentence that contain at least

two unique non-stop words from multiple source sentences; and (2) length (Len),

which is the average length of the fused sentences.

Implementation Details: We build the encoder using the BERT-base-uncased

version of BERT. We employ the LSTM models with 768-dimensional hidden states

as the decoder. We truncate the input sentences to 150 tokens and limit the decoder

to a maximum of 60 steps. The batch size is set to 32 and we train the model for

20 epochs. After training, we select top-3 checkpoints on the validation dataset, and

report the one with the best record on the test set among the three. For inference,

the beam size is set to 5 in CNN/DaliyMail Fusion and 2 in Multi-News Fusion.

4.4.2 Automatic Evaluation

To examine the effectiveness of our model, we compare our model with two widely

adopted seq2seq baseline models. Pointer-Generator [130] and BERT+LSTM

are our basic encoder-decoder architecture before integrating the graph informa-

tion. We also implement the state-of-the-art sentence fusion model for comparisons.

Tranformer-Linking [71] is a BERT based model proposed for disparate sentence

fusion. It utilizes coreference relationships between entities to enhance sentence fu-
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sion. Since our data can be approximately regarded as multi-sentence summarization,

we also adopt BERT based document summarization model, BERTSUMABS [92],

for comparisons. Most of these models are trained on the two sentence fusion datasets

by ourselves except that the output result of Transformer-Linking is directly obtained

from its author.

As shown in Table 4.2, our proposed model obtains the highest Rouge scores on the

Multi-News Fusion dataset and the competitive Rouge scores on the CNN/DaliyMail

Fusion dataset. Meanwhile, our model achieves the best performance in fusion rate

and faithfulness on both datasets. These suggest the effectiveness of our model in

fusing sentences and its ability to reduce factual errors. We also notice that the

transformer decoder has a clear advantage over the LSTM decoder in fusion rate.

One possible reason is that the transformer decoder can generate a more abstractive

sentence, which makes fusion a lot easier. Considering our model adopt a LSTM based

decoder, we believe the event graph effectively assists the fusion process by providing

cross-event connections and reduce the shifting distance between event components.

4.4.3 Ablation Study

To look into more detail, we design an experiment to understand how different com-

ponents contribute to our model. We remove the KL loss, the graph attention and

the graph flow attention independently from the full model and report the results in

Table 4.3. On the one hand, we find that the graph flow attention boosts the fusion

rate. We believe that the flow attention indeed benefits the fusion process when uti-

lizing the graph structure to find possible fusion paths. On the other hand, the graph

attention leads to relatively high Rouge scores but a lower fusion rate. This suggests

that although the graph attention does not contribute to sentence fusion, it assists

to select important information from source sentences. More importantly, when the

KL loss is taken out, the model performance drops more compared to the other two
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CNN/DaliyMail Fusion Rouge-1 Rouge-2 Rouge-L %Fai %Fus #Len

Concat-Baseline 37.29 20.06 28.77 100 100 53.07

Random-Baseline 36.25 17.64 30.72 100 - 26.10

Pointer-Generator 33.37 16.29 29.51 80.13 31.37 13.79

BERT+LSTM 37.56 19.50 33.59 88.77 45.66 16.65

BERTSUMABS 37.96 19.32 33.36 86.17 60.24 16.34

Transformer-linking 39.79 21.08 35.35 90.68 59.42 15.78

Our Model 39.30 21.03 35.12 91.56 61.30 15.12

Multi-News Fusion Rouge-1 Rouge-2 Rouge-L %Fai %Fus #Len

Concat-Baseline 48.63 32.95 36.56 100 100 71.28

Random-Baseline 44.60 27.04 37.16 100 - 31.48

Pointer-Generator 49.01 31.57 40.65 81.45 44.39 29.28

BERT+LSTM 50.93 33.99 43.00 85.84 48.30 26.16

BERTSUMABS 51.85 31.60 44.62 78.32 56.48 26.32

Our Model 53.06 36.02 45.40 89.31 59.82 25.36

Table 4.2: Automatic evaluation with Rouge, faithfulness(Fai), fusion rate(Fus), and

generated sentence length (Len) on CNN/DaliyMail Fusion dataset and Multi-News

Fusion Dataset.
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Model R-1 R-2 R-L %Fai %Fus

Our Model 53.06 36.02 45.40 89.31 59.82

- KL loss 52.63 35.63 45.42 87.10 55.52

- Flow Attention 52.71 35.97 45.37 88.79 51.42

- Graph Attention 52.81 35.94 45.22 86.62 56.13

Table 4.3: The results of ablation study on Multi-News Fusion test set.

reductions. It indicates that the KL loss is essential for our model to take advantage

of both attentions.

4.4.4 Human Evaluation

Automatic evaluation results are often not enough to fully reflect the quality of the

generated fused sentence. We further conduct human evaluation to analyze unfaithful

errors and fusion quality. We randomly extract 50 samples from the Multi-News

Fusion test set and invite three fluent English speakers as human judges. Given a

sentence fusion instance, the judges are asked to answer yes or no to the following three

questions. (1) Fluency: whether the generated sentence is grammatically correct and

readable. (2) Fusion: whether the generated sentence is generated through sentence

fusion. (3) Faithful: whether the generated sentence is faithful to the source sentences.

Table 4.5 shows the percentage of yes on the three questions. We adopt Fleiss’ kappa

[40] to conduct the inter-annotator agreement test and the result is 0.53. The result

shows a similar trend to the automatic evaluation, where our model achieves the

best result in both fusion rate and faithfulness. The performance of BERTSUMABS

further indicates that sentence fusion will lead to the decline of fluency and more

faithful errors if there is no proper guidance.

We illustrate a sentence fusion example that contains both similar and disparate sen-

tence fusion in Table 4.4. As shown, BERT+LSTM tends to fuse sentences by directly
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Source:

(1) Police identified the rite aid shooter as Snochia Moseley, 26, who lived in

the marsh neighborhood of Baltimore.

(2) The shooter was found with a self-inflicted gunshot wound and died at an

area hospital.

(3) The woman died at a nearby hospital after shooting herself in the head.

BERT+LSTM: Police say the shooter as Snochia Moseley, 26, was found

with a self-inflicted gunshot wound and died at an area hospital.

BERTSUMABS: The woman, who died at a hospital, was found with a self-

inflicted gunshot wound and died at an area hospital.

Our: Snochia Moseley was found with a self-inflicted gunshot wound and died

at a nearby hospital after shooting herself in the head.

Reference: Police say the 26-year-old woman, who has not been identified,

died of a self-inflicted gunshot wound to the head.

Table 4.4: Examples from the Multi-News Fusion test dataset. The different colors

represent equivalent content between the source and the generated sentence.

Model %Fluency %Fusion %Faithful

BERT+LSTM 85.3 51.3 56.7

BERTSUMABS 81.3 56.7 40.0

Our Model 88.7 58 58.6

Table 4.5: The results of the human evaluation on Multi-News Fusion test set.

75



Chapter 4. Event Graph based Sentence Fusion for Abstractive Summarization

Rouge-1 Rouge-2 Rouge-L

Oracle 51.67 29.12 48.06

Oracle all 48.92 26.43 45.42

Fusion 52.14 29.19 48.62

Table 4.6: The result of sentence fusion application on CNN/DaliyMail test set.

copying the text spans from the source text. BERTSUMABS attempts to utilize the

coreference relations between ”the shooter” and ”the woman” to fuse the last two

source sentences, but generates redundancy when merging similar content. On the

contrary, our model successfully fuses the information from all source sentences. It

shows that our model can effectively handle both types of sentence fusion at the same

time.

4.4.5 Application in Text Summarization

We further design an experiment to investigate the effectiveness of the sentence fusion

model in text summarization using a framework from [74]. It aims to extract a single

sentence (no need for fusion) or a pair of sentences (need fusion), then rewriting them

to produce a summary sentence. Each sentence pair consists of a primary sentence

and a secondary sentence provides complementary information. We use the oracle

extractive results as input to conduct the generation experiment. Table 4.6 shows

the summarization results with three different strategies: (1) Oracle: concatenating

oracle single sentences and primary sentences in oracle pairs as the summary; (2)

Oracle all: concatenating oracle single sentences and both sentences in oracle pairs as

the summary; (3) Fusion: concatenating oracle single sentences and fused sentences as

the summary, where the fused sentences are generated by our model using oracle pairs

as input. All the summaries are truncated to 100 words. The result shows that the

sentence fusion model has the potential to improve the performance of summarization

76



4.5. Conclusion

models by fusing information from multiple sentences.

4.5 Conclusion

In this paper, we investigate the sentence fusion problem in the context of abstractive

news summarization by exploring the event graph. Our model captures both node

representations and the structural information embodied in the event graph to guide

the fusion. We further propose a faithful beam search to reduce the possible faithful

errors. The experiment results suggest that event graph is crucial for effective sentence

fusion and both node representations and graph structure play important roles in

sentence fusion. In the future, we would like to further explore the direct incorporation

of event information and the sentence fusion model to text summarization.
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Chapter 5

Preserve Context Information for

Extract-Generate Long-Input

Summarization Framework

5.1 Introduction

Long-input summarization is a process where a lengthy piece of text, such as a report,

science article, or meeting record, is condensed into a shorter version, highlighting

the key points and main ideas. Although general approaches based on pretrained

language models achieve great success in the domains like new summarization, they

are struggling with long-input summarization due to the high memory complexity of

full self-attention. In this Chapter, we extend the previous extractive and abstractive

approaches to an extract-generate summarization framework to address this problem.

Instead of focusing equally on the whole source document like other long-input sum-

marization models including sparse attention transformers and hierarchical models,

the extract-generate summarization framework is based on the assumption that only

a part of salient source document is useful for the summarization. This not only
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Extractor Extractor

Source Text

...

...

... ...

Generator Generator

...
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Global 
Context

Local 
Context

Global 
Context

Figure 5.1: The extract-generate framework for long-input summarization. The grey

strips stands for text snippets such as sentences or utterances from the source docu-

ment. This figure shows that in the extract generate summary framework, both local

and global context information is lost.

makes the framework follow the human intuition when dealing with long input-

summarization, but also allows it to handle the summarization input at any length.

Hence, the extract-generate summarization framework achieves a success in long-

input text summarization [117, 183, 4, 180, 98]. However, as shown in Figure 5.1, the

cost of its effectiveness in handling long-input summarization is the loss of context in-

formation. One the one hand, there exist a gap between the extractor and generator,

where the context information can not be transferred from the continuous represen-

tation in extractor to the dispersed snippets in input of the generator. On the other
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hand, the framework leverages a chunking strategy in both extractor and generator

to process a longer input, which obstructs the access to global context information

between the chunks. Some previous works [159, 22] has noticed this problem and

propose context-aware extractive models to capture the global context information

in extractor. Unfortunately, they do not solve this problem in the perspective of the

whole framework and the context information still can not be effectively transferred

from extractor to generator.

In this paper, we aim to investigate the influence of the context information and pro-

pose a context-aware extract-generate framework (CAEG) for long-input summariza-

tion. It aims to preserve both local and global context information from the extractor

to the generator and utilize them to enhance the generation process. To build a bridge

between the extractor and generator, CAEG generates a set of context-related text

spans called context prompts for each text snippets and use them to transfer the

context information. To generate such context prompts, we propose to capture the

context information through the interpretation of the extractor. Considering that

context information is one of the decisive factors of the extractive summarization,

we assume that the text spans having the highest contribution to the extraction de-

cision is considered as containing the richest context information. Here, we adopt

a attention-based interpretation approach called attention rollout [1] to generate the

context prompts. Then we add the context prompts to the generation process through

simple concatenation. In terms of local context information, we concatenate the ex-

tracted snippets with their corresponding context prompts. In terms of global context

information, each extracted snippet are concatenated with context prompts from its

most related snippet to capture the global dependency. In this case, CAEG can be

easily applied to most of existing summarization models based on extract-generate

framework without largely increasing the complexity or memory cost of the model.

We conducted experiments on two long-input summarization datasets: arXiv [19] for

long-document summarization, and QMSum [189] for long-dialogue summarization.
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Taking a recent proposed extract-generate summarization model DYLE [98] as the

backbone, our approach achieves improvement on both datasets compared to the base

model and obtains the state-of-the-art result on QMSum. These experiments suggest

the effectiveness of CAEG in preserving the context information. We conclude our

contributions as follows:

• We firstly investigate the influence of context information loss for extract-

generate framework in long-input summarization and propose the CAEG for

this problem.

• We introduce a new approach for capturing the context information based on

the interpretation of the extractor.

• The experiment result shows that CAEG is capable of effectively preserving

the context information from the extractor to the generator without largely

increasing the complexity or memory cost of the model.

5.2 Related Work

Extract-Generate Text Summarization Coarse-to-fine frameworks containing

multiple stages are used in many text generation tasks, such as text summariza-

tion, dialogue state tracking, and neural storyline generation. In text summarization,

the two-stage extract-generate framework is commonly used. This framework first

extracts important text snippets from the input, followed by generating an overall

summary. Some researchers [100, 74] propose to extract a set of similar sentence

clusters and then fuse each cluster to obtain a summary sentence. More researchers

[117, 183, 4, 180] apply extract-generate framework to the long-input summariza-

tion to overcome the capability limitation of transformer models such as BERT or

PEGASUS. DYLE [98] further extends the idea and presents a dynamic latent ex-

traction approach that generate dynamic snippet-level attention weights during de-

82



5.3. Method

coding. However, these models seldom focus on the loss of the context information

in the extract-generate framework. Hence, we aim to enhance these existing extract-

generate summarization models with the context information using a cost-efficient

approach in this paper.

Long-Input Summarization Long-input summarization has attracted more at-

tention recently in different domains such as news, science paper, dialogue and etc.

One solution is to adopt transformers with the sparse attention mechanism. Long-

former [6] combines sliding windows with global attention patterns, while BigBird

[173] uses sliding windows and random blocks. Reformer [64] adopts the locality-

sensitive hashing to replace the dot-product attention. Despite focusing on self-

attention, some researchers [54] proposes head-wise positional strides to improve the

efficiency of the cross-attention. Some hierarchical models also have been proposed for

long-input summarization. HAT-Bart [123] presents a transformer with hierarchical

attention that utilizes information from both sentence and paragraph-level. HMNet

[194] proposes a hierarchical structure that captures discourse-level information and

speaker roles for dialogue summarization. As mentioned above, the extract-generate

summarization framework also becomes a major solution for handling longer input.

Compared with the other two types of models, we believe models based on this frame-

work achieve a good balance between performance and computational cost.

5.3 Method

The extract-generate framework has been widely used in long-input summarization.

It is usually composed of two transformer-based models, an extractor that extracts

salient snippets from the source document and a generator that compress the ex-

tracted snippets into summaries. In this paper, we aim to enhance such framework

by preserving previously lost context information. An overview of our proposed ap-
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Figure 5.2: The framework of our proposed CAEG framework. The extractor we used

is RoBERTa-base, and the generator is BART-large. Here, we use the blocks with

various colors to represent the different types of information in the model and adopt

the dot lines to emphasize the information flow added for preserving the context in-

formation. To obtain a clear observation, we simplified the structure of the generator

in the figure.

proach CAEG is shown in Figure 5.2. In the first subsection, we briefly introduce the

extractor-generator framework for long-input summarization. In the second subsec-

tion, we introduce how we extract the context prompts based on the interpretation of

the extractor and use it to transfer the local context information. The context prompt

can also be used on preserving the global context information, which we elaborate on

in the third subsection. The application of CAEG is shown in the last subsection.

5.3.1 Extract-Generate Framework

In an extract-generate summarization framework, the input is composed of m text

snippets, X = (x1, ..., xm), and an optional query q if it is a query-focused summa-
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rization task. The output is a summary y containing T tokens. In terms of document

summarization, we take each sentence as a snippet. In terms of dialogue summariza-

tion, dialogue utterances are regarded as snippets. The framework aims to generate

a sequence of summary tokens y given the input text X and the generated tokens in

previous steps y < t with an extractor Eη and a generator Gθ:

Pθ(y | q,X) =
T∏
t=1

Pθ+η (yt | q,X, y<t) (5.1)

The goal for extractor is to output a score si for each text snippet xi taking the

source text and the optional query as input. However, limited by GPU memory, it

is impractical to encode the full source text within in one language model. Hence,

the text snippets are divided into multiple chunks X = (c1, ..., cu), each containing

consecutive snippets. We feed each chunk and the optional query to the extractor

and compute score for each snippet in the chunk. Then top-N snippets XN with the

highest scores are extracted from the document X:

XK = topN(Eη(q, xi, cj), xi ∈ cj, cj ∈ X) (5.2)

Note that even the extracted snippets in long-input summarization may still exceed

the capability of a generation model. Some researchers adopt a strategy called fusion

in decoder. It allows the generator first encode each extracted snippet independently

and then concatenate the hidden states of all snippets as the input of the decoder.

DYLE [98] proposes to predict the generation probability and the dynamic weight

on each snippet and obtains the final generation probability by marginalizing over all

extracted snippets.

In this paper, we adopt the same generator proposed by DYLE. It feeds each extracted

snippet to the model and obtains the hidden state ht
i and generation probability on

every decoding time step. An additional MLP is used to map the hidden state to a
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scalar weight. The dynamic weight allows the generator to focus on different snippets

at different time steps. The final generation probability at time step t is computed

by:

yt =
∑

xi∈XN

Gθ (q, xi, y<t)MLP (ht
i) (5.3)

5.3.2 Local Context Information

Local context refers to the neighboring snippets of a target snippet within one chunk.

Such information is fully utilized by the extractor to extract the salient snippets.

However, due to the extracted snippets are transformed back to discrete represen-

tation after the extraction, the local context information can not be transferred to

the generator. For example, we assume there is a snippet xi mentioned entity A and

entity B and its local context mentioned entity A multiple times. An extractor can

easily extract the snippet xi, since entity A is considered salient information. When

snippet xi is fed into the generator, the model can no longer identify whether entity

A or entity B is the crucial one. In this case, the loss of local context information

creates negative effects on the summarization.

The problem lies ahead is how to obtain the local context information from the

extractor and apply it to the generator. An intuitive solution is to extend each ex-

tracted snippet by concatenating its neighboring snippets with it, which inevitably

brings noise and efficiency drop. Another solution is to transfer the snippet repre-

sentations in the extractor to the generator. However, these representations may not

be effective, since the extractor and generator are usually independent models. A

wildly accepted idea is that extractive summarization mainly depends on the context

information. Inspired by this, we make an assumption that the text spans that con-

tribute the most to the snippet extraction contain the richest context information.

We named these text spans context prompts. In CAEG, we generate these context
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Figure 5.3: The generation of context prompts. The yellow squares are the [cls]

tokens and the grey squares denote the text tokens. The darker red stands for a

higher attention rollout score.

prompts through the interpretation of the extractor, and use them to represent the

local context information.

A commonly used interpretation approach for a transformer-based model is the at-

tention distribution. However, information originating from the input tokens gets

increasingly mixed across layers of the Transformer, which makes attention weights

unreliable as explanations. Hence, we adopt attention rollout [1] to interpret the

extractor. Its glob is to quantify the flow of information in self-attention layers by

simulating the information propagated from the input layer to the higher layers. At-

tention rollout assumes information propagation in a transformer as a directed acyclic

graph, where the nodes refer to the token representations at each layer and edges de-

note the attention. The attention weight is regarded as the proportion of information

transferred between two nodes. In this case, the information propagated between two

nodes through a certain path is computed by multiplying the weights of all edges

in the path. Considering there exist multiple paths between two nodes, the total

amount of information is the sum of all possible paths between two nodes. At the

implementation level, the attentions rollout score at i layer is computed by recursively

multiplying the attention weight matrices in all layers below:
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Ã (li) =

 A (li) Ã (li−1) if i > 0

A (li) if i = 0
(5.4)

where A = 0.5Watt + 0.5I refer to the raw attention updated by residual connections,

Ã represents the attention rollout, and the multiplication operation denotes matrix

multiplication.

As shown in Figure 5.3, for an extracted snippet xi, we use the attention rollout score

of its [CLS] token to extract K context prompts Li = [l1i , l
2
i , .., l

k
i ]. Here, we mask

the attention rollout scores for all [CLS] tokens, since [CLS] token itself does not

contain any effective context information. A sliding window strategy is adopted to

extract the text spans containing the highest average attention rollout score, which

are considered as the explanation for extracting the snippet. These text spans are

used as the context prompts for the extracted snippet xi. In the application, the

window size is set to 8 tokens. One thing that is worth noticing is that the context

prompts are not limited to the extracted snippet, but also disperse in its neighboring

snippets.

These extracted context prompts are used to enhance the generation process in the

same way as prompt-based language models. Given an extracted snippet xi, we con-

catenate it with its corresponding context prompts Li as the input for the generator:

yt =
∑

xi∈XN

Gθ(q, Li, xi, y<t)MLP (ht
i) (5.5)

Note that all the component of the input are not directly concatenated together,

instead we use a set of special tokens to separate these components.
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5.3.3 Global Context Information

The extract-generate framework split the input of the extractor and the generator

into multiple chunks to handle a longer input. The cessation of the information

interaction between chunks inevitably leads to the loss of information that captures

the long-term dependency, which leads to loss of global context information. Previous

works [159, 22] mainly focus on capturing such context information in the extractor.

However, similar to the local context information, these information is difficult to be

transferred to the generator.

A commonly used method for capturing the global context information of a snippet

is to search for its related snippets in the source document. Here, we adopt a similar

strategy but in the form of the context prompt. For an extracted snippet xi, we adopt

the context prompts from its most related snippet as its global context prompts Gi.

We use the cosine similarity between the snippet representations R in the extractor

to select the most related snippet for xi. Considering a search space of all source

snippets inevitably brings noise, in practice, we reduce the search space to top-score

snippets that have already been chosen in the snippet extraction stage. Follow the

same way used for local context information, global context prompts are used to

enhance the generation process:

yt =
∑

xi∈XN

Gθ(q,Gi, xi, y<t)MLP (ht
i) (5.6)

5.3.4 Application

Instead of adding more neural network architecture, CAEG preserves context infor-

mation by adjusting the input and output of the extractor and the generator. This

allows it to be easily applied to any trained extract-generate summarization model as

long as it has a transformer-based extractor. In this paper, we adopt DYLE [98] as

the base model. It is worth noting that we still need to finetune the generator, which
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Dataset Type Domain Size Source Len Target Len Query

QMsum dialogue meeting 1808 9070 70
√

Arxiv document science paper 200000 6030 273 ×

Table 5.1: The statistics and comparison of datasets in the experiment. The Source

Len and Target Len stand for the token number of the source document and the

summaries.

makes it adapt to additional contextual information input. To utilize both local and

global context information in the framework, we concatenate the two types of context

prompts and add them to the generator.

5.4 Experiment

5.4.1 Dataset

We evaluate our proposed methods in the context of long-input summarization. Two

datasets from different domains are adopted as evaluation benchmarks. The de-

tailed comparison is shown in Table 5.1. arXiv[19] is a dataset for long-input single-

document summarization. It collects scientific articles from arXiv.org and takes the

abstracts of these articles as the target summaries. Compared to previous news sum-

marization datasets, it has significantly longer input and output. QMSum[189]is a

benchmark for query-focused dialogue summarization. The dataset is composed of

meeting records from three different domains. Since only a small proportion of the

source document is correlated to the query, QMSum has a higher compression rate

than other long-input summarization datasets.
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5.4.2 Baseline

We compare our method with some commonly used pretrained models and previ-

ous state-of-the-art methods designed for long-input summarization. The pretrained

models include Bart-large [78] and PEGASUS [174]. There are three kinds of meth-

ods for long-input summarization: transformers with sparse attention, hierarchical

transformers, and models based on the extract-generate framework, which are shown

below:

• Transformers with sparse attention: We adopt various sparse-attention

transformers for comparison including Longformer [6], BigBird [173], and LSH[54].

DialogLM [188] is a pretrained model for dialogue understanding, and we dis-

play it with both full attention and sinkhorn sparse attention.

• Hierarchical transformers: HMNet [194] designed a hierarchical structure

for dialogue summarization, which includes discourse-level information and speaker

roles. HAT-BART [123] proposes a Transformer-based model with hierarchical

attention. It is capable of capturing information among sentence and paragraph-

level.

• Models based on extract-generate framework: Dyle [98] is the state-of-

the-art summarization model based on extract-generate framework, which is

also our base model. BM25+Bart refers to a baseline model taking BM25 as

extractor and Bart as the generator, which is drawn from [180]. DANCER

[45] propose a divide-and-conquer approaches. Moreover, we also report two

extractive summarization models for long-input summarization: ExtSum-LG

[159] and SSN-DM [22].

We add the maximum input sequence length of the model in the brackets after the

model, and ”dyn” represents dynamic denoting there is no limitation for the input

length.
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Model R-1 R-2 R-L

Bart-large (3072) 32.16 8.01 27.72

HMNet (8192) 32.29 8.67 28.17

Longformer (8192) 31.60 7.80 20.50

DialogLM (5120) 34.02 9.19 29.77

DialogLM - Sparse (8192) 33.69 9.32 30.01

BM25+Bart (dyn) 32.9 9.0 22.0

DYLE (dyn) 34.42 9.71 30.10

CAEG-local (dyn) 36.50 11.15 30.50

CAEG-global (dyn) 36.11 11.22 30.24

CAEG-all (dyn) 36.41 11.41 30.21

Table 5.2: Results on QMSum.

5.4.3 Implementation Details

Taking the state-of-the-art extract-generate summarization model DYLE as the back-

bone, we adopt Roberta-base [94] as the extractor and Bart-large [78] as the generator.

Both models are initialized by the checkpoint given by DYLE. The implementation

of our code is based on transformers from Hugging Face. Adam algorithm is used for

optimization and the learning rate is set to 2− e−6. The batch size for the training is

set to 1, and gradient accumulation steps are set to 8. We conduct the validation for

every 100 steps and train the model for a maximum of 20000 steps. The experiments

are run on a single V100 GPU. In terms of the inference stage, we adopt a beam

search size 4 for arXiv and a beam search size 1 for QMSum. The length limitation

is 150 to 450 for arXiv and 50 to 100 for QMSum.
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Model R-1 R-2 R-L

PEGASUS (3072) 44.21 16.95 38.83

BigBird-PEGASUS (3072) 46.63 19.02 41.77

LSH (7168) 48.24 20.26 41.78

HAT-BART (3072) 46.68 19.07 42.17

ExtSum-LG (dyn) 44.01 17.79 39.09

DANCER-PEGASUS (dyn) 45.01 17.60 40.56

SSN-DM (dyn) 45.03 19.03 32.58

DYLE (dyn) 46.41 17.95 41.54

CAEG-local (dyn) 46.69 18.48 42.04

CAEG-global (dyn) 46.86 18.61 42.20

CAEG-all (dyn) 46.81 18.58 42.16

Table 5.3: Results on arXiv.

5.4.4 Experiment Results

The evaluation results are summarized in Table 5.2 and Table 5.3. In the experi-

ment, following previous works, we adopt ROUGE 1.5.5 [86] including Rouge-1 (R-1),

Rouge-2 (R-2), and Rouge-L (R-L) as evaluation metrics. There are three types of

variants of our approach. (1) CAEG-local: We only add local context prompts to the

generator; (2) CAEG-global: We only add global context prompts to the generator;

(3) CAEG-all: We add both local context prompts and global context prompts to the

generator, and the number of context prompt K is set to 2.

On QMSum, CAEG achieves the new state-of-the-art performance. Compared with

the base model DYLE, all three variants of our model yield a clear improvement,

which shows that CAEG outperforms previous extract-generate summarization mod-

els whose context information is ignored. These results suggest the importance of

context information in the long dialogue summarization. CAEG’s better performance

can be attributed to its effectiveness in preserving context information between the
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extractor and the generator.

On arXiv, CAEG outperforms the other models based on the extract-generate frame-

work, but fails to achieve the best result. We believe there are two reasons for this.

On the one hand, CAEG is an approach that enhance extract-generate summariza-

tion model by utilizing the context information, so the final performance is partly

dependent on the base model itself. Hence, even if we achieved improvement on the

base model DYLE, it can not fill the natural gap between DYLE and LSH. On the

other hand, the performance enhancement brought by context information on arXiv

is not as large as QMSum. This might be because the structural patterns also play

an important role in identifying salient information in the summarization of science

papers. In this case, the context information becomes less useful.

It is a surprise that CAEG-all fails to further improve the performance after adding

both local and global context information. A possible reason is that the generator

cannot effectively distinguish the two types of context information. It is our future

work to find a optimal way for this problem.

5.4.5 Analysis and Discussion

Effect of number of context prompts As suggested in the Method Section, for

each extracted snippet, we generate K context prompts to preserve its context infor-

mation. Here, we vary the value of the hyperparameter K and test it on both QMSum

dataset and arXiv dataset in Table 5.4 and Table 5.5. The largest K we show in the

table is 4, since a greater value leads to a clear drop in performance.

We can observe that the performance of the model increase when the value of K

increase until it reach a upper bound around 3. This suggests that the context in-

formation requires multiple context prompts to be effectively represented. Moreover,

the model achieves its best performance when k=4 for the local context and k=3 for

the global context in QMSum, while the best K value are smaller for arXiv. This
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Local Global

R-1 R-2 R-L R-1 R-2 R-L

K=1 35.46 10.37 29.56 35.38 10.36 29.34

K=2 35.79 10.77 29.79 36.09 10.88 29.83

K=3 36.05 10.78 30.15 36.11 11.22 30.24

K=4 36.50 11.15 30.50 35.15 10.28 29.15

Table 5.4: Analysis of the number of context prompts from K=1 to K=4 on QMSum

Dataset.

Local Global

R-1 R-2 R-L R-1 R-2 R-L

K=1 46.56 18.44 41.88 46.69 18.51 42.01

K=2 46.62 18.46 41.94 46.86 18.61 42.20

K=3 46.69 18.48 42.04 46.72 18.50 42.05

K=4 46.56 18.42 41.90 46.47 18.30 41.88

Table 5.5: Analysis of the number of context prompts from K=1 to K=4 on arXiv

Dataset.

is expected as the long text snippets (utterance) in QMSum require more context

information than the ones (sentence) in arXiv.

Effect of different forms in transferring context information We are inter-

ested in the most effective form to transfer the context information from the extractor

to the generator. To investigate this, we evaluate the effectiveness of three different

forms in transferring the local context information in Table 5.6. (1) Context prompt:

We report the best result of our approach using the local context information. (2)

Adjacent snippet: We concatenate each extracted snippet with its neighboring snip-

pets and feed them into the generator. (3) Snippet embedding: For each extracted

snippet, we can obtain its representation from the its corresponding [cls] token in

extractor. The representation are fed to the generator by adding it before the in-
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R-1 R-2 R-L

Context prompt 36.50 11.15 30.50

Adjacent snippet 35.74 10.78 29.46

Snippet embedding 33.26 8.66 27.36

No context(DYLE) 34.42 9.71 30.10

Table 5.6: The comparison between different approaches in preserving local context

information on QMSum dataset.

put embeddings. Since the word dimension of the extractor and generator are not

the same, we use a MLP to map the snippet embedding from the dimension of the

extractor to the generator.

The results show that context prompt outperforms the other two ways in transferring

the local context information. Although directly concatenating the neighboring snip-

pets achieves a strong result, it leads to a huge increase in the GPU memory cost of

the generator. Meanwhile, due to the noise brought by the large amount of context,

it underperforms our proposed context prompt. As for using snippet embeddings, the

results suggest that it can not effectively reflect the context information, especially

when the distribution between the extractor and generator are not the same. Con-

ducting a end-to-end training may solve this problem, but it will largely increases the

computational cost.

Case study of context prompts To have a more clear understanding about how

context prompts work, we display the context prompts of some extracted snippets in

the Table 5.7 and Table 5.8. Here, we display the extracted snippet, the neighbor-

ing snippets of the extracted snippet (Context Snippet), and the generated context

prompts (Prompt w Context). For a better comparison, we also show the salient text

spans obtained in the same ways as context prompt but without context information

(Prompt w/o Context). This is achieved by feeding the extracted snippet solely to

the extractor.
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QMSum

Context Snippet Suzy Davies Am: Do you think it would be bet-

ter for us as scrutinisers of this act if we could

see the draft changes to cps guidance on the public in-

terest test before we make our final decision?

Extracted Snippet Barry Hughes : I honestly don’t think that would

necessarily be helpful. I’ve had some discussions

with Kwame, who would have an involvement in

this. What we would envisage is that we would

simply want to take the present public interest factors,

which are set out, in my view, very clearly in the code

for crown prosecutors ... And we’d need to work that up

as we go along, and I think you’d run a risk of putting

the cart before the horse, if I may put it like that.

Context Snippet Suzy Davies Am: It’s just that, personally, I think the

public interest test is critical in all this...

Prompt w Context [”see the draft changes to cps guidance”, ”want to take

the present public interest factors”]

Prompt w/o Context [”Barry Hughes : I honestly do”, ”if I may put it like

that”]

Table 5.7: The case study of the context prompts on QMSum. For each extracted

snippet, we display two generated context prompts. For a better observation, we use

various colors to label the salient context information, and adopt the underline to

emphasize the position of the generated context prompts in the source text.
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arXiv

Context Snippet One may calculate the penetration probability numer-

ically by using the path integral method or the wkb

approximation.

Extracted Snippet However, it is highly desirable to have an analytical ex-

pression for the barrier penetrability when one intro-

duces an energy-dependent one-dimensional potential

barrier @xcite or barrier distribution functions @xcite.

Context Snippet In current work, we derived a new barrier penetration

formula based on the wkb approximation...

Prompt w Context [”we derived a new barrier penetration formula based”,

”or barrier distribution functions @xcite”]

Prompt w/o Context [”barrier distribution functions @xcite.”, ”to have an an-

alytical expression for the barrier”]

Table 5.8: The case study of the context prompts on arXiv.

In terms of the example from QMSum, we find the ”public interest test” is the im-

portant information among the context. The context prompts successfully capture

such information and highlight a related topic ”changes to cps guidance”, while the

prompt with no context information fails to achieve this. In terms of the example

from arXiv, ”barrier” has been mentioned multiple times in the extracted snippet,

which indicate its importance. However, the context prompt can not further focus on

”barrier penetration” without the context information. These examples not only sug-

gest the importance of the local context information, but also show the effectiveness

of the context information captured through the interpretation of the extractor.
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5.5 Conclusions

In this paper, we firstly propose to focus on context information preservation in an

extract-generate summarization framework for long input. To address the challenge

of context information loss from the extractor to the generator, we generate a set

of context-related text spans called context prompts for each extracted snippet and

feed them into the generator through concatenation. A novel approach is proposed

to generate the context prompts based on the interpretation of the extractor. Hence,

our approach can be applied to most extract-generate summarization models at a low

cost. The experiments further show its effectiveness in capturing and preserving the

context information in the extract-generate summarization framework.
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Chapter 6

Few-shot Query-Focused

Summarization with

Prefix-Merging

6.1 Introduction

Although the abundance of annotated data for news summarization has ushered in

the era of summarization models based on neural models, not all sub-tasks or do-

mains of summarization have enough data. Query-focused summarization is a typical

example. As a classic sub-topic for text summarization, it meets that situation that

only a specific aspect of information is needed to be summarized. In other words, it

aims to generate a summary based on the source content related to a given query.

Hence, this task requires not only to locate relevant content in a passage as question

answering (QA) but also to summarize and generate a highlight as text summariza-

tion. Although text summarization has been widely studied in recent years, there

are fewer attempts on exploring query-focused summarization [25, 135, 163, 136] af-

ter the age of neural model. One main reason is the lack of generalized large-scale
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datasets. Compared with the easily accessible nature reference summaries such as

titles or headlines in text summarization, it is hard to collect large-scale data for

query-focused summarization. Meanwhile, human-written reference summaries have

always been costly.

The rapidly developed few-shot learning techniques provides potential cues to allevi-

ate the problem of lacking large-scale dataset for query-focused summarization, and

knowledge transferring is one of them. In fact, when facing unseen tasks, it is natural

for human beings to integrate and transfer the knowledge of known tasks to relevant

new tasks. Inspired by this, we innovatively propose to decouple the query-focused

summarization to two basic tasks, i.e. text summarization and question answering,

and transfer the knowledge from these two tasks to query-focused summarization.

However, in parameter-based knowledge learning, previous work are usually one-to-

one (pre-train then fine-tune [166]) or one-to-many (domain/task adaption [52, 89]),

and seldom of them focus on many-to-one (integrate basic tasks to a complex one).

In this case, the previous methods may not work well in this task.

In this paper, we propose a pre-trained strategy, prefix-merging, for few-shot learn-

ing in query-focused summarization. In recent prompt-based language models, the

prompt/prefix is considered as containing the knowledge of the given task, which pro-

vides us an explicit way to control the task-specific knowledge previously dispersed

in the language model (LM). For example, prefix-tuning [83] achieved a similar result

with fine-tuning by training only the task-specific prefix, a sequence of continuous vec-

tors that prepend to the input. Following the framework proposed by prefix-tuning,

prefix-merging aims to integrate the task knowledge from text summarization and

question answering into a properly designed prefix and apply the merged prefix to

the more complex task, query-focused summarization.

Generally, there are two straightforward ideas for merging knowledge from multiple

tasks into a prefix: concatenate the separated prefix for different tasks as a whole

or adopt a shared prefix for all the tasks. Considering there exist both similarities
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and differences across the tasks, a more flexible prefix design composed of both task-

specific part and shared part is used in further investigation. Moreover, we propose

a self-adaptive prefix merging that allows the basic tasks themselves to decide the

prefix design. Drawn the inspiration from [162], we adopt Fisher Information to

calculate the importance scores of the prefix embeddings (basic units for the prefix)

for each basic task. For one task, only the prefix embeddings with top scores are

activated in the following training. Hence, different tasks can adapt to different parts

of prefix automatically. After finishing training the merged prefix, it is transferred

to a downstream task for few-shot learning. In the experiment, we explore prefix

merging in the context of query-focused summarization, taking PubMedQA [?] and

DUC [23] as the evaluation dataset.

Prefix-merging provides a potential solution for the few-shot learning in complex

tasks that can be integrated by the basic tasks. Benefited by the universality of the

prompt-based approach, prefix-merging is not limited by the model architecture and

can be used in both autoregressive LM and encoder-decoder based LM. We believe

this shows a possible direction to the application of prompt-based approaches. Our

contribution can be summarized as follow:

• We provide a new solution for few-shot query-focused summarization by decou-

pling it to two basic tasks with large-scale training data, text summarization

and question answering.

• We propose prefix-merging that integrates the task-specific knowledge from ba-

sic tasks to assist the learning of a more complex task, which provides a new

solution to many-to-one parameter-transfer learning.

• We further expand the application of prompt-based approaches by applying the

prefix to multi-task situation, exploring the interaction between different task

knowledge through prefix.
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6.2 Related Work

Query-Focused Summarization Query-focused summarization aims to gener-

ate a concise highlight from the source document(s) according to a specific topic or

query, which is considered as a more complex extension of text summarization. Early

works [88, 131] focus on extracting query-related sentences as summaries, while fur-

ther works [149, 84] improve it by rewriting the extracted sentences with sentence

compression. [109, 50] propose neural-abstractive models with an additional query

attention mechanism to generate the summaries with respect to the given query. [25]

consider the relation among the query and source sentences as a multi-hop infer-

ence process and generate the summaries by integrating information from different

inference steps. Meanwhile, researchers also utilized QA models to find the possible

query-related evidence in query-focused summarization. [163, 164] adopts QA models

for sentence-level or paragraph-level answer evidence ranking. [136] incorporate an-

swer relevance scores generated by QA model as explicit fine-grained query relevance

to a transformer-based abstractive summarization model. Therefore, we believe the

text summarization and QA are the foundation for query-focused summarization and

choose them as the auxiliary tasks in this work.

Prompt-Based Approaches Prompting originally refers to adding instructions

and several examples to a task input and generating the output from the LM. A

fundamental idea for prompt-based approaches is that let the tasks adapt to the LM.

Some researchers tend to utilize the idea to improve the performance of the model

by making the form of the task closer to the LM. A series of works [115, 58, 133] ex-

plore the prompt engineering and prompt ensemble in natural language understanding

tasks. For instance, instead of manually designing prompt, AutoPrompt [133] auto-

matically search for a sequence of discrete words as prompt to extract knowledge from

pre-trained LMs. Other works choose to optimize the prompt in a continuous space.

[118, 91] adopt hand-designed prompt as initialization and add learnable perturbation
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on the prompt. Other researchers choose to find a parameter-efficient adaption from

LM to a specific task. GPT-3 [7] adopts manually designed task-specific prompts

to adapt the LM for different generation tasks. Prefix-tuning proposes “prefix tun-

ing” for language generation task: learning a sequence of continuous prefixes that

are inserted to every transformer layer. [77] provides a simplified version of “prefix

tuning” with fewer parameters and more robust prompt initialization on the Super-

GLUE tasks. [181] has recently proposed a prefix-based model that utilize domain

words to achieve zero-shot domain adaption on dialogue summarization. In this work,

following the framework of prefix-tuning, we aim to integrate basic tasks to a more

complex one by merging the task knowledge through the prefix.

6.3 Method

6.3.1 Problem Statement

In this work, we aim to transfer the task-specific knowledge from text summariza-

tion and question answering (auxiliary tasks) to query-focused summarization (target

task) to assist its learning. In this case, the query-focused summarization model can

obtain a fair performance even with limited data. There are mainly two stages to

accomplish this. In the first stage, a model is trained on the large-scale data from two

auxiliary tasks to obtain the potentially useful knowledge for query-focused summa-

rization. Here, we propose prefix-merging that merges task knowledge from auxiliary

tasks into a particularly designed prefix. In the second stage, we train the model

with data from query-focused summarization but with the assistance of the trained

parameters from the first stage. For prefix-merging, the merged prefix is used to

transfer the knowledge from the first stage to the second stage.

Our prefix-merging is considered as an extension of prefix-tuning, so we have a brief

introduction about it in the section 3.2 as the background of our method. Then, we
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Figure 6.1: Focusing on the encoder layer of BART, the figure shows annotated

examples and comparison between the prefix-merging (top, mid) on the two auxiliary

tasks (summarization and QA) and applying the merged prefix on query-focused

summarization with prefix-tuning (bottom).

introduce our own method from section 3.3 to 3.5, and how we apply the merged

prefix on query-focused summarization in 3.6.

6.3.2 Prefix-tuning

Consider there is a transformer-based encoder-decoder LM p(y|x) such as Bart[78]

and it is parametrized by ϕ. Taking the encoder layer in transformer as an example,

let z = [x] denote its input sequence. We use hi to represent the concatenation of all

activation from all layers at the index i, and each activation consists of a key-value

pair. The hi for all i ∈ x in encoder layer is a function of zi and the other activations
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in the context based on the LM, as follows:

hi = LMϕ(zi, h̸=i) (6.1)

Prefix-tuning prepends a prefix for the encoder layer to obtain z = [prefix;x], or

prepends prefixes for cross-attention layer or self-attention layer in the decoder to

obtain z = [prefix;x; y] or z = [prefix; y]. Here, we use Pidx to represent the

sequence of prefix embedding indices, and |Pidx| is used to represent the length of

the prefix. A trainable matrix Pθ ∈ |Pidx| × dim(hi) is initialized to store the prefix

parameters. Following the recurrence relation in equation (1), hi is calculated as

below in prefix-tuning.

hi =

 Pθ[i, :], if i ∈ Pidx

LMϕ(zi, h̸=i), otherwise
(6.2)

Hence, hi becomes a function of the trainable Pθ and it allows the prefix parameters

to control the model by affecting the activations in every layer of the transformer.

During the training in prefix-tuning, the objective maintains the same as normal

task, but only the prefix parameters θ are trainable and the parameters of the LM ϕ

are fixed. In this case, the prefix parameters contain all the task-specific knowledge

learned from the training.

6.3.3 Intuition for Prefix-merging

Intuitively, to merge the knowledge from different tasks into the prefix, the simplest

way is to concatenate the individual prefix from these tasks. Another way is to use a

shared prefix that is updated by all the tasks. Instead of using either of the two ways,

we choose a more flexible prefix design for further investigation of the problem. For

each task, its prefix consists of a shared sub-prefix (prefix embeddings shared by all
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tasks) and a task-specific sub-prefix (prefix embeddings used for a specific task) whose

lengths are controlled by two hyperparameters. We believe the shared sub-prefix tends

to represent the similarities between all merged tasks, while the task-specific sub-

prefix refers to the uniqueness of each task. Meanwhile, the two mentioned intuitive

methods can also be restored when any of the two hyperparameters is set to 0.

6.3.4 Prefix-merging

Similar to prefix-tuning, a trainable matrix Pθ is used to store the prefix parameters.

The difference is that there are n different tasks denoted as [task1, task2, .., taskn] that

share or partly share the whole matrix. For each single task, it corresponds to several

prefix embeddings in the prefix metrix, and we separate them into task-specific unique

sub-prefix with a length of lu and a shared sub-prefix with a length of ls. Figure 6.1

shows an example of training two auxiliary tasks, text summarization and question

answering, for prefix-merging. Here, both the shared sub-prefix length and unique

sub-prefix length are set to 2. The prefix embedding indices for text summarization

is [1,2,3,4], and it changes to [1,2,5,6] for QA.

In this way, the Pθ has the dimension of (ls+lu∗n)×dim(hi). We use P n
idx to represent

the the sequence of prefix embedding indices of taskn and its length |P n
idx| is equal to

ls + lu. As follow, the hi for taskn is calculated based on the following equation:

hi =

 Pθ[P
n
idx[i], :], if i ≤ |P n

idx|

LMϕ(zi, h̸=i), otherwise
(6.3)

To distinguish the different tasks during the training, we add a task-specific prompt

before the original input tokens following T5 [120]. As shown in Figure 6.1, the

prompt is “summarize” for the text summarization and the prompt is “answer the

question” for question answering. During the training, we adopt a mixed-task training

strategy where instances from different tasks equally exist in the same training batch.
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6.3.5 Self-adaptive Prefix-merging

Considering that manual design does not always lead to the best results, we further

propose a self-adaptive prefix-merging. Instead of presetting the lengths of shared

sub-prefix and unique sub-prefix, we aim to let the auxiliary tasks decide the prefix

design. The idea is based on Fisher Information, a evaluation metric that reflects how

much the model output changes when its parameters change. It can be considered

as the importance of a parameter for the model on a certain set of data [162]. In

this way, we can find the most important sub-prefix for each auxiliary task based on

Fisher Information with the following equation:

Fi =
1

pq

p∑
j=1

q∑
k=1

(
∂log(p(yk|xk; θ))

∂θj
)2 (6.4)

where F(i) refers to the average Fisher information of the i-th prefix embedding, p

denotes the number of parameters in the embedding and q represents the number of

data. x and y refer to the input and output data in one auxiliary task.

During the training, we first initialize the prefix as a shared prefix trained by all

auxiliary task for one epoch. Taking taskn as an example, we then conduct a complete

forward propagation and back propagation (one epoch) for all data in taskn, and

calculate the Fisher Information for each prefix embedding. Only the top-n prefix

embeddings will be used in the later training for taskn and others will be masked. In

other words, the P n
idx is the indices of the top-n prefix embeddings. After obtaining

the important sub-prefix for each task, naturally, some prefix embeddings are shared

by different tasks while others are task-specific. At last, we continue the training of

the prefix on the auxiliary tasks with the selected sub-prefix.

6.3.6 Applying the Merged Prefix to the Target Task

After training on the auxiliary tasks, we obtain the prefix parameters that contain

task knowledge from text summarization and question answering. We apply the
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knowledge to the target task, query-focused summarization, by using the merged

prefix as initialization and continue prefix-tuning on it, but with a few differences. As

shown in Figure 6.1, all the prefix parameters are used for the target task including the

shared sub-prefix and all the unique sub-prefixes. For self-adaptive prefix-merging,

only the prefix embedding that is used for at least one auxiliary task is applied

for the target task, otherwise it will be masked. We also adopt a new prompt that

suggests the relation between the target task and auxiliary tasks. More specifically, we

concatenate the prompt of text summarization and question answering as “summarize

and answer the question” for query-focused summarization.

6.4 Experiment

6.4.1 Datasets

To evaluate the idea of prefix-merging, we take query-focused summary as the tar-

get task, text summarization and question answering as two auxiliary tasks. We

focus on commonly used datasets for query-focused summarization: PubMedQA and

DUC. We also test our model on Debatepedia [109] and have a discussion about it

in the appendix. In terms of the PubMedQA, it requires the model to generate a

summary containing 1-3 sentences as an answer to a question based on a medical

related document. Since we train the target task under a few-shot situation, only

part of the training set is used in the experiment and we test the model on the full

testing set containing more than 20000 data samples. In terms of the DUC, it is

a multi-document query-focused summarization dataset with hundreds of data sam-

ples. Hence, we adopt a extract-generate framework to conduct the experiment. We

first adopt BM25 to extract a set of query-related sentences from the source docu-

ments and use the concatenation of the query and extracted sentences as the input

of our model. The DUC 2006 is used for training and DUC 2007 is used for testing.
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Data Size 50 150 300

Model R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Random 30.33 9.96 28.00 32.08 11.67 28.97 32.79 11.92 29.51

Unq(30) 30.81 10.97 26.52 32.13 11.73 28.23 32.37 11.86 27.81

Unq(20)+Sha(10) 32.36 11.40 28.30 33.14 12.12 29.10 33.68 12.39 29.81

Unq(10)+Sha(20) 32.64 11.84 28.60 33.46 12.34 29.46 33.90 12.59 30.12

Sha(30) 32.44 11.48 28.17 33.28 12.04 29.11 33.87 12.41 29.83

Self-adaptive 33.18 12.01 28.45 33.66 12.40 28.98 34.19 12.65 29.53

BART(tar) 30.95 10.54 26.87 32.28 11.46 28.23 32.52 11.63 28.33

BART(aux+tar) 31.65 10.75 28.18 32.23 11.27 28.57 32.66 11.62 29.16

BART base(full) 37.49 14.11 34.45 37.49 14.11 34.45 37.49 14.11 34.45

Table 6.1: Evaluation result for query-focused summarization on PubMedQA. We

compare the result on three different training data size: 50, 150, 300. Here, we also

provide result of BART-base on the full-size training for better comparison.

In terms of the two auxiliary tasks, we adopt the XSum dataset [106], a highly ab-

stractive single-document summarization dataset, for the text summarization, and we

use the classic machine reading comprehension dataset SQUAD 1.1 [122] for question

answering. Debatepedia [109] is also one of the commonly used query-focused summa-

rization dataset. However, during our experiment, we find a serious but unintentional

data leakage problem between the training set and the testing set in its standard di-

vision. Around 64% of summaries in the testing set appear or have similar ones in

the training set (difference is lower than 2 words). In this case, the model tends to

remember the data samples rather learning to do query-focused summarization.

6.4.2 Experiment Setting

Our implementation is based on the BART-large model from HuggingFace and all

the input is truncated to 800 tokens. For the prefix-tuning based method, a default

setting is a learning rate of 5 × 10−5 and a prefix length of 30. The batch size is

set to 48 when conducting prefix-merging, and for few-shot prefix-tuning, it changes
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Data Size 50 150 300

Model R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Random 0.20 0.30 0.45 0.30 0.22 0.36 0.08 0.11 0.45

Unq(30) 0.45 0.23 0.40 0.41 0.36 1.02 0.08 0.08 0.11

Unq(20)+Sha(10) 0.50 0.22 0.25 0.04 0.22 0.59 0.17 0.09 0.23

Unq(10)+Sha(20) 0.14 0.01 0.13 0.23 0.15 0.16 0.15 0.02 0.32

Sha(30) 0.19 0.08 0.18 0.25 0.27 0.64 0.23 0.10 0.24

Self-adaptive 0.38 0.16 0.48 0.10 0.20 0.71 0.12 0.08 0.35

BART(tar) 0.53 0.52 0.51 0.21 0.15 0.25 0.32 0.22 0.14

BART(aux+tar) 0.47 0.32 0.43 0.24 0.17 0.21 0.18 0.14 0.16

Table 6.2: .Standard Deviation of the Results on PubMedQA

with the size of the training data. In the experiment, we also use fine-tune based

method as a comparison, and the default setting for it is a learning rate of 2 × 10−5

and a batch size of 48. At training time, we adopt the AdamW optimizer with default

hyperparameters. At inference time, we use beam search with a beam size of 2. The

output length limitation is set from 30 to 75 tokens for PubMedQA and 250 to 300

for DUC. Since few-shot learning is sensitive to the training data, we train the models

with three sets of training data and report the average result on PubMedQA.

As for evaluation metric, following previous works, we apply ROUGE [86] including

Rouge-1 (R-1), Rouge-2 (R-2) and Rouge-L (R-L) for the query-focused summariza-

tion. We adopt a full Python implementation of the ROUGE-1.5.5, to conduct the

experiment.

6.4.3 Result

We first evaluate the different prefix designs within three different few-shot learning

data sizes (50, 150, 300) for the target task in Table 6.1. To have a better understand-
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ing of the experiment results on PubMedQA, we report the standard deviation (std)

across multiple runs in the experiment on PubMedQA in Table 6.2. The results of the

other two dataset DUC and Debatepedia are also shown in the Table 6.3 and Table

6.4. Here, we only shows the results with a few-shot learning data size of 50. ”Unq(n)”

stands for the total number of the prefix embeddings in all unique sub-prefix, while

”Sha(n)” refer to the shared sub-prefix. For example, ”Unq(10)+Sha(20)” represent

the merged prefix consists of unique sub-prefix with length 10 (5 for each task) and the

shared sub-prefix with length 20. In terms of the self-adaptive prefix-merging, we ini-

tialize the prefix length as 40 and select the top-25 prefix embeddings for each tasks. In

this case, self-adaptive prefix-merging is more likely to have a comparable parameter

numbers with the other prefix designs, which makes a fair comparison. We also add a

baseline “random”: randomly initialize the prefix and conduct few-shot prefix-tuning

on the query-focused summarization dataset. We further compare our model with

BART in three training settings:(1) BART(tar) refers to fine-tuning the BART only

use the limited data from query-focused summarization; (2) BART(aux+tar) refers

to first fine-tuning on the auxiliary tasks then fine-tuning on query-focused summa-

rization, which is similar to some previous approaches [167] and [33]; (3) BART(full)

refers to fine-tuning on the large-scale data from query-focused summarization.

In Table 6.5, we compare the prefix-merging with fine-tuning. Since it is a two-stage

training process (training on auxiliary tasks then applying on the target task), each

stage can adopt prefix-based training (only the prefix parameters are trained and the

LM parameters are frozen) or fine-tuning (all parameters are trained). Therefore,

we report four variants in total: (1) fine-tuning + fine-tuning (Fine+Fine), which

is the same as BART(aux+tar); (2) fine-tuning + prefix-tuning (Fine+Prefix); (3)

prefix-merging + fine-tuning (Prefix+Fine); (4) prefix-merging + prefix-tuning (Pre-

fix+Prefix), which is our proposed approach in Section 3. Despite the variant (1),

we add a prefix of length 30 to the model. Taking variant (2) as an example, firstly,

both the prefix and the LM are updated by the training data from auxiliary tasks
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Model R-1 R-2 R-L

Random 33.96 6.37 23.46

Unq(30) 34.56 6.80 24.40

Unq(20)+Sha(10) 34.54 6.64 23.53

Unq(10)+Sha(20) 34.87 7.23 24.70

Sha(30) 34.53 6.89 23.98

Self-adaptive 34.99 7.47 24.74

BART(tar) 33.83 6.52 22.71

BART(aux+tar) 12.85 4.42 15.17

Ext Oracle 35.62 9.20 24.00

Table 6.3: Evaluation result for query-focused summarization on DUC. Ext Oracle

refers to oracle extractive result taking the query-related sentences as input, which

can be seen as the upper bound of this experiment.

and then only the prefix parameter is trained on the target task.

Table 6.6 displays the result of using different auxiliary tasks for query-focused sum-

marization. “Sum+QA” refers to the best result when using both text summarization

and QA; “Only Sum” and “only QA” are designed for ablation study where only one

of the two tasks is used in stage one. Moreover, we also import a baseline “Unrelated

Task” that takes sentence copying as the auxiliary task, which contains no useful task

knowledge for query-focused summarization. We use prefix-tuning to train the model

when there is only one auxiliary task.

We summarize the experiment result with the following conclusions.

The self-adaptive prefix-merging achieves a comparable result with the

best manually prefix design. It is not a surprise that self-adaptive prefix-merging

outperforms most of the prefix designs and achieves the best result in both datasets.

One thing that is worth noticing is that the effective length for self-adaptive prefix-
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Model R-1 R-2 R-L

Random 18.57 5.50 17.50

Unq(30) 21.53 6.77 20.07

Unq(20)+Sha(10) 22.20 7.20 20.59

Unq(10)+Sha(20) 22.03 7.13 20.29

Sha(30) 21.85 6.92 20.27

Self-adaptive 22.29 7.39 20.53

BART(tar) 21.60 6.81 19.89

BART(aux+tar) 21.36 6.24 19.00

BART(full) 57.74 43.42 57.03

BART(full) redivided 24.80 8.06 22.95

Table 6.4: Evaluation result for query-focused summarization on Debatepedia. In the

upper and middle part, we display the result of few-shot learning with 50 data samples

on standard division of Debatepedia. In the lower part, we show the result of BART

training with full-size data but with different data division. BART(full) represents

the standard division and BART(full) redivided refers to a new division that do not

have the data leakage problem (we achieve this by redivide all data samples by an

alphabetical sort, where similar data samples tend to gather together rather than

scatter in both training and testing set).

merging is also around 30 (initialized as 40 and 10 are masked by all tasks), which

means the number of parameter maintains equal with other prefix design. Meanwhile,

its proportion of shared sub-prefix and unique sub-prefix is similar to the best manual

design Unq(10)+Sha(20). This suggests that self-adaptive prefix-merging has the

ability to find the best prefix design automatically. Compared with BART, self-

adaptive prefix-merging outperforms both BART(tar) and BART(aux+tar), which

indicates the effectiveness of prefix-merging. In the experiment on DUC, we notice

that BART(aux+tar) drops a lot compared with other results. We believe this is
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Model R-1 R-2 R-L

Fine+Fine 31.65 10.75 28.18

Fine+Prefix 31.64 10.79 27.57

Prefix+Fine 32.03 11.30 28.12

Prefix+Prefix 33.18 12.01 28.45

Table 6.5: The comparison between prefix-merging and fine-tuning with a training

data size of 50.

Model R-1 R-2 R-L

Unrelated Task 31.34 10.77 27.08

Only Sum 32.38 11.56 27.75

Only QA 31.78 11.39 28.43

Sum and QA 33.18 12.01 28.45

Table 6.6: The comparison between using different auxiliary tasks with a training

data size of 50.
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because the difference between DUC and datasets used in auxiliary tasks is relatively

huge and the generalization ability of BART is lost after training on the auxiliary

tasks. As for the result of Debatepedia in Table 6.4, we observe a huge gap between the

BART(full) and BART(full) redivided and it can not be explained by the difference of

the division. Meanwhile, the result of few-shot learning is much lower than the result

of full-size training. Both phenomenon suggest there exist a data leakage problem.

The poor performance of BART on the redivided Debatepedia also make us question

whether Debatepedia is qualified for query-focused summarization.

Prefix-merging is better than fine-tuning for integrating and transferring

task knowledge to the downstream task. In Table 2, prefix-merging outperforms

fine-tuning with both downstream training approaches. On the one hand, this is

because the generalization ability of the LM is preserved when its parameters are

frozen. On the other hand, we believe using prefix as the container of new task

knowledge is more similar to the natural form of LM. We believe this shows the

potential of prefix-merging in many-to-one knowledge transferring.

The merged prefix contains effective task knowledge from both auxiliary

tasks. The initialization of prefix is believed to have a huge effect on the prefix-

tuning based approaches. Here, “unrelated task” stands for the performance when the

prefix is well-initialized while containing no knowledge for the target task. Compared

to it, using one auxiliary task, either text summarization or QA, achieve a better

result. This suggests that the two tasks contribute useful knowledge to query-focused

summarization. More importantly, prefix-merging gets the best performance. And

this can be achieved only when the prefix-merging allows the prefix to integrate

effective task knowledge from both tasks.
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Model R-1 R-2 R-L

–Prefix 26.56 8.19 22.16

–Prompt 32.48 11.63 28.57

Unq(10)+Sha(20) 32.64 11.84 28.60

Sha(40) 32.60 11.74 28.54

Self-adaptive 33.18 12.01 28.45

Table 6.7: The experiment result for ablation study with a training data size of 50.

6.4.4 Ablation Study

For more detailed analysis, we design an experiment to explore how different com-

ponents contribute to our approach. We remove the prefix (-prefix) and the prompt

(-prompt) from during the training of the query-focused summarization. The prefix

design used here is Unq(10)+Sha(20). We can observe that removing the prompt has

a small negative influence on the result. We believe this is because the input form of

text summarization and QA is different and the model can distinguish the two tasks

even without the given prompt. We also find that the performance drops a lot once

the prefix is removed. This indicates that the prompt only plays as guidance, while

the prefix is the one containing the task-specific knowledge. For self-adaptive prefix-

merging, we compare it with its base prefix design without self-adaption, Sha(40).

Even with more trainable parameters, self-adaptive prefix-merging still outperforms

it. The result shows that prefix embeddings selected by Fisher Information are crucial

for the tasks.

6.4.5 Prefix Visualization

To have a more direct observation, we visualize the attention on the prefix during

the inference for query-focused summarization in Figure 6.2. We adopt the attention

weights passing through the Softmax layer and further normalize the attention weights
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Attention on the decoder for query-oriented summarization

Attention on the encoder for query-oriented summarization

Figure 6.2: The attention score for query-focused summarization in both encoder and

decoder of model “Unq(20)+Sha(10)”.

only on the prefix embeddings. The final attention score is obtained by averaging

attentions from all heads in all layers from 100 random samples. In Figure 6.2,

the x axis refers to the indices of the prefix embedding and y axis is the normalized

attention score. The straight lines with colors stand for the position of the three types

of sub-prefix, shared sub-prefix (0-9), unique sub-prefix originated from QA (10-19)

and unique sub-prefix originated from Summarization (20-29), and their heights refer

to the average attention score, which can be considered as the prefix’s contribution

to the query-focused summarization. In this case, it explains how the merged prefix

works for query-focused summarization.

For the decoder, we display the attention in the cross-attention layer. In terms of the
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encoder, since the model needs to understand the query, we believe it is reasonable

that the sub-prefix originated from QA plays the most important role. In terms of

the decoder, the sub-prefix originated from QA has little effect on the model, while

the shared sub-prefix and sub-prefix originated from summarization dominate. This

is because generating the query-focused summaries relies more on generation ability

and summarization ability. These findings suggest that the knowledge from QA and

summarization is properly used for query-focused summarization through the merged

prefix.

6.5 Discussion and Conclusion

Prefix-merging is based on a seq2seq pretrained model, Bart, so it is hard for our

model to deal with long input that exceed the input limitation of the pretrained model.

Hence, we mainly focus on single-document query-focused summarization. In terms

of the experiment, unfortunately, there is seldom few-shot single-document query-

focused summarization model. Although there exist some multi-document query-

focused summarization models with weak supervision[164, 70, 163], these models all

follow a coarse-to-fine framework, which make them hard to directly compared with

our model. Hence, we mainly use BART with different training settings as comparison

and focus more on the longitudinal comparison. Moreover, we believe that prefix-

merging has the potential to be used for other complex tasks that can be integrated

from basic tasks. However, we only finish the research in the context of query-focused

summarization, which leaves future direction for our work.

In this paper, we show that prefix-merging is an effective approach for transferring

and integrating task knowledge from multiple auxiliary tasks to a target task with

limited data. In the context of query-focused summarization, integrating text sum-

marization and QA, our approach outperforms the traditional approach fine-tuning.

We further discuss the influence of different prefix designs and propose a self-adaptive

120



6.5. Discussion and Conclusion

prefix-merging. We also provide a visualize explanation for how the merged prefix

works. Although this paper focuses on query-focused summarization, we believe these

findings suggest a new application for prompt-based approaches in multi-task situa-

tion. With the development of large language model, the prompt-level modification

has become more and more important. In this case, we believe our work provides

guidance for future progress in this field.
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Chapter 7

Separating Context and Pattern:

Learning Disentangled Sentence

Representations for Low-Resource

Extractive Summarization

7.1 Introduction

We investigate the knowledge integration between text summarization and question

answering for query-focused summarization in Chapter 6. But in text summarization,

not every sub-task is as special as query-focused summarization. The uniqueness of

most sub-tasks is reflected in their unique domains such as dialogue summarization

or science paper summarization. Hence, learning the general summarization knowl-

edge is more important for knowledge transferring. In this chapter, we would like to

explore the knowledge transferring across different domains in the context of extrac-

tive summarization. The reason why we choose extractive summarization is that it

better reflects the very essence of text summarization, that is finding the most crucial
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Figure 7.1: Comparison of position distribution of oracle sentences in news sum-

marization dataset CNN/DailyMail and science paper summarization dataset arXiv.

The X-axis refers to 1 to 100 sentence position and the Y-axis represents its propor-

tion.

information.

It is widely agreed that extractive summarization is mainly based on context infor-

mation to select the important sentences. Meanwhile, there also exist other factors

that can be used to identify these sentences, such as sentence position or certain

n-gram tokens. As shown in Figure 7.1, in the news summarization dataset, lead

sentences always have a much higher possibility to become crucial sentences. Mean-

while, Table 7.1 shows that sentences with certain n-gram tokens like ”in this paper”

or ”we find that” are also considered to be important in science paper summarization.

Here, we collectively called these factors pattern information, since they are context-

independent and can decide the sentence importance solely by themselves. However,

as we displayed in Figure 7.1 and Table 7.1, pattern information varies from dataset

to dataset. In this case, such information is only effective in its corresponding dataset
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CNNDM Num arXiv Num

( cnn ) – 21k in this paper 11k

according to the 3.5k as a function 6.4k

the first time 2.4k in the case 4.8k

the end of 1.3k we find that 3.7k

Table 7.1: Examples about the high-frequency n-grams in oracle sentences from

CNN/DailyMail and arXiv.

or domain and can not be generalized like the context information. Although both

context information and pattern information are crucial for the task, it is hard to

tell whether the improvement of the current extractive summarization models stems

from a better understanding of the context information or overfitting the pattern

information on specific data. Hence, the existing models may fail to achieve good

performance when transferring to other domains or datasets with limited data due to

the intermingling of domain-specific pattern information.

In this paper, we aim to apply disentangled representation learning to extractive

summarization, and separate the two key factors for the task, context information

and pattern information, for a better generalization ability in low-resource settings

(zero-shot and few-shot). Our model is built on a pretraining-based extractive sum-

marization model [92] that uses a BERT to encode each sentence with its context to

the latent representation. We would like the latent representation to be disentangled

with respect to the context and pattern information. Following the previous works

[61, 15], we combine the multitask objectives and adversarial objectives/mutual infor-

mation (MI) minimizing objectives to accomplish this. The multitask objectives aim

to encourage the two latent spaces to learn its corresponding information. For the

context information, we propose to approximate it by predicting the high-frequency

non-stop word appearing in a sentence and its context. For the pattern information,

we divide it into two parts: the position pattern feature and the n-gram pattern
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feature. The former one can be transferred into a sentence position predicting prob-

lem, while the latter one is approximated by predicting whether the target sentence

contains any high-frequency n-gram patterns. Then we try two commonly used dis-

entangled representation learning approaches, adversarial objectives/MI minimizing

objectives, to further ensure the independence between the two latent spaces.

After the model is trained on a source dataset, it can be transferred to a target dataset

for low-resource extractive summarization. In the zero-shot setting, we only utilize the

context representation to do the extractive summarization. In the few-shot setting,

we choose to fine-tune the pattern-related parameters with a few training instances

to automatically select useful patterns for the target dataset.

To evaluate our proposed model, we conduct the experiments on three datasets from

different domains: CNN/DaliyMail from the news summarization domain, arXiv from

the science article summarization domain, and QMSum from the dialogue summa-

rization domain. These experiments suggest the effectiveness of our model by disen-

tangling context and pattern information.

7.2 Related Work

Extractive Summarization Extractive summarization is an important sub-topic

for text summarization. Early works [104, 107, 192, 178] formulated it as a sentence

binary classification problem and further extend it with different techniques. With the

development of the pretrained model, using a transformer-based pretrained model as

encoder [92, 2, 179] leads to a huge improvement in the task. Recently, MATCHSUM

[186] has achieved a state-of-the-art performance by combining contrastive learning

with extractive summarization. These models mainly focus on improving the perfor-

mance on a certain dataset or domain. Research on low-resource text summarization

is also increasing. AdaptSum [167] propose a pre-train and then fine-tune strategy
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for low-resource domain adaptation for abstractive summarization. Other researchers

[33] present a similar idea but further enhance it with a data augmentation method

using the large corpus from Wikipedia. [181] combines domain words and a prompt-

based language model to achieve zero-shot domain adaption in dialogue abstractive

summarization. In this work, we aim to explore the low-resource extractive summa-

rization by disentangling context and pattern information.

Disentanglement Representation Learning Disentanglement representation has

first been explored in computer vision to disentangle features such as color or rota-

tion. Recently, a growing amount of work has been proposed to investigate learn-

ing disentangled representations in NLP tasks. Early works [53, 132, 61] follow a

similar idea, and applied disentanglement representation learning on style/sentiment

transferring. Later, researchers further extend its application to different topics

such as cross-lingual transfer [157], negation and uncertainty learning [144], and fair

classification[111]. Generally, there are mainly three types of approaches for disen-

tanglement representation learning. A common approach [61] is to add an adversary

that competes against the encoder trying to avoid learning certain types of attribute.

Another approach [15, 20] is to adopt the mutual information theory, and attempt to

minimize the mutual information upper bound between two disentangle representa-

tions. Recently, some researchers [21] propose a simpler approach by adding a set of

regulizers to achieve disentanglement representation learning. Similar to cross-lingual

transfer, in this work, we also aim to adopt disentanglement representation learning

to domain transferring, but in the context of extractive summarization.

7.3 Model

In section 3.1, we would like to introduce the problem we face and three essential

requirements that we need to address the problem. Our overall model is described
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(1) Model based on Adversarial Objective 
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(2) Model based on MI Minimization Objective 

Figure 7.2: The framework of our proposed model. Part (1) shows the model based on

the adversarial objective, while part (2) displays the one based on the MI minimization

objective. The blue blocks refer to different sentence representations, the green blocks

stand for the model components and the yellow blocks represent the target features.

The solid lines represent normal classification loss, and the dashed lines stand for the

discriminator loss plus the adversary loss.
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in section 3.2 to 3.5. Then, we introduce the details of the training process and the

application for low-resource extractive summarization in section 3.6 and 3.7.

7.3.1 Problem Statement

In this work, we disentangle the sentence representation for extractive summarization

into two parts: context representation and pattern representation. To achieve this,

we need to satisfy the following requirements for an effective disentanglement.

• The context and pattern representation need to have the ability to predict

sentence importance and contribute to the extractive summarization.

• The context and pattern representation should be predictive of the correspond-

ing ground-truth information. For example, the pattern representation of a

sentence can predict its pattern feature such as its position.

• The context and pattern representation should lie in independent vector space,

and one representation can not predict the corresponding ground-truth infor-

mation of the other one.

7.3.2 Extractive Summarization Model

Given an input document containing n sentences x = {s1, s2, .., sn}, we adopt a

BERT to generate contextualized representations for each sentence. Since the output

of BERT is grounded to tokens, we use a similar strategy with [92] to modify the

input sequence of BERT. We insert a [cls] token at the beginning of each sentence

and use the embedding of the [cls] token to represent its corresponding sentence.

Considering our glob is to disentangle it to context and pattern representation, we add

two additional multilayer perceptrons (MLP) that map the sentence representations

generated by BERT to context representations c and pattern representations p. Here,
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we collectively called the BERT and two MLP mappers encoder E. Then a sigmoid

classifier Fext takes the concatenation of both representations as input to predict a

score yei for sentence si, and the loss of the whole model is the binary classification loss

of yei against gold label tei . Note that the gold label refers to the one-hot distribution

of the oracle sentences (the sentence set that has the highest similarity with the

reference summary). The loss is shown in the following:

yei = Fext(ci; pi) (7.1)

lext = − 1

n

n∑
i

tei log(yei ) + (1 − tei )log(1 − yei ) (7.2)

This classification loss serves as our primary training objective for extractive summa-

rization. Meanwhile, to better utilize the context representation and pattern repre-

sentation in the low-resource setting, we expect the two disentangled representations

can do extractive summarization independently. Hence, we add two similar classifiers

that directly take context representation or pattern representation as input, and their

losses are denoted as lext(c) and lext(p). Note that the gradients of the two classifiers

are detached from the main model.

7.3.3 Learning Context Representation

The context representation c is expected to do extractive summarization using the

context information. In addition to the extractive summarization loss, we add a

multitask objective to ensure the context information is contained in it. The question

that lies ahead is to define what ”context” actually refers to. A widely accepted

idea is that the effective context information in extractive summarization is salient

words/phrases that repeat multiple times in the context. Inspired by this, given a

sentence si, we propose to approximate the context information by predicting the
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non-stop words existing in both si and its adjacent sentences. The distribution of

these words on the vocabulary is considered as the context feature tci for si.

We build a two-layer MLP classifier Fmul(c) on the context representation c to predict

the context feature, and the classifier is trained with cross-entropy loss against the

ground-truth distribution:

lmul(c) = − 1

n

n∑
i

∑
j∈voc

tcijlog(ycij) (7.3)

where the voc stands for the vocabulary and yci = Fmul(c)(ci) is the predicted context

feature.

7.3.4 Learning Pattern Representation

The pattern representation p needs to predict both sentence importance and pattern-

related features. In this paper, we mainly focus on the two types of pattern, position

pattern and n-gram pattern, that contribute the most to extractive summarization.

Position pattern refers to the position of the sentence in the document, which plays

an important role in the news article summarization. We add a multitask objective

that predicts the position of a sentence. In this case, the position pattern feature

toi is a one-hot vector with a length that is the same as the sentence number. N-

gram pattern is another crucial factor that influences sentence importance, which

represents the expressions/phrases that are commonly used for summaries. Inspired

by [126], We count the frequencies of all n-grams that appear in the oracle sentences

and select the top 500 as the n-gram pattern set. The glob of pattern representation

is to predict whether a sentence contains any pattern from the pattern set, which is

a binary classification problem.

Similarly, we also use two MLP classifiers on the pattern representation p to predict

the pattern related feature:
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lmul(p) = − 1

n

n∑
i

tpi log(ypi ) + (1 − tpi )log(1 − ypi ) (7.4)

lmul(o) = − 1

n

n∑
i

n∑
j

toijlog(yoij) (7.5)

where ypi = Fmul(p)(pi) is the predicted n-gram pattern feature and yoi = Fmul(o)(pi) is

the predicted position pattern feature.

7.3.5 Learning Disentangled Representation

Although the multitask objectives assist the model to learn context and pattern in-

formation in different latent spaces, they are not effective enough to ensure the in-

dependence between c and p. As shown in the Figure 7.2, we adopt two commonly

used objectives for learning disentangled representation in this paper.

Adversarial Objective Considering one representation should be predictive of their

corresponding information only, following [61], we add adversarial classifiers that try

to predict the information related to the other one on both latent spaces, and the

model is forced to structure the latent spaces such that the outputs of these adversarial

classifiers are non-predictive. The adversarial objective is composed of two parts. The

first part is the adversarial classifiers on each latent space for each type of non-target

information. The second part is the adversarial loss aiming to maximize the entropy

of the predicted distribution of the adversarial classifiers.

Taking the adversarial objective on the pattern space for example, we train a two-

layer MLP classifier, context discriminator Fdis(c), to predict whether it contains any

context information. One thing that is worth noticing is that the gradients of these

classifiers are not back-propagated to the encoder. In this case, the training of the

context discriminator will not influence the encoder. Similar to equation (3) and (5),

a cross-entropy loss is shown as follow, but with different input and parameters:
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ldis(c) = − 1

n

n∑
i

∑
j∈voc

tcijlog(ycij) (7.6)

where yci = Fdis(c)(pi) refers to the predicted context feature using pattern represen-

tation.

Then an adversarial loss is used to maximize the entropy of the output of context

discriminator. Here, we only train the encoder with such adversarial loss and the

parameters of the context discriminator are excluded.

ladv(c) = − 1

n

n∑
i

∑
j∈voc

ycijlog(ycij) (7.7)

We also impose the n-gram pattern discriminator and position pattern discriminator

to disentangle the pattern information from the context space. These two adversarial

objectives follow nearly the same way as the mentioned one and their corresponding

loss are denoted as ldis(p), ldis(o), ladv(p) and ladv(o).

MI Minimization Objective Mutual information (MI) is a natural measure of the

independence between two variables. Inspired by the previous works [15], minimizing

the upper-bound estimate of the mutual information (MI) between two latent spaces

is an effective way to disentangle them. Following the Contrastive Learning Upper-

Bound (CLUB) estimate of the MI [15], we firstly train a neural network M that aims

to estimate pattern representation by taking context representation as input:

lmap =
1

n

n∑
i

kl(M(ci), pi) (7.8)

where kl stands for the Kullback–Leibler divergence. Just like the discriminator in

the adversarial objective, we fix the parameters of the encoder when we train the

neural network M with this loss.

We minimize the Mutual information between the two latent spaces by minimizing
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the following equation:

lmi =
1

n

n∑
i

kl(M(pi), ci) − kl(M(pi), ck) (7.9)

where k is selected uniformly from indices {1, ..., n}. Here, the optimization is only

performed with parameters of the encoder E.

7.3.6 Training Strategy

The loss of our model mainly consists of two parts, the losses that update the dis-

criminator (for MI Objective, it is M) and the main loss (all the other losses). In the

training process, for each batch, we first optimize the discriminator by ldis(c), ldis(p)

and ldis(o) with a weight λdis (for MI Objective, it is lmap), and then optimize the

encoder and all other classifiers with the main loss. The main loss Lall for our model

comprises three types of terms: the extractive summarization objectives, the con-

text/pattern feature learning objectives and adversarial objectives (for MI Objective,

it is lmi), given by

lall = lext + lext(c) + lext(p)+

λmullmul(c) − λadvladv(c)+

λmullmul(p) − λadvladv(p)+

λmullmul(o) − λadvladv(o)

(7.10)

The checkpoint selection strategy and hyperparameter searching are also crucial for

model training. Considering the glob of our model is to effectively utilize the context

information in the target dataset rather than achieve the best performance on the

source dataset, we follow two rules: (1) The disentanglement is successful (based

on the training log); (2) We select the checkpoint with the best performance when

using context representation on the validation set. In the experiment, the weights are
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Dataset Type Domain Size Source Len Target Len

QMsum dialogue meeting 1257/272/281 9070 70

arXiv document science 202914/6436/6440 6030 273

CNN/DM document news 287227/13368/11490 766 53

Table 7.2: The statistics and comparison of the datasets. The Source Len and Target

Len stand for the token number of the source document and the summaries.

λmul = 1, λadv = 1, λdis = 3

7.3.7 Application in Low-Resource Setting

After we train the model on a source dataset, we can transfer it to a target dataset

with limited data. Considering the pattern information in the source dataset may be

misleading in a target dataset, we use the context representation to do the extractive

summarization in the zero-shot setting. As for the few-shot setting, the data samples

from the target dataset provide the model a chance to accomplish a quick adjustment

on its pattern information. In this case, we choose to fine-tune the pattern-related

parameters with the given samples to select useful patterns for the target dataset.

7.4 Experiment

7.4.1 Experiment Details

Dataset: We evaluate our proposed methods in three English datasets from dif-

ferent domains. The detailed information and comparison are shown in Table 7.2.

arXiv [19] collects academic articles from arXiv.org as source documents and uses

the abstracts of these articles as the target summaries. QMSum [189] is one of the

benchmark datasets for dialogue summarization. Considering the QMSum dataset
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contains both data samples for normal text summarization and query-focused sum-

marization, we only use the data samples that contain no query. Meanwhile, the

number of training data in QMSum is relatively small, so we only use it for test-

ing. CNN/DailyMail [105] is the classic dataset for news summarization. It is also

known for suffering from lead bias, where the summaries that consist of the lead three

sentences can achieve a relatively good performance.

Model Details: In this work, we adopt BERT-base as the encoder of our model.

Our implementation is based on Transformers from Hugging Face. In the training,

the learning rate is set to 2e-5, and the batch size is set to 16. We conduct the

validation for every 2000 steps and train the model for a maximum of 30000 steps. We

truncate all the input documents to 500 tokens. For the long-input summarization

dataset such as arXiv and QMSum, we split the original document into multiple

chunks and generate extractive summarization scores for the sentences in each chunk

independently. In all experiments, we select 3 sentences for CNN/DM and 6 sentences

for arXiv and QMSum. Following previous works, we also adopt the trigram blocking

trick during inference.

Evaluation Metric: We adopt Rouge as our evaluation metric [86] including Rouge-

1 (R-1), Rouge-2 (R-2), and Rouge-L (R-L) as evaluation metrics. In practice, we

use a python wrapper pyrouge to apply the classic Rouge 1.5.5.

7.4.2 Comparison

We compare our method with some commonly used baselines and previous state-

of-the-art methods designed for low-resource text summarization. There are three

types of methods: unsupervised baselines, comparable unsupervised models based on

domain transferring or pretraining, and other reference models that are not directly

comparable.

Unsupervised Baselines Lead-n aims to select the lead sentences in the docu-
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ment as the summaries, and it always plays an important role in the news sum-

marization dataset that heavily relies on the position pattern information such as

CNN/DailyMail. We also show the result of two strong unsupervised baselines Tex-

tRank [101] and LexRank [32].

Comparable Models AdaptSum [167] focuses on one-to-one domain adaption in

text summarization. It proposes a Source Domain Pre-Training (SDPT) strategy

that first fine-tunes a pretrained model on the source domain and then applies it

to the target domain. Another research [33] also proposes a similar method with it

and further extends with a data augmentation method. However, this data augmen-

tation method requires the pattern information from the target dataset and is not

comparable with our model.

Other Reference Models We display the result of BERTSum [92] training on the

full target dataset, which can be considered as the upper bound of our model.

7.4.3 Experiment Results

Zero-shot application We first evaluate the performance of our model in the zero-

shot setting in Table 7.3 and Table 7.4, where the information of the target dataset

is totally unknown. Here, we display the two variants of the model, Our adv using

the adversarial objective and Our mi adopting the MI minimization objective. Based

on the results, we have the following observation. Firstly, Our adv achieves the best

result in most cases. This indicates the effectiveness of context information in the

zero-shot setting. Meanwhile, we also observe that Our mi obtains a lower perfor-

mance compared to Our adv. Further investigation of the training process shows

that using the MI minimization objective is more difficult to disentangle pattern and

context information. We think the reason is that the two types of information are

not naturally disentangled and are optimized by the same extractive summarization

objectives. In this case, the model requires more clear guidance to achieve the disen-
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To arXiv R-1 R-2 R-L

Lead* 33.66 8.94 22.19

TextRank* 24.38 10.57 22.18

LexRank* 33.85 10.73 28.99

AdaptSum 36.28 9.17 32.26

Our adv 37.03 9.64 33.03

Our mi 36.89 9.44 32.75

BERT(full) 41.04 13.92 36.61

To QMSum R-1 R-2 R-L

Lead-5* 12.84 1.69 9.17

TextRank* 16.27 2.69 15.41

AdaptSum 26.41 4.67 23.80

Our adv 27.27 5.11 24.91

Our mi 26.71 4.49 24.18

Table 7.3: The results of models trained on CNN/DM in zero-shot setting.

tanglement.

Analysis of context and pattern information To understand the influence of

both context and pattern information on the target dataset, we compare the perfor-

mance of using context representation, using pattern representation, and using both

representations in Table 7.5. Considering the huge gap in the pattern between the two

datasets, it is not surprising that using the pattern representation achieves the worst

result. Meanwhile, its misleading information also pulls down the results of using

both representations. We also display the position distribution of extracted sentences

on arXiv using the model trained on CNN/DM in Figure 7.3. Since CNN/DM is

known for its lead bias, the pattern latent space learned on it inevitably tend to se-

lect the lead sentences. This trend further dominates the situation when using both

representations. As for using context representation alone, the lead bias is relatively
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To CNN/DM R-1 R-2 R-L

Lead* 40.49 17.66 36.75

TextRank* 33.85 13.61 30.14

LexRank* 34.68 12.82 31.12

AdaptSum 37.21 15.07 33.64

Our adv 38.37 15.81 34.64

Our mi 38.05 15.74 34.37

BERT(full) 42.83 19.82 39.13

To QMSum R-1 R-2 R-L

Lead-5* 12.84 1.69 9.17

TextRank* 16.27 2.69 15.41

AdaptSum 28.28 4.78 25.28

Our adv 28.01 4.74 24.94

Our mi 27.63 4.66 25.13

Table 7.4: The results of models trained on arXiv in zero-shot setting.

weaker.

Few-shot application Directly using the pattern information in an unsuitable dataset

leads to a decrease in the model performance. However, this does not mean the pat-

tern representation is completely useless. In the few-shot setting, we can obtain some

information from the target dataset and fine-tune the pattern latent space. To simu-

late this situation, for each target dataset, we build its few-shot version by randomly

taking 50 data samples from its original training set and splitting it into 25 training

data and 25 validation data. Here, despite our proposed model and AdaptSum, we

also show the result of directly fine-tuning a BERTSum model on the limited data.

In Table 7.6, the performance of all models is improved with the help of the limited

data, while the gap between Our adv and AdaptSum still exists. This shows our

model is capable of selecting the effective pattern information for the target dataset
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arXiv to CNN/DM R-1 R-2 R-L

Both 37.71 15.28 33.98

Context 38.37 15.81 34.64

Pattern 36.65 14.39 32.95

Table 7.5: The results on CNN/DM when using context/pattern representation.

Figure 7.3: The predicted sentences position distribution on arXiv when using con-

text/pattern representation.

and preserving its advantages on context information.

Ablation study We further conduct an ablation study. Firstly, we remove the ad-

versary objectives from our model (–adv loss), which means the model can only learn

the disentangled representation by approximating context/pattern features. Then we

further remove the multitask objectives (–aux loss). In this case, the main difference

between this model and the AdaptSum is that our classifier contains more parameters.

Here we compare the result of only using context representations in the zero-shot set-

ting. As shown in Table 7.7, we find that removing the adversary objectives leads to

a clear performance drop. This suggests that using the adversary objectives alone is

far enough to disentangle the context and pattern information. We also find that the
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arXiv to CNN/DM CNN/DM to arXiv

Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L

BERT 37.36 15.21 33.86 32.55 7.68 28.92

AdaptSum 38.21 15.91 34.60 39.12 11.25 34.78

Our adv 39.27 16.56 35.47 39.39 11.35 34.97

Table 7.6: The results on arXiv and CNN/DM in few-shot setting.

arXiv to CNNDM R-1 R-2 R-L

Our adv 38.37 15.81 34.64

–adv loss 37.72 15.44 34.05

–aux loss 37.11 14.75 33.44

Table 7.7: The ablation study in the zero-shot setting.

result of model ”–aux loss” is similar to the result of AdaptSum in Table 7.4, which

shows the improvement of our model is not brought by the additional parameters.

7.4.4 Visualization

To have a more direct observation, we visualize the context and pattern representa-

tions by using the t-SNE algorithm [143] to reduce them to two dimensions in Figure

7.4. These representations are taken from 1000 randomly sampled examples from

CNN/DM using the model trained on arXiv. Each point refers to a context/pattern

representation of a sentence from the source document. The figure shows that the

context latent space and pattern latent space are well separated into two parts, which

supports the effectiveness of our model in disentangling context and pattern informa-

tion.
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Figure 7.4: Visualization of context and pattern representations.

7.5 Discussion and Conclusion

We adopt two types of representative pattern information, position pattern, and

n-gram pattern, but it does not mean they cover all effective pattern information.

In this case, the way to efficiently include all types of pattern information is still

an important problem. Secondly, we do not put too much effort into investigating

the influence of different feature forms (pattern feature and context feature) for the

multitask objectives. Thirdly, due to the limitation of time and paper length, we only

evaluate our method in three representative domains. Other domains such as review

summarization (Reddit [146]) and legislation document summarization (BillSum [66])

are also worth exploring.

In this paper, we propose a novel extractive summarization model that aims to im-

prove the generalization ability in low-resource setting. It disentangles the sentence

representation to context and pattern representation and utilize the context infor-
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mation to reduce the influence of domain-specific pattern information during model

transferring. The experiment suggests the ability of our model in the disentangle-

ment, and it also supports the claim that the context information tends to have

better generalization ability facing the dataset from a different domain. With in the

era of large language model, when LLM can successfully handle general summariza-

tion, it is more important to explore abstractive summarization problems in vertical

area such as dialogue or medical. Multi-model summarization and multi-document

summarization are also potential directions. How to further extend this idea to these

problems becomes a challenge.
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Conclusions and Future Work

With the growing numbers of online news and documents, people are overwhelmed

by the great amount of information that exists in today’s society. How to organize

and summarize these information in an efficient way becomes a challenge. Therefore,

automatic summarization models have been proposed to cope with this situation and

free human labor from such tedious work.

In this thesis, we investigate the problems in text summarization. To fill the gap left

by the previous mainstream research paradigm ”news data + general model”, we pro-

pose three research problems, i.e. (1) How to use the nature features of news articles

to improve the general summarization model on news summarization? (2) How to

extend the current general summarization models to summarization tasks/domains

where these models cannot be directly applied? (3) How to utilize the large-scale

data in news summarization to assist summarization tasks/domains with insufficient

data? Based on the transformer model, we propose a series of models targeting at

specific summarization domains or tasks to address these problems. Our proposed

models obtain significant improvements compared with the state-of-the-art studies

and achieve our research goal.
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8.1 Summary of Contributions

Work 1 & 2: News Summarization Via Event Information

• Different from previous sentence-level extractive summarization approaches, we

introduce a novel approach to extractive summarization by extracting event-

level semantic units.

• We are the first to utilize an event graph to solve the sentence fusion problem

in text summarization, introducing the use of an event graph with graph flow

attention to capture both node representations and structural information.

• The two works consist of a complete framework for event-aware news summa-

rization framework by first extracting salient events and then fusing them into

abstractive summary sentences.

• The experiments and further ablation studies on news datasets demonstrate the

effectiveness of event-level information in news summarization.

Work 3: Long-Input Summarization Via Context-Aware Extract-Generate

Framework

• We first investigate the information loss in the extract-generate framework for

long-input summarization and propose to focus on context information preser-

vation.

• We develop a novel approach to generate the context prompts based on the

interpretation of the extractor. These context-related text spans are capable of

transferring the context information from the extractor to the generator without

decreasing the efficiency of the model.

• The experiments further show its effectiveness and efficiency in capturing and
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preserving the context information for the long-input summarization. And it is

flexible enough to apply on most extract-generate frameworks.

Work 4 & 5: Low-Resource Summarization via Knowledge Transferring

• We propose prefix-merging, an effective approach for transferring and integrat-

ing task knowledge from multiple auxiliary tasks to a target task with limited

data. In the context of query-focused summarization, integrating text summa-

rization and QA, our approach outperforms the traditional approach of fine-

tuning.

• We further explore prompt-based approaches in multi-task situations, providing

a potential solution for the few-shot learning in complex tasks that can be

integrated by the basic tasks.

• We develop a novel extractive summarization model that aims to improve the

generalization ability in low-resource settings.

• We first investigate the context and pattern information in the view of knowl-

edge transferring in extractive summarization, and develop a disentangled rep-

resentation learning model to detach them.

• The experiments suggest the great potential of the knowledge contained in the

large-scale news summarization data in improving the summarization system in

other tasks or domains.

8.2 Future Work

We discuss the following potential future directions of our work in this thesis.

145



Chapter 8. Conclusions and Future Work

• In Chapter 3 and Chapter 4, we discuss the usage of event information in

improving the news summarization model. The very essence here is to utilize the

domain-specific structure or features to do the summarization. Except the news

summarization, there also exist different domains such as dialogue or medical

reports with unique characteristics. For example, the dialogue records contain

the role or action information that might be effective for text summarization

[184, 12]. In this case, providing customized models for these domains is a

meaningful direction. Moreover, this also brings a question of whether there is

a unified framework that can quickly adapt to these various domains together

with their uniqueness. A similar framework has been proposed in question

answering [62], and we believe it is worth further exploration.

• In Chapter 5, we bypass the information bottleneck of the pretrained language

model through an efficient divide-and-conquer strategy. Another potential so-

lution for this problem is reducing the memory cost of the transformer itself.

The main idea for this type of model [6, 173, 64] is to replace full-connected

attention with sparse attention, which leads to much lower memory consump-

tion. However, when summarizing text like books with hundreds of thousands

of tokens, the current two approaches are far from enough in both feasibility

and efficiency. A potential solution is to combine both types of approaches.

The challenge is how to maintain the dependency across the input with both

sparse attention and truncated text. A hierarchical or recurrence structure that

combines the two approaches might be a solution.

• Recently, large language models (LLM) such as GPT-3 [7] or LLaMA [142]

have dominated the field of natural language process. In this case, combining

text summarization with LLM is also a crucial direction for future research. In

Chapter 6 and Chapter 7, we introduce knowledge transferring for text summa-

rization in tasks/domains with limited data. LLMs are native few-shot learners

that have strong abilities in generalization and in-context learning. Hence,
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LLM based summarization system can be a solution for summarization prob-

lems in these tasks/domains. Moreover, the evaluation for text summarization

has been a challenging problem, since a summary can often be expressed in mul-

tiple ways. Considering human evaluation is always expensive, the evaluation

based on LLM is a good substitute for it. LLM evaluator is capable of pro-

viding evaluation in different views including coherence, diversity, etc, far more

than the traditional overlapping-based metrics. In turn, the various metrics can

promote the development of the summarization system. Overall, the usage of

LLM in text summarization is an inevitable and exciting problem to be solved.
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