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Abstract 

Hydrogen serves as a clean energy carrier that holds great potential for enhancing the utilization 

of renewable energy and driving the transition towards a zero-carbon society in the future.  

Protonic ceramic electrolysis cell (PCEC) is a promising electrochemical technology for 

achieving efficient and sustainable large-scale hydrogen production. However, the intrinsic 

mixed-conducting nature of the electrolyte employed in PCEC results in the occurrence of 

current leakage, significantly impeding the Faradaic efficiency (FE) of PCEC. Furthermore, 

the chemical expansion caused by the hydration reaction between the electrolyte and gas phase 

raises significant concerns regarding the mechanical integrity of PCECs during operation. 

Therefore, current leakage and chemical expansion phenomena are challenges facing the 

development of PCEC. Numerical models of PCEC incorporating approaches such as the 

machine learning techniques and design of experiments (DOE) have been developed. The 

influences of various parameters on the PCEC are investigated to provide a comprehensive 

understanding of these phenomena.  

The simulation results reveal an observed non-linear correlation between the current density 

and Faradaic efficiency (FE). An optimal of 82% is found at 0.4 A cm-2 600 °C. When the 

current density further increases to 0.8 A cm-2, FE and its uniformity in the PCEC are 

respectively reduced by 21.3% and 8.8%. While the FE shows a continuous increase with 

increasing anode inlet flow rate or steam fraction. The results indicate that controlling the 

anodic operating parameter has a greater impact on regulating the electrochemical performance 

and FE of PCEC compared to the cathodic operating parameter. Indicated by the DOE results, 

the anodic inlet steam mole fraction is identified as the most important operating parameter 

affecting the FE of PCEC. The optimal trade-off operating point between electrochemical 

performance and FE can be achieved at 0.78 A m-2, 600 °C, delivering a 12.8% performance 

enhancement compared to the base condition. From the modelling results, it reveals that the 
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inclusion of chemical expansion results in a higher stress level in PCECs, accounting for more 

than 25% of the total stress at 600 °C. Similarly, the anode operating parameters have a greater 

impact on the mechanical behaviour of PCEC than the cathode operating parameters. Cathode 

porosity is identified as the most essential parameter to the mechanical behaviour of PCEC 

during the operation since increasing the cathode porosity can significantly reduce both thermal 

stress and chemically induced stress. 

Overall, the framework proposed in this work, which combines numerical modelling with other 

techniques, shows its power in understanding current leakage and chemical expansion in 

PCECs. The modelling investigations identify the important operating and structural 

parameters to the current leakage and chemical expansion in PCECs. Therefore, the simulation 

results can serve as a guide for formulating PCEC operation strategies and manufacturing 

designs to control or mitigate harmful phenomena during PCEC operation. The quantified 

description of various parameters is obtained from this study, revealing their impacts on the 

electrochemical performance, FE, and mechanical characteristics of PCEC. This study offers 

comprehensive insights into the phenomena of current leakage and chemical expansion in 

PCECs, providing a deeper understanding of these critical aspects. More importantly, the 

developed framework can help other researchers and be extended to address other problems in 

PCEC. 
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Chapter 1 Introduction 

1.1 Background 

Climate change and the energy crisis represent two urgent challenges that humanity must 

address. On one hand, the heavy dependence on fossil fuels not only contributes to excessive 

emissions of harmful pollutants like carbon dioxide and sulphur dioxide but also contributes to 

the ongoing issue of climate change [1]. On the other hand, the unsustainable exploitation of 

fossil fuel reserves accelerates their depletion, leading to an imminent energy crisis [2]. 

Consequently, it is imperative to foster a revolution in our current energy structure. The 

development and widespread adoption of renewable and clean energy sources to replace fossil 

fuels has become an imperative task. Wind and solar power are excellent renewable sources of 

energy for generating clean electricity without producing harmful emissions [3]. While wind 

and solar power possess numerical advantages, they are highly dependent on local geography 

and weather conditions, causing their main challenge to be intermittency [3]. This intermittency 

can lead to wasted or underutilized electricity generation when demand is inconsistent with the 

availability of wind or solar power. For example, in 2016, approximately 50 TWh of electricity 

generated from wind power was unused in China, accounting for nearly 17% of the total wind 

power generation [4]. This resulted in an economic loss of around 3.4 billion USD [4]. 

Hydrogen is a clean and efficient chemical fuel that has the potential to solve this problem. 

When wind and solar power are used for powering the electrolysis cells, the excess electrical 

energy that cannot be immediately utilized can be stored in the form of hydrogen [5]. The 

produced hydrogen can be easily converted back into electricity using fuel cells when there is 

a high electricity demand [6]. Hydrogen is therefore a promising and flexible energy carrier 

that can further reduce waste and improve the overall efficiency of energy systems through 

efficient storage and utilization of excess renewable energy. In this regard, developing 
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advanced electrolysis cells is becoming increasingly important to achieve efficient, large-scale 

hydrogen production. There are many types of electrolysis cells, in which protonic ceramic 

electrolysis cell (PCEC) is very attractive and has specific advantages. The comparison 

between PCEC and other electrolysis cells is shown in Table 1-1. 

Table 1-1 The comparison between PCEC and other electrolysis cell [7–12]. 

Electrolysis 

cells 

Operating 

temperature, °

C 

Noble/non-

noble Catalyst 

Typical 

electrolyte 

(charge 

carrier) 

Efficiency, % 

Protonic 

ceramic 

electrolysis cell 

(PCEC) 

400-600 Non-noble BZY(H+) 70-90 

Solid oxide 

electrolysis cell 

(SOEC) 

800-1000 Non-noble YSZ(O2-) <110 

Molten 

carbonate 

electrolysis cell 

(MCEC) 

600-700 Non-noble Na2CO3 in 

LiAlO2 (CO
2-

3 ) 

70-82 

Alkaline 

electrolysis cell 

(AEC) 

25-200 Non-noble KOH solution 

(OH-) 

60-80 

Proton 

exchange 

membrane 

electrolysis cell 

(PEMEC) 

60-180 Noble Nafion 

membrane (H+) 

65-80 

The operation of PCEC does not depend on noble metal catalysts, thanks to its high operating 

temperature [13]. In addition, the operating temperature enables PCEC can utilize the thermal 

energy, leading to a higher efficiency [14]. This makes PCEC more economically attractive 

than low-temperature electrolysis cells such as PEMEC. Compared with high-temperature 

electrolysis cells such as MCEC, PCEC is equipped with a solid electrolyte, enabling it a more 
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stable and safer operation [15]. This makes PCEC more technologically attractive. An 

interesting comparison is between PCEC and SOEC. As illustrated, the operating temperature 

of PCEC is slightly lower than that of SOEC, which allows for richer material choices and 

longer service life [16]. This makes PCEC more technically and economically viable [16,17]. 

Therefore, based on the above discussion, it can be acknowledged that PCEC is a promising 

technology that can serve as a key engine for building a hydrogen society in the future. 

However, it must be admitted that PCEC is still an immature technology. More efforts should 

be devoted to its research. This section will next review the working principle.  

 

 

Figure 1.1 Schematics of (a) working principle of PCEC using a pure proton conductor; (b) 

working principle of PCEC using a mixed conductor. 

In Figure 1.1 (a), it demonstrates that H2O as a hydrogen carrier can provide protons to cathodic 

electrochemical reactions for producing H2. Likewise, an incomparable advantage of PCEC 

compared to SOEC is that no H2O is generated in the cathode [14]. This characteristic allows 

the PCEC system to ignore the downstream separation process between H2 and H2O, which is 

an indispensable process in the SOEC system [18]. This can not only remarkably simplify the 
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operation, but also greatly simplify the design of the entire system. For this reason, using PCEC 

for large-scale H2 production is more economically promising than using SOEC. Additionally, 

the absence of H2O in the cathode of PCEC can avoid Ni oxidation, which is one of the most 

important causes of SOEC cathode degradation [19,20]. In the cathode of SOEC, the presence 

of H2O may react with the Ni particles to generate volatile Ni(OH)x species which is widely 

considered to be the mechanism leading to Ni coarsening [21–23]. Ni coarsening is also one of 

the reasons leading to the performance degradation of SOEC [24]. This illustrates that the Ni 

coarsening can be inhibited in the cathode of PCEC. Moreover, in previous experimental 

studies of SOEC, it is found that the delamination of the anode from the electrolyte should be 

the dominant reason for the performance degradation [25–27]. Previous findings show that the 

delamination tends to occur under high oxygen partial pressure and high temperature (> 750 °C) 

conditions [28–31]. As shown in Table 1-1, PCEC can operate under a lower temperature than 

SOEC. Based on the above discussion, unlike the counterpart SOEC, PCEC exhibits the 

potential to operate stably for a long time without significant degradation. This also 

demonstrates the technological advantages of PCEC.  

1.2 Literature review  

This section will review the latest progress of PCEC and the challenges facing its development. 

Currently, many researchers have devoted tremendous efforts to the development of PCECs. 

Vøllestad et al. developed a tubular PCEC using BaZr0.7Ce0.2Y0.1O2.95 as an electrolyte (10 cm2 

active area) [32]. The highest hydrogen production rate was found to be around 0.8 ml min-1 

cm-2 at 600 °C. Duan et al. developed a BaCe0.7Zr0.1Y0.1Yb0.1O3−δ -based PCEC, which can also 

operate in fuel cell mode efficiently [33]. Additionally, numerous studies have reported 

excellent results in terms of hydrogen production rate [33–36]. For example, Ding et al. 

reported a hydrogen production rate of nearly 90 ml cm-2 h-1 at 550 °C, 1.4V, which is 
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substantially higher than the hydrogen production rate of a typical PEMEC [37–39]. However, 

a major disadvantage of PCEC, current leakage, can be caused by the intrinsic property of 

electrolyte materials. Explicitly, the electrolyte material is not a pure proton conductor but a 

mixed conductor [40]. For example, many experimental data show that the Yttria-doped 

Barium Zirconate (BZY), a typical proton-conducting electrolyte used in PCEC, can conduct 

other charge carriers besides protons [41,42]. Specifically, in addition to protons (𝑂𝐻𝑂
⋅ ), the 

oxygen vacancies (𝑉𝑂
⋅⋅) and polarons (𝑂𝑂

⋅ ) can also transfer through the electrolyte. Those 

charge carriers can be generated via the defect chemical reactions between the gas species and 

electrolyte material [43]. For example, in Figure 1.1 (b), the polarons can be generated through 

the reaction between oxygen, lattice oxygen and oxygen vacancies in the electrolyte. 

Additionally, the polarons can react with the electrons released by the electrochemical reactions 

[44–46]. In such a way, electrons cannot fully react with protons to generate hydrogen, which 

considerably weakens the faradaic efficiency (FE) of PCEC [32,37]. Therefore, the conduction 

of polarons is significantly detrimental to the electrochemical performance of PCEC. For a 

PCEC using BZY20 as the electrolyte, the maximum FE is only around 40% under 600 °C with 

an 80% O2-20% H2O gas composition in the anode [47]. The current leakage is a troublesome 

problem hindering the development of PCEC. Some experimental efforts have been made to 

understand and investigate the current leakage phenomenon in PCEC. 

The effects of doping concentration on the properties of BZY and Yttria-doped Barium 

Zirconate-Cerate (BZCY) have been investigated experimentally. It shows that in BZY, the 

protonic defects and oxygen vacancies tend to be located near the Y cations while increasing 

the partial pressure of H2O can suppress the current leakage [48]. Small grains and numerous 

grain boundaries are observed in BZY, leading to a lower conductivity of BZY [49]. It is found 

that although increasing the doping of Ce can enhance the proton uptake of BZCY, it reduces 
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the stability of the electrolyte under humidified conditions [50]. To inhibit the current leakage 

and improve the FE of the PCEC, some fabrication strategies have been experimentally 

developed by many researchers [51]. For example, a heterogeneous design of PCEC is 

conceived, from which the electrochemical performance benefited [52]. In other words, the 

electrolyte particles in the anode are different from the material used as the electrolyte. It is 

found that with this novel design, the FE is improved by 10% at 1.3 V, 823 K. In addition, 

some researchers work on another strategy, i.e., using a hole-blocking layer supported on the 

proton-conducting electrolyte, to suppress the current leakage [53–55]. It is found that although 

the proton conductivity of the hole-blocking layer is lower than that of BZY, its low electronic 

hole transport number can efficiently block the transport of electronic holes. In addition, the 

electrochemical testing results show that this bilayer design of the electrolyte is an efficient 

strategy to increase both open-circuit voltage (OCV) and FE of the PCEC.  

In addition to these experimental studies, some numerical investigations have been performed 

[56]. Unlike early developed numerical models of PCEC [57–59], in which the electrolyte is 

considered a pure proton conductor, recent modelling studies have considered the transport of 

various charge carriers in the electrolyte to simulate current leakage phenomenon. Zhang and 

co-workers develop a numerical model to account for the current leakage in the BZY20 [60]. 

Notably, an analytical solution is derived in their work to quantitatively describe the amount 

of leakage currents in the BZY20. The results suggest that the FE at a high temperature is 

generally lower than that at a low temperature. Another numerical model is developed to 

investigate the defect transport in the radial direction through the BZY20 [61]. Both steady-

state and transient behaviours of the BZY20 membrane are taken into consideration. Unlike 

the previous numerical work, in which the analytical equation is applied to describe the leakage 

current, a Nernst-Planck-Poisson (NPP) model is developed in this work to describe the 

transport of different charge carriers through the BZY20 membrane. As a result, this NPP 
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model can systematically describe the complex transport processes of different charge carriers 

through the electrolyte, thereby unveiling the mechanism of leakage current. Thereafter, Zhu 

et al. further apply this NPP model to a PCEC using BZY10 as the electrolyte [62]. The effects 

of environmental atmosphere composition on the OCV of PCEC are well-investigated in their 

work. Their 1D model results show that the FE is higher at a lower operating temperature. 

Furthermore, it also indicates that FE tends to be higher at a higher voltage when the operating 

temperature is fixed. A 1D model is developed for another proton conductor, BCZYYb711 

[63]. The hydration thermodynamics and transport characteristics in this material are 

investigated. It is found that this material could achieve a higher FE at 600 °C compared to 

BZY20. Priya and Aluru [64] develop a multiscale model of BZY15 based PCEC model. an 

important contribution in their model is using density functional theory (DFT) to calculate the 

energy barriers of electrochemical reactions and defect chemical reactions. Therefore, the 

information obtained from the micro-scale model (DFT) can be used as input in the cell-level 

model. The results found that the reducing or oxidizing environment can significantly affect 

the performance of electrolyte. PCEC is more fit to the oxidizing environment. Putilov et al. 

[65] propose a 1D model of PCEC to study the role of acceptor impurities on the transport of 

protons and oxygen vacancies in the electrolyte. Results demonstrate a substantial interaction 

between the acceptor impurities and protonic defects. Their work also demonstrates the 

possibility of various acceptor impurities to modulate the FE of PCEC. Virkar [66] derives the 

transport flux of various charge carriers in the electrolyte based on the equilibrium between the 

electrochemical potential. In addition, the OCV of the PCEC is expressed in the Goldman–

Hodgkin–Katz form. The analysis also shows the distribution of chemical potential of H2 and 

O2 across the cell. Additionally, some modelling studies offer theoretical support for the 

implementation of the bilayer electrolyte strategy. Ortiz-Corrales and coworkers [67] develop 

a 1D model to simulate bilayer electrolyte with BZY20 in the hydrogen electrode side and 
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LWO in the oxygen electrode side. The leakage current can be effectively blocked by the LWO 

layer, and the FE can reach 90% with the bilayer electrolyte. Otomo et al. [68] demonstrate 

that the thickness of LWO should be well controlled since its proton conductivity is smaller 

than that of BZY20. The optimal thickness is identified to be 1 μm in their study. Another study 

done by Lei et al. [69] investigates the complex transport process in proton-conducting electrolytes 

from the perspective of oxygen ion conduction. The simulation suggest that the oxygen ion 

conduction is mainly affected by the partial pressure of steam in the hydrogen electrode side, rather 

than that in the oxygen electrode side. The oxygen ion conduction in the electrolyte can be 

significantly enhanced by decreasing the partial pressure of steam in the hydrogen electrode side. 

Although the previous studies could provide a comprehensive description of the complicated 

transport processes within the electrolyte, the heat transport in the PCEC is not taken into 

consideration. The heat transport can significantly affect the temperature distribution in the 

PCEC, thereby affecting the electrochemical performance of the PCEC [70]. In addition, as 

previous studies reveal, the FE of PCEC is very sensitive to temperature. Hence, taking heat 

transport into account can provide a more realistic understanding of the current leakage 

phenomenon in PCEC. With the consideration of heat transfer in the PCEC, a comprehensive 

description of the effects of various operating parameters on the electrochemical performance 

as well as the FE of PCEC should be provided by a numerical model. Furthermore, previous 

studies are all one-dimensional (1D) models, i.e., along the cell thickness direction. From Ref. 

[71], authors derives an analytical expression of molar flux of charge carriers in the electrolyte 

as a function of concentration of gas species along the gas channel. In this regard, the effects 

of gas species concentration distribution on the transport of charge carriers within the 

electrolyte should be incorporated into the model. Therefore, two-dimensional (2D) models 

should be developed to provide valuable information on PCEC along both the cell length 

direction and the cell thickness direction. The numerical model of PCEC can not only 
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accurately describe the leakage current of PCEC, but also help researchers study the effects of 

various operating parameters on the electrochemical performance and FE of PCEC.  

In addition to the current leakage in PCEC, there is another phenomenon that should be 

considered, namely, chemical expansion. The chemical expansion has been reported in 

previous experimental studies of PCECs [92]. As shown in Figure 1.1 (b), steam can react with 

the deficiencies in the electrolyte material, the process of which is known as hydration reaction 

[93]. Two protonic defects can be produced from the hydration reaction, eventually leading to 

the lattice expansion in the electrolyte material on a microscopic scale. The hydration reaction 

can take place between the electrolyte material and steam even under the open-circuit condition 

[94]. However, when the current is provided to the PCEC, the charge transfer reactions will 

pose a significant impact on the concentration of protonic defects [95]. As shown in Figure 1.1, 

the protonic defects will be generated and consumed in the anodic and cathodic charge transfer 

reactions respectively. The concentration of protonic defect in the anode side tends to be higher 

than that in the cathode side. The charge transfer reactions in the cell would affect the chemical 

expansion significantly via the producing/consuming the protonic defects. Therefore, chemical 

expansion is an important phenomenon that should be considered in PCEC mechanical 

simulations. Chen and co-workers show that a reduced chemical expansion in PCEC can 

contribute to an improvement in its durability [94]. They find that the doping concentration has 

an impact on the chemical expansion of proton conductor (BCZY). It demonstrates that the 

chemical expansion would decrease with the decreasing Zr content. A similar result is reported 

by Zvonareva et al. [96]. They observe the chemical expansion in BaSn1–xYxO3–δ is enhanced 

with an increase in Y-content. Similar to thermal expansion, such a chemical expansion can 

also cause chemically induced mechanical stress [97]. Considering the significance of both 

thermal expansion and chemical expansion, it is crucial to incorporate them into the numerical 

model. This inclusion will provide a comprehensive understanding of the mechanical stress 
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experienced during the operation of the PCEC. Such understanding is vital for improving the 

durability and stability of the PCEC. Although the mechanical analysis of PCECs is limited, 

many studies on the mechanical analysis of SOECs have emphasized the importance of 

understanding how various parameters affect the mechanical behaviour of SOECs [98–101]. 

For example, Han et al. [99] propose a new design of SOEC using the metal foam, which 

showed a significant effect on enhancing the heat transfer process in SOEC. It is found that 

compared to conventional design, the maximum temperature in the cell can be reduced by more 

than 35 K, while the maximum thermal stress can be reduced by around 70%. Sun et al. [100] 

investigate the thermal stress distribution in the SOEC by examining the effects of different 

operating parameters. The operating temperature is found to be the most significant parameter. 

Wang et al. [102] perform a mechanical analysis on the SOEC to evaluate the crack formation. 

Their results show that the galvanostatic electrolysis mode is more robust in terms of 

mechanical integrity compared to the potentiostatic electrolysis mode, which became more 

prominent at high current densities. Furthermore, Bao et al. [103] apply risk-of-rupture 

approach to conduct the reliability analysis on the SOEC by considering the thermal stress. A 

potential risk of cell failure is indicated from their results reliability analysis when the operating 

voltage is much higher than the thermoneutral voltage. With this knowledge, a more rational 

operation strategy can be developed to play a crucial role in enhancing the durability and 

stability of the PCEC system. Therefore, it is essential to perform a thermo-mechanical analysis 

of PCEC. Furthermore, it is worth noting that some numerical studies on the chemical 

expansion of doped ceria materials used in SOEC have been reported. Zhu and coworkers 

simulate the mechanical stress in a SOEC using samaria-doped ceria (SDC) [104]. They 

suggest that the working temperature of SOEC should be less than 700 °C to reduce the stress-

level in a SOEC. In addition, Lenser et al. simulate the chemical expansion in a SOEC using 

gadolinium-doped ceria (GDC) [105]. It shows that the decreased partial pressure of oxygen 
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can affect the chemical expansion of GDC, resulting in substantial chemically induced stress. 

Terada et al. [106] investigate the chemical expansion in GDC in SOFC operation. It is found 

that the expansion at the cathode and anode leads to compressive stresses, which are 

counterbalanced by tensile stresses in the electrolyte. Swaminathan et al. [107] formulate an 

electro-chemo-mechanical theory that integrates electrical potential with the transport of 

defects, establishing a connection between mechanical stress and defect transfer. However, 

modelling work specifically on the chemical expansion of PCEC has yet to be completed. 

Therefore, in Chapter 4, the modelling work considering both chemical and thermal expansion 

in PCECs will be introduced in detail.  

Furthermore, there exists a trade-off between the electrochemical performance and Faradaic 

efficiency (FE) of PCEC due to the tendency of electrochemical performance to improve at 

higher temperatures, whereas FE tends to exhibit the opposite behaviour [72]. Hence, when the 

electrolyte material is predetermined, it becomes significant to regulate the operating 

parameters of PCEC to achieve a balance between electrochemical performance and Faradaic 

efficiency. This route holds promise for enhancing the overall efficiency of PCEC. To address 

this research gap, it is necessary to undertake a multi-objective optimization study of PCEC. 

Due to the computational cost associated with considering the complex transport processes in 

the electrolyte in the numerical model, employing a surrogate model is advantageous in 

performing the optimization process. This allows for faster evaluations and iterations during 

the optimization process, enabling more efficient exploration of the parameter space and 

accelerating the overall optimization of PCEC. Deep neural network (DNN) can be used to 

fulfil this requisite. It has been reported that the average maximum relative error in predictions 

of electrochemical performance using a DNN model can be less than 1% [73–75]. Moreover, 

the efficiency of the DNN model is highlighted by the fact that obtaining a solution requires 

less than 1 second, compared to the more than 3 minutes needed for solving numerical models 
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[76]. Consequently, the DNN model proves to be a rapid and precise means of reproducing the 

results derived from the numerical model [77,78]. In addition to the DNN model, several 

conventional machine learning (ML) models, such as Support Vector Machines (SVM) and 

Bayesian networks, can be employed in the domains of fuel cells and electrolysis cells as well 

[79,80]. Numerous studies have conducted comparisons between neural network models and 

traditional ML methods. While it is observed that DNN models necessitate a larger volume of 

data for training compared to traditional models, consequently extending the training duration 

[81,82]. The feature selection process in DNN model is notably simpler and time efficient. 

Importantly, the findings underscore that the DNN model consistently outperforms traditional 

methods, especially in multivariate output regression [83–86]. Therefore, the selection of DNN 

is motivated by its demonstrated high performance. The most common used multi-objective 

algorithms in the domain of fuel cell and electrolysis cells simulations are evolution based 

algorithms and swarm based algorithms [87,88]. Both categories are heuristic optimization 

methods. Evolution-based algorithms, such as Genetic algorithm (GA), are inspired by the 

natural selection/genetics [89]. Swarm-based algorithms, typified by Particle swarm 

optimization (PSO), draw inspiration from social behaviour of animals [90]. Some work studies 

have been undertaken to compare the performance of these algorithms. Notably, in an 

optimization study of a fuel cell/gas turbine system, PSO demonstrated superior convergence 

performance over GA [91]. However, in a fuel cell/electrolysis cell system optimization study, 

GA outperformed PSO in terms of finding optimal solutions. Hence, the comparison of 

algorithm performance should be problem specific. In the following optimization work 

introduced in Chapter 5, GA is used for optimization process. Noteworthy, given the multi-

objective nature of the study, the GAs capable of handling multiple objectives should be 

utilized.  
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Based on the literature review, the research gaps are summarized as follows: Firstly, a 2D 

model of PCEC that considers the influences of heat transport and gas species distribution 

along the cell length on the charge transfer in the electrolyte should be developed. This will 

result in a more realistic portrayal of PCEC behaviour. Secondly, a comprehensive model of 

PCEC that considers both thermal and chemical expansions should be constructed to provide 

insights into the role of chemical expansion and the mechanical properties of PCEC during 

operation. Lastly, incorporating faraday efficiency into consideration in multi-objective 

optimization study in PCEC is crucial, which aims to strike a balance between electrochemical 

performance and faradaic efficiency.  

1.3 Research objectives 

 

Figure 1.2 Outline of thesis. 

The overall goal of this research work is to develop a 2D comprehensive model to accurately 

understand how the inherent characteristics of electrolyte, i.e. current leakage and chemical 
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expansion affect the electrochemical performance, Faradaic efficiency, and mechanical 

behaviour of PCECs. In addition, the objectives of this research are shown in Figure 1.2: 

1) Provide the understanding of the main effects of various operating parameters and 

interactions between them on the electrochemical performance and faradaic efficiency of 

PCEC by a numerical model combined with the design of experiments (DOE) method. 

2) Obtain a comprehensive mechanical understanding of PCEC during the operation using a 

numerical model integrated with DOE method.  

3) Achieve a trade-off between the electrochemical performance and faradaic efficiency of 

PCEC via a numerical model coupled with a machine learning accelerated optimization 

process.  

After achieving the three objectives, some important outcomes can be captured, as shown in 

Figure 1.2. In addition, the originalities of this research can be summarized as follows:  

1) Heat transfer in PCEC is considered, making the simulation results more persuasive and 

accurate. 

2) 2D model is developed to provide valuable information along both cell length and cell 

thickness directions, which enables the consideration of the effect of species concentration 

distribution on different charge carrier transport in the electrolyte.  

3) DOE method is applied to enable a statistically designed numerical study. 

4) The chemical expansion the PCEC electrolyte is accounted for, enabling a more realistic 

prediction. 
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Chapter 2 Methodologies for developing numerical model, surrogate model and 

parametric studies 

2.1 Percolation theory 

Percolation theory is widely applied in SOEC/PCEC modelling to portray the relationship 

between the microstructural properties of electrodes and the effective properties of electrodes. 

Detailed information concerning the percolation theory can be found in Refs. [108,109]. A 

percolation probability, 𝑃𝑘 , defining the possibility of particles forming effective-connected 

conduction paths, can be determined as [110,111]:  

 
𝑃𝑘 = 1 − (

4.236 − 𝑍𝑘,𝑘
2.472

)3.7 (2-1) 

where 𝑍𝑘,𝑘 is the average number of contacts between 𝑘 particles, which can be determined by 

volume fraction (𝜙𝑘) and the radii of particles (𝑟𝑘) [108,109,112]:  

 
 𝑍𝑒𝑙,𝑒𝑙 = 𝑍𝑎𝑣𝑔

𝜙𝑒𝑙/𝑟𝑒𝑙
𝜙𝑒𝑑/𝑟𝑒𝑑 + 𝜙𝑒𝑙/𝑟𝑒𝑙

 (2-2) 

 
𝑍𝑒𝑑,𝑒𝑑 = 𝑍𝑎𝑣𝑔

𝜙𝑒𝑑/𝑟𝑒𝑑
𝜙𝑒𝑑/𝑟𝑒𝑑 + 𝜙𝑒𝑙/𝑟𝑒𝑙

 (2-3) 

where 𝑍𝑎𝑣𝑔 represents the average total coordinate number and is assigned to be 6 in a random 

packing spheres system [109]. The subscripts el and ed denote the electrolyte phase and 

electrode phase, respectively. Moreover, the average number of contacts between two different 

particles, 𝑍𝑒𝑙,𝑒𝑑, can be estimated as [109]: 

 
𝑍𝑒𝑙,𝑒𝑑 =

1

2
(1 +

𝑟𝑒𝑙
2

𝑟𝑒𝑑
2 )𝑍𝑒𝑙,𝑒𝑙 (2-4) 

Consequently, based on percolation probability and number of contacts, some effective 

microstructural properties of porous electrodes can be calculated and listed as follows. 
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2.1.1 Effective electrochemically active length (area) per unit volume 

Firstly, the triple-phase boundaries (TPBs) per unit volume (m m-3), 𝜆𝑇𝑃𝐵,𝑉
𝑒𝑓𝑓

, can be calculated 

as: 

𝜆𝑇𝑃𝐵,𝑉
𝑒𝑓𝑓

= 2𝜋𝑚𝑖𝑛(𝑟𝑒𝑑, 𝑟𝑒𝑙)𝑃𝑒𝑑𝑃𝑒𝑙𝑛𝑒𝑑
𝑉 𝑍𝑒𝑑,𝑒𝑙𝑠𝑖𝑛(𝜃/2) (2-5) 

where 𝑛𝑒𝑑
𝑉  represents the number density of electronic particles (no./m3), namely, 𝑛𝑒𝑑

𝑉 =

((1 − )𝜙𝑒𝑑)/(4𝜋𝑟𝑒𝑑
3 /3). 𝜃 assumed to be 30°, is the contact angle between different particles. 

The selected contact angle is based on a 1998 publication that introduced this angle without 

providing a rationale. Numerous researchers have incorporated this contact angle into their 

models. Nonetheless, the specific value of the contact angle can influence the computation of 

microstructural properties. A 20% increase or decrease in the contact angle can lead to a 

corresponding 19% and 20% rise or fall in the results of 𝜆𝑇𝑃𝐵,𝑉
𝑒𝑓𝑓

. Consequently, a 

comprehensive investigation into the validity of this contact angle assumption for the porous 

electrodes of PCECs is crucial for forthcoming research endeavours. Secondly, for mixed-

protonic and electronic conducting (MPEC) materials, the TPBs can be extended to percolated 

double-phase boundaries (DPBs) [113]. Thus, this area-specific TPBs (m2 m-3), 𝜆𝑇𝑃𝐵,𝐴
𝑒𝑓𝑓

, can be 

expressed by the following formulas [114]: 

 𝜆𝑇𝑃𝐵,𝐴
𝑒𝑓𝑓

= 𝑛𝑀𝑃𝐸𝐶
𝑉 𝑆𝑝𝑜𝑟−𝑀𝑃𝐸𝐶𝑃𝑀𝑃𝐸𝐶

𝑒 𝑃𝑝   (2-6) 

where 𝑃𝑝 is the percolation probability for the proton-conducting phase. Since both MPEC and 

electrolyte particles can provide conducting pathways for protons, 𝑃𝑝  is assumed to be 1. 

𝑆𝑝𝑜𝑟−𝑀𝑃𝐸𝐶 (m2) defines the area of MPEC particles exposed to the pore phase, shown as [114]: 

 

𝑆𝑝𝑜𝑟−𝑀𝑃𝐸𝐶 = 2𝜋𝑟𝑀𝑃𝐸𝐶
2 [2 − (1 − cos 𝜃𝑀𝑃𝐸𝐶)𝑍𝑀𝑃𝐸𝐶,𝑀𝑃𝐸𝐶

− (1 − cos 𝜃𝑀𝑃𝐸𝐶)𝑍𝑀𝑃𝐸𝐶,𝑒𝑙]   
(2-7) 
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2.1.2 Effective conductivity 

In the porous electrodes, the intrinsic conductivity of 𝑘  phase, 𝜎𝑘
0 , should be corrected 

according to the following equation [115]: 

 𝜎𝑘
𝑒𝑓𝑓

= 𝜎𝑘
0[(1 − 𝜀)𝜙𝑘𝑃𝑘]

𝜁 (2-8) 

where 𝜀 is the porosity, 𝜁 signifies the Bruggeman factor (typically set to 1.5-3) [115], 𝜎𝑘
𝑒𝑓𝑓

is 

the effective conductivity (S m-1). 

2.1.3 Average pore diameter 

The average pore diameter (m) is an important parameter of a porous medium, which can be 

calculated as [114]: 

 𝑑𝑝𝑜𝑟𝑒 =
4

3
(
𝜀

1 − 𝜀
)

1

𝜙𝑒𝑑/𝑟𝑒𝑑 + 𝜙𝑒𝑙/𝑟𝑒𝑙
 (2-9) 

Subsequently, the permeability of a porous medium (m2) can be defined as [114]: 

 
𝜅 =

𝜀3𝑑𝑝𝑜𝑟𝑒
2

72𝜏(1 − 𝜀)2
 (2-10) 

2.2 Charge transfer 

The transport of electrons obeys Ohm’s law associated with the charge continuity equations 

[116].  

 𝛻 ⋅ 𝒊𝑒𝑑 = 𝛻 ⋅ (−𝜎𝑒𝑑
𝑒𝑓𝑓
𝛻

𝑒𝑑
) = −𝑖0𝜆𝑇𝑃𝐵

𝑒𝑓𝑓
 (2-11) 

where 𝒊𝒆𝒅  represents the current vectors. However, proton-conducting electrolytes used in 

PCFCs such as BZY are mixed conducting materials. Therefore, a defect chemical model 

should be developed to deliver an accurate and realistic description of the transport of charged 

species within the electrolyte, which would be next reviewed.  



 

 

18 

2.2.1 Nernst-Planck-Poisson Model 

The conservation equation of a mobile charged species through the electrolyte can be expressed 

as: 

 𝜕𝑐𝑖
𝜕𝑡

+ ∇ ⋅ 𝐽𝑖 = 𝑠𝑑 (2-12) 

where 𝑐𝑖 is the concentration of species i (mol m-3); 𝑠𝑑 is the source term for the defect species; 

𝐽𝑖 is the molar flux of species i (mol m-3 s-1), which can be expressed by the Nernst-Planck 

equation [117]: 

 
𝐽𝑖 = −𝐷𝑖

𝑒𝑓𝑓
 (∇ 𝑐𝑖 +

𝑧𝑖𝐹

𝑅𝑇
 𝑐𝑖 ∇𝑒𝑙 −

3 𝛽𝑖[𝑖]

𝑅𝑇
∇𝜎ℎ)  (2-13) 

Both diffusion and migration of charged species within the electrolyte are depicted in Eq. 

(2-13). Noteworthy, the third term on the right-hand side indicates the effect of stress on molar 

flux and is only considered when chemical expansion is considered. Where 𝐷𝑖
𝑒𝑓𝑓

is the effective 

diffusion coefficient of charged species i (m2 s-1); F is the Faraday constant (96458.3 C mol-1); 


𝑒𝑙

 stands for the electrostatic potential within the electrolyte (𝑉). Its relationship with the local 

charge density can be described by the Poisson equation [118]: 

 ∇ ⋅ ( 𝜀𝑎𝑏𝑠 ∇𝑒𝑙) + 𝐹 ∑𝑧𝑖𝑐𝑖
𝑖

= 0  (2-14) 

where 𝜀𝑎𝑏𝑠 is the absolute permittivity of the membrane material, 𝑧𝑖 is the number of charges 

carried by the species i. For species i, its current density (𝑖𝑖) through the membrane can be 

derived based on the molar flux. Under the steady state, the external current density (𝑖𝑒𝑥) 

through the electrolyte surface is the sum of the current density of each species: 

 𝑖𝑒𝑥 = 𝐹∑𝑧𝑖𝐽𝑖
𝑖

= ∑𝑖𝑖
𝑖

 (2-15) 
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2.2.2 Defect concentration 

To solve the NPP model, the concentration of different defect species is required as a boundary 

condition. In this model, three defect incorporation reactions can take place between the gas 

phase and electrolyte phase under wet conditions.  

 0.5𝐻2 + 𝑂𝑂
⋅ ⇋ 𝑂𝐻𝑂

⋅  (2-16) 

 𝐻2𝑂 + 𝑂𝑂
× + 𝑉𝑂

⋅⋅ ⇋ 2𝑂𝐻𝑂
⋅  (2-17) 

 0.5𝑂2 + 𝑂𝑂
× + 𝑉𝑂

⋅⋅ ⇋ 2𝑂𝑂
⋅  (2-18) 

where 𝑂𝑂
×, 𝑂𝐻𝑂

⋅ , 𝑉𝑂
⋅⋅, 𝑂𝑂

⋅  signify the lattice oxygen, proton defect, oxygen vacancy and oxygen-

site polaron, respectively. The chemical reactions involving defects between the gas phases 

and the electrolyte material can impact the stability and overpotential of PCECs. For instance, 

the hydration reaction (Eq. 2-18) can alter the concentration of protonic defects within the 

electrolyte materials, subsequently influencing chemical expansion and the stress it induces. 

Consequently, the overall stability of the PCEC can be affected. Additionally, as these defect 

chemical reactions progress, the partial pressure of various gas phases within the PCEC 

undergoes changes, consequently impacting the overpotential of the PCEC. The oxygen-site 

polaron, which can react with the electrons and lead to current leakage, is considered the 

combination of electron holes and lattice oxygen. Accordingly, the rates of three defect 

chemical reactions can be expressed as follows: 

 𝑟1 = 𝑘𝑓1𝑐𝐻2
0.5𝑐𝑂𝑂⋅ − 𝑘𝑏1𝑐𝑂𝐻𝑂⋅  (2-19) 

 𝑟2 = 𝑘𝑓2𝑐𝐻2𝑂𝑐𝑂𝑂×𝑐𝑉𝑂
⋅⋅ − 𝑘𝑏2𝑐𝑂𝐻𝑂⋅

2  (2-20) 

 𝑟3 = 𝑘𝑓3𝑐𝑜2
0.5𝑐𝑂𝑂×𝑐𝑉𝑂

⋅⋅ − 𝑘𝑏2𝑐𝑂𝑂⋅
2  (2-21) 

where kf and kb are the forward and backward reaction rate coefficients, respectively. The ratio 

of kf to kb equals the equilibrium constant for each reaction. The equilibrium of the above 

reactions can be written as: 
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𝐾𝑝,𝐻2 =

[𝑂𝐻𝑂
⋅ ]

[𝑂𝑂
⋅ ]𝑝𝐻2

0.5  (2-22) 

 
𝐾𝑝,𝐻2𝑂 =

[𝑂𝐻𝑂
⋅ ]2

[𝑂𝑂
×][𝑉𝑂

⋅⋅]𝑝𝐻2𝑂
 

(2-23) 

 
𝐾𝑝,𝑂2 =

[𝑂𝑂
⋅ ]2

[𝑂𝑂
×][𝑉𝑂

⋅⋅]𝑝𝑂2
0.5 (2-24) 

where 𝑝𝑖 is the gas partial pressure of gas species i, [𝑋𝐵] is the molar concentration of defect 

species 𝑋𝐵. Its relationship with the molar volume of the electrolyte materials (𝑉𝑚) and defect 

unit concentration ([𝑋𝐵]𝐿) is shown as: 

[𝑋𝐵]𝐿 = [𝑋𝐵]𝑉𝑚 (2-25) 

In addition, the equilibrium constant can be thermodynamically determined via entropy change 

(𝛥𝑆°) and enthalpy change (Δ𝐻°) of the defect reactions [117]: 

𝐾𝑒𝑞 = exp(
𝛥𝑆°

𝑅
) ⋅ exp (−

Δ𝐻°

𝑅𝑇
) (2-26) 

Noteworthy, the data of entropy and enthalpy change of the different defect reactions can be 

found in Ref. [117]. In addition to the equilibrium relationships, the electroneutrality condition 

and oxygen-site conservation equation are necessary for obtaining the defect concentration in 

the electrolyte. 

[𝑂𝐻𝑂
⋅ ] + 2[𝑉𝑂

⋅⋅] + [𝑂𝑂
⋅ ] − [𝑌𝑏𝑍𝑟

′ ] = 0 (2-27) 

[𝑂𝐻𝑂
⋅ ] + [𝑉𝑂

⋅⋅] + [𝑂𝑂
⋅ ] + [𝑂𝑂

×] = 3 (2-28) 

After obtaining the defect concentration, the conductivity of defect species i can be determined 

as: 

𝜎𝑖 =
𝐹2

𝑅𝑇
 𝑧𝑖
2𝑐𝑖𝐷𝑖 (2-29) 
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𝐷𝑖 = 𝐷𝑖
0exp (−

𝐸𝑎𝑐𝑡,𝑑
𝑅𝑇

) (2-30) 

where 𝐷𝑖
0  is the pre-exponential factor of the diffusion coefficient, 𝐸𝑎𝑐𝑡,𝑑  is the activation 

energy (J mol-1) of the diffusion coefficient. The data on the diffusion coefficient can be found 

in Ref. [72]. Then, the total conductivity of the electrolyte phase can be written as: 

𝜎𝑒𝑙 =∑
𝐹2

𝑅𝑇
 𝑧𝑖
2𝑐𝑖𝐷𝑖

𝑖

 (2-31) 

Noteworthy, the conductivity of the electrolyte phase needs to be corrected in the porous 

electrode according to the percolation theory shown in Eq. (2-8). 

2.3 Electrochemistry 

As shown in Figure 1.1 (a), when considering the role of defect species in electrochemical 

reactions, the anode and cathode electrochemical reactions can be written in the form of 

reduction reactions as follows:  

𝑂2(𝑔) + 4𝑂𝐻𝑂
⋅ + 4𝑒− = 2𝐻2𝑂(𝑔) + 4𝑂𝑂

× (2-32) 

2𝑂𝐻𝑂
⋅ + 2𝑒− = 𝐻2(𝑔) + 2𝑂𝑂

× (2-33) 

The Butler-Volmer equation can be implemented to describe the anodic and cathodic charge-

transfer reaction rates as: 

𝑖𝑎 = 𝑖𝑎
0[exp (

𝛼𝑎𝐹𝜂𝑎𝑐𝑡,𝑎
𝑅𝑇

) −  exp (
−(1 − 𝛼𝑎)𝐹𝜂𝑎𝑐𝑡,𝑎

𝑅𝑇
)] (2-34) 

𝑖𝑐 = 𝑖𝑐
0[exp (

𝛼𝑐𝐹𝜂𝑎𝑐𝑡,𝑐
𝑅𝑇

) −  exp (
−(1 − 𝛼𝑐)𝐹𝜂𝑎𝑐𝑡,𝑐

𝑅𝑇
)] (2-35) 

where 𝛼𝑎/𝑐  is the charge transfer coefficient for anodic/cathodic electrochemical reaction; 

𝜂𝑎𝑐𝑡,𝑎/𝑐 is the anodic/cathodic activation overpotential (V); 𝑖𝑎,𝑐
0  represents the anodic/cathodic 

exchange current density. In addition, the effects of defect species on the anodic/cathodic 
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exchange current density should also be considered. Hence, the expressions of 𝑖𝑎,𝑐
0  can be 

written as [119]: 

𝑖0,𝑎 = 𝛾0,𝑎 exp (−
𝐸𝑎𝑐𝑡,𝑎
𝑅𝑇

) [𝑂𝐻𝑂
⋅ ]𝛽𝑎[𝑂𝑂

×]1−𝛽𝑎𝑝𝑂2
0.25𝑝𝐻2𝑂 (2-36) 

𝑖0,𝑐 = 𝛾0,𝑐 exp (−
𝐸𝑎𝑐𝑡,𝑐
𝑅𝑇

) [𝑂𝐻𝑂
⋅ ]𝛽𝑐[𝑂𝑂

×]1−𝛽𝑐𝑝𝐻2 (2-37) 

where 𝛾𝑎/𝑐 is the pre-exponential factor of anodic/cathodic exchange current density; 𝐸𝑎𝑐𝑡,𝑎/𝑐 

represents the activation energy of anodic/cathodic exchange current density; 𝑝𝑖 denotes the 

partial pressure of species i. The operating voltage (𝑉𝑜𝑝) can be evaluated as: 

𝑉𝑜𝑝 = 𝐸𝑒𝑞 + 𝜂𝑎𝑐𝑡,𝑎 + 𝜂𝑎𝑐𝑡,𝑐 + 𝜂𝑜ℎ𝑚,𝑎 + 𝜂𝑜ℎ𝑚,𝑐 + 𝜂𝑜ℎ𝑚,𝑒𝑙𝑒 + 𝜂𝑐𝑜𝑛𝑐,𝑎 ++𝜂𝑐𝑜𝑛𝑐,𝑐 (2-38) 

where 𝜂𝑜ℎ𝑚 and 𝜂𝑐𝑜𝑛𝑐 are ohmic overpotential and concentration overpotential, respectively; 

𝐸𝑒𝑞 is the equilibrium potential, which can be determined using Nernst equation [120]: 

𝐸𝑒𝑞 = −
Δ𝐺0

𝑛𝐹
−
𝑅𝑇

𝑛𝐹
ln
𝑎𝑅𝑒𝑑
𝑎𝑜𝑥

   (2-39) 

where Δ𝐺0 is the standard Gibbs energy change (J mol-1); n is number of charges transferred; 

R is universal gas constant (8.31446 J mol-1 K-1); 𝑇 is the absolute temperature (K); 𝑎𝑅𝑒𝑑/𝑜𝑥 is 

the activity of reduced/oxidized species, respectively.  

2.4 Mass and momentum transfer 

The above-mentioned rate expressions are used to calculate the source terms added to the mass 

conservation equation, while Darcy’s term modified Navier-Stokes equation is implemented to 

describe the momentum transport in the porous media [121] 

ρ∇ ⋅ 𝒖 = 𝑄𝑚 =∑𝑦𝑖 𝑅𝑖 (2-40) 

𝜌

𝜀
(𝒖 ⋅ 𝛻) ⋅

𝒖

𝜀
= −𝛻𝑃 + 𝛻 ⋅ [

𝜇

𝜀
(𝛻𝒖 + 𝛻𝒖𝑇) −

2

3

𝜇

𝜀
(𝛻 ⋅ 𝒖)] − (𝜇𝜅−1 +

𝑄𝑚
𝜀2
) 𝒖 (2-41) 
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where 𝒖 is the velocity vector; 𝜌 is the density (kg m-3); 𝜇 is the viscosity (Pa s). Meanwhile, 

in the non-porous gas channel, the porosity is set as unity while Darcy’s term is omitted [122]. 

The density as well as the viscosity of the gas mixtures are expressed as: 

𝜌 =
𝑃

𝑅𝑇
∑

𝜔𝑖
𝑀𝑖

𝑖

 (2-42) 

𝜇 =∑
𝑦𝑖𝜇𝑖

∑ 𝑦𝑗𝜑𝑖𝑗𝑗
𝑖

 (2-43) 

𝜙𝑖𝑗 =
1

√8
(1 +

𝑀𝑖

𝑀𝑗
)

−1/2

[1 + (
𝜇𝑖
𝜇𝑗
)

1/2

(
𝑀𝑗

𝑀𝑖
)
1/4

]

2

 (2-44) 

where 𝜔𝑖 is the mass fraction of each gas species; 𝜇𝑖 is the viscosity of each gas species; 𝑀𝑖 is 

the molar mass of each gas species; φ𝑖𝑗 is the inter-collisional parameter [123]. The dust gas 

model is applied in this study to simulate molecular diffusion and Knudsen diffusion in porous 

media [124]. Noteworthy, the Knudsen diffusion of gas species is neglected in the flow channel. 

𝑵𝑖

𝐷𝑖𝐾
𝑒𝑓𝑓

+∑  

𝑛

𝑗=1

𝑦𝑗𝑵𝑖 − 𝑦𝑖𝑵𝑗

𝐷𝑖𝑗
𝑒𝑓𝑓

= −
1

𝑅𝑇
(𝑃𝛻𝑦𝑖 + 𝑦𝑖𝛻𝑃 + 𝑦𝑖𝛻𝑃

𝑘𝑃

𝐷𝑖𝐾
𝑒𝑓𝑓
𝜇
) (2-45) 

𝐷𝑖𝐾
𝑒𝑓𝑓

=
𝜀

𝜏

1

3
𝑑𝑝𝑜𝑟𝑒√

8𝑅𝑇

𝜋𝑀𝑖
 (2-46) 

𝐷𝑖𝑗
𝑒𝑓𝑓

=
𝜀

𝜏
 ⋅ 𝐷𝑖𝑗

0  (2-47) 

where 𝑵𝑖  is the molar flux of each species (mol m-2 s-1); 𝐷𝑖𝐾
𝑒𝑓𝑓

 is the effective Knudsen 

diffusion coefficient of species i; 𝜏 is the tortuosity of the porous medium; 𝐷𝑖𝑗
𝑒𝑓𝑓

 is the effective 

binary diffusion coefficient; 𝐷𝑖𝑗
0  is the binary molecular diffusion coefficient determined by a 

modified Chapman-Enskog relation [123,125–127]: 
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𝐷𝑖𝑗
0 =

0.042851 × (
1
𝑀𝑖
+
1
𝑀𝑗
)
−0.5

− 0.0098 × 𝑇1.5

𝑃𝛺𝐷𝜎𝑖𝑗
2  

(2-48) 

𝛺𝐷 = 𝐴(𝑇∗)𝐵 + 𝐶 𝑒𝑥𝑝(𝐷𝑇∗) + 𝐸 𝑒𝑥𝑝(𝐹𝑇∗) + 𝐺 𝑒𝑥𝑝(𝐻𝑇∗) (2-49) 

𝑇∗ =
𝑇

𝜀𝑖𝑗
 (2-50) 

𝜀𝑖𝑗 = √𝜀𝑖𝜀𝑗 (2-51) 

𝜎𝑖𝑗 =
1

2
(𝜎𝑖 + 𝜎𝑗) (2-52) 

where Ω𝐷 is the temperature-dependent collision integral; 𝑇𝑏 is the boiling temperature at the 

standard air pressure; A to H are the empirical constants that can be found in Refs [128,129].  

2.5 Heat transfer 

Both electrochemical reactions and chemical reactions could considerably influence the 

temperature field in the cell [100]. Meanwhile, based on Eq. (12)-(14), the reaction rates are 

intrinsically related to the temperature. Therefore, it is important to simulate the heat transport 

in channels and porous media. The energy conservation equation is expressed as [130]: 

ρ𝐶𝑝𝒖∇𝑇 + ∇ ⋅ (−𝑘𝑒𝑓𝑓∇𝑇) = 𝑄𝐻 (2-53) 

𝐶𝑝 =∑𝑦𝑖
𝑖

⋅ 𝐶𝑝,𝑖 (2-54) 

𝑘𝑒𝑓𝑓 = ε ⋅ 𝑘𝑔 + (1 − ε) ⋅ 𝑘𝑠 (2-55) 

𝑘𝑔 =∑𝑦𝑖
𝑖

⋅ 𝑘𝑖 (2-56) 

where 𝐶𝑝 is the specific heat capacity (J kg-1 K-1); 𝑘𝑒𝑓𝑓 is the effective thermal conductivity 

(W m-1 K-1); 𝑘𝑠 represent the solid phase heat conductivity, 𝑘𝑖 denotes the fluid species thermal 

conductivity, 𝑄𝐻 represents the heat source or sink [131,132]. The source terms of reversible 

heat, irreversible heat and ohmic heat could be determined as listed [133]: 
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𝑄𝑟𝑒 = (−𝑇𝛥𝑆) ⋅
𝑖

𝑛𝐹
 (2-57) 

𝑄𝑖𝑟 = 𝜂𝑎𝑐𝑡 ⋅ 𝑖 (2-58) 

𝑄𝑜ℎ𝑚𝑖𝑐 = −(𝑖 ⋅ 𝛻) (2-59) 

where Δ𝑆 represents the change of entropy of the electrochemical reaction (J mol-1 K-1). The 

heat transfer is simplified in a local-equilibrium model as it accounts for the PCEC operating 

under steady-state conditions. Essentially, this model implies that the difference between the 

local fluid and the solid material is relatively smaller during steady operation. The authors 

acknowledge that determining the effective thermal conductivity through the parallel model 

slightly deviates from the premise of a random packing sphere system. Thus, a future 

comparative analysis can be conducted to illustrate how the methods for calculating effective 

thermal conductivity impact the thermal properties of PCECs. 

2.6 Mechanical model 

To spatially solve the stress field within the PCEC, the equations describing the mechanical 

behaviour of the system must be implemented. These equations can reflect the various physical 

phenomena that contribute to the stress and strain within the PCEC. In this mechanical model, 

the total stain (𝜺𝒕𝒐𝒕) can be decomposed into four terms [134]: 

𝜺𝒕𝒐𝒕 = 𝜺𝒆𝒍𝒂 + 𝜺𝒕𝒉𝒆𝒓𝒎 + 𝜺𝒄𝒉𝒆𝒎 + 𝜺𝟎   (2-60) 

where 𝜺𝟎, 𝜺𝒆𝒍𝒂, 𝜺𝒕𝒉𝒆𝒓𝒎, and 𝜺𝒄𝒉𝒆𝒎 respectively denote the initial strain, elastic strain, thermal 

strain, and chemically induced strain. It is assumed that the coefficient of thermal expansion 

(CTE) is invariable to the change of temperature during the PCEC operation [135]. Therefore, 

the thermal strain can be expressed as follows: 

𝜺𝒕𝒉𝒆𝒓𝒎 = 𝛼(𝑇 − 𝑇𝑟𝑒𝑓)𝑰   (2-61) 
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where α is the CTE of the material (K-1), I is a unit tensor, Tref represents the reference stress-

free temperature. In this work, the reduction temperature is determined as the stress-free 

temperature. As mentioned before, when the hydration reaction occurs, the formation of 

protonic defects will lead to the lattice expansion in the material [48]. As a result, the 

chemically induced strain within the PCECs can describe how the strain is influenced by 

changes in the concentration of protonic defects [106]:  

𝜺𝒄𝒉𝒆𝒎 = 𝛽𝑂𝐻𝑂⋅ ([𝑂𝐻𝑂
⋅ ] − [𝑂𝐻𝑂

⋅ ]𝑟𝑒𝑓)𝑰 (2-62) 

where [𝑂𝐻𝑂
⋅ ] and [𝑂𝐻𝑂

⋅ ]𝑟𝑒𝑓 are respectively the local concentration of protonic defect (mol m-

3) and the reference concentration of protonic defect. 𝛽𝑂𝐻𝑂⋅  represents the coefficient of 

chemical expansion (CCE, m3 mol-1), which is used to quantitatively describe the relationship 

between lattice expansion and the concentration of protonic defect. 𝛽𝑂𝐻𝑂⋅  can be calculated as 

the product of the molar volume of electrolyte material (𝑉𝑚) and the linear lattice CCE (𝛽𝑂𝐻𝑂⋅
𝐿 ). 

Noteworthy, the CCE is also assumed to be temperature invariant during PCEC operation. 

Furthermore, the relationship between stress (𝝈) and strain can be described as following 

according to Hooke’s law [134]:  

𝝈 = 𝑫(𝜺𝒕𝒐𝒕 − 𝜺𝒕𝒉𝒆𝒓𝒎 − 𝜺𝒄𝒉𝒆𝒎) (2-63) 

where 𝑫  stands for the elastic matrix. In addition, to solve the mechanical model, the 

mechanical properties of materials used in PCECs should be given. According to the composite 

sphere method, the bulk modulus (𝐾𝑐𝑜𝑚, Pa) and shear modulus (𝐺𝑐𝑜𝑚, Pa) of dense composite 

material can be calculated as [134,136]: 

𝐾𝑐𝑜𝑚 = 𝐾𝑒𝑙 +
𝜙𝑒𝑑

1
𝐾𝑒𝑑 − 𝐾𝑒𝑙

+
3𝜙𝑒𝑙
3𝐾𝑒𝑙

+ 4𝐺𝑒𝑙

 
(2-64) 
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𝐺𝑐𝑜𝑚 = 𝐺𝑒𝑙 +
𝜙𝑒𝑑

1
𝐺𝑒𝑑 − 𝐺𝑒𝑙

+
6𝜙𝑒𝑙(𝐾𝑒𝑙 + 2𝐺𝑒𝑙)

5(𝐺𝑒𝑙(3𝐾𝑒𝑙 + 4𝐺𝑒𝑙))
 
 

(2-65) 

where 𝐾𝑒𝑙 and 𝐾𝑒𝑑 are the bulk modulus (Pa) of electrolyte material and electrode material, 

respectively. 𝐺𝑒𝑙 and 𝐺𝑒𝑑 are the shear modulus of electrolyte material and electrode material, 

respectively. 𝜙𝑒𝑙 and 𝜙𝑒𝑑 are the volume fraction of electrolyte material and electrode material, 

respectively. While the bulk modulus (𝐾𝑖) and shear modulus (𝐺𝑖) of an individual material 

(electrolyte or electrode) can be represented as the functions of Young’s modulus (𝐸𝑖, Pa) and 

Poisson ratio (𝜈𝑖) [136]: 

𝐾𝑖 =
𝐸𝑖

3(1 − 2𝜈𝑖)
 (2-66) 

𝐺𝑖 =
𝐸𝑖

2(1 + 𝜈𝑖)
 

(2-67) 

In addition, in the porous media, the effective Young’s modulus and effective shear modulus 

can be evaluated as [134]: 

𝐸𝑒𝑓𝑓 =
𝐸0(1 − 𝜀)

2

1 + (2 − 3𝜈0)𝜀
 (2-68) 

𝐺𝑒𝑓𝑓 =
𝐺0(1 − 𝜀)

2

1 +
11 − 19𝜈0
(4 + 4𝜈0)𝜀

 
(2-69) 

where 𝜀 is the porosity of the material, 𝐸0, 𝜈0, and 𝐺0 are Young’s modulus, Poisson ratio, and 

shear modulus of the dense material, respectively. The effective CTE of dense composite 

material can be formulated as [137]: 

𝛼𝑒𝑓𝑓 = 𝛼𝑒𝑑𝜙𝑒𝑑 +
4𝐺𝑒𝑙
𝐾𝑒𝑙

𝐾𝑒𝑙 − 𝐾𝑒𝑑
4𝐺𝑒𝑙 + 3𝐾𝑒𝑑

(𝛼𝑒𝑙 − 𝛼𝑒𝑑)𝜙𝑒𝑑 (2-70) 
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2.7 Design of Experiments (DOE) method 

DOE is a method that systematically varies multiple factors between different levels (e.g., two 

levels in this research) to create combinations that can be tested and analysed to determine the 

main and interactive effects on the response variables of interest. This method produces 

structured and statistically informed outcomes, unlike the traditional one-factor-at-a-time 

(OFAT) approach, which could require many experiments to achieve the desired results. DOE 

can provide insight into how different factors affect the response variables with a small number 

of cases. This is because DOE uses a structured experimental design that ensures that each 

factor is varied systematically across the different treatments, which allows researchers to 

isolate the effects of each factor. In particular, in this work, a well-known Yates technique is 

implemented to perform a factorial design [138]. In addition to applying a systematic factorial 

design, DOE also employs analysis of variance (a statistical technique) to analyse the data. 

Then, it can quantify the impacts of different factors and identify the important factors. Thus, 

by carefully conducting a factorial design in DOE and performing statistical analysis of the 

results, valuable insights can be gained even with a limited number of cases. To gain a better 

understanding and learn about the DOE method, Refs [139,140] are highly recommended as 

they are excellent textbooks on the subject. Furthermore, additional literature utilizing the DOE 

method can be found in Refs [141,142]. These resources provide valuable insights and 

guidance on how to effectively conduct DOE and analyse data using the DOE method.  

2.8 Deep neural network (DNN) 

A deep neural network (DNN) is a type of machine learning algorithm that is modelled after 

the structure and function of the human brain. DNN contains multiple layers of neurons to 

process and transmit information [143]. The first layer is the input layer, which receives the 

data. The last layer is the output layer, which produces the desired output. The hidden layers in 
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between the input and output layers perform various computations on the data [144]. Although 

training DNN needs a large amount of data, it has a great capability to learn the complex 

relationships between input and output data. Furthermore, since solving the Multiphysics 

model is a time-consuming process, using DNN to develop a surrogate model of the 

Multiphysics model is capable of enhancing the computational efficiency [73]. Besides, the R-

squared (R2) and the Root-mean-square-error (RMSE) are used as the metrics for evaluating 

the performance of the DNN model [145]. R2 is estimated by subtracting the ratio of the sum 

of squared residuals to the total sum of squares from one. RMSE is calculated by taking the 

square root of the mean of the squared differences between the predicted value and the actual 

value. 

𝑅2 = 1 −
𝑆𝑆𝑟𝑒𝑠
𝑆𝑆𝑡𝑜𝑡

= 1 −
∑(𝑦𝑟𝑒𝑎𝑙 − 𝑦𝑝𝑟𝑒𝑑)

2

∑(𝑦𝑟𝑒𝑎𝑙 − 𝑦𝑚𝑒𝑎𝑛)2
 (2-71) 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑦𝑟𝑒𝑎𝑙 − 𝑦𝑝𝑟𝑒𝑑)

2
 

(2-72) 

2.9 Global sensitivity analysis (GSA) 

Before solving the multi-objective optimization problems, the trained DNN model is used to 

assist the global sensitivity analysis (GSA), which aims to identify the most influential input 

parameters that affect the output. The sensitivity of the DNN model output to changes in the 

input can be evaluated by GSA. Sobol sensitivity analysis (SSA), a variance-decomposition-

based method, is adopted [146]. Assuming the output of a model can be written as Eq.(2-73), 

the SSA will decompose it into Eq.(2-74) [147]. In addition, the correspondingly decomposed 

variance of Y can be expressed as Eq.(2-75). In such a way, Sobol sensitivity indices (SI) can 

be determined as shown in Eqs.(2-77)-(2-79). The first-order SI indicates the contribution of 

an input parameter to the output variance without the interaction effects of other parameters. 
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The second-order SI indicates the contribution of interactions between two input parameters to 

the model output variance. The total contribution of an input parameter to the output can be 

represented by the total SI.  

𝑌 = 𝑓(𝑋) = 𝑓(𝑋1, 𝑋2, … , 𝑋𝑘) (2-73) 

𝑌 = 𝑓0 +∑𝑓𝑖(𝑋𝑖)

𝑘

𝑖=1

+ ∑ ∑ 𝑓𝑖,𝑗(𝑋𝑖, 𝑋𝑗)

𝑘

𝑗=𝑖+1

+⋯+ 𝑓1,2,…,𝑘(𝑋1, 𝑋2, … , 𝑋𝑘)

𝑘

𝑖=1

 

(2-74) 

𝑉(𝑌) =∑𝑉𝑖

𝑘

𝑖=1

+ ∑ ∑ 𝑉𝑖,𝑗

𝑘

𝑗=𝑖+1

+⋯+ 𝑉1,2,…,𝑘

𝑘

𝑖=1

 

(2-75) 

𝐹𝑖𝑟𝑠𝑡 − 𝑜𝑟𝑑𝑒𝑟: 𝑆𝑖 =
𝑉𝑖
𝑉

 
(2-76) 

𝑆𝑒𝑐𝑜𝑛𝑑 − 𝑜𝑟𝑑𝑒𝑟: 𝑆𝑖,𝑗 =
𝑉𝑖,𝑗

𝑉
 

(2-77) 

𝑇𝑜𝑡𝑎𝑙: 𝑆𝑡𝑜𝑡,𝑖 =
𝑉𝑖 + ∑ 𝑉𝑖,𝑗

𝑘
𝑗=𝑖+1 +⋯+ 𝑉1,2,…,𝑘

𝑉
 

(2-78) 

2.10 Modelling assumptions 

The main assumptions adopted in this work are listed as follows: 

1) All the gas species involved in the PCEC operation are considered ideal and incompressible 

gases. 

2) The porous electrodes are considered uniformly dispersed particles of both electrolyte and 

electrode materials. 

3) The particle sizes of electrolyte and electrode materials are assumed to be the same. 

4) The electrochemical reaction sites are uniformly distributed within the porous electrodes. 

5) The electrolyte contains mobile charge carriers in the form of protonic defects, oxygen 

vacancies, and polarons. 
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6) All chemically induced strains are assumed to be caused by the change in the concentration 

of protonic defects.  

7) During PCEC operation, both CTE and CCE are supposed to remain constant to 

temperature changes. 

2.11 Model validations and boundary conditions 

 

Figure 2.1 (a) the geometry of the 2D axisymmetric model for the button-cell PCEC; (b) the 

model validation. 

The model validation is conducted based on a button-cell PCEC. Therefore, as shown in Figure 

2.1 (a), a 2D axisymmetric model is first developed for a button-cell PCEC. The geometry 

information of the 2D axisymmetric model and boundary conditions used for the model 

validation are gathered in Table 2-1. In Figure 2.1 (b), the simulation data show a good 

agreement with the experimental data [148]. After validation, the PCEC geometry can be 

changed to planar or tubular as needed. In Table 2-1,the designation "Open boundary" signifies 

a boundary within the PCEC model where fluid variables, including velocity and pressure, are 

handled to freely enter or exit the boundary. In other words, the flow characteristics at this 

boundary are determined without enforcing specific constraints. 

Table 2-1 Geometry information and boundary conditions of 2D axisymmetric model. 



 

 

32 

Descriptions Value Unit 

Cathode thickness 490 μm 

Anode thickness 20 μm 

Electrolyte thickness 10 μm 

xan,inlet Humidified air (10% H2O)  

xca,inlet 97% H2/3% H2O  

𝑣𝑎n,inlet 300 SCCM 

𝑣𝑐𝑎,inlet 64 SCCM 

𝑖𝑜𝑝 0-0.8 A cm-2 

𝑃𝑜𝑝 1 atm 

𝑇𝑜𝑝 500-600 °C 

Anode inlet xan,inlet, 𝑣𝑎n,inlet, 𝑇𝑜𝑝  

Cathode inlet 𝑥𝑐𝑎,inlet, 𝑣𝑐𝑎,inlet, 𝑇𝑜𝑝  

Anode upper-face i = i𝑜𝑝  

Cathode upper-face 𝜑𝑒 = 0  

Anode outlet Open boundary  

Cathode outlet Open boundary  

Other boundaries Insulation/Wall  
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Chapter 3 Effects of various operating parameters in a protonic ceramic electrolysis cell 

with considering current leakage  

3.1 Introduction 

To provide a comprehensive understanding of the main effects of various operating parameters 

and interactions between them on the electrochemical performance and faradaic efficiency of 

PCEC, a 2D numerical model is developed. The heat transfer and the transport processes of 

different charge carriers in the PCEC electrolyte are fully considered. The framework of this 

study is shown in Figure 3.1. More importantly, to explore the effects of different operating 

parameters on the PCEC performance, two methods are applied in this study: 1) the One-

Factor-At-a-Time (OFAT) method; 2) the Design of Experiments (DOE). The OFAT method, 

where one factor or parameter is varied at a time while keeping all other factors constant, aims 

to study the effect of each factor on the outcome variable independently of other factors [149]. 

Although the OFAT method is easy to implement and can help researchers understand the 

effect of a factor, it cannot account for interactions between different factors, which may pose 

a significant impact on the outcome. The second method, DOE, can make up for the 

shortcomings of the OFAT, which is to consider the interactions between factors [140]. In 

addition, DOE can give the impact level of different operating parameters. Hence, the most 

important operating parameters can be identified. The present work combines the advantages 

of OFAT and DOE methods, thereby providing a more accurate understanding of the effects 

of six different operating parameters on the PCEC. Furthermore, the framework proposed in 

this study can be extended to other theoretical modelling of PCEC. 
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3.2 Modelling Methodology 

3.2.1 Model geometry and boundary conditions 

 

Figure 3.1 Schematics of the framework. 

As illustrated in Figure 3.1, a 2D model is developed for a planar PCEC (active area: 5 × 5 

cm2). After the construction of the model, both OFAT and DOE approaches are implemented 

to investigate the effects of different operating parameters and the interactions between each 

other. The geometry information, model parameters, and boundary conditions of this model 

are gathered in Table 3-1. Mesh independence of the model is achieved.  

Table 3-1 Geometry information, model parameters, and boundary conditions of planar PCEC. 

Descriptions Value/expression Unit 

Anode thickness 30 μm 

Cathode thickness 400 μm 

Electrolyte thickness 20 μm 

Gas channel height (or depth) 1 mm 

Out-of-Plane thickness 50 mm 
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Cell length 50 mm 

𝜀𝑎𝑛 0.4 1 

𝜀𝑐𝑎 0.4 1 

𝜏𝑎𝑛 3 1 

𝜏𝑐𝑎 3 1 

𝑃𝑜𝑝 1 atm 

𝑇𝑜𝑝 600 °C 

rparticle 0.5 μm 

𝜙𝑎𝑛/𝑐𝑎 0.6 1 

𝜁 1.5 1 

𝛽𝑎 0.5 1 

𝛽𝑐 0.3 1 

𝐸𝑎𝑐𝑡,𝑎 130000 J mol-1 

𝐸𝑎𝑐𝑡,𝑐 120000 J mol-1 

xan,inlet Air/10% H2O  

xca,inlet H2/5% H2O  

𝑣𝑎n,inlet 1.03×10-4 kg s-1 

𝑣𝑐𝑎,inlet 1.03×10-5 kg s-1 

𝑖𝑜𝑝 0.1-0.9 A cm-2 

𝑃𝑜𝑝 1 atm 

𝑇𝑜𝑝 500-600 °C 

Anode inlet xan,inlet, 𝑣𝑎n,inlet, 𝑇𝑜𝑝  

Cathode inlet 𝑥𝑐𝑎,inlet, 𝑣𝑐𝑎,inlet, 𝑇𝑜𝑝  

Anode upper-face i = i𝑜𝑝  

Cathode upper-face 𝜑𝑒 = 0  

Anode outlet Open boundary  

Cathode outlet Open boundary  
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Other boundaries Insulation/Wall  

3.2.2 DOE 

As listed in Table 3-2, a full 24 factorial design is implemented in this study. Four factors are 

chosen: the cathode inlet steam fraction (xc_in, denoted as A), the anode inlet steam fraction 

(xa_in, denoted as B), the cathode inlet flow rate (vc_in, denoted as C) and the anode inlet flow 

rate (va_in, denoted as D). Two levels, i.e., high level (coded as 1) and low level (coded as 0), 

are assigned to each factor. The high level and low level of each parameter are summarized in 

Table 3-3. Hence, a total of 16 treatments are included. Three replications are performed to 

ensure the precision of the data. Additionally, three important responses are recorded, namely, 

applied voltage, temperature gradient and FE. 

Table 3-2 The list of a 24 factorial design. 

ID A, xc_in B, xa_in C, vc_in D, va_in 
Treatment 

combination 

1 0 0 0 0 (1) 

2 1 0 0 0 A 

3 0 1 0 0 B 

4 1 1 0 0 AB 

5 0 0 1 0 C 

6 1 0 1 0 AC 

7 0 1 1 0 BC 

8 1 1 1 0 ABC 

9 0 0 0 1 D 

10 1 0 0 1 AD 

11 0 1 0 1 BD 

12 1 1 0 1 ABD 

13 0 0 1 1 CD 

14 1 0 1 1 ACD 



 

 

37 

15 0 1 1 1 BCD 

16 1 1 1 1 ABCD 

Table 3-3 The high-level and low-level of each parameter. 

Parameters (unit) High-level Low-level 

A, xc_in (1) 0.05 0.45 

B, xa_in (1) 0.1 0.5 

C, vc_in (kg s-1) 8.38×10-7  1.47×10-6  

D, va_in (kg s-1) 6.19×10-5  1.24×10-4  

3.3 Results and discussions 

3.3.1 OFAT 

3.3.1.1 Effects of current density and operating temperature 

 

Figure 3.2 Effects of working temperature on (a) the voltage, FE and temperature gradient, on 

(b) unit concentration of different charge carriers; effects of current density on (c) the voltage, 
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FE and temperature gradient. 

In Figure 3.2 (a), with the increase of working temperature, both applied voltage and 

temperature gradient decrease monotonically. The FE also shows the same trend as the change 

in working temperature. This can be explained by the results exhibited in Figure 3.2 (b), where 

[h⋅]L is nearly tripled and [OH⋅]L decreases by around 4% as the working temperature increases 

from 773 K to 873 K. [h]L represents the concentration of electronic hole in lattice unit. 

Electronic holes can react with electrons, which is why current leakage occurs. The molar flux 

of the electronic hole is proportional to the [h]L. Thus, the sensitivity of [h]L to working 

temperature (Figure 3.2 (b)) is equivalent to the sensitivity of leakage current to working 

temperature, which is in turn equivalent to the sensitivity of FE to working temperature. 

Additionally, as shown in Figure 3.2 (b), the [h]L increases with increasing working 

temperature, indicating that the leakage current increases as well. Therefore, the FE will 

decrease with increasing working temperature at 0.5 A cm-2. In Figure 3.2 (c), as expected, the 

applied voltage increases gradually with the increase of current density. The FE increases 

sharply with the initial increase of current density, which is consistent with the previously 

reported data in Ref. [62]. The peak FE of 82% is obtained at a current density of 0.4 A cm-2. 

However, the FE of PCEC decreases with increasing current density and is approximately 62.5% 

when the current density is 0.9 A cm-2. This observation of the present model is contrary to the 

data reported in Ref. [62] because the heat transfer within the PCEC is accounted for in this 

work. Noteworthy, in this work, the temperature gradient within the cell is defined as the 

maximum temperature minus the minimum temperature, then divided by the length of the 

whole cell. Hence, the temperature gradient is consistently positive. Before reaching the 

thermal-neutral voltage (TNV), the heat adsorbed by the steam electrolysis reaction is greater 

than the ohmic heat and the polarization heat. Therefore, the PCEC is in endothermic mode 

when the voltage is < TNV. At 0 A cm-2, the temperature gradient should be zero (no heat 
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generated or adsorbed). At 0.1 A cm-2, the temperature gradient increases to 1.4 K cm-1 

(endothermic). At 0.4 A cm-2, the temperature gradient decreases to 0 K cm-1 (TNV=1.28 V). 

Hence, as the current density increases, the temperature gradient initially increases then 

decreases before reaching the TNV.  Additionally, with a further increase in the current density, 

the generated ohmic heat and polarization heat surpass the electrolytic adsorbed heat, making 

PCEC in the exothermic operation mode. Therefore, the temperature gradient increases again 

after the current density is higher than 0.4 A cm-2. In addition, this steep increase in temperature 

gradient can be explained by the calculation of different types of heat. For instance, the 

electrochemical reaction heat can be calculated based on Eq. 2-58, while the ohmic heat can be 

calculated based on Eq. 2-60. The 𝛻 can be simplified as the product of current density and 

ohmic resistance. In other words, the electrochemical reaction heat shows a first-order 

relationship with the current density, while the ohmic heat shows a second-order relationship 

with the current density. Therefore, as the current density increases, the steeper increase in 

temperature gradient can be attributed to the increase in the ohmic heat. 

3.3.1.2 Effects of inlet flow rate 

 

Figure 3.3 Effects of cathode inlet flow rate on (a) the voltage, FE and temperature gradient; 

effects of anode inlet flow rate on (b) the voltage, FE and temperature gradient. 

Since either an increase in the anode inlet flow rate or in the cathodic inlet flow rate can remove 

the heat from the PCEC, the temperature gradient decreases monotonically as expected (Figure 
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3.3 (a) and (b)). Correspondingly, the FE increases with increasing inlet flow rate either in the 

anode or in the cathode. Although the applied voltage increases with the increase of the cathode 

inlet flow rate, the increase is negligible (< 0.04%) (Figure 3.3 (a)). As the anode inlet flow 

rate increases, the concentration of reactants within the electrode can be maintained at a higher 

level, which can reduce the concentration polarization effect and lead to a decrease in applied 

voltage. However, its effect on the applied voltage is negligible. When the anode inlet flow is 

doubled, the applied voltage only increases by about 0.6%.  

 

3.3.1.3 Effects of inlet steam fraction 

 

Figure 3.4 Effects of cathode inlet steam fraction on (a) the voltage, FE and temperature 

gradient, on (c) the equilibrium potential and unit concentration of different charge carriers; 

effects of anode inlet steam fraction on (b) the voltage, FE and temperature gradient, on (d) the 

equilibrium potential, the unit concentration of different charge carriers and steam utilization. 
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With an increase in the cathode inlet steam fraction, the applied voltage decreases continuously 

(Figure 3.4 (a)). The increased cathode inlet steam fraction leads to a reduction in the partial 

pressure of H2, leading to a decrease in the equilibrium potential of PCEC (Figure 3.4 (c)). As 

the anodic inlet steam fraction increases, the overpotential of PCEC decreases as well. In 

addition, since the anodic inlet steam fraction increases, the composition of gas phases at the 

anode side of PCEC varies, which should pose an impact on the mass transfer at the anode side. 

In addition, the concentration overpotential of PCEC also indicates a decrease with the 

increasing anodic inlet steam fraction. It is also found that the temperature gradient decreases 

slightly as the cathode inlet steam fraction increases. Furthermore, the enhanced moist 

environment in the cathode substantially promotes the formation of proton defects even if the 

formation of holes is slightly improved as well. Consequently, the FE increases with increasing 

cathode inlet steam molar fraction. Besides, the applied voltage also decreases with the increase 

of the anode inlet steam fraction (Figure 3.4 (b)). The increased anode inlet steam fraction can 

increase the partial pressure of H2O within the PCEC, resulting in a decrease in the equilibrium 

potential (Figure 3.4 (d)). In Figure 3.4 (b), when the anode inlet steam fraction increases to 

20%, the applied voltage approaches TNV, thereby making the temperature gradient in the cell 

equal to zero. Subsequently, with a further increase in anode steam fraction, the applied voltage 

becomes smaller than TNV, making the endothermic operation of PCEC. Furthermore, the 

increased anode inlet steam fraction can strongly suppress the formation of holes since the 

partial pressure of oxygen in the anode is reduced (Figure 3.4 (d)). Considering both 

temperature and defect concentration effects, the FE can be enhanced by increasing the anode 

steam molar fraction. Nevertheless, it is worth noting that although increasing the anode inlet 

steam fraction is an effective way to reduce the temperature gradient and improve FE, the steam 

utilization is remarkably reduced (Figure 3.4 (d)). This is detrimental to the overall energy 

efficiency of PCEC. Moreover, if the anode inlet steam fraction is increased, it will result in 
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the dilution of produced hydrogen. This means that a separation process must be implemented 

to obtain pure hydrogen, and this additional step can decrease the overall efficiency of the 

system and increase its cost. Therefore, it is crucial to exercise careful control over the cathode 

inlet steam fraction from the perspective of the entire PCEC system. 

3.3.2 DOE 

3.3.2.1 Effects of different treatments on the operating voltage 

 

Figure 3.5 When the applied voltage is the response: (a) standardized effects of different 

parameters’ treatments, contour maps of interactions between (b) cathode inlet flow rate and 

cathode inlet steam fraction, between (c) cathode inlet flow rate and anode inlet steam fraction. 

Figure 3.5 (a) shows the order of different parameters based on their importance. The most 

important factor to the applied voltage is the anode inlet steam fraction. Additionally, the top 

five important treatments are: B > D > A > AC > BC. Figure 3.5 (b) and (c) demonstrate the 
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contour map of AC and BC interaction effects, respectively. In Figure 3.5 (b), it can be found 

that, compared to the main effect of cathode inlet steam fraction, the main effect of cathode 

inlet flow rate is negligible. Furthermore, the interaction of AC on the applied voltage tends to 

increase the voltage when the cathode inlet steam fraction is < 0.18, whereas the opposite effect 

is observed when the cathode inlet steam fraction is > 0.18. This opposite effect becomes more 

remarkable as the cathode inlet steam fraction increases. In Figure 3.5 (c), the interaction of 

BC is considerably weaker than that of AC. 

The effect of a factor on a response variable is divided into two types: 1) If the response variable 

increases with the increase of the factor, its effect is positive; 2) If the response variable 

decreases with the increase of the factor, its effect is negative. Therefore, according to the 

impact types of different factors, it is possible to qualitatively understand how different factors 

affect the performance of PCEC. Moreover, under the practical PCEC operation, when the 

current density is fixed, reducing the applied voltage can be one of the optimization goals for 

saving electric power. Therefore, understanding the negative impact of different parameters on 

the applied voltage is also important for planning PCEC operational strategies. As listed in 

Table 3-4, the anode inlet steam fraction exhibits the most negative effect on the applied voltage. 

In other words, when reducing the applied voltage is the goal, then increasing the anode inlet 

steam fraction can be the most effective tactic. The standardized effect of anode inlet flow rate 

and cathode inlet steam molar fraction is significantly less than that of anode inlet steam molar 

fraction. Additionally, although the negative of the anode inlet flow rate is not as important as 

the inlet steam molar fraction, the interaction effects of AC and BC cannot be ignored. 

Table 3-4 Order of different treatments. 

Cases Order of different treatments 

Negative impacts on the applied voltage B > D > A > AC > BC > AD > C > AB > CD 
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Negative impacts on the temperature 

gradient 
B > D > C > ABD > BCD > A > ABCD > AC 

Positive impacts on the FE B > D > A > BCD > C > ABD > ABC 

 

 

 

 

3.3.2.2 Effects of different treatments on the temperature gradient 

 

Figure 3.6 When the temperature gradient is the response: (a) standardized effects of different 

parameters’ treatments, contour maps of interactions between (b) anode inlet flow rate and 

anode inlet steam fraction, between (c) anode steam fraction and cathode inlet steam fraction. 
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In Figure 3.6 (a), the anode inlet steam molar fraction is still the most significant factor, when 

the temperature gradient is the response. The top five important treatments are: B > D > BD > 

AB > C. In Figure 6 (b), it can also demonstrate that the main effects of anode inlet flow rate 

and anode inlet steam fraction are comparable. While the interaction of BD is more substantial 

with increasing anode inlet steam fraction. In Figure 3.6 (c), the main effect of the anode inlet 

steam fraction is more significant than that of the cathode inlet steam fraction. When the anode 

inlet steam fraction is < 0.3, the interaction of AB on the temperature gradient tends to reduce 

the temperature gradient. However, the opposite interaction effect is observed when the anode 

inlet steam fraction is > 0.3. Furthermore, to sustain the robust performance of the PCEC and 

promote the life span, reducing the temperature gradient can be an optimization target [150]. 

Table 3-4 shows that the anode inlet steam fraction exhibits the most negative effect on the 

temperature gradient. Additionally, the second effective parameter is the anode inlet steam 

fraction. 
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3.3.2.3 Effects of different treatments on faradaic efficiency 

 

Figure 3.7 When FE is the response: (a) standardized effects of different parameters’ treatments, 

contour maps of interactions between (b) anode inlet flow rate and cathode inlet steam fraction, 

between (c) anode inlet steam fraction and cathode inlet steam fraction. 

Figure 3.7 (a) shows that, when the FE is the response, the most important factor is still the 

anode inlet steam fraction. The top five important treatments are: B > BD > D > A > AB. It is 

worth noting that the standardized effects of the anode inlet steam fraction are more than four 

times that of the second important treatment (interaction of BD). Consequently, it indicates that 

the effect of the anode inlet steam fraction on the FE is dominant. In Figure 3.7 (b), the 

interaction of BD is more significant under a low anode inlet steam fraction than that under a 

high anode inlet steam fraction. In Figure 3.7 (c), the interaction of AB is evidently weaker 

than that of BD. To enhance the energy efficiency of PCEC, the FE can also be an optimization 
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goal. The treatments with a positive effect on the FE are summarized in Table 3-4. The anode 

inlet steam fraction possesses the most important impact on maximizing the FE of PCEC. 

Furthermore, the second effective parameter is the anode inlet steam fraction. 

3.4 Conclusions 

A 2D model is developed for a PCEC to investigate the main effects of various operating 

parameters and interactions between them on the applied voltage, FE and temperature gradients. 

Furthermore, a framework combining the 2D numerical model, OFAT method and DOE 

method is constructed. 

By using the OFAT method, the peak FE of 82% is obtained at 600 °C and a current density of 

0.4 A cm-2. The temperature gradient of the cell decreases with the increase of the inlet flow 

rate, while the FE shows the opposite trend. The applied voltage and temperature gradient 

decrease with increasing inlet steam fraction, while FE increases continuously. In addition, by 

analysing DOE results, the anode inlet steam fraction/flow rate is found to be the most 

significant factor. The interaction between the cathode inlet steam fraction and the cathode inlet 

flow rate is found to be important to the operating voltage. The interaction between the anode 

inlet steam fraction and the anode inlet flow rate is found to be significant to the temperature 

gradient or FE. In summary, the main contribution of this study is the development of a 

framework to combine the numerical model with OFAT and DOE. Such a framework can 

provide deep insights into the effects and interactions of different parameters. Moreover, the 

significant parameters and interactions can be identified, thereby enhancing the understanding 

of PCEC. 



 

 

48 

Chapter 4 An electro-thermo-chemo-mechanical model to account for both thermal and 

chemical expansions in a protonic ceramic electrolysis cell 

4.1 Introduction 

Although the mechanical analysis of PCECs is limited, many studies on the mechanical 

analysis of SOECs have emphasized the importance of understanding how various parameters 

affect the mechanical behaviour of SOECs, as it can help researchers improve the design of 

SOECs and optimize their operation [98–101]. With this knowledge, a more rational operation 

strategy can be developed to play a crucial role in enhancing the durability and stability of the 

PCEC system. Therefore, it is also essential to perform a mechanical analysis of PCEC, which 

can provide a comprehensive view of the mechanical behaviour of PCEC by considering both 

thermal and chemical expansion.  

As illustrated in Figure 4.1, the present study proposes a framework. Firstly, the electro-

thermo-chemo-mechanical model is developed for PCEC with the consideration of thermal and 

chemical expansion. Secondly, the DOE method is applied to gain a more comprehensive 

understanding of how each parameter affects the mechanical behaviour of PCECs. Hence, the 

main effects of each parameter on PCECs and the interaction effects between parameters can 

be unveiled by using the DOE method. Adopting this practice in other numerical studies of 

PCECs can contribute to the advancement of this technology and the realization of a carbon-

free society in the future. 
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4.2 Modelling methodology 

4.2.1 Model geometry and boundary conditions 

 

Figure 4.1 Framework of DOE-assisted numerical study of PCEC. 

Figure 4.1 illustrates the geometry of the model, which showcases a 2D axisymmetric tubular 

PCEC. The geometry information, boundary conditions and other parameters adopted in this 

2D model are summarized in Table 4-1.  

Table 4-1 Geometry information and model parameters of the 2D tubular PCEC model 

[94,134,167–169]. 

Parameters Value Unit 

𝑡𝑎 30 μm  

𝑡𝑐 400 μm 

𝑡𝑒𝑙𝑒  20 μm 

𝑙𝑐𝑒𝑙𝑙 3 cm 
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𝑡𝑐ℎ𝑎 3 mm 

𝛽𝑂𝐻𝑂⋅  9.75×10-7 m3 mol-1 

𝑉𝑚 5.13×10-5 m3 mol-1 

𝛽𝑂𝐻𝑂⋅
𝐿  0.019 1 

𝑇𝑟𝑒𝑓 700 °C 

𝐸𝑒𝑙𝑒 165 GPa 

𝐸𝑐𝑎 171 GPa 

𝐸𝑎𝑛 140 GPa 

𝜈𝑒𝑙𝑒 0.3 1 

𝜈𝑐𝑎 0.31 1 

𝜈𝑎𝑛 0.3 1 

xan,inlet Air/10% H2O  

xca,inlet H2/3% H2O  

𝑣𝑎n,inlet 4.15×10-6 kg s-1 

𝑣𝑐𝑎,inlet 6.93×10-8 kg s-1 

𝑖𝑜𝑝 0.4-0.7 A cm-2 

𝑃𝑜𝑝 1 atm 

𝑇𝑜𝑝 500-600 °C 

Anode inlet xan,inlet, 𝑣𝑎n,inlet, 𝑇𝑜𝑝  

Cathode inlet 𝑥𝑐𝑎,inlet, 𝑣𝑐𝑎,inlet, 𝑇𝑜𝑝  

Anode upper-face i = i𝑜𝑝  

Cathode upper-face 𝜑𝑒 = 0  

Anode outlet Open boundary  

Cathode outlet Open boundary  

Other boundaries Insulation/Wall  
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4.2.2 DOE 

In this study, a series of numerical investigations on PCECs are systematically designed using 

the DOE approach. A 1/16 29-factorial design is performed. The study focuses on nine 

parameters, comprising five structural parameters and four operating parameters, which are 

chosen as the variables of interest: cathode thickness (tc, represented by A), anode thickness (ta, 

represented by B), electrolyte thickness (tele, represented by C), operating current density (Iop, 

represented by D), operating temperature (Top, represented by E), anode steam molar fraction 

(Xa, represented by F), anode inlet flow rate (fan, represented by G), cathode porosity (εa, 

represented by H) and anode porosity (εc, represented by J). Each of the nine selected 

parameters is assigned two levels, a high level (encoded as 1) and a low level (encoded as -1), 

resulting in a total of 32 treatments. To ensure the accuracy of the data, each treatment is 

calculated three times. Table 4-2 illustrates all the treatments considered in the factorial design. 

The high level and low level of each variable are listed in Table 4-3. 

Table 4-2 Treatments of factorial design. 

ID A, tc B, ta C, tele D, Iop E, Top F, Xa G, fan H, εc J, εa 

1 -1 1 -1 -1 -1 -1 1 -1 -1 

2 -1 -1 1 1 -1 1 1 -1 -1 

3 1 -1 -1 -1 -1 1 -1 -1 -1 

4 1 1 1 -1 -1 1 1 1 -1 

5 -1 -1 -1 -1 1 -1 -1 -1 -1 

6 -1 -1 1 -1 -1 -1 -1 1 -1 

7 1 1 1 1 -1 -1 -1 -1 -1 

8 -1 -1 -1 -1 -1 1 1 1 1 

9 1 -1 -1 1 1 1 -1 -1 1 

10 1 -1 1 1 1 -1 1 -1 -1 

11 -1 -1 -1 1 -1 -1 -1 -1 1 
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12 1 1 1 -1 1 -1 -1 -1 1 

13 -1 1 -1 1 1 -1 1 -1 1 

14 1 -1 -1 -1 1 -1 1 1 1 

15 -1 1 1 -1 -1 1 -1 -1 1 

16 1 -1 1 1 -1 1 -1 1 1 

17 1 1 -1 1 1 -1 -1 1 -1 

18 -1 1 1 1 -1 -1 1 1 1 

19 1 -1 1 -1 1 1 -1 1 -1 

20 1 -1 1 -1 -1 -1 1 -1 1 

21 -1 -1 1 1 1 -1 -1 1 1 

22 1 1 1 1 1 1 1 1 1 

23 1 1 -1 -1 1 1 1 -1 -1 

24 -1 1 1 1 1 1 -1 -1 -1 

25 1 1 -1 1 -1 1 1 -1 1 

26 1 1 -1 -1 -1 -1 -1 1 1 

27 -1 -1 -1 1 1 1 1 1 -1 

28 1 -1 -1 1 -1 -1 1 1 -1 

29 -1 1 -1 -1 1 1 -1 1 1 

30 -1 1 1 -1 1 -1 1 1 -1 

31 -1 1 -1 1 -1 1 -1 1 -1 

32 -1 -1 1 -1 1 1 1 -1 1 

Table 4-3 The high level and low level of each parameter. 

Parameters (unit) High level Low level 

A, tc (μm) 400 500 

B, ta (μm) 40 30 

C, tele (μm) 30 20 

D, Iop (A cm-2) 0.6 0.4 

E, Top (°C) 600 500 
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F (1) 0.4 0.1 

G (×10-6 kg s-1) 6.23 4.15 

H (1) 0.6 0.4 

J (1) 0.6 0.4 
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4.3 Results and discussions 

4.3.1 Parametric studies 

4.3.1.1 Effects of current density 
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Figure 4.2 The effects of current density on the (a) maximum principal stress without 

considering chemical expansion; (b) maximum principal stress with considering chemical 

expansion; molar flux of protonic defects within the electrolyte with the consideration of 

chemical expansion (c) along the dimensionless cell length and (d) along the dimensionless 

cell thickness, Fd: diffusive molar flux, Fm: migrative molar flux, Fs: stress-induced molar 

flux; (e) temperature distribution with considering chemical expansion. 

In Figure 4.2 (a) and (b), the maximum principal stress decreases with an increase in current 

density, regardless of whether the mechanical model accounts for chemical expansion. This 

can be explained by Figure 4.2 (d), which illustrates the temperature distribution in the PCEC. 

With an increase in current density, the generated heat also increases, resulting in a rise in the 

average temperature of the PCEC. Eq. (2-61), which defines the thermal strain, suggests that 

as the temperature in the PCEC approaches the reference stress-free temperature, the thermal 

strain should decrease, resulting in a decrease in thermal stress. Since the reference stress-free 

temperature defined in this work is the reduction temperature (Tref = 700 °C), the thermal stress 

decreases as the temperature in the PCEC approaches Tref. Therefore, the current density and 

operating temperature of PCEC should be well-controlled to ensure good electrolysis 

performance as well as mechanical integrity. The average temperature within the PCEC should 

not deviate too far from the reference temperature, otherwise high thermal stress may result. 

Furthermore, a comparison of Figure 4.2 (a) and (b) reveals that the impact of 

considering chemical expansion on the maximum principal stress becomes more prominent as 

the operating temperature increases. For example, at 0.4 A cm-2, when the operating 

temperature increases from 500 °C to 600 °C, the difference between maximum principal 

stresses (with/without considering the chemical expansion) increases from 10.2% to 16.9%. 

This observation may suggest that, as the operating temperature rises, the effect of chemical 

expansion on the mechanical robustness of PCEC becomes increasingly significant. In addition, 

it is also found that increasing current density leads to a more serious chemical expansion. At 

500 °C, as the current density increases from 0.4 A cm-2 to 0.5 A cm-2, the chemically induced 
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stress is enhanced by 13.2%. Hence, the chemical expansion is sensitive to both operating 

temperature and current density. 

In Figure 4.2 (c) and (d), the migrative molar flux of protonic defect within the electrolyte is 

enhanced significantly with the increase of current density. As the current density increases 

from 0.4 A cm-2 to 0.6 A cm-2, the migrative molar flux increases by 42.9%. This can be 

attributed to that the current density can significantly change the electrochemical potential 

distribution. In addition, it demonstrates that electromigration dominates the transfer process 

of proton defects in the electrolyte. However, the magnitude of stress-induced molar flux of 

proton defect, as illustrated in both Figure 4.2 (c) and (d), is negligible not only along the 

dimensionless cell length but also along the dimensionless cell thickness. In other words, while 

the stress distribution in PCEC can impact the transport of protonic defects (based on Eq. 

(2-13)), its influence is insignificant when compared to diffusion and electromigration. 
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4.3.1.2 Effects of anode inlet flow rate 

 

Figure 4.3 The effects of anode inlet flow rate on the (a) maximum principal stress without 

considering chemical expansion; (b) maximum principal stress with the consideration of 

chemical expansion; (c) molar flux of protonic defects within the electrolyte with the 

consideration of chemical expansion (c) along the dimensionless cell length and (d) along the 
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dimensionless cell thickness; (e) temperature distribution with the consideration of chemical 

expansion. 

Figure 4.3 (a) and (b) show that the maximum principal stress exhibits a positive correlation 

with an increase in the anode inlet flow rate. This observation can be explained by referring to 

Figure 4.3 (e). As the anode flow rate increases, more heat is removed from the PCEC, leading 

to a decrease in the average temperature of the PCEC. Moreover, such an effect of anode inlet 

flow rate on the maximum principal stress can be mitigated with the increase of operating 

temperature. For example, when the anode inlet flow rate increases by 50%, the maximum 

principal stress of PCEC reduces from 8.7 % at 500 °C to 4.8% at 600 °C. Therefore, this can 

suggest that the anode inlet flow rate poses a trivial effect on the mechanical behaviour of a 

PCEC. In addition, comparing Figure 4.3 (a) and (b), results show that with the increase of 

anode inlet flow rate, the effect of chemically induced stress on the maximum principal stress 

is slightly alleviated. When the anode inlet flow rate increases from 4.15×10-6 kg s-1 to 6.23×10-

6 kg s-1 at 600 °C, the difference between maximum principal stresses decreases from 19.0% 

to 18.1%, which also indicates that the chemical expansion is insensitive to changes in the 

anode inlet flow rate. Besides, as shown in both Figure 4.3 (c) and (d), the effects of anode 

inlet flow rate on the transport process of protonic defects within the electrolyte are also 

negligible.  
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4.3.1.3 Effects of anode inlet steam fraction 

 

Figure 4.4 The effects of anode inlet steam fraction on the (a) maximum principal stress without 

considering chemical expansion; (b) maximum principal stress with the consideration of 

chemical expansion; molar flux of protonic defects within the electrolyte with the consideration 

of chemical expansion (c) along the dimensionless cell length and (d) along the dimensionless 
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cell thickness;  (e) temperature distribution with the consideration of chemical expansion. 

Similar to the effects of anode inlet flow rate, the increase in the anode inlet steam fraction can 

lead to an increase in the maximum principal stress, which is demonstrated in both Figure 4.4 

(a) and (b). By examining Figure 4.4 (e), it is shown that as the anode inlet steam 

fraction increases, the average temperature of the PCEC deviates further from the reference 

stress-free temperature. However, such an effect of anode inlet steam fraction on the maximum 

principal stress can be enhanced by increasing the operating temperature. In Figure 4.4 (b), 

when the anode inlet H2O fraction increases from 0.1 to 0.4, the maximum principal stress 

increases by 9.9% at 500 °C while increasing by 15.4% at 600 °C. Consequently, increasing 

the anode inlet steam fraction can contribute to the stress build-up in the PCEC. In addition, by 

comparing Figure 4.4 (a) and (b), it can be observed that when the chemical expansion is 

considered, the increase in the maximum principal stress diminishes as the anode inlet steam 

fraction increases. For example, when the anode inlet steam fraction varies from 0.1 to 0.4 at 

600 °C, the increase in the maximum principal stress reduces from 19.0% to 16.6%. Therefore, 

the anode inlet steam fraction is an important operating factor to affect both the electrochemical 

and mechanical performance of PCECs. In Figure 4.4 (d), it is found that the changes in various 

types of protonic defect’s molar flux along the dimensionless cell thickness are insignificant in 

response to changes in the anode inlet steam fraction. In Figure 4.4 (c), it can be observed that 

while the stress-induced molar flux remains unchanged, the diffusive and migrative molar 

fluxes exhibit slight variations with an increase in the anode inlet steam fraction. More 

specifically, as the anode inlet steam fraction increases, the diffusive molar flux of proton 

defect near the PCEC outlet slightly reduces while the migrative molar flux in the same region 

demonstrates a minute increase. In other words, the increase in the anode inlet steam fraction 

results in a more even distribution of both the diffusive and migrative molar fluxes across the 

dimensionless cell length. One possible reason for this observation could be that due to the 
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reduced temperature gradient within the PCEC, as shown in Figure 4.4 (e), the electrostatic 

potential and the concentration of protonic defects within the electrolyte are more uniformly 

distributed. 

4.3.2 DOE results 

4.3.2.1 Effects of different treatments 

 

Figure 4.5 The standardized effects of different treatments on (a) thermal stress; (b) chemically 

induced stress; (c) total stress. 

As shown in Figure 4.5, the standardized effects of different treatments are quantified. It is also 

worth mentioning that several treatments covered by the grey region are found to have no 

significant impact on the different responses. The significant treatments that are identified have 

different effects: if the standardized effect of a treatment is a positive value, then the response 

will increase with an increase in the treatment, and vice versa. In addition, the order of absolute 

value of different significant treatments is listed in Table 4-4, in which only the treatments with 

positive values are marked.  

Table 4-4 The order of significant treatments. 

Response Order of significant treatments 

Thermal stress H > D > E > CJ (+) 
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Chemically induced stress H > C (+) > AF > B > BC > D > A > EJ 

Total stress H > D > E > CJ (+) > A 

It shows that the cathode porosity (H) is the most important parameter for different responses. 

Furthermore, since the effect value of cathode porosity is negative, the stress of PCECs can be 

significantly reduced by using a more porous cathode. The treatments with positive effect 

values are electrolyte thickness (C) and its interaction with anode porosity (J). Increasing 

electrolyte thickness can enhance chemical expansion, while the interaction between anode 

porosity and electrolyte thickness can contribute to the stress build-up in the PCECs. Figure 

4.6 (a) and (e) show the interaction effect on the thermal stress and total stress, respectively. 

The effects of this interaction on thermal and total stress vary widely. Regarding thermal stress 

(Figure 4.6 (a)), the interaction has different effects on stress in the different regions, though 

its overall effect is positive. In contrast, for total stress (Figure 4.6 (e)), the positive effect of 

the interaction between anode porosity and electrolyte thickness is observed in all regions. 

Besides, the current density (D) and operating temperature (E) are the most important operating 

parameters for both thermal and total stress. The first four important parameters for 

both thermal stress and total stress are the same, which indicates that thermal stress is the 

dominant contributor to the overall stress of the PCECs.  
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Figure 4.6 (a) the interaction between electrolyte thickness and anode porosity on the thermal 

stress; (b) the interaction between cathode thickness and anode inlet steam fraction on the 

chemically-induced stress; (c) the interaction between operating temperature and anode 

porosity on the chemically-induced stress; (d) the interaction between anode thickness and 

electrolyte thickness on the chemically-induced stress; (e) the interaction between electrolyte 

thickness and anode inlet flow rate on the total stress. 

The current density is the most important operating parameter to the chemically induced stress. 

However, it is worth noting that the interaction (Figure 4.6 (b)) between cathode thickness (A) 

and anode inlet steam fraction (F) and the interaction (Figure 4.6 (c)) operating temperature (E) 
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and anode porosity (J) are also important. The two contour plots (Figure 4.6 (b) and (c)) indicate 

that the bottom-left and top-right corners are the locations where lower chemically induced 

stresses can be achieved. Figure 4.6 (d) shows how a negative effect factor (anode thickness) 

interacts with a positive effect factor (electrolyte thickness). Based on the above analysis, the 

cathode porosity, current density, and operating temperature are the most significant 

parameters of the stresses in PCECs. To enhance the mechanical integrity of PCECs, these 

parameters should be well-controlled. However, it is worth noting that although increasing 

cathode porosity can reduce the stress and enhance the gas diffusion in the porous electrode, it 

may also cause a decrease in the conductivity as well as the number of electrochemically active 

sites [163]. 
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4.3.2.2 Surrogate models 

 

Figure 4.7 The performance of surrogate models derived from DOE results on the (a) stress; 

(b) faradaic efficiency; (c) operating voltage. 

DOE can statistically identify the relationship between the independent variables and the 

dependent variables. This relationship can be mathematically expressed in terms of an equation, 

which can be subsequently applied as a surrogate model for predicting the performance of 

PCECs. Furthermore, this surrogate model is interpretable since 1) it quantitatively 

demonstrates the effects of different independent variables on the dependent variable; 2) it also 

shows quantitatively how combinations of different independent variables affect the dependent 

variable. Nine parameters are the independent variables, while the three responses are the 

dependent variables. In addition, to evaluate the predictive performance of the interpretable 
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surrogate models, four steps are taken as follows: 1) randomly generate 4096 points according 

to the range of factor values specified in Table 4-3; 2) randomly select 400 points from 

generated points; 3) use 400 points as the input of Multiphysics model and surrogate models to 

obtain the solutions, respectively; 4) calculate the R2. 

Table 4-5 The expressions of surrogate models. 

Outputs Expressions R2 

Stress 2.62 × 108 − 2.08 × 105 ∗ 𝑡𝑐 − 8.36 × 10
5 ∗ 𝑡𝑎 − 1.26 × 10

6 ∗ 𝑡𝑒𝑙𝑒
− 8.84 × 107 ∗ 𝐼𝑜𝑝 − 2.19 × 10

5 ∗ 𝑇𝑜𝑝 − 2.50 × 10
8 ∗ 𝑥𝑎

− 2.93 × 104 ∗ 𝑓𝑎𝑛 − 1.70 × 10
8 ∗ 𝜀𝑐 + 2.48 × 10

7 ∗ 𝜀𝑎
+ 522.7 ∗ 𝑡𝑐 ∗ 𝑡𝑎 + 48.91 ∗ 𝑡𝑐 ∗ 𝑡𝑒𝑙𝑒 + 4.49 × 10

4 ∗ 𝑡𝑐
∗ 𝐼𝑜𝑝 + 212.1 ∗ 𝑡𝑐 ∗ 𝑇𝑜𝑝 + 5.29 × 10

5 ∗ 𝑡𝑐 ∗ 𝑥𝑎 + 35.36

∗ 𝑡𝑐 ∗ 𝑓𝑎𝑛 + 6.10 × 10
4 ∗ 𝑡𝑐 ∗ 𝜀𝑐 − 2.23 × 10

4 ∗ 𝑡𝑐 ∗ 𝜀𝑎
+ 9.94 × 103 ∗ 𝑡𝑎 ∗ 𝑡𝑒𝑙𝑒 + 1.66 × 10

5 ∗ 𝑡𝑎 ∗ 𝐼𝑜𝑝 + 191.4

∗ 𝑡𝑎 ∗ 𝑇𝑜𝑝 + 8.37 × 10
5 ∗ 𝑡𝑎 ∗ 𝜀𝑐 − 7.24 × 10

5 ∗ 𝑡𝑎 ∗ 𝜀𝑎
− 5.40 × 105 ∗ 𝑡𝑒𝑙𝑒 ∗ 𝐼𝑜𝑝 + 157.6 ∗ 𝑡𝑒𝑙𝑒 ∗ 𝑇𝑜𝑝
+ 2.31 × 106 ∗ 𝑡𝑒𝑙𝑒 ∗ 𝜀𝑎 + 6.06 × 10

4 ∗ 𝐼𝑜𝑝 ∗ 𝑇𝑜𝑝
+ 5.10 × 105 ∗ 𝑇𝑜𝑝 ∗ 𝑥𝑎 + 29.91 ∗ 𝑇𝑜𝑝 ∗ 𝑓𝑎𝑛
+ 1.01 × 105 ∗ 𝑇𝑜𝑝 ∗ 𝜀𝑐 − 8.23 × 10

4 ∗ 𝑇𝑜𝑝 ∗ 𝜀𝑎
− 1.06 × 103 ∗ 𝑡𝑐 ∗ 𝑇𝑜𝑝 ∗ 𝑥𝑎 

0.85 

ηFE 218.1 − 6.77 × 10−2 ∗ 𝑡𝑐 + 1.113 ∗ 𝑡𝑎 + 2.91 × 10
−1 ∗ 𝑡𝑒𝑙𝑒 − 112.7

∗ 𝐼𝑜𝑝 − 1.01 × 10
−1 ∗ 𝑇𝑜𝑝 − 40.84 ∗ xa − 2.01 × 10

−3

∗ 𝑓𝑎𝑛 + 65.87 ∗ 𝜀𝑐 − 203.4 ∗ 𝜀𝑎 − 4.59 × 10
−3 ∗ 𝑡𝑐 ∗ 𝑡𝑎

+ 1.22 × 10−3 ∗ 𝑡𝑐 ∗ 𝑡𝑒𝑙𝑒 + 3.08 × 10
−2 ∗ 𝑡𝑐 ∗ 𝐼𝑜𝑝

− 2.60 × 10−5 ∗ 𝑡𝑐 ∗ 𝑇𝑜𝑝 − 0.117 ∗ 𝑡𝑐 ∗ xa + 5.80 × 10
−5

∗ 𝑡𝑐 ∗ 𝑓𝑎𝑛 − 0.051 ∗ 𝑡𝑐 ∗ 𝜀𝑎 + 0.335 ∗ 𝑡𝑐 ∗ 𝜀𝑎
− 1.66 × 10−3 ∗ 𝑡𝑎 ∗ 𝑡𝑒𝑙𝑒 + 0.379 ∗ 𝑡𝑎 ∗ 𝐼𝑜𝑝
− 7.42 × 10−4 ∗ 𝑡𝑎 ∗ 𝑇𝑜𝑝 + 0.116 ∗ 𝑡𝑎 ∗ 𝜀𝑐 + 2.134 ∗ 𝑡𝑎
∗ 𝜀𝑎 − 0.273 ∗ 𝑡𝑒𝑙𝑒 ∗ 𝐼𝑜𝑝 − 1.61 × 10

−4 ∗ 𝑡𝑒𝑙𝑒 ∗ 𝑇𝑜𝑝
− 1.287 ∗ 𝑡𝑒𝑙𝑒 ∗ 𝜀𝑎 + 0.0942 ∗ 𝐼𝑜𝑝 ∗ 𝑇𝑜𝑝 + 0.172 ∗ 𝑇𝑜𝑝
∗ xa − 1.90 × 10

−5 ∗ 𝑇𝑜𝑝 ∗ 𝑓𝑎𝑛 − 0.116 ∗ 𝑇𝑜𝑝 ∗ 𝜀𝑐
− 2.00 × 10−3 ∗ 𝑇𝑜𝑝 ∗ 𝜀𝑎 + 1.74 × 10

−4 ∗ 𝑡𝑐 ∗ 𝑇𝑜𝑝 ∗ xa 

0.83 
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Vop −4.213 + 0.0113 ∗ 𝑡𝑐 − 2.15 × 10
−3 ∗ 𝑡𝑎 + 2.80 × 10

−3 ∗ 𝑡𝑒𝑙𝑒 − 0.784
∗ 𝐼𝑜𝑝 + 0.0115 ∗ 𝑇𝑜𝑝 + 20.34 ∗ 𝑥𝑎 − 2.29 × 10

−4 ∗ 𝑓𝑎𝑛
+ 0.0919 ∗ 𝜀𝑐 + 0.920 ∗ 𝜀𝑎 + 4 × 10

−6 ∗ 𝑡𝑐 ∗ 𝑡𝑎
− 5 × 10−6 ∗ 𝑡𝑐 ∗ 𝑡𝑒𝑙𝑒 + 2.84 × 10

−4 ∗ 𝑡𝑐 ∗ 𝐼𝑜𝑝
− 2.20 × 10−5 ∗ 𝑡𝑐 ∗ 𝑇𝑜𝑝 − 0.0455 ∗ 𝑡𝑐 ∗ 𝑥𝑎
+ 2.30 × 10−5 ∗ 𝑡𝑐 ∗ 𝜀𝑐 + 6.92 × 10

−4 ∗ 𝑡𝑐 ∗ 𝜀𝑎
+ 5.80 × 10−5 ∗ 𝑡𝑎 ∗ 𝑡𝑒𝑙𝑒 + 3.02 × 10

−3 ∗ 𝑡𝑎 ∗ 𝐼𝑜𝑝
+ 2.00 × 10−6 ∗ 𝑡𝑎 ∗ 𝑇𝑜𝑝 + 2.21 × 10

−3 ∗ 𝑡𝑎 ∗ 𝜀𝑐
− 0.0103 ∗ 𝑡𝑎 ∗ 𝜀𝑎 − 3.32 × 10

−3 ∗ 𝑡𝑒𝑙𝑒 ∗ 𝐼𝑜𝑝
+ 4.00 × 10−6 ∗ 𝑡𝑒𝑙𝑒 ∗ 𝑇𝑜𝑝 − 5.94 × 10

−4 ∗ 𝑡𝑒𝑙𝑒 ∗ 𝑝𝑐

− 7.24 × 10−4 ∗ 𝐼𝑜𝑝 ∗ 𝑇𝑜𝑝 − 0.038 ∗ 𝑇𝑜𝑝 ∗ 𝑥𝑎
− 1.66 × 10−4 ∗ 𝑇𝑜𝑝 ∗ 𝜀𝑐 − 1.55 × 10

−3 ∗ 𝑇𝑜𝑝 ∗ 𝜀𝑎
+ 8.30 × 10−5 ∗ 𝑡𝑐 ∗ 𝑇𝑜𝑝 ∗ 𝑥𝑎 

0.82 

Figure 4.7 illustrates the good capabilities of surrogate models in the prediction of 

stress, faradaic efficiency, and operating voltage. The expressions of surrogate models are 

summarized in Table 4-5. Hence, these interpretable surrogate models are useful for assisting 

in the optimization of PCECs. On one hand, unlike the 2D Multiphysics model of PCEC, the 

calculations required for these surrogate models are computationally inexpensive. Therefore, 

the optimization work of PCECs can be sped up. On the other hand, generating these surrogate 

models from DOE results is a simple process, unlike machine learning methods which require 

a large amount of data points for training. Consequently, DOE is a simple but effective method, 

which can also be extended to other modelling studies of PCECs. 

4.4 Conclusions 

In this work, an electro-thermo-chemo-mechanical model is developed to provide a 

comprehensive mechanical understanding of PCEC during the operation, in which both thermal 

expansion and chemical expansion are considered. Significantly, a framework, integrating a 

Multiphysics model and the DOE method, is proposed in this study to enable statistically-

designed numerical investigations on PCECs. The effects of nine parameters and the 

interactions between them are systematically investigated in this study.  
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It is discovered that including chemical expansion in the mechanical model leads to a higher 

stress level in PCECs. However, thermal stress still dominates under various operating 

conditions. Furthermore, the primary route of transport for protonic defects within the 

electrolyte is electromigration. The effects of stress distribution on the transport of protonic 

defects can be disregarded under different operating conditions. Cathode porosity is identified 

as the most important parameter affecting the mechanical stress of PCEC. The most critical 

operating factors are current density and operating temperature. The results also show that 

chemical-induced stress can be enhanced by using a thicker electrolyte. Another output of the 

proposed framework is the interpretable surrogate models derived from DOE results. The R2 

calculation indicates that the surrogate models perform well in predicting the electrochemical 

and mechanical performance of PCECs. Therefore, the surrogate models can be further applied 

to the future optimization work of PCECs. 

Overall, this study demonstrates that the chemical expansion of the electrolyte material should 

be considered in the mechanical analysis of PCECs. Incorporating this phenomenon can result 

in more realistic simulation outcomes. Moreover, the framework proposed in this study can 

help researchers systematically design their numerical studies and provide a simple and 

effective way to analyse the simulation outcomes. 
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Chapter 5 Multi-objective optimization of a protonic ceramic electrolysis cell with the 

consideration of current leakage 

5.1 Introduction 

As the previous section concluded, adjusting the operating parameters of PCEC can be an 

effective and simple way to improve the FE of PCEC [151]. For example, it is found that the 

FE tends to be lower at a higher operating temperature. Therefore, the operating temperature 

can be a useful parameter to adjust the FE. In addition, the gas species composition at the anode 

also has a significant influence on the FE. Furthermore, an optimal FE can be found with the 

increase of current density. Therefore, it is of great importance to understand the influence of 

various operating parameters on the FE. However, some PCEC performance metrics will be 

weakened when aiming to improve FE. Specifically, although lowering the operating 

temperature can improve the FE, it can also bring undesired consequences, such as low 

hydrogen production rate (low current density) and high electrical power demand (high 

operating voltage) [152,153]. In other words, FE can conflict with other PCEC performance 

metrics. Therefore, in addition to adjusting various operating parameters to improve FE, it has 

considerable practical importance to devote optimization efforts to trade-off between FE, 

current density, and voltage.  

To perform such a multi-objective optimization in PCEC, a framework depicted in Figure 5.1 

is proposed in this study. In the first step, a 2D Multiphysics model which fully considers the 

mass/momentum/heat/electrochemical processes and the current leakage phenomena in the 

PCEC is developed. Noteworthy, the development of this 2D Multiphysics model has been 

described in the previous section. Next, the Multiphysics model is used to generate a dataset 

that will be used to train a DNN-based model. DNN model can accurately reproduce the 

Multiphysics model results [77,78]. DNN model will play an important role in the multi-
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objective optimization process because it consumes less computation time than the 

Multiphysics model, thereby speeding up the optimization process [77,78]. It is worth noting 

that before the multi-objective optimization process, the DNN model is also used to accelerate 

the GSA, aiming to evaluate the sensitivity of the output to changes in different operating 

parameters. In the final step, the set of solutions obtained from the multi-objective optimization 

process is weighed to determine the best trade-off design point [154]. The present study 

proposes an efficient and time-saving framework to accelerate the solution of the multi-

objective optimization problem in PCECs. Importantly, this method can be extended to other 

multi-objective optimization problems in PCECs. Furthermore, the optimal trade-off point 

identified in this study can be a useful reference to guide the PCEC operation. 

 

Figure 5.1 The framework for solving the multi-objective optimization problem in PCECs. 
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5.2 Modelling methodology 

5.2.1 DNN 

In the present work, a DNN model with three hidden layers is developed, as shown in Figure 

5.1. The input and output layers respectively consist of four input neurons and three output 

neurons. Four operating parameters are selected to be the inputs: 1) the operating current 

density, Iop; 2) the operating temperature, Top; 3) the anode inlet flow rate, vf; 4) the anode inlet 

steam fraction, XH2O. Noteworthy, the operating parameters at the anode side are selected since 

they are more important than that at the cathode side according to the conclusions from the 

previous section. Three performance indicators of PCEC are selected as the outcome of the 

output layer: 1) the operating voltage, Vop); 2) the maximum temperature gradient, ∇T); 3) the 

Faraday efficiency, FE). To generate the data for training the DNN model, a total of 3450 

solutions are generated from the 2D Multiphysics model. Subsequently, a matrix of 3450 × 7 

datasets is constructed, which is further randomly split into a training set and a testing set with 

a ratio of 0.8:0.2. 

5.2.2 Multi-objective optimization algorithm 

There are three objectives: 1) minimizing the operating voltage (Vop); 2) maximizing the 

Faraday efficiency (FE); 3) maximizing the current density (Iop). In addition, a maximum 

temperature gradient (∇T) of 10 K cm-1 is set as the constraint. The range of various parameters 

is summarized in Table 5-1. Thereafter, the multi-objective problem of this work can be 

formulated as: 

 

min{𝑉𝑜𝑝, −𝐹𝐸,−𝐼𝑜𝑝} 

𝑠. 𝑡. : 𝛻𝑇 ≤ 𝛻𝑇𝑚𝑎𝑥 

(1) 
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𝐵𝑜𝑢𝑛𝑑𝑠:

{
 
 

 
 

𝐼𝑜𝑝,𝑚𝑖𝑛 ≤ 𝐼𝑜𝑝 ≤ 𝐼𝑜𝑝,𝑚𝑎𝑥
𝑇𝑜𝑝,𝑚𝑖𝑛 ≤ 𝑇𝑜𝑝 ≤ 𝑇𝑜𝑝,𝑚𝑎𝑥
𝑣𝑓𝑚𝑖𝑛 ≤ 𝑣𝑓 ≤ 𝑣𝑓𝑚𝑎𝑥

𝑋𝐻2𝑂,𝑚𝑖𝑛 ≤ 𝑋𝐻2𝑂 ≤ 𝑋𝐻2𝑂,𝑚𝑎𝑥
𝑆𝑈𝑚𝑖𝑛 ≤ 𝑆𝑈 ≤ 𝑆𝑈𝑚𝑎𝑥

 

Table 5-1 Range of different parameters. 

Parameters Lower limit Upper limit 

𝛻𝑇 (K cm-1) - 10 

𝐼𝑜𝑝 (A cm-2) 0.3 0.8 

𝑇𝑜𝑝 (°C) 400 600 

𝑣𝑓× 106 (kg s-1) 8.259 82.59 

𝑋𝐻2𝑂 0.1 0.9 

𝑆𝑈 (%) 50 90 

The Non-dominated Sorting Genetic Algorithm II (NSGA-II) and NSGA-III are used in 

solving the multi-objective optimization problem. NSGA-III is an extension of NSGA-II aimed 

at tackling a large number of objectives (≥ 3) more efficiently than NSGA-II [155]. Details of 

NSGA-II and NSGA-II can be found in Refs. [155–158]. First, the NSGA-II is used for solving 

the three-objective optimization problem. Second, the NSGA-III is applied to solve the same 

three-objective optimization problem. Third, the Technique for Order Preference by Similarity 

to an Ideal Solution (TOPSIS) is applied to identify the optimal trade-off points from the Pareto 

sets obtained from the NGSA-II and NSGA-III [159]. Some other literature using TOPSIS can 

be found in Refs [160–162]. It is worth noting that three different weight combinations are used 

for identifying the optimum design points (Table 5-2). 

Table 5-2 Three weights combinations. 

Weights Point Vop FE Iop 

W1 A 0.3 0.3 0.4 

W2 B 0.3 0.4 0.3 
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W3 C 0.4 0.3 0.3 

5.2.3 Performance of DNN model 

 

Figure 5.2 Performance of the DNN model on (a) the applied voltage; (b) the maximum 

temperature gradient; (c) the FE. 

The performance of the DNN model is shown in Figure 5.2, where the DNN model predicted 

results are compared with the Multiphysics results. In addition, the R2 and RMSE results of the 

DNN model are listed in Table 5-3. The DNN model shows a good capability to predict 

different outcomes and can serve as the surrogate model of the 2D Multiphysics model. 

Table 5-3 R2 and RMSE of DNN model. 

Metrics V ∇T FE 

R2 0.998 0.992 0.998 
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RMSE 0.039 0.053 0.035 

5.3 Results and discussions 

5.3.1 GSA results 

 

Figure 5.3 When Vop is the output: (a) first-order SIs and total SIs of different parameters, (b) 
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second-order SIs between parameters; When FE is the output: (c) first-order SIs and total SIs 

of different parameters, (d) second-order SIs between parameters; When ∇T is the output: (e) 

first-order SIs and total SIs of different parameters, (f) second-order SIs between parameters. 

In Figure 5.3 (a), the working temperature shows the most significant impact on the Vop, while 

the anode inlet flow rate is the most insignificant factor to Vop. Although the current density is 

the second important factor, its total SI is less than one-third of the total SI of the working 

temperature. Figure 5.3 (b) can explain why the total SI of the anode inlet flow rate is larger 

than its first-order SIs in Figure 5.3 (a). In Figure 5.3 (c), when the FE is the outcome, it is 

evidently that the anode inlet flow rate has the highest first-order SI, followed by the current 

density. The same order can also be found in the total SI. However, the total SIs of the current 

density and the anode inlet flow rate are substantially larger than their first-order SIs. When 

the maximum temperature gradient is the output parameter, the operating temperature and the 

current density are two of the most important factors (Figure 5.3 (e)).  
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5.3.2 Parametric studies 

5.3.2.1 Effects of current density 

 

Figure 5.4 Effects of current density on the (a) uniformity of FE; (b) the transport flux of 

electron-hole along the dimensionless cell thickness at 873 K; (c) the transport flux of electron-

hole along the dimensionless cell length at 873 K. 

In this work, to quantitatively evaluate the uniformity of FE distribution, a uniformity index of 

FE (ΓFE) is introduced as [163]: 

 Γ𝐹𝐸 = 1 − √
1

𝑛
⋅ (∑

𝐹𝐸𝑖 − 𝐹𝐸̅̅ ̅̅

𝐹𝐸̅̅ ̅̅

𝑛

𝑖=1

)

2

  (2) 

Where n is the number of nodes in the computational domain, 𝐹𝐸̅̅ ̅̅  is the mean of FE. When the 

current density increases from 0.1 A cm-2 to 0.2 A cm-2, the ΓFE increases by around 1.3% at 
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873 K (Figure 5.4 (a)). However, with a further increase in current density, the temperature 

gradient increases, leading to a reduction in ΓFE. Furthermore, when the current density is fixed, 

ΓFE of PCEC tends to be higher at a lower operating temperature. In Figure 5.4 (b) and (c), the 

electron-hole transport flux along the thickness is considerably larger than that along the cell 

length. The enhanced transport flux should be mainly attributed to the change in the partial 

pressure. Noteworthy, in Figure 5.4 (c), no notable change can be found in the flux at 0.1 A 

cm-2. However, the flux increases by about 40% from inlet to outlet at 0.9 A cm-2, leading to a 

more non-uniform distribution of FE. From the analysis, the current density is an important 

factor to affect the FE and electrochemical performance of PCEC. In the practical operation, 

the current density should be well controlled to make PCEC exhibit higher FE. 
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5.3.2.2 Effects of anode inlet flow rate 

 

Figure 5.5 Effects of anode inlet flow rate on the (a) uniformity of FE at 0.5 A cm-2; (b) the 

transport flux of electron-hole along the dimensionless cell thickness at 873 K 0.5 A cm-2; (c) 

the transport flux of electron-hole along the dimensionless cell length at 873 K 0.5 A cm-2. 

In Figure 5.5 (b), the ΓFE of PCEC is higher at a higher anode inlet flow rate. However, as the 

anode inlet flow rate increases, such a positive effect of the anode inlet flow rate on the ΓFE 

becomes negligible. From Figure 5.5 (b) and (c), it can be observed that the transport flux along 

the cell length is more sensitive to the change in the anode inlet flow rate than that along the 

cell thickness. As the anode inlet flow rate increases, the flux decreases, thereby favouring the 

enhancement of FE. Moreover, when the anode inlet flow rate is varied from 6.19×10-5 kg s-1 

to 1.03×10-4 kg s-1, the flux increase from inlet to outlet is reduced by 16% (Figure 5.5 (c)), 

which is favourable to the improvement of ΓFE. Although increasing the anode inlet flow rate 
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can be a potential operating strategy to enhance the FE, it can also decrease the steam utilization 

of PCEC.  

5.3.2.3 Effects of anode inlet steam fraction 

 

Figure 5.6 Effects of anode inlet steam fraction on the (a) uniformity of FE at 0.5 A cm-2; (b) 

the transport flux of electron-hole along the dimensionless cell thickness at 873 K 0.5 A cm-2; 

(c) the transport flux of electron-hole along the dimensionless cell length at 873 K 0.5 A cm-2. 

In Figure 5.6 (a), the ΓFE of PCEC increases monotonously with the increase of cathode inlet 

steam fraction. Increasing the anode inlet steam fraction is equivalent to increasing the anode 

inlet steam partial pressure. In addition, since the inlet flow at the anode is a steam-air mixture, 

the oxygen partial pressure can be considerably reduced with the increase of the anode inlet 

steam fraction. Therefore, the formation of electron-hole can be suppressed, thereby improving 
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the FE. This is also demonstrated in Figure 5.6 (b) and (c). With the increase of anode inlet 

steam fraction, the transport flux of electron-hole is reduced not only along the cell thickness 

but also along the cell length. Furthermore, in Figure 5.6 (c), the variation in the transport flux 

of electron-hole from inlet to outlet decreases with the increase of anode inlet steam fraction, 

which also implies an increase in the ΓFE. However, such an effect also weakens accordingly. 

Based on the above analysis, the increasing anode inlet steam fraction can pose a positive 

impact on enhancing the FE. Nevertheless, simply increasing the anode inlet steam fraction 

could also present some drawbacks. For example, the steam utilization should decrease with 

increasing anode inlet steam fraction. As a result, the anode inlet steam fraction is an important 

operating parameter to PCEC performance and should be well adjusted. 

5.4 Multi-objective optimization results 

 

Figure 5.7 (a) Three-objective optimization problem solved by NSGA-II; (b) Three-objective 

optimization problem solved by NSGA-III.  

After the multi-objective optimization process, a total of 336 non-dominated points is obtained. 

The objective spaces attained by NSGA-II and NSGA-III are similar. However, the non-

dominated points determined by NSGA-III are more evenly distributed in the space, since 

NSGA-III uses a reference point-based method that allows NSGA-III to provides a more 
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diverse set of solutions than NSGA-II [157]. Besides, the TOPSIS method is applied to find 

trade-off optimal points out of all obtained non-dominated solutions, which are also shown in 

Figure 5.7. Noteworthy, three different weight combinations (Table 5-3) are used in the 

TOPSIS decision process. For example, when W1 is assigned to each objective function, the 

optimal points, A1 and A2, can be determined by the TOPSIS method on the NSGA-II and 

NSGA-III results, respectively. The details of different optimal points are listed in Table 5-4. 

At different weights, the difference between the optimal points of NSGA-II and NSGA-III is 

quite small. However, when applying the TOPSIS method to pick the optimal points from the 

entire solution set, including all non-dominated points obtained from NSGA-II and NSGA-III, 

the optimal points at different weights are in the NSGA-III solution set. 

Table 5-4 The optimal trade-off points. 

Algorithms Points Vop (V) FE (%) Iop (A cm-2) Top (°C) vf × 106
 (kg s-1) xH2O 

NSGA-II 

A1 1.288 85.04 0.800 599.99 15.00 0.900 

B1 1.217 95.35 0.380 576.880 8.27 0.899 

C1 1.203 93.46 0.425 599.728 8.87 0.899 

NSGA-III 

A2 1.288 85.82 0.780 599.05 17.51 0.899 

B2 1.222 95.92 0.367 566.877 8.29 0.900 

C2 1.198 93.66 0.409 599.460 8.30 0.900 

The analysis of Table 5-4 reveals a consistent trend wherein the inlet steam fraction at various 

optimal points is all around 0.9. This observation underscores that maintaining a higher steam 
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fraction is conducive not only to enhancing electrochemical performance but also to improving 

Faradaic efficiency [164]. Notably, when current density and applied voltage are prioritized, 

the corresponding temperature is at least 20 °C higher compared to the scenario where Faradaic 

efficiency takes precedence. This emphasizes the pivotal role of temperature control in 

practical operations for achieving a delicate balance between electrochemical performance and 

FE. The observed tendency for the inlet flow rate to be lower under conditions where FE and 

voltage are the primary objectives can be attributed to constraints imposed by steam utilization. 

Although the steam utilization is limited to 50%-90% in this work, another study on SOEC 

system optimization use a fixed steam utilization of 40% [165]. The optimal current density 

attained in their work is only around 0.1 A cm-2, a value deemed relatively small for a high-

temperature electrolysis cell [165]. While another study also indicates the optimized current 

density in a SOEC system should be less than 0.2 A cm-2. The difference between the current 

work and previous study on the optimized current density could be from the fact that this study 

is focused on the cell-level, while the previous study operates at the system level, taking into 

consideration factors such as cost and exergy efficiency. Therefore, it underscores that the 

optimization work of this study is not exhaustive, indicating the need for future optimization 

efforts on a PCEC system scale. Furthermore, a major advantage of PCEC over low-

temperature electrolysis cells lies in its higher current density, thereby delivering a higher 

hydrogen production rate. Given this consideration, points B and C may not be as ideal as point 

A due to their lower current density, potentially limiting their ability to fully exploit the 

advantages of PCEC. Consequently, points A1 and A2 are recommended as the optimal choices 

for the practical operation of PCEC. In addition, the base working conditions of PCEC 

operation are outlined in the Boundary Conditions section. When comparing PCEC in the base 

case to PCEC under the optimal condition, there is an 8% improvement in electrochemical 

performance. Notably, the improvement in FE exceeds 20% under the optimal condition. It 
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suggests that the optimal condition has a pronounced impact on the efficiency of the 

electrochemical processes within the PCEC. Another noteworthy observation is that the 

voltages in points B and C are both less than the TNV, suggesting that the PCEC is operating 

in an endothermic mode. In contrast, for point A, the voltage is approximately equal to TNV. 

Hence, it shows that achieving thermo-neutral operation in PCEC can be considered as a 

strategic means to attain a balanced compromise between hydrogen production capability and 

FE. Noteworthy, realizing thermo-neutral operation is also an important target in other SOEC 

studies [166]. For example, in ref [76], it stated that achieving thermo-neutral operation of 

electrolysis cells can mitigate thermal failures and prolong service life. The study further 

reports that an increase in steam fraction in electrolysis cells is conducive to thermo-neutral 

operation, a finding analogous to the results presented in the current work. However, it must 

be acknowledged that the multi-objective optimization of PCEC with the consideration of FE 

is still a relatively limited area of study. In the future, more optimization study should be done 

in a PCEC system level.  

5.5 Conclusions 

To achieve a trade-off between the electrochemical performance and faradaic efficiency of 

PCEC, a framework connecting the Multiphysics model and the DNN model is proposed. The 

Multiphysics model is used to train the DNN model. The DNN model is further used as a 

surrogate model to speed up the solution of multi-objective optimization problems. The applied 

voltage, FE, and current density are the objective targets. After the multi-objective optimization 

process, the TOPSIS method is implemented to pick the optimal design point out of all non-

dominated solutions generated by the NSGA-II and NSGA-III algorithms. 

In the parametric studies, it is found that with the increase of current density, the uniformity of 

FE decreases, while the transport of electronic holes within the electrolyte material is improved. 
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The transport flux of the electronic hole along the cell thickness is significantly larger than that 

along the cell length. In addition, it is found that the transport flux of the electronic hole along 

the cell length is more sensitive to the variation in the anode inlet flow rate than that along the 

cell thickness. Increasing the anode inlet steam fraction can pose a positive effect on 

suppressing the transport flux of the electronic hole, thereby enhancing the FE. The distribution 

of NSGA-III non-dominated solutions in space is found to be more diverse than NSGA-II non-

dominated solutions. Moreover, three different weight combinations are used in the TOPSIS 

decision process. Therefore, a total of 6 optimal trade-off points is selected from the NSGA-II 

and NSGA-III results. Compared to the case where voltage or FE is a highly weighted target, 

the optimum points obtained with a current density as the main objective can make good use 

of the advantage of PCEC over low-temperature electrolysis cells.  

Overall, the identified optimal points can provide a reference for the practical operation of 

PCEC. In addition, this study also exhibits the essential role of the DNN model in solving the 

multi-objective optimization problem. More importantly, the framework proposed in this study 

can be further applied to other multi-objective optimization problems in PCECs.   
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Chapter 6 Conclusions and Suggestions for Future Research 

6.1 Conclusions 

PCEC is a promising electrochemical technology to realize large-scale hydrogen production in 

the future. However, the intrinsic mixed-conducting property of electrolytes used in PCEC 

leads to the current leakage phenomenon, which significantly inhibits the performance of 

PCEC. Additionally, the chemical expansion phenomenon in the electrolyte also raises 

important concerns regarding the mechanical integrity of PCECs during operation. Therefore, 

numerical models combined with the DOE method or machine learning method are developed 

for understanding those phenomena in PCEC. 

A series of parametric studies are conducted to investigate the effects of various operating 

parameters. Results show that when the heat transfer is considered, an optimal FE can be found 

with the increase in the current density. As the current density increases, the uniformity of FE 

decreases, while the transport of electronic holes within the electrolyte material is improved. 

The transport flux of the electronic hole along the cell thickness is significantly larger than that 

along the cell length. As the inlet flow rate increases, the temperature gradient of the cell 

decreases, while the FE shows the opposite trend. In addition, the transport flux of the 

electronic hole along the cell length is more sensitive to the variation in the anode inlet flow 

rate than that along the cell thickness. The applied voltage and temperature gradient both 

decrease with increasing inlet steam fraction, while FE increases continuously. Increasing the 

anode inlet steam fraction can also pose a positive effect on suppressing the transport flux of 

the electronic hole. In the optimization work of PCEC, operating voltage, current density and 

FE are selected as targets. The optimal operating conditions are determined with a current 

density as the main objective. Furthermore, it also discovers that the consideration of chemical 

expansion can lead to a higher stress level in PCECs. However, thermal stress still dominates 
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under various operating conditions. Besides, DOE results indicate the operating parameters at 

the anode side are more important than those at the cathode side. DOE results also suggest that 

cathode porosity is the most important parameter of the stress level. Additionally, current 

density and operating temperature are found to be the most important operating factors to the 

stress level of PCEC during the operation.  

Overall, current leakage and chemical expansion are important phenomena that affect PCEC 

performance. The understanding of these phenomena can be enhanced through guidance from 

numerical models. Furthermore, this study shows that operating and structural parameters can 

effectively control and mitigate these problems, which is of great significance for the future 

operation and manufacturing of PCECs. 

6.2 Suggestions for Future Research 

Although this study considers the detailed transport of carriers in the electrolyte, the models 

developed are all two-dimensional. Therefore, 3D numerical models should be developed in 

the future to consider the transport of carriers in the electrolyte in two different scales:  

The first is a 3D numerical model at the electrode scale. The 3D porous electrode structure 

should be reconstructed as the computational domain. Since the defect chemical reactions and 

electrochemical reactions are coupled with each other, the detailed reaction kinetics of the 

defect chemical reactions as well as the electrochemical reactions can be well-investigated. In 

addition, since the defect chemical reactions as well as electrochemical reactions are 

heterogeneous processes, the effects of the reaction active area in the electrode on the reactions 

should be explored. The electrode-scale 3D model will provide a fundamental understanding 

of the defect chemistry and electrochemistry in the PCEC. The second is a 3D numerical model 

at the cell or stack scale. The effects of other components such as interconnectors and sealants 

on the performance of PCEC can be considered. Novel thermal management strategies or stack 
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designs can be proposed to further enhance the performance of PCEC. Importantly, the 

dynamic behaviour such as the long-term degradation of PCEC can be evaluated through stack 

scale models. In this regard, some advancing operating strategies or designs can be further 

developed to extend the life of PCEC.  

Moreover, the potential of artificial intelligence (AI) in advancing PCEC development should 

not be overlooked. On the one hand, there is the opportunity to develop specialized AI tools 

that can conduct high-throughput screening of materials. These tools aim to identify electrolyte 

materials with low electronic hole conductivity, expediting the search for optimal materials. 

Therefore, the faradaic efficiency of PCEC can be intrinsically improved. Additionally, as more 

experimental data on materials becomes available in the future, generative AI models can be 

developed. These models have the capability to reverse-engineer and propose material designs 

based on the specific requirements provided by users. On the other hand, AI can also contribute 

to simplifying complex numerical models. By identifying and focusing on the most important 

properties of interest to the user, AI techniques can streamline the numerical calculations 

involved, resulting in significant computational savings. Additionally, AI tools can play a vital 

role in connecting models at different scales, enabling a seamless integration of information 

across various levels of detail and complexity. This integration enhances the understanding of 

PCEC and aids in the development of comprehensive models. Overall, AI has immense 

potential to revolutionize PCEC research and accelerate advancements in the field. 
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