
 

 

 
Copyright Undertaking 

 

This thesis is protected by copyright, with all rights reserved.  

By reading and using the thesis, the reader understands and agrees to the following terms: 

1. The reader will abide by the rules and legal ordinances governing copyright regarding the 
use of the thesis. 

2. The reader will use the thesis for the purpose of research or private study only and not for 
distribution or further reproduction or any other purpose. 

3. The reader agrees to indemnify and hold the University harmless from and against any loss, 
damage, cost, liability or expenses arising from copyright infringement or unauthorized 
usage. 

 

 

IMPORTANT 

If you have reasons to believe that any materials in this thesis are deemed not suitable to be 
distributed in this form, or a copyright owner having difficulty with the material being included in 
our database, please contact lbsys@polyu.edu.hk providing details.  The Library will look into 
your claim and consider taking remedial action upon receipt of the written requests. 

 

 

 

 

 

Pao Yue-kong Library, The Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong Kong 

http://www.lib.polyu.edu.hk 



INTERACTION AND CONTROL IN ROBOTICS:

FROM ASSISTANCE TO

COLLABORATIVE MANIPULATION

LEE HOI YIN

PhD

The Hong Kong Polytechnic University

2024



The Hong Kong Polytechnic University 

Department of Mechanical Engineering

Interaction and Control in Robotics: 

From Assistance to

Collaborative Manipulation

Lee Hoi Yin

A thesis submitted in partial fulfilment of

the requirements for the degree of

DOCTOR OF PHILOSOPHY

June 2024



CERTIFICATE OF ORIGINALITY

I hereby declare that this thesis is my own work and that, to the best of my knowl-

edge and belief, it reproduces no material previously published or written, nor

material that has been accepted for the award of any other degree or diploma,

except where due acknowledgment has been made in the text.

Signature:

Name: LEE Hoi Yin

iii



Abstract

Throughout human history, we have collaborated with one another to accomplish

more challenging tasks together. With technological advancements, humans have

invented a myriad of machines and robots to assist in our daily lives and tasks.

Nowadays, we are accustomed to working alongside robots, such as adopting

robotic arms to move large metal pieces in car manufacturing.

Beyond using robots to assist humans, researchers have also focused on en-

abling robots to collaborate and work with one another, introducing multi-robot

systems. To further enhance the intelligence of robots and minimize the differ-

ences between human and machine, researchers have also developed robots that

can understand and use human tools to manipulate objects while carrying out

tasks.

This thesis focuses on the interactions and controls in robotics, exploring vari-

ous aspects from perception and capability sharing in multi-robot collaboration to

collaborative manipulation through tool usage. To investigate potential applica-

tion scenarios, the work includes three case studies: (1) Welder training assistant

with augmented perception, (2) Capability sharing in heterogeneous multi-robot

systems, and (3) Non-prehensile tool manipulation.

In the welder training assistant project, a multi-sensor interface was developed

i



to assist humans in teaching and learning arc welding more efficiently through

performance visualization and quantification. For the multi-robot system, a dis-

tributed ontological collaborative task allocation framework was proposed, fo-

cusing on allocating tasks among robots based on their capabilities. In the tool

manipulation project, a non-prehensile tool manipulation methodology was de-

veloped, utilizing a Large Language Model for task decomposition. To enable

fine tool motion correction with objects confined in a limited area, an incremental

stepping manipulation approach was also designed.

The proposed methodologies are validated and analyzed through extensive ex-

periments to demonstrate the efficiency and effectiveness of the developed solu-

tions in real-world scenarios.
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Chapter 1

Introduction

The term ”robot” was first introduced to the general public in the 1920 Czech play

“Rossum’s Universal Robots” (R.U.R.), where it was used to describe artificial

humanoid machines designed for ”forced labor.” Since then, the concept of robots

has evolved significantly. With our modern robotics development, there are a wide

range of advanced machines and systems that have become deeply integrated into

our lives.

Today, robots are employed in diverse applications, from industrial manufac-

turing to healthcare, service, and beyond. With the recent rapid development and

breakthroughs in fields like hardware engineering, electronics, computing, and

artificial intelligence, the capabilities of a robot expands significantly, influenc-

ing not only the researchers but also with the general public. Nowadays, robot

collaborating with humans or even autonomously completing complex tasks with

collaborative tool manipulation are no longer the privileges of roboticist. With the

great breakthrough in generative artificial intelligence, robot can now understand

human natural language, and interpret with various sensors input, to generate ra-
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Figure 1.1: Collaboration evolution history, from human collaborates with human
to multi-robot collaboration. The focus of this thesis starts from robot assists
human, capability sharing in robots collaboration, to the skills enhancement of a
robot.

tional motion plans for autonomous execution.

In this thesis, the main research question is “Can we make the robot smarter?”.

In more specific, we have raise the follow four sub-questions:

• How can we apply the augmented perception information to robots to assist

humans?

• Can we enhance the robot’s capabilities?

• Can we make the robots collaborate?

• Can the robot use tools like us to manipulate objects?

Given the above questions, the main objectives of this study is to develop solutions

to enhance the robot’s capability to reduce the human and robot’s intelligence

differences and to validate the proposed methods with real world experiments.

We focus on the robot assistant, multi-robot collaboration, and the skills en-

hancement on robot as shown in 1.1. We explore the interaction and control as-

pects of robotics, mainly from perception to collaboration manipulation. Three
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key research projects are investigated: a welding training platform that leverages

robot assistance with argumented perception, the capability sharing collaboration

of heterogeneous multi-robot systems, and the capability enhancement with the

non-prehensile tool-object manipulation in a dual-arm robotic platforms. These

projects aim to push the boundaries of capability in a single body, from assis-

tance to enhancement, contributing to the ongoing advancements in the field of

interactive and intelligent robotics.

1.1 Capability Assistance: Human Robot Collabo-

ration

In terms of assistance, our human vision system (i.e. eye) provides the richest

information about the environment to our brain. Therefore, we focus on using

additional perception information from the bot to assist human. In arc welding

training, traditional methods to acquire hand-eye coordination skills are typically

conducted through one-to-one instruction where trainees must wear protective hel-

mets and conduct several tests. This approach is inefficient as the harmful light

emitted from the electric arc impedes the close monitoring of the process; Prac-

titioners can only observe a small bright spot. To tackle these problems, recent

training approaches have leveraged virtual reality to safely simulate the process

and visualize the geometry of the workpieces. However, the synthetic nature of

these types of simulation platforms reduces their effectiveness as they fail to com-

prise actual welding interactions with the environment, which hinders the trainees’

learning process. To provide users with a real welding experience, we have de-

3



veloped a new automatic multi-sensor extended reality platform for arc welding

training. Our system is composed of: (1) An HDR camera, monitoring the real

welding spot in real-time; (2) A depth sensor, capturing the 3D geometry of the

scene; and (3) A head-mounted VR display, visualizing the process safely. Our

innovative platform provides users with a “bot trainer”, virtual cues of the seam

geometry, automatic spot tracking, and performance scores. To validate the plat-

form’s feasibility, we conduct extensive experiments with several welding training

tasks. We show that compared with the traditional training practice and recent vir-

tual reality approaches, our automated multi-sensor method achieves better per-

formances in terms of accuracy, learning curve, and effectiveness.

1.2 Capability Sharing: Heterogeneous Multi-Robot

Collaboration

Beside adopting a perception assistant in the human-robot collaboration, we also

extend the assistance of perception capability of a robot to robot-to-robot type as-

sistance. Specifically, sharing the perception capability or other idle capabilities

to assist other robots: capability-based heterogeneous multi-robot collaboration.

The collaboration of multiple robots is an attractive topic in the community as it

brings advantages to solving complex problems over a single robot with limited

resources, but the collaboration of heterogeneous robots still remains largely unex-

plored. Because of that, we propose a capability matching-based distributed task

allocation framework for the collaboration of heterogeneous robots. We evaluate

the capability of a single robot by an integrated numerical collaboration method.
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Then, the proposed framework is applied to optimally allocate the resources and

complete the collaboration. We introduce a hardware control scheme with the

interaction-oriented dynamic knowledge graph to resolve the conflicts between

the hardware control of different robots. Action sequences are produced by task

and motion planning during the collaboration of accomplishing the assigned job.

We validate the proposed framework by both simulation and experiment where

various capability combinations are checked.

1.3 Capability Enhancement: Robot Collaborative

Manipulation

While the collaboration of multiple heterogeneous robots can extend capabili-

ties in solving complex problems, robotic systems still fall short of matching

the dexterity and versatility of biological entities, such as crows, in wielding and

manipulating tools. Beside sharing capability, we focus on enhancing the robot

skill, which specifically is to enable the robot to use tool for object manipulation.

To further enrich the robot capability, we investigate the use of Large Language

Models (LLMs), tool affordances, and object manoeuvrability for non-prehensile

tool-based manipulation tasks. Our new method employs LLMs based on scene

information and natural language instructions for symbolic task planning. Us-

ing a new tool affordance model derived from visual feedback, we develop a

manoeuvrability-driven controller to guide the robot’s tool utilisation and manipu-

lation actions. The proposed methodology is evaluated with experiments to prove

its effectiveness under various manipulation scenarios.
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1.4 Contribution of This Work

To contribute to the aforementioned problem, this thesis provides solutions from

the perspectives of capability assistance in human-robot system, capability sharing

in multi-robot system, and capability enhancement with tool collaborative manip-

ulation in robot. The proposed approaches focus on the topics of ‘Interaction’

and interaction-oriented Control’ methodologies. The main contributions of this

thesis can be summarized as follows:

• Capability Assistance: Human-Robot Collaboration

– To facilitate efficient learning with minimum human instructors in ac-

quiring welding skills with the novel use of extended reality (XR) tech-

nology in education. Leveraging sensor fusion, the proposed system

provides students with a welding training environment that offers real-

time guidance during their hands-on practice, in contrast to conven-

tional synthetic VR-based platforms.

• Capability Sharing: Multi-robot Collaboration

– This work reports a capability-based task allocation framework for ad-

dressing multi-robot collaboration challenges. The framework aims

to enhance task efficiency by considering capability sharing among a

group of heterogeneous robots, with the novelty lying in the capability

matching and sharing mechanisms.

• Capability Enhancement: Robot Collaborative Manipulation
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– To further extend the capabilities of a robot, this thesis focuses on in-

telligence and dexterity. We first proposes the use of LLMs to interpret

task instructions, followed by the development of a novel affordance

and maneuverability model for tool usage. To enable object manipu-

lation in confined areas, an incremental stepping approach is applied

with the non-prehensile tool-object interaction, which provides incre-

mental accuracy control and make fine tool motion adjustment over

the tool-object-environment interaction, in contrast to traditional pre-

hensile motion.

To ensure the feasibility and effectiveness of the proposed methodologies, this the-

sis implements all the developed approaches on real-world platforms, with their

performance rigorously verified through experimental evaluations involving hu-

mans, robots, and manipulators.

1.5 Organization

In this work, we present three cases of study with respect to the perception, capa-

bility sharing and enhancement:

• A Multi-Sensor Interface to Improve the Learning Experience in Arc Weld-

ing Training Tasks;

• A Distributed Dynamic Framework to Allocate Collaborative Tasks Based

on Capability Matching in Heterogeneous Multi-Robot Systems

• Non-Prehensile Tool-Object Manipulation by Integrating LLM-Based Plan-

ning and Manoeuvrability-Driven Controls
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where the interaction and control aspects of the system are demonstrated in detail.

In the following, we shall refer to them as the XR Welding Training Platform, the

Multi-Robot Collaboration Systems, and the Non-Prehensile Tool-Object Manip-

ulation.

In the study of the XR Welding Training Platform, this thesis thoroughly ex-

plores an effective teaching and learning approach, culminating in the develop-

ment of two educational platforms. These platforms were subsequently imple-

mented in two mechanical engineering courses to validate the proposed teaching

and learning methodology. The detailed specifications and evaluation of the edu-

cational platforms are reported in Appendix A.
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Chapter 2

State-of-the-art Methods

2.1 Capability Assistance: Human-Robot Collabo-

ration

Arc welding is one of the most common material fusing methods in modern man-

ufacturing [1]. In its most basic form, it uses a controllable electric current to melt

a joining metal that, once cooled, binds two metallic parts together [2]. Due to its

strong and enduring joining properties, welding is used across numerous econom-

ically important fields, such as automotive and aerospace industries, shipbuilding,

steel construction, oil and gas pipelines, to name a few instances [3]. Despite its

widespread use, teaching and learning a proper welding technique has historically

presented many challenges to both instructors and trainees [4].

Traditional approaches to acquiring welding skills are typically conducted as

follows: The instructor first explains the working principle of the process and

demonstrates it with sample welds [5]; Trainees proceed to conduct hands-on

9



Figure 2.1: (a) Arc welding; (b) Illustration of traditional training approaches,
where the trainer needs to demonstrate the welding skill one by one.

welding tasks under the guidance from the instructor, see Fig. 2.1. The main lim-

itation of this approach comes from the inability to clearly observe the workpiece

geometry and the process through the protective helmet, which must be worn at all

times [6]–[8] (beginners generally struggle to obtain a clear spatial notion of what

is occurring on the other side of the helmet). The near-dark experience makes it

difficult to learn how the different configurations affect the quality of a weld; It is

hard for trainees to understand a process they can barely observe. Furthermore,

as there is a limited number of instructors that generally participate in a session,

trainees cannot receive real-time support during their practice (advice is received

only after the task has been completed and the helmet removed). All these factors

complicate the instruction and skill acquisition of arc welding tasks.

2.1.1 Automatic Welding Tracking

During the welding, a strong light generates and hinders the view of the welding

seam. To address this issue, the welding seam should be located before the start

of the work. In [9], [10], an automatic groove detection and trajectory algorithm
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Figure 2.2: Groove detection and trajectory generation by [10].

are presented. The welding groove is located based on the calculation of the point

cloud model of the workpiece (see Fig. 2.2). A welding trajectory is computed

and updated based on the current information and the past groove data. However,

the work is validated with a simulated environment without real-world welding

and targets robotic welding. It relies on the RGB camera to update the trajectory

calculation during the welding which is infeasible in real welding. Strong light

disturbance in the welding process may easily affect the accuracy of the calcula-

tion. Human-robot interface or guidance to a worker for training are omitted in

the study.

2.1.2 Training System

To address the limitations of traditional training approaches, researchers have de-

veloped various didactic platforms based on virtual/mixed reality (VR/MR) sys-

tems [11]–[21]. These platforms are typically designed to help beginners to get

familiar with the procedure and its torch movements through the use of virtual

environments that simulate the high-energy welding process (see Fig. 2.3). As no

actual interaction with the environment occurs, these simulation-based systems

can only provide a synthetic perceptual experience to the users, which may hinder

11



the psychological adaptation that practitioners acquire by conducting real tasks in

the field (e.g., fear management, thermal and noise sensations, etc. [22]).

Figure 2.3: VR Welding training system developed by [12].
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Figure 2.4: A group of self-reconfigurable robot, assembling to form a larger robot
as stated in [40].

2.2 Capability Sharing: Heterogeneous Multi-Robot

Collaboration

The development of robot fleets that can autonomously assist humans in conduct-

ing productive tasks remains an open research problem that demands solutions

in the pursuit of building the next generation of smart societies [37]. To reach

this ambitious goal, effective collaboration is a key component that can enable

groups of heterogeneous robots to improve productivity, as each individual robot

can contribute with a specific skill to accomplish the task. Intuitively, a group of

five robots (e.g., each with a different carrying capacity, sensing, and locomotion

methods) may likely have better efficiency in loading goods than a single robot

[38]. This principle of collaboration is naturally adopted by many human/animal

groups, however, its effective implementation in multi-robot systems (MRS) is not

trivial [39].
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Various strategies have been developed to collaboratively perform tasks with

MRS, e.g., some representative state-of-the-art methods include [40]–[45]. To

optimize the performance of a group of heterogeneous robots, it is essential to

develop methods that characterize and exploit the robots’ distinct capabilities in

their strategy. Various researchers have addressed this issue [46]–[49], e.g., the

approach in [46] presents a capability model and a distributed task allocation al-

gorithm based on auction theory. The suitability of a robot to work on a given task

is determined by a metric that quantifies the strength level of the different robots’

components. The method in [47] provides a multi-robot collaboration framework

that adaptively allocates robots in a task based on their energy consumption. How-

ever, most existing approaches only focus on representing robot capabilities for

task allocation (i.e., during the planning stage), and do not consider collaborative

motions (e.g., forming teams and executing tasks) as part of their capability-based

models. This critical issue has not been sufficiently studied in the literature.

Capability enhancement is another instrumental aspect of multi-robot collab-

oration. Robot teams which can reconfigure and augment their functions are ex-

pected to be more efficient than teams with a fixed skill set. In recent years, many

researchers have developed various self-reconfigurable/self-assemblable systems

[40], [42], [50]–[56] (see Fig. 2.4), which have demonstrated high flexibility in

their structural properties. The focus of most previous studies has been primarily

on hardware modification, however, to algorithmically find an optimal capability

enhancement strategy for MRS, we need to develop decision-making methods that

incorporate interactions between heterogeneous units with their associated capa-

bilities. Although great progress has been recently achieved, more research needs

to be conducted to develop these types of enhancement functionalities.
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Table 2.1: Comparison with the features and functions in state-of-the-art methods
for MRS.

Methods Capability Coll. Hardware Utilization Job Execution
[46] ✓ - - -
[47] ✓ - - ✓
[41] - ✓ - ✓
Ours ✓ ✓ ✓ ✓

The development of capability-oriented task allocation strategies is another

critical problem. Standard allocation methods have been used by many researchers

[57]–[61], who have mostly focused on optimizing the task sequence and execu-

tion time, but not on allocating tasks based on the robots’ capabilities (which is an

under-explored problem). To automatically select different robot types and their

roles in the collaborative task, an optimal allocation algorithm may need to con-

sider the semantic relation between the robots, their functions, and the environ-

ment. This can be done by using a cognitive architecture graph [62]–[65], a model

that can effectively capture this kind of robot-function-environment relationship.

Despite its usefulness, cognitive graph methods have not been thoroughly used in

task allocation problems involving heterogeneous MRS.

All these previous works have laid very good foundations for the analysis and

control of collaborative MRS. However, there are two main (open) problems that

hinder the development of task allocation methods for collaborative robots: (1)

Difficulty to develop analytical capability models of different robot types in a

consistent way; (2) Difficulty to allocate resources/capabilities to execute a col-

laborative motion task with a team composed of heterogeneous units. The former

problem comes mainly due to the lack of a common representation method to

characterize the capabilities of robotic systems. Efficient collaboration (e.g., to
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determine how a specific robot can contribute to the task) requires a shared skill

representation framework. The latter problem is due to the fact that traditional

approaches typically rely on centralized decision algorithms, which are computa-

tionally costly, and unfeasible to implement in heterogeneous systems.

There are many state-of-the-art approaches to facilitate the collaboration be-

tween multiple robots. We compare our methods with [41], [46], [47] (see Table

2.1). The method in [46] is a strength-based approach that capability is character-

ized by its strength level. The decisions calculated by this method are only based

on the binary existence of a given skill. Despite that the model in [46], [47] can

represent the heterogeneity of the robot’s capabilities, these methods cannot cap-

ture the merging/augmentation of different robots’ capabilities after the assembly.

These methods can optimally allocate tasks but do not optimize the utilization of

hardware resources. As these methods cannot handle capability augmentation by

MRS with heterogeneous capabilities, the available working modes are limited to

the traditional approaches (individual or simple group work without optimizing

resource utilization). A detailed job execution policy and cognitive knowledge

sharing for collaborative works are also not fully studied. The tasks in [41] are

divided into sub-tasks where robots make decisions based on Bayesian Delega-

tion and model-based reinforcement learning. Although this method has a more

comprehensive framework for collaborative task execution, the model does not

consider the robots’ capabilities.
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2.3 Capability Enhancement: Robot Collaborative

Manipulation

Being able to use tools is a widely recognised indicator of intelligence across

species [82], [83]. Humans, for instance, have demonstrated mastery of tool use

for over two million years [84]. The ability to use tools is invaluable as it ex-

tends an organism’s reach and enhances its capacity to interact with objects and

the environment [82]. Being able to understand the geometric-mechanical rela-

tions between tools-objects-environments allows certain species (e.g., apes and

crows [85], see Fig. 2.5) to reach food in narrow constrained spaces. For exam-

ple, a crow can use a stick to drag food out. These pull, drag, and push motions

imply the object is moved by a continuous force applied through a tool, without

any grasping or seizing involved. The same principles of physical augmentation

and its associated non-prehensile manipulation capabilities also apply to robotic

systems [86]. For example, by instrumenting them with different types of end-

effectors, robots can (in principle) dexterously interact (e.g., push and flip, see

Fig. 2.6) with objects of various shapes and masses akin to its biological coun-

terpart [87]–[89]. However, developing this type of manipulation skill is still an

open research problem. The goal of Chapter 5 is to develop a methodology to

effectively transport objects through non-prehensile tool manipulation actions.

Effective tool utilisation by a robot involves primarily two aspects: (1) task

planning and (2) tool movement [90]–[92]. Task planning is typically regarded

as a cognitive high-level process in robotics, mainly used for environmental rea-

soning, task decomposition, allocation of action sequences, etc. [93]. However,

recent trends have been pushing towards the use of LLMs to leverage the domain
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Figure 2.5: A crow using a stick to get the food out from a slot [85].

Figure 2.6: A dual arm robot flipping the box into a desired orientation [87].

knowledge for semantically decomposing and planning the execution of manipu-

lation tasks [94]–[97]. Some examples of this directions include [95], [96], which

developed an environmental feedback-based system for context-aware improve-

ment planning. Leveraging the generative capabilities of LLMs, motion sequences

can be generated for robots as demonstrated in [97]–[99]. The combination of tra-

ditional motion planners with LLMs has been explored in [94], [100], [101].

In addition to task planning, various manipulation methodologies have been

developed to model the relation between tools and objects [102]. The success of

a given tool-object manipulation task largely depends on the appropriate selection

of the tool. For example, robots can identify the tool type, potential uses, and
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Figure 2.7: A casual approach to obtain the tool affordance feature [104].

contact approaches based on the tool’s geometry, see e.g., [83], [90]. In [103],

tool features are learned through observation of the task’s effects and experimen-

tal validation of feature hypotheses. Affordance models are a common technique

used for tool feature selection [104]–[106] and tool classification [106]–[108], see

Fig. 2.7. The relation between tool actions and its effects on objects is explored in

[108], [109], where robots acquire affordance knowledge through predefined ac-

tions (e.g., pull, push, rotate). Recently, researchers have also explored the use of

LLM in accelerating affordance learning in tool manipulation [83]. Some works

have studied tool-based manipulation under constraints and from demonstrations

[110], [111]. Non-prehensile object manipulation strategies have been used in

[112], [113], see Fig. 2.8.

Although there are many studies on robotic tool use, the collaborative tool-

based object manipulation by dual-arm systems based on non-prehensile actions

remains an underexplored problem.
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Figure 2.8: A non-prehensile approach is adopted for object balancing in [112].
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Chapter 3

Capability Assistance:

Human-Robot Collaboration

3.1 Introduction

In most skill learning scenarios, humans typically learn new skills from the demon-

strations and guidance of other experienced individuals. This is particularly true

in the field of our modern manufacturing, where welding plays a crucial role to

join metals [2]. A strong bond requires a good weld, which implies a good welder

is needed. In other words, a welder with high quality welding skill is in high

demand. In an ideal case, a welder should be trained with one-by-one hands-on

practice. However, the number of instructor is in shortage and the eye-hand coor-

dinate skill is hard to acquire in a short time, not to mention the existing welding

training platform is a virtual welding machine [12]. To facilitate the efficient

teaching and learning of welding, an augmented perception-enabled bot system

could serve as an effective assistant to human learners. By providing real-time
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feedback and guidance based on the learner’s actual welding performance, this

human-robot collaboration can enable a more effective approach to welder train-

ing. Through the integration of advanced perception capabilities, the bot system

can monitor the learner’s actions, identify areas for improvement, and offer tar-

geted guidance to accelerate the skill development process. By leveraging the

complementary strengths of human instructors and intelligent robotic assistants,

this approach to welder training can overcome the limitations of existing meth-

ods and establish a more efficient and comprehensive skill development pathway.

The successful implementation of such a human-robot collaborative framework

can have a significant impact on enhancing the quality and accessibility of welder

training, ultimately contributing to the advancement of modern manufacturing.

The goal of this real-time extended reality welding training assistance system

(refer as “XR bot trainer”) is to help trainees to learn the proper torch movements

and gain confidence with real welding tasks while reducing the required human

instruction to a minimum. We conducted a series of experiments to evaluate our

proposed approach in terms of usability, performance, learning curve, and teach-

ing/learning effectiveness.

Compared with existing approaches, the developed automated training system

has the following original features:

• It detects and overlays a virtual welding path over the workpiece for trainees

to follow.

• It provides the user with instantaneous motion recommendations to improve

the task performance.

• It quantifies and visualizes the performance of the conducted welding task

22



Figure 3.1: Conceptual representation of the proposed training system.

based on sensory feedback.

• It enables to display of the process in real-time to the user and other partic-

ipants in the training session.

The rest of this chapter is organized as follows: Chapter 3.2 introduces the

architecture of the system. Chapter 3.3 presents the experiments. Chapter 3.4

gives the final conclusion.

3.2 Methodology

3.2.1 System Overview

The data flow among the different components of the XR bot trainer is shown in

Fig. 3.2. It includes an RGB-D sensor, an HDR camera, a VR headset with a con-

troller, a computer, and a welding torch. Cameras are cross-calibrated and placed

at around 10 degrees from the surface normal and facing towards the welding re-
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Figure 3.2: The workflow between the different components in the system. (a)
Devices involved; (b) PC for image processing; (c) Endpoint devices.

gion. Multimodal visual feedback is sent to the computer for processing and then

fed into the VR headset to provide the user with 3D models of the workpiece and

a video stream of the welding process.

The workflow depicted in Fig. 3.2 describes the following steps: Before the

process begins, (1) the RGB-D sensor captures a depth image of the welding area

to produce a point cloud of the workpiece; (2) A depth-based localization algo-

rithm segments the area of interest and computes the welding seam/path [9], [10].

During welding, (3) the HDR camera captures greyscale images of the process

and traces the center of the electric arc in real-time, whereas (4) all visual infor-

mation is registered into a 2D image and streamed to a webpage; (5) The VR

headset access the 2D live streaming video and the 3D model via Wi-Fi.

The electrode of the welding torch generates a strong electric arc (whose emit-

ted light is harmful to the human eyes) when approaching an electrified workpiece.

The position of this bright spot is tracked by the system, and its trace is visual-

ized to the user to provide valuable visual cues. Upon completion of the task,

an evaluation metric is calculated to assess the overall performance; The welding

trajectory, average error, and score are displayed on the interface to quantify the
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Figure 3.3: (a) Two different types of workpieces: Fillet welding and Butt welding
workpieces; (b) The groove detection algorithm is applied to locate the possible
welding area. Groove points G are displayed in green color; (c) Welding seams
are indicated in orange.

performance of the user.

3.2.2 Seam Localization

A groove is a channel between the edges of two metal workpieces [23]. The RGB-

D sensor captures an initial color-depth image that covers the whole welding area

of the workpiece; This sensor data forms a point cloud P of the scene. The pro-

posed detection algorithm uses the difference in edge intensity to automatically

find the path of the groove, where local neighborhoods in P are created to seg-

ment the groove’s approximated location [9], [10]. In Fig. 3.3, the groove points

G= {g1, . . . ,gn} are conceptually presented in green color over the channel. Com-

puting the bulk of data from this 3D point cloud results in a long processing time;

Several points are involved in finding the seam, which (for beginners) is typically

a simple straight line. Therefore, the following efficient method for locating the
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Figure 3.4: (a) 3D coordinates of the groove G are projected onto a 2D image I in
red; (b) The computed lines around the seam are the orange and green long lines;
Blue lines represent the side edges of the workpiece, which are generally shorter;
(c) Lines in blue and green in (b) are removed due to its length and slope.

seam is implemented: After the groove has been segmented in the image, the seam

is calculated by projecting all points in G into a 2D image I, as represented with

red color in Fig. 3.4. The groove’s edges are then calculated from 2D coordinates.

Noisy data from sensor measurements may affect the precision of the seam

localization, thus, a kernel convolution noise filter is implemented on I to remove

noisy/redundant points. Canny edge detection [24] is then applied to I to sharpen

the edges of the groove. Inspired by the method in [25] (which uses an edge

map to extract line segments), we compute a point-line connection edge map to

improve the precision of our results. Points are interconnected with line segments,

as depicted in Fig. 3.4. The endpoints of a line are defined as a and b. Euclidean

distance ∥a−b∥ is then calculated to determine the length of lines with endpoints

a and b. As the welding seam is expected to be longer than the sides of the

workpiece, our method removes all short lines.

To extract the characteristic line l representing the seam, we compute the av-

26



Figure 3.5: Overview of the electric arc and its center during the process.

erage slope of n (long) line segments as:

s =
1
n

n

∑
i=1

si (3.1)

for si as the slope of the ith line segment. Lines with a slope outside a range

[s−c,s+c], for c > 0 as clearance scalar, are discarded. This enables us to narrow

down the possible seam region to the orange region depicted in Fig. 3.4.

A KD-Tree algorithm [26] is introduced to classify the endpoints a,b=E(x,y)

of these lines into groups according to their image quadrants. The two quadrants

that contain most of the endpoints indicate the orientation of the seam. The mean

value of endpoints in these two quadrants is used to solve the seam characteristic

line l. By mapping the depth information in P related to the points in l, the respec-

tive 3D coordinates ζ = {ζ1, . . . ,ζn} can be obtained. Segments are assigned to l

based on the distance between ζ1 and ζn. A point Q is the target to be followed by

the user during the task and is added to visually indicate in the interface’s screen.

27



Figure 3.6: Average light intensity ξ̄ is calculated for each grid over the image.
An updated LIC p[t] is solved for each grid based on the past confidence level
p[t−1] and the current light intensity ξ̄ value. Three colors are used to visualize
the probability of the potential welding spot location. The red color tile indicates
it has the highest confidence level; Green indicates a high confidence level; Blue
indicates low confidence.

3.2.3 Electric Arc Localization

Once the welding process starts, a strong light is generated by the electric arc [6],

which is perceived through a helmet as a small bright spot; An effective welding

task requires moving this spot in the correct direction, i.e., along the seam. By

computing the arc’s center (shown in Fig. 3.5), the intersection point between the

center of the electrode and the seam can be located by our multi-sensor system. As

the intensity of the HDR image is affected by the strong light, thus, only the region

around the seam is processed and displayed to the user in real-time. Areas far

from the seam are statically displayed based on the scene’s initial observation (i.e.,

before the welding process began). The region around the electric arc has high-

intensity levels in the captured images, thus, this area of interest is extracted with

a binarization approach that generates a feature image. Nevertheless, some light

reflections may still appear in the binary map as its computation is susceptible to

noises [25].
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Light Intensity-Based Confidence Map

To remove flashing noises and minimize the computational time, a confidence

map is constructed for each image [27]–[29]. A light intensity-based confidence

(LIC) map is applied to the HDR image, where the confidence is determined by

the past trajectory and the present observations, see Fig. 3.6. The frame is first

divided into multiple tiles, with an average light intensity ξ̄ computed for each

of them. The light emitted from the welding spot makes the light intensity of the

surroundings increase radially from the center of the electric arc. As we consider

the slow motions of the welding torch by the user, it is reasonable to assume

that for a continuous high intensity in a tile for the past few frames, there is an

exponentially high likelihood that an equal or greater light intensity value will

be obtained in that same tile in the next frame. Similarly, for a continuous low

intensity in the past few frames, it is unlikely there will be an electric arc shown

in the coming frames.

Our method aims to reduce the probability density distribution of the whole

image. Only high values are considered to create a high contrast image; Thus, an

exponential growth/decline is implemented to model the likelihood for the weld-

ing spot to be located in a tile of a frame. The confidence level of each grid is then

calculated with the following function:

p[t] = min
(
(b ·norm(ξ̄ ))p[t−1]

b
(σ + p[t−1]),1

)
(3.2)

where norm(ξ̄ ) = ξ̄/255 represents the normalized average intensity in each tile;

b > 0 denotes a user-defined parameter to specify the desired intensity range;

σ > 0 controls the sensitivity to the current observation, where small values result
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in delayed responses and large values make it susceptible to fast changes (a good

compromise is σ = 1, which is used for the rest of our derivations). The current

probability (at time instance t) is denoted by p[t], which describes the confidence

of a welding spot to be found in a tile; The method is initialized as p[t− 1] = 0

for t = 0. The minimum value in (3.2) ensures that 0≤ p[t]≤ 1 is satisfied.

Different torch poses may affect the light intensity values, making p[t] fluc-

tuate. To achieve stable and consistent values, the confidence is then normalized

p[t]/Pmax based on the maximum p[t] value of the image Pmax. Using this confi-

dence map, we can estimate the location of the welding spot from the high confi-

dence areas (red regions in Fig. 3.6). We can also predict the next location of the

electric arc, labeled in green color in Fig. 3.6.

Dimension Filter

To speed up the computation time, regions extracted with the binarization ap-

proach that overlap with a high probability area are only considered for track-

ing the welding spot. To this end, we first represent these regions by a series

contours K = {K1, . . . ,Kn} computed from the binary image. Then, the areas

α = {α1, . . . ,αn} of the contours K are computed by using the Shoelace method

αi =
1
2 |u− û|, for u and û defined as follows [30]:

u = qnxqiy +
n−1

∑
i=1

qixq(i+1)y, û = qnyqix +
n−1

∑
i=1

qiyq(i+1)x (3.3)

where q = {q1, . . .qm} denotes the set of m image points q j = [q jx,q jy] of the ith

contour Ki. We then evaluate the dimension of the areas αi and apply the following
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Figure 3.7: (a) The welding torch blocks the view; (b) Some light reflections from
the surroundings share a similar light intensity level; (c) A LIC map is generated;
(d) Noises in (b) are filtered out; The center of the contour labeled in pink is away
from the actual center of the electrode; (e) The correct center can be found with
the proposed method; (f) Comparison of the center before and after the use of the
method; (g) Demonstration of the verification process.

Figure 3.8: The conceptual interface of the XR bot trainer where Q is the recom-
mended point and C is the current welding spot.

condition:

K̃i =

{
Ki, if Amin < αi < Amax (3.4)

where K̃ = {K̃1, . . . , K̃ f } denote the valid contours that can be used in the tracking

algorithm, for Amin,Amax > 0 as scalars to determine this selection.
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Electric Arc Tracking

During the task, the user may partially block the view of the electric arc with

the torch. This may lead to a shift between the contour’s center and the actual

center of the arc. To deal with this issue, our method uses a circle that includes all

contour points q in α with a minimum radius ri available. To this end, we model

the center of the bounding circle by Ci = [Cix,Ciy]. As the region that indicates the

electric arc generally produces the largest bounding circle, our algorithm verifies

these regions starting from the largest circle. However, noises in the image may

give rise to the false detection of similar-sized contours, which creates ambiguity

for the system.

Algorithm 1 presents the proposed verification process, which is depicted in

Fig. 3.7. All valid centers Ci and its radius ri found from the contour K̃i are

sorted based on the size of ri in descending order, i.e., C1 denotes the center of the

largest circle. By comparing the distance between the Ci with the previous state

location Cprev, the circle can be verified. Through iterating each Ci, the largest

reasonable circle around Cprev can be located. Kalman filter [31] is applied to

further verify the current estimation. The point C(x,y) denotes the detected center

of the bounding circle containing the welding spot. Fig. 3.8 conceptually depicts

the usage of this point in the proposed interface.

3.2.4 Motion Direction Estimation

The direction of the welding movement depends on the handedness of a user and

the location of the seam. For example, a right-hand welder will usually perform

right to left motions in a horizontal workpiece; Vertical weld motions are typically

32



Algorithm 1: Electric Arc Tracking.
Input: Cprev, K̃ ▷ Previous center, current contours
Output: C, r ▷ Center and radius of circle
N← Compute Length of Array(K̃)
for i← 1 to N−1 do

Ci, ri = Find Minimum Circle(K̃i)
Sort Cicles by Maximum Radius(C, r)
if Cprev is not empty then

i← 1
valid← False
while i≤ N & valid is False do

valid = Compare Center Distance(Ci, Cprev)
if valid then

Cprev←Ci
return Ci, ri

from bottom to top. To visually determine the direction of this welding spot, our

automated system records the movement of the center C for 20 frames. The start-

ing point Cstart is computed based on sensory data captured from these first few

frames. The moving direction is determined by comparing the signed coordinate

difference between the starting point Cstart and the current point C. For instance,

if C is on the left side of Cstart after 20-frames, it implies that the welder is go-

ing from left to right. This way, guidance from the XR bot trainer system can be

adjusted accordingly to fit the users’ torch motions.

3.2.5 Virtual XR Bot Trainer

The proposed XR bot trainer is responsible for providing instant welding guidance

to the user via a head-mounted VR display. The aim of the interface is to provide

trainees with the path to be followed by the torch as well as its desired speed.

For that, the target point Q = [Qx,Qy] is displayed in the VR headset as a moving
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circle that must be followed by the user by closely placing the electric arc’s center

C over it. By comparing the coordinates of the target and feedback points, we

can compute the relative motion of the torch as v⃗ = Q−C, and thus, generate

visual cues for the user. For example, if the position and velocity are close to the

bot’s suggestion, the point Q is displayed with a green circle; Deviations from the

target location are displayed with either a red circle or a blue circle, depending on

whether C lags or leads the point Q.

The instantaneous position error ∥Q−C∥ and the average error ε are calcu-

lated by the XR bot trainer based on the user’s motions; This information is dis-

played in real-time. After the completion of the task, the system generates a final

score and plots the executed welding trajectory. The average error ε is calculated

as follows:

ε =
1
N

N

∑
i=1

(
|Cxi−Qxi|

Qxi
+
|Cyi−Qyi|

Qyi

)
(3.5)

where N is the total number of target points Q involved from Cstart to C. With this

average error, the system then quantifies the task’s final score as γ = 100(1− ε).

As the proposed method is aimed at lowering the entry barrier for welding,

it supports cross-platform usage. The real-time results and the 3D model of the

workpiece are available on a webpage, which can be accessed through any elec-

tronic device via a wireless connection. This valuable feature enables the instruc-

tor and participants to observe the live welding process through a display device.
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Figure 3.9: Overview of the welding training system. After we place a workpiece,
RGB-D and HDR images are captured. The groove detection and the seam local-
ization algorithms are executed to find the welding path. The electric arc local-
ization is applied to the HDR image to compute the center of the arc. The yellow
path indicates the welding trajectory with the seam line shown in blue. Images
and results are registered into a 2D frame and uploaded to the server. Electronic
devices, like a VR headset, are used to access the real-time output via a webpage.

3.3 Results

3.3.1 Experimental Setup

To validate the proposed methodology, a prototype XR interface is built and in-

strumented with vision sensors to capture the whole welding process. The data

processing pipeline is shown in Fig. 3.9, which contains an RGB-D sensor (Intel

Realsense SR305), an HDR camera (New Imaging Technology MC1003), a VR

headset with a controller (Oculus Quest 2), a PC (GPU RTX 3060), and a stan-

dard TIG welding torch. Experiments are conducted to evaluate the system, with

two groups of trainees (who have no prior welding experience) being asked to

perform several tasks. One group learns with the traditional (i.e. current practice)

approach while the other group learns with the proposed multi-sensor interface.

In the control group, trainees practice with the instructor and receive one-to-one

guidance when necessary; In the experimental group, after the instructor gives a

sample demonstration, the trainees practice with the interface and receive no hu-
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Figure 3.10: Experiment setup of the proposed XR welding training system.

Figure 3.11: Various workpieces, where blue lines indicate the identified seam
location. (a)-(b) Fillet workpieces; (c) Butt workpieces.

man guidance. Success and failure are evaluated by the human instructor at the

end of each task. Experiments with the interface further evaluate (1) the accuracy

of the welding path, (2) the accuracy of the arc location, and (3) the effectiveness

of the use of this system in teaching and learning.
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Figure 3.12: Visualization of the welding spot prediction that is generated by the

LIC map. (a) The orange arrow indicates the welding direction; (b) Red and Green

tiles indicate the potential spot location, from high to medium. Blue indicates low

probability areas.

3.3.2 Experimental Design

A horizontal fillet TIG welding is chosen for all experiments, see Fig. 3.10. A

non-consumable electrode is used to generate the electric arc. The weld and the

molten pool are shielded from environmental contamination by the inert shielding

gas [6]. Mild steel workpieces of 10 mm thickness and a straight welding path

are used. Although a fillet weld workpiece is prepared, trainees are not required

to add any filler at the beginning of their training until they are capable to do

so. To obtain a fair comparison between the two methods in terms of learning

effectiveness, the task is judged as a success/failure by the human instructor. If
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Figure 3.13: Visualization of the contours K, displayed in blue color. Red circles
indicate the radius r and the center C.

success is obtained before filler inclusion, then, the trainee can start adding filler

in the next trial. If success is reached with filler inclusion, the trainee is considered

to have mastered the welding skill and the practice is completed for the trainee.

In the experiments, the system first records the traditional welding process that

is conducted by the instructor. Then, the technique is explained to the trainees

from these video recordings. Afterward, trainees perform the welding task by us-

ing the interface; The instructor and other participants observe the process from a

display in real-time. After completion, the multimodal recordings can be replayed

to analyze various details of the trainees’ execution. As proficiency in the task is

directly related to the number of repetitions a user has performed [32]–[34], we

quantify the system’s effectiveness by computing a learning curve that relates the

trial number with the obtained score.

3.3.3 Performance Analysis of the Multi-Sensor Interface

As different groove geometries may lead to different seam localization results, we

conduct experiments to validate the performance of the automatic seam detection
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Figure 3.14: (a)-(c) Examples of the welding path and the guidance support pro-
vided by the XR bot trainer; The orange and white circles indicate the start and
end points of the seam. (d) Welding trajectory, errors, and score of the conducted
task; (e) User’s view in the VR headset.

algorithm, see Fig. 3.11. Fillet and butt workpieces with various orientations are

used for these validation tests, which show that the algorithm can correctly locate

different types of seams with various poses. We also conducted experiments to

validate the performance of the spot localization and denoising algorithms; We

did it in a room with multiple unknown light sources to test its robustness. The

LIC map is applied to the raw HDR image for noise removal, with b= 4.5 in (3.2).

We define tiles with p ≥ 0.65 as areas with high probability, and p ≥ 0.95 as the

estimated welding spot region. These two types of regions are depicted with green

and red tiles in Fig. 3.12, where we can see that the LIC map predicts the location

of the welding spot from past and current intensity measurements.

In our performance experiments, the welding torch is arranged at various an-

gles and configurations, which sometimes occlude the electric arc. Fig. 3.13 de-
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picts configurations where the welding spot is not entirely captured by the HDR

camera. The minimum radius circle r is formed, and thus, the center C can still be

computed in these situations. Based on the measured trajectories of the electric

arc, the bot assistant provides real-time suggestions for the user, as depicted in

Fig. 3.14. When the trainee has a slow pace, the suggested target point is dis-

played in red to alert lagging motion. When the speed of the welding point is too

high (which results in insufficient time to melt the material) the circle is displayed

in blue. When the welding point is close to the target, the circle is shown in green.

These features of our system provide users with valuable guidance to help them

improve their technique.
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Figure 3.15: Comparison between the proposed LIC Map method and the tradi-

tional Softmax method in estimating the electric arc location. The black cross

indicates the center of the electric arc. The green tile represents a medium-high

belief (≥ 0.65). The red tile represents a high probability value (≥ 0.95). (a)–(b)

The confidence value of the surrounding in the Softmax method is higher. (c) A

larger error is obtained in estimating the center with the Softmax method.
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Figure 3.16: Evolution of the probability computed with the LIC Map method
and the Softmax method for one tile. The green and red horizontal lines indicate
the probability level at 0.65 and 0.95. The pink area is the period when the noise
occurs. A steeper slope and a narrower density are obtained by our proposed
method. Noise is also greatly suppressed with our exponential decline function.

3.3.4 System Comparison

LIC Map

There are other prediction methods for estimating features similar to the welding

spot. The Softmax function estimates the belief based on the current informa-

tion and the weighted past events [35], [36]. In contrast with this approach, our

method (3.2) provides exponential changes in the estimated belief. We compare

our method with the classical Softmax [35], [36]:

p[t] = norm(ξ̄ )+w · p[t−1] (3.6)

where norm(ξ̄ ) is the normalized light intensity at the current time instance, and

w > 0 is a scalar weight (which we set to w = 0.01). The prediction performance

of these methods can be visualized in Fig. 3.15, which shows that the tiles around
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Figure 3.17: Comparison of the histograms obtained with the proposed LIC Map
method and the Softmax method. More tiles with ≥ 0.65 probability are found in
the Softmax approach, which indicates a higher uncertainty in the estimation.

the welding spot (i.e. the red tile) present a larger (undesired) belief in the Softmax

approach than in our method.

To get an insight into the effect of our exponential approach, in Fig. 3.16

we compare the belief changes of a grid when the welding spot passes by it. The

figure shows that the confidence level increases and decreases rapidly when the arc

approaches the tile; When noises appear, our method can suppress their effect and

maintain a continuous low confidence level. The developed LIC map produces

a narrow probability distribution (see Fig. 3.17) that results in fewer potential

regions for the spot localization (green and red tiles); This leads to a faster denoise

process. With our exponential approach, we can sharpen the differences between

the useful welding light area and the rest of the image.
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Figure 3.18: Comparison between the proposed method with the state-of-the-art
practice in electric arc localization. The red dot is the center determined by our
electric arc localization algorithm. The dark blue dot is the center found with a
contour-based approach. The green dot is the center identified by the intensity-
based approach.

Welding Spot Determination

There are various state-of-the-art approaches to locating the center of the electric

arc. Contour-based and light intensity-based methods from the OpenCV library

can be used to determine this spot. Fig. 3.18 compares the performance of these

methods with our approach. For fairness’ sake, the same input data is used for

all methods, as a binary image generated by thresholding. In the contour-based

method, the center is determined based on the largest contour center in an image.

In the light intensity-based approach, the center is found in all the present high

light intensity regions without considering the dimension.

The main difference between these three methods is the accuracy in determin-

ing the actual welding spot with unpredictable noise inclusion. Noted that the

actual welding spot is the center of the electric arc and the ground truth in this

comparison is provided by the welder technician. In Fig. 3.18 and Fig. 3.19,

44



Figure 3.19: Quantitative comparison between the proposed method with the
state-of-the-art practice in electric arc localization. (a) The welding process with
results overlaid; (b) The position of the electric arc is located by three approaches.
Multiple results are obtained from the light intensity-based method.

the contour-based approach misidentifies the starting point of the electric arc as

the welding spot. In the light intensity-based approach, more than one “welding

spot” is found. With this method, extra image processing for arc localization is

normally required. A quantitative comparison between the three methods is pre-

sented in Fig. 3.19. A significant error can be observed in the state-of-the-art

approaches. This proves that the proposed algorithm can effectively determine

the welding spot that is manipulated by the user in noisy environments.
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Figure 3.20: Examples of the trainees’ performance by independently conduct-
ing welding tests. (a) Standard learning approach without filler after 5 trials; (b)
Proposed method without filler after 5 trials; (c) Proposed method after 11 tri-
als; (a) Standard learning approach led to consistent failures to maintain a proper
movement speed; (b)–(c) Proposed method helped trainees to properly learn the
technique, and thus, to master the complete TIG welding skill.

3.3.5 Effectiveness in Teaching and Learning

As the trainees in the control group have no prior experience with the XR bot

trainer, thus, poor welding performances are observed at first. As they familiarize

themselves with the system, it becomes easier to perform the welding task; Filler

is successfully added to the weld (a sign of skill mastery) within a short time of

hands-on testing, see Fig. 3.20. The performance of the executed welding trajec-

tory is shown in Fig. 3.21. We have evaluated with different welding length and

angles. The instant error between the seam and the executed welding trajectory is

visualized in Fig. 3.21(b).
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Figure 3.21: Sample welding trajectories performed by the trainees with the aid

of our XR system. (a) Spatial x-y motions of the torch, captured during 3 different

trials; (b) Instant errors of the trajectories corresponding to the motions in (a).
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Figure 3.22: Average scores and errors of different welding trials conducted by
the group of trainees with our system.

Compared with the standard instructional practice, it is easier for instructors

to explain the welding process and techniques to beginners with the proposed

interface. In terms of teaching efficiency, the instructor has to keep monitoring

and providing guidance to each student one by one in the traditional approach,

which is a time-consuming task for them. In the experimental group that uses the

interface, the instructor is only required to evaluate the task as a success or failure

once it is completed. This greatly reduces the instructor’s workload since minimal

human support is needed. It can be concluded that our XR system can lead to a

boost in teaching efficiency. This new approach also enables to increase in the

number of trainees that can participate in one session.

With respect to the learning effectiveness, it took around 5 hours for trainees

in the control group to master the welding skill while only 3 hours in the exper-

imental group. On average, around 11 trials were needed for a trainee to master

the TIG welding skill with our new approach; The multi-sensor interface enabled

these participants to independently conduct the training tasks. Around 6 more tri-

als were needed when using the traditional approach, with most participants show-
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Table 3.1: Comparison with the features and functions in state-of-the-art VR
methods for welding training.

Virtual Welding Real Welding

Methods
Seam & Arc
Localization

Guidance
Seam & Arc
Localization

Guidance

[11] ✓ ✓ - -
[14] ✓ ✓ - -
[15] ✓ ✓ - -
[19] ✓ ✓ - -
Ours - - ✓ ✓

ing a high dependency on the instructor. The horizontal axis in Fig. 3.22 indicates

the number of trials conducted by the trainees in the experimental group. The

left vertical axis represents the score obtained during the corresponding trial; The

right vertical axis shows the computed average error. As some received success at

the eighth trial, no more practices are conducted. These results demonstrate that

trainees’ proficiency in the task consistently improves with the number of trials.

Effectiveness in learning grows with the use of the developed XR bot trainer.

Compared with other VR training studies shown in Table 3.1, our automated

XR bot assistant provides immediate real-time support to the user, during real-

world welding practice. The XR interface provides motion guidance and perfor-

mance metrics based on sensor feedback. Despite this instant support, our system

cannot update the seam’s geometric information in real-time since the welding

path is computed based on the initial (static) point cloud of the workpiece. How-

ever, the instant performance of trainees can be accessed via various types of

displays that the instructor can remotely supervise. As virtual welding is only ca-

pable of providing a synthetic perceptual experience, trainees cannot address the

typical psychological adaptation that they gain through practice in the field.
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In the accompanying multimedia file, we demonstrate the performance of the

system with multiple experimental videos. https://github.com/romi-lab/

VR_Welding/raw/main/video.mp4

3.4 Discussions

This chapter focuses on the capability assistance in human-robot collaboration.

Specifically, it presents an XR training bot assistant for teaching and learning

arc welding tasks. It involves the use of a welding torch, an RGBD camera, an

HDR camera, a VR headset, and image processing algorithms. By using this

multi-sensor interface, the seam can be automatically located with 3D vision. The

instant welding spot from the electric arc is recognized and immediate XR advice

is provided to the user to improve the technique. Task scores, errors, and paths

are displayed on the interface to provide the user with valuable feedback informa-

tion. The effectiveness of the proposed method is experimentally validated with

a group of beginners. Compared to the current practice, our method allows the

instructor to have a clearer and more convenient way to demonstrate the process

and quantify the trainees’ performance. With the multi-sensor interface, users can

independently practice the skill with minimal human supervision, hence, the pro-

posed method has the potential to increase the number of trainees participating in

a single session.

There are various limitations of the developed system. For example, only

thick materials can be considered at present. A thin layer such as sheet metal is

too small to be recognized, as the depth difference in the groove is insignificant for

the algorithm to locate the seam and it may be misjudged as one large workpiece,
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Figure 3.23: Some faulty examples. (a)–(b) Seam between sheet metal workpieces
cannot be located as the depth difference is small; (c) Due to the limited angle of
view from the system, the welding torch is hard to control with the system.

see e.g. Fig. 3.23; The current system works for grooves of least 5-mm thickness.

The interface may also pose difficulties in controlling the angle of the welding

torch due to the limited camera view, see e.g., in Fig. 3.23(c). This may lead to

failures in joining two workpieces without a filler.
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Chapter 4

Capability Sharing: Heterogeneous

Multi-robot Collaboration

4.1 Introduction

In addition to the use of argumented perception capability in assisting humans for

skill acquisition, robots can also assist and collaborate with other robots by lever-

aging and sharing their individual capabilities. For example, sharing the thermal

perception information to another robot. Typically, multi-robot collaboration is

treated as a task allocation problem, with researchers primarily focused on de-

veloping efficient task allocation algorithms. However, they often overlook the

potential benefits of utilizing the capability features of heterogeneous robot teams

[44], [45]. This approach can lead to hardware redundancy or over-reliance on a

single robot, which may not fully optimize the available resources.

To address this, the concept of capability sharing should be considered to max-

imize the utilization of resources. For instance, rather than leaving idle capabili-
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Figure 4.1: Decision tree for different working modes. If a robot can do the job
alone, then the working mode is either solo or partnership. If a robot cannot do
the job alone and is non-assemblable, it can only apply subcontract mode. If it is
assemblable, the mode is assembly or subcontract.

ties unused or having a single robot take on the entire task [46], robots could share

their available capabilities with one another. This chapter, therefore, focuses on

enhancing task efficiency by fully utilizing the available capability.

Our aim in this chapter is to address these issues by developing a new dis-

tributed task allocation framework based on a semantic graph model. The pro-

posed solution combines representation, enhancement and allocation methods of

heterogeneous capabilities in robot teams. The original features of our new method-

ology are summarized as follows:

• a novel capability-based matrix masking method to represent heterogeneous

robot configurations (thus, reducing hardware redundancy) and allocate their

roles in a collaborative task;

• an effective method based on ontological dynamic knowledge graphs to

model and locally optimize the motion and interaction between heteroge-
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Figure 4.2: The full structure and use of the proposed ODKG. phase 1: initial-
ization of fundamental setup for collaboration: phase 2: task planning for multi-
robots; phase 3: information update.

neous robots;

• a graph adjacency approach that uses the least cost path to optimally utilize

and coordinate resources in a group of robots.

The rest of this chapter is organized as follows: Sec. 4.3, 4.4, and 4.5 describe

the methodology; Sec. 4.7 presents simulation and experimental results; Sec. 4.8

gives final discussions and conclusions.

4.2 Preliminaries

4.2.1 Notation

Matrices and column vectors are denoted by bold letters, such as M and m. We

use [M]i j to denote the entry at the i-th row and j-th column of a matrix M, and [v]i

to denote the i-th element of a vector v. Throughout the chapter, the superscript ∗k
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Figure 4.3: Heterogeneous robots developed for (a) simulation (b) experiments in
our multi-robots society. Robot B1 and B2 are non-assemblable and others are
assemblable. All of them have different talents and can work collaboratively. The
LED on their heads indicates the current state. Green: idle state, no job or task.
Blue: busy state, job received. White: helping state, granting favor as a team-
mate. In simulation: blue light with help: job received, no members and seeking
favor.

is used to represent different instances of a model, e.g., ∗sel f , ∗ job, ∗req represent

the robot, job, and required versions of the structure ∗.

4.2.2 Definition of Terms

Roles: There are four roles in the proposed framework: 1) Agent: refers to the

robot that receives the assigned job and which is responsible for completing it. 2)

Helper: describes the robot that assists the Agent in completing the job. 3) Team:

refers to various Agents and Helpers jointly working on the same job. A Team

must contain one Agent and at least one Helper. 4) Member: Refers to any robots
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in a Team.

Capability: Refers to the configuration of a robot that is either pre-set in the

factory or set after a hardware enhancement. In this chapter, we use the matrix C

with various superscripts to represent the capability of a system/problem, e.g., Ck

is used for the general case, Csel f for a robot’s own, and C job for the capability

demanded by a specific job.

In our method, we assume the distinctive hardware components are catego-

rized into different capability domains, e.g., defined based on their nature. For

that, we use the following three general capability domains: perception, manip-

ulation, and locomotion. For example, standard 2D vision sensors and infrared

cameras can both be grouped into a perceptual domain while grippers belong to

the manipulation domain.

Types of Collaboration: In our method, we consider four working modes (see

Fig. 4.1) to accomplish a mission, namely, Solo, Partnership, Assembly and Sub-

contract. The Solo and Partnership modes are for situations where the capability

of a single robot is sufficient for carrying out the job. When there is only one robot

around, the robot will act as an Agent and work in a Solo mode. When there are

other robots available, they can act as Helpers and form a Team with the Agent to

collaborate and share the workload under the Partnership mode. The difference

between Solo and Partnership modes is the number of robots involved. If there is

only a single robot, then, it belongs to Solo mode. Otherwise, it is a Partnership

mode and the workload is split equally.

The capability of a single robot may not be able to match the demands of the

job. Therefore, the Assembly mode allows robots to create larger structures with

enhanced capabilities that fulfil the requirements. In this mode, the robot receiving
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Figure 4.4: Example of the implementation of ODKG in the MRS with a pick-
and-place task. At the beginning (Step 1: Job Input), kinematic graphs and job
layer graph are sent to the agent when assigning a job. Then, the agent performs
capability verification in step 2 and collaborates with the optimal neighbor in Step
3. An ODKG is constructed for task execution and is composed of a Robot Layer
and a Job Layer. A full ODKG is illustrated in step 3. During the task execution
in steps 3-4, the ODKG evolves with the latest interaction information between
robots and the environments. When the job is completed (e.g. an object is moved
to the targeted table as illustrated in step 4), a connected ODKG is formed and the
kinematic relationships between objects are identical to the goal stated in step 1.
A simplified version of a connected ODKG is shown in ‘Step 4: Job Completion’.

the job needs to be assemblable. For a non-assemblable robot, it can instead adopt

the Subcontract mode and transfer the job to other robots. Neighbours who agree

to help will then act in Solo mode. For example, if a robot has more than 30%

of battery power and has no current job/task assignment, it is defined as an idle

robot. If a helper is running out of battery or the agent loses communication with

its helper for a period of time, then, the agent losses a helper and may require to

find another robot to continue the task.
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4.3 Ontological Dynamic Knowledge Graph (ODKG)

4.3.1 Graph Theory

Graphs are structures that model relations between different objects. We denote a

graph with the following pair G= (V,E), for V= {v1, . . . ,vn} as a set of vertices,

E= {viv j|vi,v j ∈V; i, j = 1, . . . ,n} as a set of edges, vi as the i-th vertex, and n as

the number of vertices. The neighborhood of vi is defined as Ni = {v j ∈ V|viv j ∈

E} [66]. For an undirected graph G, its degree matrix is defined as D(G) =

diag[d(v1), . . . ,d(vn)], where d(vi) is the degree of the vertex vi and equal to the

cardinality of the neighborhood Ni. The graph’s adjacency matrix A(G) ∈ Rn×n

satisfies:

[A]i j =


1 if viv j ∈ E

0 otherwise
(4.1)

With the degree matrix and the adjacency matrix, we compute the Laplacian ma-

trix of a graph G as L(G) =D−A, which is symmetric and positive semi-definite.

4.3.2 Application of ODKG in MRS

MRS usually work in highly dynamic/uncertain conditions, where changes can

be external (e.g., obstacles and temperature in the environment) or internal (e.g.,

intermittent communication among agents). To perform tasks in these situations,

MRS may need to build and track all semantic relations between the variable

elements. For that, we adopt a dynamic knowledge graph to construct this infor-

mation [38], [67]. The purpose of this dynamic knowledge graph is to provide a

framework that models the heterogeneity of capabilities and allocates resources
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efficiently in the various working modes.

An ontology is a collection of branches describing the nature of objects, their

attributes, and the relation among them [68], [69]. Their structure can be modeled

as a hierarchical graph. In our method, we propose to use an ontological dynamic

knowledge graph (ODKG) to represent the semantic information of the MRS dur-

ing collaborative object manipulation tasks, see Fig. 4.2. When the robot receives

a job, it enters Phase 1, which requires matching the capability, locating suitable

members, and generating a hardware control schema (i.e. Phase 1 in Fig. 4.2).

Then, it starts planning the action sequence to complete the job as illustrated in

Phase 2 of Fig. 4.2. The robot executes the plan and updates the ODKG with

the latest perceived information as shown in Phase 3 in Fig. 4.2. This approach

is based on the following assumptions: 1) all robots are autonomous and capable

of coordination via minimal local communication; 2) all robots can act upon the

latest environment changes to collaboratively reach the target.

The proposed ODKG is a two-layer hierarchical structure that ontologically

stores the information of internal physical components and the external environ-

ment, and models the interaction between them [65], [69], see Fig. 4.4. All the

elements in the ODKG can be updated, created, and deleted based on the present

observation/interaction [69]. The ODKG is a digital twin of reality but expressed

in a graphical-semantic model [64]. We model the problem with two graph layers

representing the Robot Layer GR and Job Layer G job, respectively. We use the

case depicted in Fig. 4.4 to exemplify the structure of the proposed knowledge

graph.

Robot Layer. This layer represents the state of the MRS, i.e., the collabora-

tion status of the robots and their components. It consists of the robots and their
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Figure 4.5: Multi-worker systems with a job assignment. Each node represents
a worker. The blue one denotes the agent. The yellow envelope indicates the
favor request message. The green envelope indicates the favor granting reply
message. Once a job is passed to a worker, a self-capability check is conducted
before spreading the request to neighbors. If the neighbor cannot do it and has not
time-out yet, it propagates the request to its neighbors.

attributes, which are modelled as nodes in the graph GR. The attributes refer to

the hardware components equipped in the robots. The collection of attributes de-

fines the robot’s specific capability. The relations between robots and between the

robots and their attributes are represented as edges in the graph GR. We define the

undirected edge between robots as a ‘collaboration relation’ and the directed edge

between a robot and its attribute as a ‘control relation’. An example of the Robot

Layer is shown in Fig. 4.4.

Job Layer. The objects/items involved in a job as well as its attributes are in-

cluded in this layer. Key information about the object (e.g., its dimension, weight,

location) is encoded into the attributes. In the context of Task and Motion Planning

(TAMP), this layer represents an extended kinematic graph that contains physical

relationships between objects in the world and includes the necessary attributes

of objects. The relation between objects can be changed by the robots (simply

by interacting with them) and hence is defined as an ‘interaction’. An attribute

is linked to an object, and such relation is named ‘has attribute’. In Fig. 4.4, a
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simplified example of an individual job layer is shown in step 1 and a detailed job

layer in an ODKG is shown in step 3.

Cross-Layer Relation. Connections between two items of different layers are

defined as an ‘interaction’. Physical interaction with an object is an ‘in-contact’

type of interaction while non-physical interaction is defined by its nature, such as

‘observe’ for perception.

Once a job is allocated to an agent, a kinematic graph of the current state

G job
initial and the final goal state G job

goal with the required capability is passed to

the agent, as illustrated in Fig. 4.5. Then, we combine GR and G job
initial to form

the present state of the ODKG, see Fig. 4.4. Based on the job description, the

agent then generates the job execution plan by TAMP [70] with task partition

[71]. Members of the same team will undertake different tasks with the optimally

selected components. The state transition planning to achieve the goal is formu-

lated with TAMP in Sec. 4.6.2.

This graphical storage method facilitates the information update process be-

tween multiple workers [72]. As different layers have their own uniqueness, they

can be viewed and utilized independently for the purpose of simplicity. For ex-

ample, GR can be used in the hardware control of robots, and G job can be used to

check the job progress. In this chapter, we assume all manipulable job objects are

virtually connected in G job when the job is completed.

The dynamic connectivity of the graph can reflect the current job progress

based on the previous interaction history. When the job is in progress (i.e. a

manipulable job object is being transported/manipulated), the job layer is a dis-

connected graph. Job completeness can be determined based on the connectivity

in the Job Layer. The skeleton of the graph in each layer can be expressed with the
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Laplacian matrix L(G job) [66], [73]. L(G job) is always positive semi-definite. Its

smallest eigenvalue is always zero. Thus, connectivity is determined by evaluating

the second smallest eigenvalue. If a connected graph is formed (i.e. the second

smallest eigenvalue is larger than zero) and the kinematic relation between all the

job objects is the same as the goal G job
goal , then, the job is completed.

We here introduce two methods to represent capabilities and match capabili-

ties. Based on their nature, we refer to these methods as (1) Passive approach and

(2) Active Distributed approach. Both methods are dependent on the robot layer

in ODKG. The first one adopts a waiting (hence passive) strategy of the agents

towards collaboration, while the second one uses a constant search (hence active)

for the best collaboration strategy. Task planning and job execution processes of

both methods are identical and only depend on the ODKG.

4.4 Passive Distributed Capability Matching

4.4.1 Strength-Based Capability Modelling — How strong am

I?

To construct an ODKG for heterogeneous robots, we first model the configuration

of each robot, which is equipped with (possibly) different hardware components.

The capacity of each component is quantified by a strength metric whose magni-

tude encodes the capability to perform a given task. Large values signify a higher

(or more specialized) capability.

In our proposed model, robots are either: (1) Assemblable, i.e., capable to

form structures with other assemblable robots, or (2) non-assemblable, which
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can only work in parallel with other systems. Both non-assemblable and assem-

blable robots are capable to perform certain (typically simple) tasks, however, the

strength level required to perform a challenging job could exceed that of a sin-

gle robot. In this situation, a robot can collaborate with others by undergoing

a capability enhancement or by simply passing the job to others [38]. To deal

with this issue, we propose a capability-based dynamic task allocation algorithm

that enables the shared execution of challenging tasks by a team of heterogeneous

robots.

Note that each capability is denoted as an attribute node that is connected to the

robot object in GR. We model the robot’s capabilities as a matrix Csel f ∈ RN×5,

where N = D× n, for D as the number of the capability domains, and n as the

number of strength levels. The proposed capability matrix is constructed with the

following three terms:

Csel f =
[
ssel f qsel f Psel f

]
(4.2)

where the strength vector ssel f ∈ RN×1 stores the intensity levels for the D capa-

bilities in the structure:

ssel f =

[ s1, . . . ,sn︸ ︷︷ ︸
capability 1

. . .
sN−n+1, . . . ,sN︸ ︷︷ ︸

capability D

]⊺
(4.3)

for si as the ith strength level. Within the same capability domain, the strength

levels are listed in ascending order, i.e., s1 < · · · < sn for capability 1 and so on.

The structure of this strength vector will act as an indicator signal for protocol

agreement between different robots.

The quantity vector qsel f = [q1, . . . ,qN ]
⊺ ∈RN×1 contains the number of robot
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Figure 4.6: Coordination system of the component location. (a) Origin is denoted
with the orange circle; (b) planes definition for each axis; starting from Plane 1;
(c) top view of the robot with the coordination system with Plane 2 on the y-axis
excluded.

components that belong to a specific capability domain, which are here denoted

by d. In our model, components with a high strength level are capable of exe-

cuting those tasks demanding a lower level within the same capability domain.

Therefore, the quantity vector qsel f is computed based on the following rule:

qi = count(level(comp.) ≥ si), where qi equals the number of components with

a strength level that is no smaller than si. e.g., if a robot has two components in

the first capability domain whose strength levels are s1 and s2, thus, the quantity

is q1 = 2 and q2 = 1.

The position matrix Psel f ∈RN×3 stores the locations of the robot components

and has the following structure:

Psel f =

[
psel f

x psel f
y psel f

z

]
(4.4)

where the N-dimensional column vectors psel f
x , psel f

y and psel f
x contain the x-axis,

y-axis and z-axis coordinates of the robot components. We can write Psel f in the
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following form:

Psel f =

[
rsel f

1 rsel f
2 · · · rsel f

N

]⊺
(4.5)

where the row vectors rsel f
i = [xi,yi,zi]

⊺ denote the 3D position of each compo-

nent. In our model, we define the coordinate frame’s origin such that the com-

ponents’ positions are always represented with positive values. We assume that

these locations fall within a set of pre-specified integer values, as conceptually

represented as planes in Fig. 4.6. The lowest plane in the proposed model is Plane

1, therefore, the location is always greater than or equal to 1 for any component,

and 0 for non-existing components. If there is more than one component with

the same strength level, only the most distant from Plane 1 is considered in the

position structure.

4.4.2 Capability Verification — Can I do the Job?

The ‘Job’ is assigned randomly to the agent. As shown in Fig. 4.1, once a job is

passed to an agent, capability verification is carried out to determine the operation

mode. A job is represented with a similar structure to (4.2), instantiated as C job =

[s job,q job,P job]. We can verify the suitability of the agent to perform the task

by comparing the quantity of the components q job required by the job with qsel f .

This is done with a simple Rectified Linear Unit (ReLU) [74] as:

[∆q]i = max(([q] job
i − [q]sel f

i ),0) (4.6)

The elements in the vector ∆q describe the missing components that the agent

needs to find to perform the job.
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Figure 4.7: Capability verification visualization. (a) Capability of a job C job; (b)
position and Quantity Masks; (c) results Creq after applying masks on (a); only
colored areas carry meaningful information; white refers to redundant data, i.e. 0.

The location verification between P job and Psel f of components in each capa-

bility domain if similarly performed with ReLu. The required components loca-

tion Preq is computed as:

[rreq
k, j ]i

= max(([r job
k, j ]i
− [rsel f

k,min]i
), 0) (4.7)

Preq = [rreq
1 . . . rreq

N ]⊺ = [preq
x preq

y preq
z ] (4.8)

where r job
k, j is the jth row vector of the kth capability domain. rsel f

k,min is the vector

of Psel f that is the closest to r job
k, j , hence, best meets the specifications of the job.

The required components location for a Hel per is specified in Preq.

To simplify calculations, our model adopts a binary masking approach [75],

where masks are constructed to cross-map the robots’ characteristics with the de-

manded job capability C job, see Fig. 4.7 for a conceptual representation. To

determine the quantity of the location of each required component, we need to

link the demand in Preq with q job by constructing a binary mask of Preq. To this

end, we convert Preq into a vector with the same dimension as q job, and denote it
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as mp:

mp = Preq e3 ∈ RN×1 (4.9)

where e3 = [1,1,1]⊺. To determine the number of final missing components (i.e.

qreq), we have to integrate the missing quantity ∆q with the demanded quantity

in terms of location mp. As the demand in position has a higher priority than

that of the quantity needs, to avoid creating conflicting quantity results in qreq,

we cross-map the difference vector ∆q with the mask mp. We use B{mp} to

normalize all terms in mp greater than 0 to be 1, where B{∗} denotes the element-

wise binarization operator. We combine B{∆q} with ¬B{mp} by performing the

logical ‘and’ operation. To this end, let us introduce the following term:

[b]i = [∆q]i([B{∆q}]i∧ (¬[B{mp}]i)) (4.10)

where ¬ and ∧ denote the not and and logical operator, respectively. b is a quan-

tity column vector in which the components represented in each [b]i are only re-

quired from a quantity perspective, not a location perspective. To combine the

quantity demands from Preq and b, we apply the mask B{mp} on q job and com-

bine the results with b to solve qreq as follows:

[qreq]i = [q job]i[
B{mp}]i +[b]i (4.11)

where qreq is a vector that integrates the missing components’ quantity in terms

of both location and quantity. Following (4.2), the final required capability Creq is

constructed as:

Creq =

[
s job qreq Preq

]
∈ RN×5 (4.12)
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Once Creq has been determined by the agent, the working/collaboration format is

determined following the rules described in Fig. 4.1. We now present a represen-

tative case study to illustrate the proposed methodology.

Example: Consider that the capability requirements of a job C job and the

agent’s capability configuration Csel f are:

C job =

1 1 1 4 1

2 0 0 0 0

 , Csel f =

1 1 2 3 2

2 0 0 0 0


Based on the structure (4.2), we use (4.6) to obtain ∆q and (4.7)–(4.8) to compute

Preq as follows:

∆q⊺ =

[
max(1−1,0) max(0−0,0)

]
=

[
0 0

]
(4.13)

Preq =

[
max(1−2,0),max(4−3,0),max(1−2,0)

max(0−0,0),max(0−0,0),max(0−0,0)

]
=

[
0,1,0

0,0,0

]
(4.14)

We calculate mp with (4.14) by using (4.9) as follows: mp = Preqe3 = [1,0]⊺,

which is used to obtain the binary mask B{mp} = [1,0]⊺. The term b is com-

puted by using (4.10) as follows b = [0(0∧ 0),0(0∧ 1)]⊺ = [0,0]⊺. The required

quantity vector can be calculated via (4.11) with the binary operations qreq =

[1(1) + 0,0(0) + 0]⊺ = [1,0]⊺. By combining s job = [1 2]⊺, qreq and Preq from

(4.14), we can compute the final required capability matrix as shown below:

Creq =
[
s job qreq Preq

]
=

1 1 0 1 0

2 0 0 0 0

 (4.15)

where Creq shows that the agent is looking for a helper with one component
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([qreq]1 = 1) containing the following features: a strength level of 1 ([s job]1 = 1),

and a height of 1 unit ([preq
y ]1 = 1).

4.4.3 Favor Granting — Let me Give you a Hand

Once Creq is ready, the agent starts searching for members. The communication

among the MRS is represented using standard computer network models [76],

[77]. If a solo/partnership/subcontract working format is possible (see Fig. 4.1),

the agent spreads C job to its idle neighbors. If assembly mode is possible, the

agent spreads Creq with C job.

If an idle robot receives the request, it evaluates the agreement protocol based

on the structure of its strength vector ssel f , and if it is asynchronous, the robot

carries out synchronization mapping with the incoming message. Afterwards, the

robot computes the capability difference ∆C = [s job,∆q,∆P] by applying (4.6)–

(4.8) where ∆P = Preq in (4.8).

If ∆C ̸= [s job,0N×4], the neighbor lacks certain requested capabilities and for-

wards the incoming message to its neighbors. If ∆C = [s job,0N×4], the robot

replies with a favor granting message and sends back its own capability, which we

denote as C f av, and the robot becomes a responsive neighbor.

4.4.4 Member Selection — Who will be the Best Helper?

The optimal member can be determined by comparing the capabilities of each

responsive neighbor C f av [78]. To compare matrices efficiently, we do not simply

take the large matrix C f av for calculation. Instead, we condense it to a column
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vector k:

[kk] j = [sk] j[qk] j[pk
x +pk

y +pk
z ] j, for k = job,req, f av (4.16)

where we multiple the elements in sk and qk to amplify their priorities in kk. We

use addition in P to lower the impact of each px,py,pz to the overall condensation

results. The similarity between the received favors and the requirement can be

reflected by the Euclidean distance. We represent the similarity with the Euclidean

distance score θ k [79]:

θ
k =

1
1+ ||k f av−kk||

×1000, for k = job,req (4.17)

where a shorter distance implies higher similarity.

The solution is obtained by finding the neighbor with the highest θ k. The

neighbor with the most similar capability to the demanded one is denoted as ωo,

and determined by:

ωo = argmax
ω

(θ k
1 . . .θ

k
2a), for k = job,req (4.18)

where ω is an active neighbor and a is the number of active neighbor. A favor

acceptance acknowledgment is sent back to ωo indicating its role. A timeout

approach is used to indicate favor rejection [77].
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Figure 4.8: (a) Passive Distributed Method: agent only focuses on solution op-
timization with pre-processed solutions. (b) Active Distributed Method: agent
actively takes part in all decision-making processes with all unprocessed neigh-
bors’ data.

4.5 Active Distributed Capability Matching

The method described in Section 4.4 uses a strength-based strategy to describe

the specialty of a component (i.e. the differences between components in each

capability domain, describing how strong is a given component) with a passive

distributed approach, where neighbors take part in determining the operability of

a task, and the agent is only responsible for finding the optimal solution among

all available pre-calculated solutions that are passively received from neighbors.

However, the passive method (which we shall refer to as Method 1) may not pro-

vide global optimal results that consider the combination of all idle neighbors. To

obtain global optimal results, we propose an active distributed method.
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4.5.1 Type-Based Capability Modelling

Components can also be categorized into different types. There might be a situ-

ation where the types of components are considered instead of the strength level,

such that each type of component can only carry out one type of job (e.g. some

thermal cameras provide both thermal and RGB images while others only provide

thermal information). To this end, we introduce an active distributed type-based

capability approach, which we shall refer to as Method 2. A conceptual compar-

ison between these two methodologies is illustrated in Fig. 4.8. Method 1 can

provide local optimal results with a shorter elapsed time in capability matching.

Method 2 can provide global optimal results but the elapsed time is longer. Hence,

the trade-off is time with optimality.

We define the type-based specialty and quantity in new formats and denote

them as Tk = [tk
1, · · · , tk

D]
⊺ and q̂k = [q̂k

1, · · · , q̂k
D]

⊺ where D is the number of ca-

pability domains. Each row refers to one capability domain d, for d ≤ D. For

example, if there are type 1 and type 2 components in the capability domain d,

then tk
d = [1,2]⊺ and the corresponding quantity is q̂k

d = [2]. As the dimensions

of different tk
i may not match with each other, we append 0s to the end of tk

i to

make sure Tk is a matrix. The position P̂k
i of each component tk

i is individually

denoted as P̂k
i = [p̂k

i,x p̂k
i,y p̂k

i,z]. The position of all components is represented as

[[P̂k
1]
⊺ [P̂k

2]
⊺ . . . ]⊺.

4.5.2 Capability Verification

The agent runs capability verification when it receives a job. Elements in T job

are compared with Tsel f row-by-row. If an element from T job can also be found
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Figure 4.9: A modified assemble search tree. The purple node indicates the agent
which is also the ancestor ϒ. Others are descendants υ . Ports refer to the number
of assembled ports in a robot. The number in each node shows the currently
available node remains. The search ends when a solution is found in layer 3.

in Tsel f , it is considered as specialty matched. If there is an element in Tsel f

that fails to meet the requirement, the agent cannot work alone. Similar to Sec.

4.4.2, ReLu is used for quantity comparison. The quantity difference (i.e. ∆q̂)

is computed as in 4.6. If all the values in the result ∆q̂ are equal to zero, solo

working is feasible in terms of the quantity, otherwise, a co-worker is required.

The agent sends a capability request to its neighbors but does not disclose any

details of the assignment. Idle neighbors reply with their configurations Tω , q̂ω ,

and the corresponding P̂ω without any pre-calculation where we denote idle and

replied neighbors as active neighbors (i.e. ω).

4.5.3 Collaboration Determination

In the following, ‘solution’ can be referred as possible collaboration results. It can

be a single robot for partnership/subcontract mode or a list of robots for assem-

bly. To calculate the optimal solution, the agent makes all the decisions actively
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based on all the received neighbors’ capabilities. The position of a component is

compared with ReLu when quantity and type are matched. If the result obtained

from ReLu is not equal to 0, the component does not fit the requirement. If it is

equal to 0, the component satisfies the requirement. All the neighbor’s capabili-

ties undergo a partnership and subcontract collaboration checking with the same

capability verification stated in Sec. 4.5.2. If there is any neighbor who fits the

job criteria, it implies partnership/subcontract collaboration is available and it is

one of the solutions. For capability enhancement, having more neighbors means

a larger amount of combinations have to be analyzed, which is computationally

costly and time-consuming. Inspired by the assembly approach used in [40], we

modify the breadth-first search algorithm in tree topology to determine the opti-

mal capability enhancement solution as depicted in Fig. 4.9. We refer this tree as

the modified assemble search tree. The agent constructs this tree after it receives

responses from its neighbors.

In this tree topology, we use a node to represent a robot. The agent is the

ancestor ϒ while the idle neighbors are descendants υ . Nodes involved in a path

from ϒ to any υ are the member of a team. Our goal is to obtain a path (i.e. a

solution) for the optimal assemble combination that has no repeated or redundant

robots in it.

Each robot has a limited number of assembly ports, here denoted as P and

which is equal to the maximum number of degrees in its node. A υ in the tree is a

node with at least one degree/assembly port, i.e. P> 0. The number of available

ports after assembly with the current node is the team’s available ports AP, which
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is calculated as:

AP =
f

∑
i=1

Pi−2( f −1)−g (4.19)

where f is the number of nodes involved in the path from ϒ to the current node.

When two robots assemble, an assembly port from each robot will be used, hence,

two ports are deducted from the remaining available ports (i.e., the second term

in (4.19)). g represents the number of ground-contacted robots. For example, in a

“tower-like” assembly (see Fig. 4.4) with robots attached on top of each other, a

single robot is responsible for the team’s mobility, thus, g = 1.

A descendant υ is created if and only if there is an assembly port left from its

parent’s layer and a new combination can be built. A solution check is carried out

after a new layer is constructed. At the lowest level of υ , a path’s capability is

compared with the capability requirement if the path’s AP ≥ 0. If there is a path

satisfying the requirement, it is one of the solutions and the search is completed.

A new layer will only be developed if there is no solution found in the current

layer. An example of this modified search tree is shown in Fig. 4.9.

If more than one solution is available, we apply a capability similarity com-

parison to locate the optimal solution. Similar to (4.17), we define the Euclidean

distance score θ̂ i as follows:

θ̂
i =

1
1+ ||q̂i− q̂ job||

×1000 (4.20)

where we only focus on the number of components. The specialty is omitted

here as a higher type index component does not imply it is better than that with a

lower type index. i is an available solution that denotes the capability of an idle

neighbor ω in partnership/subcontract mode or the overall capability of a robot

76



Figure 4.10: Example of hardware control when new sensory data arrives to a
group of assembled robot team that contains A, B, and C workers. A locomotion
capability for action is in request. ‘P’, ‘M’, and ‘L’ stands for perception, manip-
ulation, and locomotion components. The edges in red, black, and green indicate
the highest, medium, and lowest cost connections. The arrow indicates the flow
of the action command resulting from the least cost path calculation.

team in assembly mode. The optimal member list can be reached with the largest

θ̂ i by (4.18).

4.6 Capability-Based Task Allocation

4.6.1 Control of a Team of Robots

To address the hardware coordination of a team of robots, we first construct a

weighted graph W(GR) from our ODKG. W(GR) is an adjacency matrix but with

the cost included for edges. We use cost to indicate the availability and priority

of accessing a component. We set the range of cost to be [1,2m], where m is the

total number of members in a team. If there is any component not available to

be used freely in the collaboration assembly (e.g., locomotion of Robot B in Fig.

4.4), the highest cost (i.e. 2m) is used in the edge between the robot node and
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the component node. If there is any component not requested by the agent/job,

these components are treated as redundant with a cost equal to m in the linkage.

Otherwise, the component is regarded as free and with the minimum cost (i.e. 1).

This situation is visualized in Fig. 4.10.

When a robot detects new sensory information, it activates some functions/actions

of the hardware components, such as moving or grasping. In this section, we focus

on the hardware selection of each task, but not on task planning. Each capability

has its own action set A = {a1,a2, . . . }. To achieve accurate control, we find a

minimum cost path with the Dijkstra algorithm [66], [80] from the current capa-

bility attribute node that receives the new sensory data to the capability attribute

node that equips the required action ai. Consider the situation shown in Fig. 4.10

as an example. When the perception component of Worker A receives a new use-

ful observation, Worker A analyses the data and decides to take an action a1, e.g.,

to move forward. This finds the minimum cost path from its ‘P’ node to a capa-

bility node that contains a1 in its action set. From the node ‘P’ of Worker A to

a locomotion capability node ‘L’ of Worker B, only 3 units of cost are involved,

which is the lowest cost in the graph. Hence, the team controls the locomotion

component of Worker B to execute the action a1.

The proposed control mechanism can be used with all types of working modes.

Its purpose is to ensure the action is taken by the correct component in a robot team

without hardware conflicts. Fig. 4.10 conceptually depicts the approach.
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Figure 4.11: Simulated robot factory with an enlarged view of each job.

4.6.2 ODKG: Planning and Update

To determine the response for each sensory data and environment change, we plan

the action with the ODKG. Coordinating task allocation with capability consid-

eration is complicated. Therefore, we utilize Task and Motion Planning (TAMP)

[70] with task partition [71] to generate a feasible action policy π = {a1,a2, . . .}

for low-level motion planning. We use the Force-Based Algorithm for Motion

Planning [81] when implementing the distributed path planning on multi-agents

for each action ai. In the task planning stage, once a job is allocated to an agent,

the current G job
initial and the final goal environment state G job

goal with the required

capability is passed to the agent. We take the G job
initial and G job

goal as the input for

TAMP framework.

The pose of all objects in the kinematic graph is with respect to a constant

object in the world frame or to a random object. When there is a new interaction

caused by an action ai (e.g., ‘in-contact’ or ‘observe’), a new relationship between

objects is created, and state transitions occur. A state, here denoted as si, refers to

the dynamic status of a group of variables. In our case, a state refers to the status

of the environment and the robot-environment interaction. Each ai drives the state
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Table 4.1: Configuration of Robots (Method 1)
Types Amount Perc. Man. Loc. Size Coll. Ports

B 2 1, lv 1 2, lv 1 lv 2 4 lv 1 —
L 1 1, lv 1 2, lv 1 lv 2 5 lv 4 3
M 3 1, lv 1 2, lv 1 lv 2 3 lv 3 2
S1 1 1, lv 1 1, lv 1 lv 1 2 lv 3 1
S2 1 1, lv 1 1, lv 2 lv 1 2 lv 3 1
O1 1 1, lv 3 — — 2 lv 2 1
O2 1 — 1, lv 2 — 2 lv 2 1
O3 1 — 1, lv 1 — 2 lv 2 1
O4 1 1, lv 2 — lv 1 2 lv 2 1

Table 4.2: Configuration of Robots (Method 2)
Types Perc. Man. Loc. Size Coll. Ports

B 1, type 1 2, type 1 type 1 4 type 1 —
L 1, type 1 2, type 1 type 1 5 type 1-4 3
M 1, type 1 2, type 1 type 1 3 type 1-3 2
S1 1, type 1 1, type 1 type 1 2 type 1-3 1
S2 1, type 1 1, type 2 type 1 2 type 1-3 1
O1 1, type 3 — — 2 type 3 1
O2 — 1, type 2 — 2 type 2 1
O3 — 1, type 1 — 2 type 2 1
O4 1, type 2 — type 1 2 type 2 1

si towards the next state si+1 represented as a = ⟨si,si+1⟩ ∈ Γ. After an action,

the transition between the current state to the next state is denoted as Γ ⊆ S× S,

where Γ is the transitions, S = {s0,s1, . . .} is a set of states, s0,sgoal ⊆ S are the

initial and the goal state. We match the actions in π to the corresponding robot

with W(GR) by task partition [71].
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Figure 4.12: Demonstration of different types of collaboration working process:
(a) Assembly mode in Job 1: the orange robot goes and picks up the green robot
for assembly. (b) Partnership mode in Job 2: the orange robot helps the blue robot
in partnership mode. (c) Assembly mode in Job 3(a): the blue robot assemblies
with the purple robot to extend its height for reaching the green box. (d) Subcon-
tract mode in Job 4: the yellow robot passes the job to the purple robot as only the
purple robot can meet the job requirement.
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Figure 4.13: Example results of different combinations: Job 1: assembly; Job 2:
partnership; Job 3: partnership and assembly; Job 4: solo and subcontract
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Figure 4.14: Strength-based capability C visualization for Job 2 and 3 with each
robot and team are shown with the range of [0,255]. The larger number in the
capability is, the higher the color index is. Job 3(a): 4-unit height; Job 3(b): 8-
unit height; Job 3(c): 9-unit height.
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Figure 4.15: Multi-robot assembles. (1) Before receiving any job. (2) Job 3 is
assigned to the blue one. Its LED turns blue with a red ”Help” word, indicating it
is seeking help. AP in the Assemble Search Tree refers to available port remains
after the current assemble and the solution is indicated with pink lines. (3) The
optimal solution is found. The LED on the purple and the orange robots turn
white. (4) Assemble with reference to the solution. (5)-(10) Working and updating
ODKG correspondingly where workers A, B, and C are the purple, blue, and
orange robots. 84



4.7 Results

4.7.1 Simulation Setup

To validate the proposed methodology, we develop a small virtual robot world

with a game engine (Godot). The system enables to simulate multiple robots that

collaboratively perform different types of jobs (see Fig. 4.11). As this method is

focused on decentralized multi-robot collaboration, all agents move randomly in

the idle state and execute their own scripts independently. No centralized algo-

rithm is used for coordination. Data is stored by the main system for our further

analysis. We perform all simulations on a PC equipped with an RTX-3060 GPU.

A simple box pick-and-place task is chosen as the job. The mission is simple

but allows testing the proposed method as each job has different capability de-

mands. For instance, some jobs require a certain strength/type of specialty while

some do not. A job can generally be carried out by various working modes. Dif-

ferent kinds of assembly combinations may also be available for the same job.

We design nine robot types with diverse capabilities (see Fig. 4.3). The

amount and configuration of each robot type are indicated in Table 4.1 and 4.2,

where “Amount”, “Perc.”, “Man.”, “Loc”, “Coll.”, and “Ports” refer to the num-

ber of robots in the field, perception devices, manipulation tools, locomotion units,

collaborability, and assembly ports, respectively. In this numerical study, we fo-

cus on the ‘tower-like” assembly, where height is the most significant element in

terms of dimension. “Size” refers to the height of a robot, and “lv” denotes level.

Assemblability can be reflected in the number of available assembly ports that are

shown in the last column. “1, lv 1” and “1, type 1” refers to one component with

strength level 1 and one component with type 1 specialty respectively.
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Four different job types are created. Job 1 focuses on the specialty of per-

ception. It requires a level 3 vision device to detect heat and is designed to test

the assembly collaboration where the assembly mode is the only available op-

tion. Job 2 focuses on the member selection of multi-robot collaboration, and it

only requires level 1/type 1 component for each capability domain. Capability en-

hancement is unnecessary in this job type. Job 3 focuses on the robot’s capability

enhancement in height, where three different height constraints are examined: (a)

4-unit height, (b) 8-unit height, and (c) 9-unit height. Job 3 is designed to exam-

ine all kinds of collaboration formats mentioned in the previous section. There are

two types of robots (Type B and Type L), rich in height that they can conduct Job

3(a) in solo/partnership mode. Thus, all working modes are potential solutions.

Job 4 focuses on the specialty in the manipulation domain. Type S1 robot is the

only robot that is capable of accomplishing Job 4 in solo mode, and the Type O2

robot can accomplish Job 4 but in assembly mode.

4.7.2 Capability Enhancement

Passive Distributed Methodology

Results of optimal member determination are presented in Fig. 4.12. In Fig. 4.12

and Fig. 4.13, robots are able to perform the optimal capability enhancement to

satisfy the job requirement. Take Job 3(a) as an example, where there are only two

robot types. B and L are capable to conduct the job in solo mode (see Fig. 4.14).

Type M robot has to assemble with Type S1 robot to satisfy the requirement as

shown in 4.12 (c). Through assembly collaboration, those incapable robots (i.e.

Type M and Type S1 robots) can now complete Job 3 with help from others.

86



Active Distributed Methodology

To test the performance of the capability enhancement approach, we use Job 3(c)

as an example where at least three robots’ involvement is needed. Fig.4.14 shows

that only when Robot L, M, and S1 assemble, their team capability of color level

can reach the color level of the Job3(c) requirement. The assembly process is

demonstrated in Fig. 4.15 (1)–(5). Four different robots are placed close to each

other such that all of them are in the same neighborhood. When the blue Robot M3

receives a job, it calculates the feasibility of solo working. As Robot M3 cannot

do it alone, it sends a help request to all idle neighbors which include orange

Robot L1, purple Robot S1, and green Robot O1. To satisfy the job requirement,

the agent computes the optimal solution which is to assemble with Robot L1 and

S1. The assembly search tree results and the capability enhancement process is

demonstrated in Fig. 4.15.

4.7.3 Collaboration Performance and Task Efficiency Analysis

Different member combinations are tested with our method, see Fig. 4.13. Robots

can locate a suitable co-worker with an optimized capability to match results and

form a team. Different working modes and collaboration strategies may lead to

different task efficiency results. To investigate the differences, robots are ran-

domly placed on the field and each combination is tested 10 times.

The task efficiency outcomes of various working modes are shown in Fig.

4.16. The shaded area shows the upper and lower boundary of the results. In Job

1, as there is only one type of feasible solution, if the agent is not an assemblable

robot, the mission cannot be completed. In Job 2 and 3, it can be easily observed
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that partnership collaboration can reach the highest efficiency as more manpower

can boost productivity. Solo mode is the second most efficient way to conduct the

job as there is no extra computation involved in collaboration decision-making.

Subcontract is the slowest workable solution in Job 2. Although subcontract is

the sub-optimal way to work, it is still valid as the job is completed. The assem-

bly mode in Job 3 is the most time-consuming as assembly takes time, such as

approaching the agent and performing assembly. In Job 3 and 4, there is a large

overlapping proportion between the assembly and the subcontract mode. The dis-

parity between these two working modes is not significant. In Job 4, robots can

either subcontract with a Type S2 robot or assemble with a Type F2 robot. Thus,

the performance of solo, assembly and subcontract are similar.

It can be summarized that partnership is the best strategy in general for com-

pleting a project with the least amount of time spent. As there are no differences

between the outcomes with the designed workable solutions, the model is valid in

terms of the working mode.

4.7.4 Experimental Setup

To validate the feasibility of our proposed model, a small robot setup with 4 types

of robots is developed (see Fig. 4.3 and 4.18). Robot B1 and B2 are Type B

robots; Robot L is Type L; Robot M is Type M; Robot O and O1 are Type O1

robots; Robot O4 is a Type O4 robot. The color of the LEDs on the robot’s

body indicates their current status (see Fig. 4.3). In the experiment, robots first

analyze their observed data and then pass the useful information to others. In this

section, we focus on Job 1 and Job 3 with the assembly mode. The requirement
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Figure 4.16: Task efficiency of Job 1-4 under diverse working modes.

Figure 4.17: Comparison our method with the state-of-the-art method. (a) The
agent with our method can reach the box on the table; (b) the agent with the state-
of-the-art method cannot reach the box on the table.
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Figure 4.18: Experiment: Job 1-3 with different methods. (a)(1) The agent re-
ceives a job and seeks favor. (a)(2) – (5) start working with various working
modes: solo, partnership, or assembly. (b) A new job 5 is included that which
requires 8-unit of height and a level 3/type 3 perception capability to locate a non-
hot box. (b)(1)–(4) Robot L assembly and work with Robot M and Robot O1. (c)
Method 1 and 2 give the same member selection results when Job 2 is assigned to
Robot M1. (d) The average task efficiency of different working modes.
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of Job 1 and 3 are the same as the simulation. To make the experiment more

relevant to the real-world application, Job 1 requires moving goods away from a

‘simulated explosive’ object. Job 3 requires picking goods from a table with a

height of 8 units and placing them into a box. The robots use a Raspberry Pi 4b

for processing and communication, and an Arduino for low-level control. The Job

is assigned from an Ubuntu computer to the robots. All programs and decisions

are executed individually.

4.7.5 Collaboration Analysis with Object Pick-and-Place Tasks

In both methods, the agents form the optimal strategy based on their capabilities.

In Job 1, we hide a heater inside one of the blue boxes to simulate the existence

of explosive material. All blue boxes are identical and cannot tell the difference

from the outlook. The robot needs to acquire a heat detector to differentiate the

safe box from the dangerous one. We assign the job to Robot M. In Fig. 4.18,

Robot M transfers states from sinitial to sassemble and to sgoal . Robot M success-

fully conducts the assembly with Robot O. With the extended thermal vision from

Robot O, the team is capable to select the correct box {adetect ,agrasp} and move

it to the desired area {amove,arelease}, away from the explosive box. The experi-

ment proves the robot’s ability to execute the job collaboratively and to utilize the

optimal components via the proposed methodology.

In Job 3, the height constraint is unachievable for any single robot in the field.

To test the optimal member localization and the assembly working mode between

Robot L and M, we specifically assign the job to Robot L. In the experiment,

Robot L assembles with the appropriate worker which is Robot M. Through the
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Figure 4.19: (a1) Robot S2 sends a favor request; (a2) robot S1 is selected in both
methodologies. (b) Potential Members. (c) Similarity score θ for each potential
member with Method 1 and 2.

implementation of the ODKG, the robot team can achieve optimal component

control. The team uses the gripper from Robot M instead of that of Robot L, to

grasp {agrasp} and unload {arelease} the goods. With the capability enhancement,

the team can pick up the goods from a table and put the goods into the target box

for packing. Based on the results, it can be concluded that the proposed model

is feasible and valid. It matches our observation in the simulation results. It

also proves the potential for adopting the proposed model to solve the real-world

multi-robot collaboration problem.
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4.7.6 Performance Comparison

We numerically compare (i.e., with the simulation environment) the optimal per-

formance of our proposed methods by placing multiple potential members around

the agent. As shown in Fig. 4.19, all 6 types of robots are placed next to each

other. We assign Job 2 to Robot S2. All the neighbors can conduct the job in solo

mode, except Type O robots.

Passive Distributed Methodology

Job 2 requires a strength level 1 manipulation component. As Robot S2 is capable

to carry out the job by itself, it looks for a partner to conduct the job in parallel

and to boost productivity. The agent sends a favor request containing C job to all

its idle neighbors. The agent receives the favor-granted messages (i.e. C f av) from

all robots, except Robot O1. As there are more than one neighbors who fit the

criteria, there are multiple available solutions. From the scores in Fig. 4.19, we

can observe that Robot S1 has the highest score. Results can be verified with the

visualized capability in Fig. 4.14, where Robot S1 has the most similar capability

to that of Job 2. Thus, the job is shared with Robot S1 in a Partnership form of

collaboration.

Active Distributed Methodology

Job 2 requires a type 1 manipulation component. However, Robot S2 has a type 2

manipulation component, which means its capabilities do not match the require-

ment. As the solo mode is not feasible due to the lack of a type 1 manipulation

component, Robot S2 needs a helper. A help request is broadcasted to the idle
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neighbors. The agent receives the capabilities of all idle neighbors. As the solo

mode is not feasible and there are insufficient assembly ports on Robot S2, based

on Fig. 4.1, the remaining solution is to adopt the Subcontract mode. There are

4 potential Subcontract collaboration solutions. The optimal solution is located

via the scoring calculation where Robot S1 is the optimal choice with the highest

score θ̂ = 50 (see Fig. 4.19). Visually, Robot S1’s color is the most similar to that

of Job 2 shown in Fig. 4.14. Hence, the job is transferred to Robot S1 with the

Subcontract mode.

We also compare the performance differences via experiments. In Fig. 4.18(c),

we assign the same Job 1 to Robot M1 to evaluate the results differences and accu-

racy in selecting a member under passive and active approaches. Both approaches

show the same results, with Robot O1 selected as the optimal neighbor.

Both methodologies are valid and have their own features. The passive ap-

proach puts individual consideration at the top priority while the active approach

puts more emphasis on resource allocation. The differences in practical scenarios

are that the passive strategy is more suitable when resources are not limited. The

active strategy is more applicable in situations where resources are scarce. More

details are discussed in the Sec. 4.8.1.

4.7.7 ODKG Validation

We validate the ODKG model by assigning various types of jobs to our hetero-

geneous MRS. When the robot receives a job assignment, the agent builds the

ODKG model and uses it for decision-making. In Fig. 4.12 and 4.13, the teams

are capable of completing the assignment in solo or working collaboratively. Con-
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sider the three-robot assembly case with the use of Method 2 in the following (see

Fig. 4.15). After the assembly, three robot ontology layers are connected. In the

beginning, all objects ‘box’ are linked to the object ‘table’. The locomotion capa-

bility node ‘L’ of the orange robot which is denoted as worker ‘C’ in ODKG and

‘table’ are connected with the object ‘ground’ as shown in Fig. 4.15 (5). When the

purple robot (denoted as ‘A’ in ODKG) sees the ‘box’, there exists an interaction

between the ‘box’ and the perception node ‘P’ of the worker ‘A’, demonstrated

in Fig. 4.15 (6). As the kinematic graph shows that the observed ‘box’ is on the

‘table’, the robot has to go to the ‘table’ to reach the ‘box’. Thus, the robot team

moves towards the ‘table’ with the locomotion capability of ‘C’ and grasps the

‘box’ with the manipulation capability of ‘A’ in Fig. 4.15 (7). The team locates

and moves to the target ‘place’ for unloading the ‘box’ shown in Fig. 4.15 (8)–(9).

This process is repeated until all boxes are linked to the ‘place’ as illustrated in

Fig. 4.15 (10). In this numerical example, the agent formulates the collaboration

strategy and completes the job successfully.

Both passive and active methods provide similar results in the experiments. In

the experiments shown in Fig. 4.18 (a) with the Job 1 Method 1 and 2, the agent

Robot M collaborates with its member Robot O in assembly mode. An ODKG is

constructed and evolves with time. From steps 1 to 3 shown in Fig. 4.18 (a), the

unique perception information gathered by the Robot O (i.e. the location of the

non-explosive goods) is shared to Robot M. The agent then triggers the ‘move’

and ‘grasp’ actions of its ‘locomotion’ and ‘manipulation’ capabilities with the

proposed hardware coordination system.

We tested the partnership and solo modes with different approaches in the

Job 2 experiments (see Fig. 4.18 (a)). The agent Robot M2 receives the job and
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works with Robot M1 in partnership mode. If Robot M1 lacks sufficient power,

then Robot M2 works alone in solo mode. We use the robot layer in ODKG to

coordinate the hardware allocation problem. In partnership mode, the least cost

path from a feedback node (e.g. ‘perception’ node) to any action-related node

(e.g. ‘locomotion’, ‘manipulation’ capability node) is 2. It indicates that using

the node from the same robot which receives information is the best hardware

allocation result.

In the experiments with Job 3 Method 1 and 2, the agent Robot L receives

the job and collaborates with Robot M. An ODKG is built and used to coordinate

the hardware resources in the team. As both robots are mobile, Robot M sends a

‘move’ action command to the ODKG to decide which robot’s component to be

used when it locates the goods in Step 3 shown in Fig. 4.18 (a). However, after

reaching and grasping the goods, Robot M loses sight. The team relies on the per-

ception information from the agent and uses the agent’s ‘locomotion’ capability

to move towards the unloading area. When the team reaches the unloading area,

the team uses the ‘manipulation’ capability from Robot M to release the goods.

To further evaluate the effectiveness of the ODKG application, we introduce

Robot O4 which is a Type O4 robot. We create a new job: Job 5, which re-

quires an 8-unit of height, type 1 and 3 perception capabilities to determine the

‘non-simulated explosive’ box, and type 1 manipulation and locomotion compo-

nents. In Fig. 4.18 (b), the agent Robot L finds the correct robots to be its helper:

Robot L assembles with Robot M1 and Robot O1. During the task execution,

they use the type 3 ‘perception’ device of Robot O1 to detect hot objects. By

combining the perception data of Robot O1 with Robot M1, the team success-

fully locates the non-hot box. With the hardware optimization in ODKG, the
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team uses the ‘manipulation’ component of Robot M1 to interact with the non-hot

box and control the ‘locomotion’ of Robot L to navigate the environment. We

illustrate the performance of the proposed methods in the accompanying video

https://vimeo.com/726691079

4.8 Discussion and Summary

4.8.1 Discussion

We evaluate the proposed ODKG with different working modes and collaboration

strategies. Through simulations and experiments, we demonstrate the efficiency

of ODKG in heterogeneous MRS. The average task efficiency of adopting vari-

ous working modes is shown in 4.16 and 4.18 (d). Both results proved that the

partnership mode gives the optimal outcome with the shortest elapsed time for job

accomplishment.

Both approaches are feasible and effective in capability-based task allocation.

The passive approach allows neighbors to share some computational cost from

the agent by focusing on individual offerings, but not the whole group. The active

approach however values the resource utilization of the whole community before

the individual. Passive and active methods are related to the collaboration atti-

tude while strengths and types are for the capability modelling. These methods

can be used interchangeably. For example, the passive approach can be used with

type-based modelling and vice versa. In Method 1, the average elapsed time of

ODKG (Phase 1) from job receives to member selection is around 0.17s in both

small (8 robots) and large-scale (24 robots) simulation environments. Method 2
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takes around 0.18s and 2.53s respectively as the agent requires more time to com-

pare all neighbors’ capabilities with the requirement, thus, the time increases with

the number of neighbors. The system performance in terms of member selection

time remains consistent when using Method 1, regardless of the number of robots

involved. The selection time will stay similar even with a small number of robots

or a significantly larger deployment, such as 100 or 1000 robots. In contrast, the

selection time increases with Method 2 as the number of robots grows.

There are two main limitations of the proposed methodology: (1) the pro-

cessing time increases with the number of capabilities, strength levels, capability

types, and neighbors, and (2) the capabilities of all robots have to be quantified

beforehand. Various kinds of jobs can be assigned to the robots to evaluate their

strength level and to classify them into different categories.

4.8.2 Summary

This chapter focuses on the capability sharing in heterogeneous multi-robot col-

laboration. Specifically, it presents a distributed dynamic framework to allocate

collaborative tasks based on capability matching in heterogeneous MRS. Our

methodology is designed to handle various kinds of working modes/collaboration

between heterogeneous robots and to broaden the operability scope of the job na-

ture of a robot. Two approaches are presented and their performances are tested

through numerical simulation and real-world experiments. Various multi-robot

collaborative tasks guided by the proposed method are conducted with optimized

strategies. Future work aims to extend our proposed method to include various

self-reconfigurable robots. Different real-world applications and collaboration
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modes will be explored to validate our method’s performance.
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Chapter 5

Capability Enhancement: Robot

Collaborative Manipulation

5.1 Introduction

In addition to amplifying and extending a robot’s existing capabilities, the ability

to utilize tools provides greater potential for manipulation approaches, thereby en-

hancing the robot’s dexterity in interacting with its environment. In other words,

tool use can be viewed as a further extension of the robot’s current configuration,

leading to an increase in dexterity and an enhancement of its initial manipula-

tion capabilities. To allows the robot to perform tool manipulation task based on

the task instruction expressed by human, it involves the ability to understand task

instructions expressed in free-form language and to generate appropriate motion

plans. While various models have been developed using Large Language Mod-

els (LLMs), the integration of LLM-based tool manipulation with non-prehensile

actions remains an open and under-explored topic.
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Tools

Walls Block

Figure 5.1: Tool-Object manipulation in a dual-arm robotics system with environ-
mental constraints using the non-prehensile approach.

This chapter focuses on the capability enhancement in robot collaborative

manipulation aspect. Specifically, we aims at enhancing the manipulation ca-

pability of a dual-arm robot via tool usage. We propose an novel LLM-based

manoeuvrability-driven method with the following original contributions: (1) We

develop an effective model to represent the geometric-mechanical relations and

manoeuvrability of tools and objects; (2) We propose a non-prehensile strategy

to manoeuvre objects under different constraints with tools; (3) We evaluate the

performance of the proposed methodology with real-world experiments on a dual-

arm robotic system.

The rest of the chapter is organised as follows: Sec. 5.2 presents the method-

ology, Sec. 5.3 presents the results, Sec. 5.4 gives final conclusions.
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Figure 5.2: (a) The task environment includes a camera for real-time top-view cap-
turing, a dual-arm robot, tool(s), and a blue block to be manipulated to the target
location. (b) The architecture of our system: Unstructured data input is converted
to a subtask list in the symbolic task planner with an LLM, a manoeuvrability-
driven planner to compute the tool’s manoeuvrability and generate an affordance-
oriented motion and path. (c) Execution process of the result given by the system:
dual-arm robots take turns pushing the blue block from one side to another via
collaboration.

5.2 Methodology

5.2.1 Problem Formulation

Consider a dual-arm robotic system using a tool to manipulate a block at a far

distance (see Fig. 5.1). Given the input is a free-form language task L (e.g., “move

the block to Point B”), we apply a high-level symbolic planner (i.e., a LLM) to

decompose the task into multiple subtasks li, L = {l1, l2, . . .} where L contains a

list of pre-defined motion functions li.

We define a tool as a manipulable object that is graspable by a robot, a manipu-

landum [90] as an object (e.g. a block) that is manipulated via a tool, and a wall as

a static non-manipulable object. Tool use by robots is challenging as the tools can

have various shapes, the environment can be dynamic, and the contact between
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the tool and the manipulandum may be hard to maintain in a long-horizon task.

Depending on the geometric features of a tool and a wall, the available affordance

for manoeuvring a manipulandum may be different. Affordance here refers to the

available action-effects offered by the tool or the environment. In this work, we

classify affordance into two types: active and passive. Active affordance is given

from a manipulable object, i.e. a tool, and it is directly related to the manoeu-

vrability when driving a manipulandum. Passive affordance is given from a static

non-manipulable object.

To derive our methodology, the following setup assumptions are made: (1) The

manipulation motion is planar, and (2) the size of the manipulandum is not larger

than any one of the segments of the tool. Throughout this chapter, we denote

“tool-based object manipulation” as TOM, and “tool-based object manipulation

under environmental constraints” as TOME. Also, we use p◦ to represent the 2D

pose of an object ◦. The complete architecture of our method is depicted in Fig.

5.2.

5.2.2 LLM-Based High-Level Symbolic Task Planner

To obtain a valid task decomposition for a long-horizon task, the system needs

to understand the requirements and generate an executable subtask list. We de-

velop a symbolic task planner that takes natural language instructions with scene

descriptions as input, and outputs a list of high-level subtasks. The list involves

the tool selection/sharing between two arms, the sequence to manipulate the tool

with the manipulandum, and the interaction between the two arms. The model is

fine-tuned with around 20,000 lists of example data. These two data sets are gen-
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erated randomly with different environment settings, such as different locations of

the manipulandum, target destination, robots, and tool shapes.

The system interprets the provided high-level task L, which can have a struc-

ture like “Please move the blue block to the right-hand side”, “Can you push the

block to the target?”, etc. Visual information of the scene is grounded to the sys-

tem from the observation data o, where o is composed of a series of data points,

such as the pose of the block (manipulandum), tools, robots, and walls. The sys-

tem embeds the environmental information with the task instruction to produce a

desired configuration requirement, denoted as {pobj,ptarget, . . .} ← f (L,o) where

f (L,o) is the embedded result.

The LLM interprets the output of f (L,o) to generate a subtask list {l1, l2, . . .}←

fllm( f (L,o)) where li is a subtask describing the manipulation phase of each robot

[114] and is corresponding to a high-level robot motion function. The motion

functions are designed to be simple and specify a short-term goal of the concerned

object (these functions omit low-level motion commands). For simplicity, here we

use m to represent manipulandum in the following function definitions. We use

grab(arm, tool) for grabbing a tool with the robot arm; approach(arm, tool,m)

for approaching the location of m with tool using arm; interact(arm, tool,m,goal)

for moving m to the goal location with the tool; stepping(arm, tool,m) for mov-

ing m out from the bounded are with the tool of the arm through contact pulsing

motions; pass(arm1, tool,m,arm2) for passing m to another arm’s workspace;

release(arm, tool) for releasing the tool back to its original place with the arm.

A sample motion task with a dual-arm robot can given as:

pass(right,hook,block, le f t);

approach(le f t,stick,block);
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Figure 5.3: (a) Affordance vectors are shown in pink arrows. Grey arrow is vtarget

and the desired affordance vector is denoted as a∗. (b) shows the manoeuvrability
analysis flowchart: affordance area is visualised with the Gaussian function in
yellow and blue; expand and downsample the tool’s shape to get key points Pkey

(green colour dots); combine the affordance area with the key points Pkey to get
the non-redundant points P⋄ (red dots), and combine the affordance a∗ found in
(a) to obtain the position for the manipulandum to be at with the tool (labelled as
p∗ with a red dot) and the highest manoeuvrability region is shown with a dashed
red circle.

interact(le f t,stick,block, target); · · · ← fllm( f (L,o))

where both arms take turns manipulating the block. The right arm passes the

block to the left by pushing it to an area where both arms can reach it. The left

arm approaches the block with a stick and manipulates the block to the target. To

this end, the symbolic task planner converts the unstructured data to a series of

motion functions, including robot motion, tool planning, manipulation sequence,

and collaboration.

5.2.3 Visual Affordance Model

Tools can have various shapes and complex structures. In this chapter, we focus

on the following tool geometries: a stick, an L-shaped hook, and a Y-shaped hook.

Affordances are related to the geometric features of a tool [115]. To analyse the

possible affordances, we divide the tool into smaller segments (i.e. a line), and
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denote them as S = {s1,s2, . . . ,sn} where si and si+1 are segments next to each

other. We compute the normal vectors of the segment at the middle point and

scale them by half of the segment’s length. This is done to weight the affordance

effect this regions carries. There are two affordance vectors per segment si, each

pointing in opposite directions, as depicted in Fig. 5.3(a). Let us define A =

{a1,a2, . . . ,a2n} as the structure that contains all the affordance vectors ai, for n

as the number of segments.

To determine which affordance vector ai will be used to interact with the ma-

nipulandum, we compare the similarity between ai and the vector from the ma-

nipulandum’s position to the target point vtarget by:

θi = cos−1
(

vtarget ·ai

∥vtarget∥∥ai∥

)
(5.1)

where θi is the similarity score. The optimal affordance vector a∗ and its according

segment s∗ are found by locating the vector that has the minimum similarity score

argmina(Θ) where Θ = {θ1,θ2, . . .}.

5.2.4 Manoeuvrability Analysis

A tool can push the manipulandum from the side, from the tip, or other areas.

However, the relative location of the manipulandum respective to the tool affects

its manoeuvrability. In other words, the affordance provided by the tool is propor-

tional to manoeuvrability. Consider using a rotating stick to push an object with

its end tip. In this situation, the tool may lose contact with the manipulandum as

it rolls outwards, hence, the manoeuvrability of this point is low. On the other

hand, the midpoint of the stick has a high manoeuvrability, which proportionally
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decreases as the contact point is further away from the midpoint. We can model

this behaviour with a Gaussian function, where its centre is the segment’s centre

and the peak height is half the segment’s length, see Fig. 5.3(b). We refer to this

region as an affordance area.

All the pixels in the affordance area of si are set to 1 in an image frame Ii

and the rest to 0, which creates a binary image; This process is repeated for all

segments. All binary images are then summed as Î=∑
n
i=1 Ii where n is the number

of segments. The affordance of tool segment is quantified with the (normalised)

manoeuvrability matrix: M = Î/Îmax, for Îmax as the maximum value in Î. Tool

regions with high values in the image M reflect a high manoeuvrability.

These computed manoeuvrability values are useful to determine the location

where the tool interacts with the manipulandum. To determine the centre of the

object, we then expand the contour of the tool by the object’s radius robj. This

contour is downsamppled with the Ramer-Douglas-Peucker algorithm [116], then,

parameterised with the spline fitting technique reported in [117]. To extract key

features of the tool geometry, we use a sliding window strategy to examine a small

number of neighbouring points. If there exists a point where its curvature is larger

than a threshold in the local neighbourhood, we consider this point as one of the

feature points.

To compute the minimal number of key points which we denoted as follows:

Pkey = {pkey
1 ,pkey

2 , . . .}

that capture the highest manoeuvrability among feature points, we use the density-

based clustering algorithm from [118]. By integrating the affordance areas we

obtained earlier, we can filter out some redundant key points. For example, if
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Figure 5.4: (a) The tool is virtually aligned to the current object and the goal
location, with p∗ = pob j and p∗ = pgoal . (b) The light blue dashed line is the
radius of the orange circle Cstart and Cend, which equals the distance between
ptool and p∗. The tool moves from pint

start to pint
end by following the dark blue dashed

trajectory line.

there exists a point pkey
i located outside the affordance area (visualised in Fig.

5.3(b)), we consider this point as redundant. All the non-redundant points are

then grouped into P⋄ = {p⋄1,p⋄2, . . .}. To find the point in P⋄ with the highest ma-

noeuvrability (defined as p∗), we use the manoeuvrability matrix M and distance

between p⋄i and a∗ as described in the metric below:

p∗ = argmin
p⋄i

((1− [M]p⋄i )+∥p
⋄
i −a∗∥) (5.2)

where [M]p⋄i denotes to the image value of M at point p⋄i . The region with the

highest manoeuvrability is defined as the circle (with object radius) centred at p∗.

(see Fig. 5.3(b))
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5.2.5 Manoeuvrability-Oriented Controller

The subtask “interact” triggers the robot to use the selected tool to drive the

manipulandum towards the desired location. In this section, we derive our method

to perform this type of motion assuming that the tool approaches the object and is

going to make contact with it in the subtask “interact”.

Initial and Final Poses

The tool’s pose corresponds to its grasping configuration, which coincides with

the robot end-effector’s pose when the robot grasps the tool (see Fig. 5.4). We

use ptool to denote the tool’s grasping point (x,y coordinates) when it has not

come in contact with the object. To construct a trajectory for tool-based object

transport, we need to find out the tool’s desired initial and final poses for the

subtask “interact”. We first define these poses (which include the orientation)

of the chosen tool as pint
start and pint

end respectively.

To efficiently move the object, we propose a method that reduces the travel dis-

tance while ensuring continuous contact. In the first contact, we align the highest

manoeuvrability point p∗ of the tool to the object’s centre pobj, where p∗ = pobj.

The motion trajectory of a tool, moving along the z-axis of the object’s centre

without displacing it can be described as a circular trajectory with the centre pobj

and radius r, where r = ∥p∗−ptool∥. We represent the trajectories for the initial

and final configurations as Cstart and Cend (see Fig. 5.4(a)).

The possible location for pint,x,y
start will be lying on Cstart and can be determined

by finding a point on Cstart which it is the closest point to the robot (the distance

is indicated with a light green dashed line in Fig. 5.4(b)). Based on the tool’s
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Figure 5.5: (a) Walls are in red with the segment of the wall swall
i highlighted in

black; blue arrows are the passive affordance vector and green arrows indicate the
moving direction of vexit. (b) The tool pose moves from τ to τ + 1 by rotating
with ∠rot and translating linearly to pee

τ+1. (c) Rotation direction of a tool: anti-
clockwise and clockwise direction.

geometry, we can determine the orientation of the initial pose pint
start; The same

approach applies to pint
end.

Motion Strategy

To stably move from pint
start to pint

end, the following motion strategy is implemented

to achieve the task: First, the robot aligns p∗ with pobj and matches ptool with

pint
start; then translates along the x and y axes until it reaches pint,x,y

end ; lastly, the tool

is rotated to align with the orientation of pint
end.

5.2.6 Application with Environmental Constraints

When moving an object across a table, we may encounter constraints from the

environment, such as walls. These constraints restrict the potential movement

directions of the object. Formally, a constrained area can be defined by a series

of points where more than one axis of freedom of the manipulandum motion may

111



be restricted. In this section, we focus on the motion triggered by the subtask

‘stepping’.

Consider the manipulandum is tightly confined within a concave-shaped wall,

as shown in Fig. 5.5(a), with an unknown exit and assume that the tool can enter

the constrained area. To move the manipulandum out from the bounded area with

small movement space, we determine the direction from the manipulandum to the

exit by considering the overall affordance of the wall boundary. We denote this di-

rection vector as vexit, and its magnitude is defined as the minimum travel distance

for the manipulandum. We consider the inner edge of the wall as a segment swall
i

where i = {1, . . . ,nwall} and nwall is the number of the wall segment. The affor-

dance of a wall is passively provided and is defined as awall
i with the model shown

in Sec. 5.2.3. The passive affordance vector is the normal vector of swall
i located in

the middle, and the magnitude is scaled to half of swall
i with the direction pointing

towards the constrained area. The moving direction for the manipulandum to the

exit can be obtained by: vexit = ∑
nwall

i=1 awall
i +pobj where vexit integrates all passive

wall affordance vectors, see 5.5(a).

Given that only part of the tool can enter the confined area, our primary focus

is the tip of the tool. The segment connecting of the tool’s tip is denoted as stip,

with its corresponding affordance vector denoted as atip. The desired rotation

angle of the end pose of atip is the angle of vexit.

The highest manoeuvrability region can be obtained by treating vexit as the

target vector vtarget, atip as the desired affordance a∗, and assuming the tool is

rotated such that atip = bvexit with b > 0 as a scaling factor. We first align stip to

the first segment of the wall (i.e. s1), with pobj inside the highest manoeuvrability

region of the tool. The tool approaches the object and maintains contact with the
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manipulandum by minimising the distance ∥p∗−pobj∥.

To move in the limited area while interacting with the block, we employ a

stepping approach to manipulate the block in the confined area. As the possible

movement area is small and highly restricted, an incremental pulsing motion is

adopted to make small adjustments with high accuracy motion control to the tool

and the manipulandum. Inspired by the animal manipulation study in [85] (where

a crow uses a tool to get the food from the box slot by rotating and dragging the

tool outwards), we adopt a similar approach to retrieve the object from confined

spaces. This strategy continuously alternates between “repositioning” the tool and

incremental “rotation-dragging” the object towards the exit until it can be fully

extracted. This strategy is illustrated in Fig. 5.5.

We define “repositioning” as moving the tool closer to the object and realign-

ing p∗ with pobj by k amount. In “rotation-dragging”, the tool maintains contact

with the manipulandum when it rotates by a certain angle as ∠rot shown in Fig.

5.5(b) and moves outwards by extending
−−−−→
pee

τ pee
rot by a w > 0 amount.

We define τ as an action step variable and is incremented by 1 if an action

(reposition/rotation-dragging) is fulfilled (i.e. τ = 0,1,2, . . . ). To control the

change of action, a step function (denoted as u(τ)) is implemented as a trigger

with the step variable τ . This kind of non-prehensile crow-inspired behaviour can
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be unified and modelled as:

pee
τ+1 =


pee,x

τ

pee,y
τ

φτ

+u(τ)


k(pob j,x

τ −px
∗)

k(pob j,y
τ −py

∗)

0



+u(τ +1)


w(pobj,x

τ − r cos(φτ)−pee,x
τ )

w(pobj,y
τ + r sin(φτ)−pee,y

τ )

f (φτ+1)



u(τ) =


0, if τ is odd

1, if τ is even
(5.3)

where pee
τ+1 is the next target pose of the end-effector at the action step τ + 1 for

the affordance vector atip not parallel to vexit, such that atip ̸= bvexit. The angle of

the tool at τ + 1 (denoted as φτ+1) depends on the rotational direction (see Fig.

5.5), that φτ+1 is computed as

f (φτ+1) =


−∠obj−∠rot if direction is anti-clockwise

−φτ +π−∠obj−∠rot otherwise
(5.4)

where φτ is the tool’s angle at the action step τ , ∠obj is the angle between the

block, grasping point, and a tool’s keypoint, ∠rot is the amount of angle to rotate.
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5.3 Results

To validate our methodology in terms of accuracy and robustness, we have con-

ducted around 200 experiments in a dual-arm robot system. In the experiment,

two sets of UR-3 robotic arms are used and GPT 3.5 is implemented for task de-

composition. Three types of tools are selected which are a stick, an L-shaped

hook, and a Y-shaped hook (see Fig.5.1). Different tool combinations are evalu-

ated with diverse movement directions and tasks. A RealSense D415 captures the

images of the whole process. Data is passed to a Linux-based computer with the

Robot Operating System (ROS) for image process and robot control. Aruco code

is used for providing accurate pose tracing in real time.

These experiments include validating the task decomposition performance in

a single and dual-arm robot setup, the robustness of the affordance and manoeu-

vrability model in various shapes of tools, and evaluating the overall performance.

5.3.1 Single-Arm Robot with a Single Tool

We first evaluate the task decomposition performance of LLM. For that, a tool and

a blue block are placed on the table with the target given as shown in Fig. 5.6. The

task is to manipulate the block within a close distance, which is sufficient for a

single-arm robot. The embedded information which contains the task, the environ-

ment and the geometry of the tool is passed to the LLM. In the experiment shown

in Fig. 5.6(a), the robot executes the subtasks generated by the high-level sym-

bolic task planner which include: grab(right,hook); approach(right,hook,block);

interact(right,hook,block, target);release(right,hook), where the right arm

first moves and grabs the hook, then moves the block to the target, and lastly
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releases the tool back to its original place. The experiment showcases the applica-

tion of the proposed affordance and manoeuvrability model in locating the highest

manoeuvrability region for block transportation. During the manipulation stage,

the block is kept within the highest manoeuvrability region (indicated with a red

circle in Fig. 5.6) to receive affordance effectively from the tool. The minimi-

sation of the error between the pobj and the ptarget for each experiment is shown

in Fig. 5.7. These results corroborate that the proposed method can be used to

actively drive a robot to manipulate an object via a tool.

5.3.2 Dual-Arm Robot with Long-Horizon Task

We then evaluate the long-horizon task performance where the block has to travel

from far right to far left, far right/left to top right/left, and vice versa. The long-

horizon task is evaluated with multiple tool combinations. The system observes

and generates a collaborative motion plan. In the experiment shown in Fig. 5.8(a),

the right and left arms pick up the stick and the hook respectively. The right arm

uses the stick to push the block to the left side, allowing the left arm to continue

the task. The robot leverages the advantage of the hook to drag the block closer

to its working area and push the block to the desired location. In Fig. 5.8(b), the

right and left arms grasped the Y-shaped tool and the stick respectively. The right

arm uses the tool to pass the block to the left. The left arm uses the stick to push

the block to the target location.

The long-horizon task performance is evaluated with the tool-sharing ability.

Assuming there is only one tool available, it has to be shared among the dual-arm

robot. Fig. 5.8(c) demonstrates the tool is passed to another arm once the block
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Figure 5.6: Single-arm robot with a single tool: moving the block from (a) right
to left with a hook, (b) right to left with a stick, (c) bottom to top with a Y-
shaped tool. The trajectory of the block is reflected in the red line. The highest
manoeuvrability point is indicated with a red circle.

is pushed to the middle of the table. The block is moved accurately to the target

with motion-decomposed: ‘grab; approach; interact; pass; release; grab;

approach; interact; release’ where the left arm releases the tool once it is

done and the right picks up the tool to continue moving the block. Though the

hook is in a two-link geometry, the pushing is afforded by the right side of the

tool (a single segment) with the highest manoeuvrability region.

The minimisation of the error between pobj and ptarget for each experiment

is shown in Fig. 5.9. Similar to the single-arm robot with a single tool experi-

ment, this long-horizon task experiment also demonstrates the robustness of the

proposed methodology such that the tasks are successfully decomposed into mul-
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Figure 5.7: Evolution of the minimisation process of the error between the current
object position and the target for the tasks shown in Fig. 5.6.

tiple collaborative subtasks, and the highest manoeuvrability region of the tool is

leveraged in block manipulation.

5.3.3 Tool-Object Manipulation in Constrained Environments

To further evaluate the performance of the model in application scenarios, dif-

ferent shapes of walls are constructed as shown in Fig. 5.8(d)–(e). Two walls

are designed with 90-degree and 65-degree for the inner-angles. Maneuvering

a hook within a confined space presents greater challenges compared to using a

stick. Additionally, a Y-shaped hook proves unsuitable for dragging objects in

tight quarters. Therefore, in this experimental study, we opt for a hook tool with

a right arm to navigate effectively within the constrained environment. Similar to

the previous results, Fig. 5.8(d)–(e) also implements the task planner successfully

to decompose the task and applies the stepping controller for object manipulation.

The tool first aligns its stip to the first segment of the wall and adopts the proposed

non-prehensile stepping motion controller stated in (5.3). The block is dragged

out from the confined area by alternating between the action of ‘repositioning’

and ‘rotation-dragging’.

During the pulsing manipulation, the block maintains contact with the highest
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Figure 5.8: Long-horizon task: moving the block from (a) far right to far left with
a hook and a stick, (b) far top right to far left with a stick and a Y-shaped tool,
(c) far left to far right with a hook; and (d)–(f) exit from a confined area with
a stepping controller. The block trajectory is reflected in pink and the target is
labelled with a blue square.

manoeuvrability region. We visualise the contact changes between the centre of

the highest manoeuvrability region p∗ with the block in Fig. 5.10(a). The error

between the pobj and the wall exit for each experiment are minimised with time,

as shown in Fig. 5.9.

5.3.4 Comparison

We analysed the affordance utilisation and provision for the selected tools. This

evaluation involves assessing the frequency of contact between the block and the

sides of the tool segments. In the majority of instances, the block interacts with

the affordance primarily in the red region, as indicated in Fig. 5.10(b) and aligns

closely with our proposed model.
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Figure 5.9: Evolution of the minimisation process of the error between the current
object position and the target for the tasks shown in Fig. 5.8.
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Figure 5.10: (a) Stepping movement evolution of the change in contact between
the block and the highest manoeuvrability point for the tasks shown in Fig. 5.8(d)–
(f). 1 refers to in-contact and 0 refers to no contact. (b) Contact frequency of a
segment side: regions depicted in deeper red indicate higher contact frequency
with the block and a higher occurrence of affordance provision.

We have compared our system with other state-of-the-art methods. In terms

of the task decomposition with LLM, we compare ours with zero-shot, few-shot

learning [119], [120], and a smaller dataset. The results of root mean square error

(RMSE) and mean absolute error (MAE) are shown in Table 5.1 where FT states

for fine-tunning, SRST states for a single-arm robot with a single tool, Dual refers

to dual arms collaboration with two tools, and Sharing refers to tool-sharing col-

laboration. We observe that prompting (zero-shot and few-shot learning) is rela-

tively unreliable, especially in long-horizon tasks. This may caused by insufficient

manipulation examples given in the prompt. A smaller dataset with GPT 3.5 gen-
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Table 5.1: Success Rate Comparison for task decomposition
Methods SRST Dual Sharing TOME Overall(%)

Zero-shot learning 2/10 1/10 1/10 5/10 22.5%
Few-shot learning 3/10 1/10 2/10 7/10 32.5%

FT (1000 data) 7/10 6/10 7/10 9/10 72.5%
Ours 10/10 9/10 9/10 10/10 95.0%

Table 5.2: Accuracy comparison of manoeuvrability analysis
Methods RMSE MAE Overall

Total variation regularisation [121] 102.4 115.9 109.2
Keypoints-based [122] 31.7 31.5 31.6

Ours 28.6 29.2 28.9

erates an acceptable result, yet, it occasionally provides unnecessary/infeasible

steps in long-horizon tasks. In general, all methods demonstrate relatively posi-

tive outcomes in TOME, potentially attributed to the task’s simplicity: extracting

the block from the constrained environment rather than aiming for a specific des-

tination. In summary, employing a larger dataset with GPT 3.5 yields enhanced

task decomposition performance, leading to more precise results.

We assess the tool analysis method by identifying the highest manoeuvrability

point across 30 tool images, with results outlined in Table 5.2. While the total

variation regularisation approach [121] is suitable for the stick case, the results

are not satisfactory. The keypoints-inspired approach [122] yields comparable re-

sults to ours; however, its accuracy diminishes with increasingly complex shapes.

Overall, our approach achieves a better performance in terms of manoeuvrability

computation.
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5.4 Discussion

In this chapter, we focus on enhancing the manipulation capability of a dual-arm

robot with tool usage. In more specific, we present a new manoeuvrability-driven

approach for tool-object manipulation. The LLM is integrated for task decom-

position, generating collaborative motion sequences for a dual-arm robot system.

A compact geometrical-based affordance model for describing the potential func-

tionality and computing the highest manoeuvrability region of a tool is developed.

A non-prehensile motion controller and a stepping manipulation model are de-

rived for TOM and incremental movements in a constrained area. Experimental

results are reported and analysed for the proposed methodology validation. We

illustrate the performance of the proposed methods in the accompanying video

https://vimeo.com/917120431.

Our method introduces a new affordance and manoeuvrability paradigm for

tool-based object manipulation. To obtain a better performance, we split the

model into task decomposition and mathematical motion models. However, the

logical fault in the LLM’s response may be unseen and thus lead to inappropriate

motion. In our experiments, there are a few times that the LLM presents infea-

sible plans. Moreover, the current affordance model presents promising results

with simple geometrical shapes. Dynamics shapes like deformable objects may

be complicated to perform accurate modelling. In terms of manoeuvrability, it

may be complicated to compute an accurate result for scenes with unstable illu-

mination, low contrast in images, large height differences in objects (tools and

the block), etc. We simplified these cases using ArUco code for real-time object

tracking in the experiments.
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5.4.1 Project Extension

Based on the proposed model, we would like to extend our method to handle de-

formable objects and/or environments in the coming research study. Specifically,

we aim to build upon the current methodology and develop an enhanced version

that allows the robot to use tools to manipulate multiple objects simultaneously.

The goal is to increase the number of manipulable objects significantly, potentially

targeting a group of objects or even particles.

In terms of the LLM aspect, we would like to apply vision-language models to

determine the appropriate task and control actions for tool-based manipulation of

deformable particles. By leveraging the language understanding and multimodal

reasoning capabilities of LLMs, we hope to enable more flexible and adaptive

control of the tool-particle interaction. This could involve utilizing the LLM to

interpret the current state of the particle system, reason about the desired ma-

nipulation objectives, and generate the corresponding control commands for the

robot’s tool.

Furthermore, we envision incorporating learning-based techniques within the

LLM framework to gradually refine the tool control policies through interaction

with the deformable particle environment. The synergy between the high-level

task reasoning of the LLM and the low-level control of the tool movements could

unlock new possibilities for dexterous and versatile particle manipulation.
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Chapter 6

Conclusion and Future Works

6.1 Conclusion

In this thesis, we have focused on utilizing capability in various collaboration

type, from assistance to enhancement. We have presented three groundbreaking

research studies that demonstrate how robotic systems can effectively assist and

collaborate among robots, from providing targeted support for specific tasks to

autonomously completing complex jobs through collaborative manipulation. Our

cases of study spans a diverse range of collaboration types, including argumented

perception assistance bot, heterogeneous multi-robot collaboration, and robot col-

laborative tool-object manipulation.

To begin, we developed a novel welding training platform that leverages RGB-

D and HDR cameras to capture the real-time welding process, providing valu-

able guidance to learners and quantifying their performance. This system assists

trainees with argumented perception capability, offering personalized feedback

and real-time guidance, reducing the problem of insufficient human trainer and
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one-to-one comprehensive learning.

Next, we expanded the capabilities of robotic systems by introducing a capability-

based task allocation framework. This framework enables the dynamic sharing

and utilization of individual robot capabilities, whether through active or passive

distributed approach with the proposed ontological knowledge graph. This frame-

work has proven to be highly effective in orchestrating heterogeneous multi-robot

collaboration, resource allocation, and task completion.

Finally, we pushed the boundaries of robotic dexterity and enhanced the robot’s

initial capability by integrating large language models and tool affordance model-

ing for non-prehensile tool-object manipulation. By leveraging the semantic un-

derstanding derived from language models and the maneuverability-driven con-

trol of tool-object interactions, our dual-arm robotic platform can now execute

intricate manipulation tasks that rival human-level capabilities, even in confined

environments.

Throughout these research endeavors, we have implemented the proposed

methodologies and rigorously analyzed their feasibility, efficiency, effectiveness,

and performance through real-world experimentation. The originality of our work

lies in the novel approach to assist humans in real-world welding training, the in-

novative modeling of heterogeneous multi-robot collaboration, and the advance-

ments in non-prehensile tool manipulation, covering different capability usage

feasibility.

In summary, this thesis focuses utilizing capability in various formats, from

targeted assistance to enhancement in manipulation tasks. The insights and tech-

nical contributions contained herein pave the way for further advancements in the

field of interactive and intelligent robotics, unlocking new possibilities for human-
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machine symbiosis.

6.2 Future Works

As the workplace continues to evolve at a rapid pace, there is a pressing need to

develop a comprehensive robotic worker system capable of efficiently conducting

a diverse array of tasks. A key focus of our future research will be to develop

solutions that enable robots to closely mimic our working behaviors through a

seamless integration of assistance, collaboration, and dexterous tool manipulation.

For instance, we aim to deepen our understanding of human welding practices

and leverage this knowledge to enhance our robot’s ability to predict the welder’s

next movements and give guidance in advance. To do so, we can apply learn-

ing approach (e.g. imitation learning or learn from human/video demonstration)

to first teach the robot how to weld with a torch. Then, the model based on its

learning experience to reason the 3D geometrical-mechanical relation of the envi-

ronment to provide accurate 3D motion assistance to human learner. This level of

behavioral understanding will be crucial in fostering a truly symbiotic relationship

between human experts and their robotic assistants.

Furthermore, we intend to explore a broader range of collaborative strategies

within heterogeneous multi-robot systems. This will ensure our solutions can be

tailored to meet the specific demands of various work environments. Specifically,

we would like to apply such heterogeneous multi-robot systems to real-world sce-

narios like stocking and rescue missions. In these cases, the robots can utilize and

share their specialized capabilities based on the task and environmental require-

ments. Beyond ground-level collaborations, we would also like to explore air-
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level collaborations. This could involve integrating non-mobile robots with aerial

platforms, allowing the robots to collectively overcome hardware limitations and

expand their capabilities. By assembling aerial and ground-based robots, the com-

bined system can tackle more challenging missions that exceed the initial capa-

bilities of individual units. By expanding the repertoire of collaborative strate-

gies across heterogeneous robots, we can unlock new avenues for robotic teams

to tackle increasingly complex challenges in a coordinated and efficient manner.

This multi-modal approach to collaboration will enable robotic systems to better

adapt to diverse work environments and tackle a wider range of tasks.

Moving forward, we aim to expand the capabilities of collaborative manipu-

lation, focusing on the control of object and material shapes. Specifically, we aim

to develop dual-arm robotic systems capable of precisely manipulating the shape

of particles and other fine-grained materials through the dexterous use of tools in

a confined situation with the use of Fourier series and model predictive control.

This line of research holds great promise in areas such as additive manufacturing,

material processing, and even medical applications, where the ability to delicately

control material properties could yield transformative advancements.

By consolidating the research insights gained from the three case studies, our

next primary research focus will be on developing a collaborative heterogeneous

multi-robot framework that integrates tool manipulation capabilities for shape

control. In this upcoming study, we plan to synergistically apply the capability-

based collaboration model we have previously established, combined with a vision-

language model for task decomposition. The tool affordance and usage will be de-

rived from the methodologies proposed in our earlier work. To address the shape

control of objects, such as particles, we will leverage Fourier series to represent
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the macroscopic shape of the particle ensemble. Additionally, we will incorpo-

rate model predictive control techniques to enable obstacle avoidance during the

non-prehensile tool manipulation tasks.
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Appendix A

Educational Platforms

This appendix details the educational systems developed as part of the research

conducted during the doctoral study.

In addition to the primary focus on interaction-oriented methodologies, this

thesis also explores new teaching and learning approaches to better understand

effective knowledge delivery and adoption. To validate the proposed hypotheses,

specialized educational platforms were developed and implemented.

A.1 Background

Mastering robotic systems requires a diverse set of knowledge and skills from

different disciplines such as electronics, mechanics, design, programming, and

engineering. Effectively passing on this wealth of wisdom and knowledge to the

next generation is often a crucial challenge that demands innovative teaching ap-

proaches.

Traditional lecturer-centered teaching methods often prove inadequate for learn-
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ing systems and control theory. These approaches tend to encourage surface learn-

ing, where students memorize content merely to pass examinations, without truly

grasping the underlying principles [123]. This situation is further exacerbated by

the general lack of interest in analytical problems observed among many under-

graduate students. In the current teaching landscape, it is common to encounter the

”Susan and Robert” phenomenon, where ”Susan” refers to academically-inclined

and motivated students, while ”Robert” represents those who are less interested

and seek only to obtain a qualification [124]. The passive, lecturer-centered ap-

proach that works well for ”Susan”-type students may not effectively engage

”Robert” due to the lack of active student involvement.

To bridge the gap between ”Susan” and ”Robert,” a modern, engaging flipped

classroom strategy should be incorporated. Inspired by the work of [125], a

participation-based approach that focuses on constructing knowledge through ac-

tive student engagement in activities has been developed. During my Ph.D. stud-

ies, I was involved as a teaching assistant in the development of flipped class-

room materials and the implementation of participation-based teaching and learn-

ing platforms.

A.2 Methodology

Many of the concepts introduced in lectures can be considered intangible assets,

making them challenging for students to fully comprehend without practical ex-

perience. However, some of these theoretical concepts cannot be easily demon-

strated or allow for hands-on trial-and-error practice. To enrich students’ under-

standing of the taught theories and encourage them to explore potential applica-
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tions, a simple, safe, and cost-effective teaching and learning platform is in high

demand.

To address this need, two educational platforms were developed during my

PhD studies: (1) a LEGO-based system and (2) a physics-based control game.

These platforms aim to provide students with tangible, interactive experiences

to deepen their grasp of the underlying principles and stimulate their interest in

exploring further applications.

A.2.1 LEGO-based Mass-Spring-Damper System

To strengthen the theory taught in lectures with hands-on application, we decided

to leverage the well-known building toy: LEGO.

LEGO has been enjoyed by children, teenagers, and even adults for many

years, and has proven its widespread appeal, positive user experience, durability,

high fault tolerance, and value in inspiring creativity and imaginative structures.

Importantly, LEGO also has the ability to simplify complex concepts into straight-

forward, modular components, making it an ideal platform for the simplified, yet

practical, control applications we aim to explore.

To develop a tangible learning platform centered around mass-spring-damper

systems, we utilized LEGO components to construct a simple 2-DOF system,

as illustrated in Fig. A.1. The cart design was engineered to be user-friendly,

allowing students to easily adjust the mass or weight by adding loads onto the

cart. Additionally, the number of degrees of freedom (DOF), represented by the

number of carts, can be easily modified by adding or subtracting carts.

To guide the lateral motion of the cart, a single-track railway-like trail was
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Figure A.1: The LEGO-based mass-spring-damper system allows students to con-
struct and experiment with a simplified representation of this fundamental control
system. By building their own carts, students can adjust parameters such as the
mass and number of carts, the stiffness of the spring using different rubber band
lengths, and the damping effect by incorporating creative structural components.

implemented. The vertical motion is controlled by the combined effect of gravity

and the weight of the cart plus any added loads. To ensure a smooth linear lateral

movement along the trail, a pair of steering wheels were mounted upside-down to

act as low-friction wheels.

To simulate the spring effect in the mass-spring-damper system, we leveraged

a common everyday material – rubber bands. The cart and the tower are connected

by a rubber band, allowing students to control the system stiffness by adjusting

the rubber band’s properties, such as thickness, length, and the pulling distance

between the cart and tower.

The damping effect is introduced through friction. While the friction between

the cart’s wheels and the trail can be considered negligible, we added an external

component onto the cart with a rubber band wrapped around a block. This setup

creates significant friction, acting as a damper to reduce the vibration frequency

and cause the cart to eventually come to a stop.

The vibration frequency of the system is measured using a proximity sensor

connected to an Arduino Uno, as shown in Fig. A.2. The sensor is mounted on
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Figure A.2: A proximity sensor is mounted on the tower to record the changing
distance between the tower and the cart. The sensor is connected to an Arduino
micro-controller, which allows the vibration frequency of the mass-spring-damper
system to be visualized over time. The line graph demonstrates how the vibration
frequency is reduced as a damper is added to the cart, illustrating the system’s
dynamic behavior.

Figure A.3: Traditional mass-spring-damper system concepts, often presented
only theoretically in textbooks, can be visually realized using LEGO components.
This hands-on representation allows students to tangibly explore and experiment
with the underlying principles behind these fundamental control systems.
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Figure A.4: The LEGO-based mass-spring-damper system has been successfully
integrated into two mechanical engineering courses. In the first photo, the instruc-
tor (which is me), wearing a blue t-shirt, is demonstrating the LEGO system to
students during a lab session. The subsequent images show students actively en-
gaged in constructing and experimenting with the hands-on learning platform.

the side of the tower, facing the cart, to record the distance changes between the

cart and the tower. The amplitude of the system’s vibration can then be analyzed

by visualizing the data plot in the Arduino IDE.

This LEGO-based mass-spring-damper learning platform has been success-

fully deployed in two mechanical engineering courses: ME31002 Linear Systems

and Control, and ME31003 System Dynamics, as a practical lab session, as shown

in Fig. A.4.

During the lab, students are first provided with detailed instructions to build a

1-DOF mass-spring system using the LEGO components and electronics. Once

they have familiarized themselves with the hardware, they are then tasked with de-

signing and building a 2-DOF mass-spring-damper system as an assignment. This

challenge requires students to use their creativity and the remaining LEGO parts
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to develop an effective damper mechanism. After the lab session, the students are

required to submit a report and a video, in which they explain their design ratio-

nale, demonstrate their understanding of the mass-spring-damper system concept,

and showcase the application of different stiffness and damping settings. More

details can be found in https://romi-lab.github.io/msds/.

This active, hands-on learning approach has proven effective in motivating

not only the academically-inclined ”Susan” students but also the less engaged

”Robert” students to focus on and learn the intangible control theory concepts

through the tangible trial-and-error experience with the LEGO-based mass-spring-

damper system.
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Figure A.5: Users can control the amplitude, frequency, and damping effects by
adjusting the parameters of the mass-spring-damper equation as shown in the red
box.

Figure A.6: Users can control the shooting angles based on the distance between
the target and the cannon by rotating the valves as shown in the blue box. Real-
time feedback is given if the target is hit.

A.2.2 Physics and Control System

While the LEGO-based mass-spring-damper system provides students with valu-

able hands-on experience in constructing and experimenting with the control the-

ory concepts taught in lectures, it lacks the ability to provide precise quantitative

control over the system parameters, such as the actual mass, spring stiffness, and

damping.

To enhance the teaching and learning experience, a physics-based control sys-

tem simulation game was developed. This virtual laboratory environment empow-

ers students to test their ideas with quantitative control over the system properties
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Figure A.7: Task description is shown on the blackboard. Left: before the com-
pletion of tasks with Mission 2 locked. Right: after the completion of Mission 1
with Mission 2 unlocked.

Figure A.8: The description of Mission 2 is shown on the blackboard, showing
the requirement and guidelines for the LEGO-based mass-spring-damper system
challenge.
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and simulate real-world scenarios. Leveraging the strengths of the LEGO-based

approach, the simulation game includes two main missions:

• Mission 1:

1. Task 1: Cat Vibration System (see Fig.A.5)

2. Task 2: Cannon Shooting System (see Fig.A.6)

• Mission 2:

1. Hands-on Practice with LEGO-based Mass-Spring-Damper System

2. Results Reporting with Video Explanation

In these missions, students are encouraged to adjust the system parameters and

observe the immediate effects, allowing them to build an intuitive understanding

of the underlying principles.

In the “Cat Vibration System” mission, the blue block acts as a vibrator, mov-

ing horizontally. By default, the cat is unable to remain standing on the vibrating

platform. The goal of this task is for the student to adjust the vibration param-

eters, as shown on the desk in Fig. A.5, to make the cat stay on the vibrator

for more than 30 seconds. To encourage further exploration, the system includes

some ”Easter eggs,” where students can experiment with the vibration effects on

objects of different masses and friction levels to earn bonus points. For example,

placing a banana or a basketball on the vibrator and observing the results can earn

an additional 10 points.

The “Cannon Shooting System” mission features two targets and three valves

that allow students to adjust the cannon’s angle and shooting velocity, as depicted

in Fig. A.6. The distance between the cannon and the target is provided to assist
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with aiming. When the target is hit, a red “Hit!” sign is immediately displayed

next to it. Upon successfully hitting both targets, Mission 2 is unlocked, and

the mission description is shown on the blackboard inside the meeting room, as

illustrated in Fig. A.7 and A.8.

The missions are designed to be unlocked sequentially, with students required

to complete all virtual tasks before gaining access to the physical practice tasks.

The user’s performance is displayed in the top-left corner, allowing both the in-

structor and the students to track their progress. Additionally, a “Reset” button is

provided to encourage students to replay the game and apply the learnt concepts

to achieve a higher score. More details can be found in https://romi-lab.

github.io/is-everything-under-control/.

The comprehensive learning experience is achieved by seamlessly combining

the virtual physics and control system simulation with the hands-on LEGO-based

experimentation. This blended approach not only reinforces the theoretical con-

cepts taught in lectures but also encourages both high-performing “Susan” stu-

dents and less engaged “Robert” students to actively participate in applying the

newly learnt principles through practical, tangible implementations. By alternat-

ing between the virtual simulations and the physical LEGO system, students are

able to develop a deeper, more intuitive understanding of the mass-spring-damper

system and the associated control theory.
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