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ABSTRACT

The incidence of anomalously large waves in coastal regions poses serious coastal

hazards, particularly to coastal structures and human activities. Of scientific re-

search interest is the formation mechanism of these extreme ocean waves. One of

the mechanisms is believed to be the nonlinear wave evolution over abrupt depth

transitions (ADTs) in the bathymetry. To elucidate the role of ADTs in triggering

extreme waves, it is important to investigate the strong nonlinear wave-wave and

wave-bathymetry interactions for large waves. However, few studies have been

found in the literature to investigate the nonlinearity of extreme waves over varying

bathymetries. Existing linear or weakly nonlinear models may not be able to re-

veal strongly nonlinear effects. This motivates the development of more advanced

models to deal with such problems. This thesis aims to develop a fully nonlinear

numerical model to describe the highly nonlinear evolution of waves over varying

bathymetries and to investigate the characteristics of higher harmonic elevations in-

duced by bathymetry. A temporal and spatial analysis framework for subharmonics

and superharmonics of wave elevations is employed. Focused wave groups, typical

representative extreme wave conditions, are adopted in this thesis as the incident
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wave.

In the past decade, fully nonlinear numerical models have been developed to

confirm that abrupt depth changes can modify the statistical distribution of surface

elevations. However, few of them studied the characteristics of each harmonic on

the water depth transitions. In addition, most topographies are limited to simplified

shapes, such as slopes and infinite steps. To address these issues, an efficient so-

lution framework to the two-dimensional Euler equations by a conformal mapping

method is developed, which eliminates the singularity at the corners of the sudden

changes. This numerical model is capable of demonstrating nonlinear wave propa-

gation in both temporal and spatial domains. Specifically, it facilitates the evolution

of extreme waves and their interaction with the bathymetry. To validate the model,

experiments were conducted at the laboratories of the Hong Kong Polytechnic Uni-

versity and the Southern University of Science and Technology. Comparisons of

the surface elevation, energy spectrum and wave scattering (wave reflection and

transmission) show high confidence in its capability and accuracy.

Significant second-order effects have been identified in the mechanism of oc-

currence of extreme waves. However, the study of second-order subharmonics and

superharmonics (bound and free waves) at ADT is few. Thus, through the experi-

mental and numerical study in this thesis, a detailed evolution of the second-order

harmonic elevation is demonstrated. The second-order subharmonics and super-

harmonics are separated to assess their contributions to the statistical distribution.

Additionally, the effects of parameters such as wave steepness and relative wave-

length of both the monochromatic and extreme waves are further illustrated. Gener-
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ation of higher harmonics in the shallower region on the ADT step is demonstrated,

where a high asymmetry of surface elevations on the upstream junction is observed.

Subharmonics occur due to the increase of mean water level, on the contrary, they

weaken the asymmetry of wave profiles. The total increase of kurtosis interprets a

physical formation mechanism for a higher probability of extreme waves at ADTs.

Results also reveal energy transfer among superharmonics as well as between the

subharmonics and superharmonics on the water depth transitions.

With particular bathymetries and wave conditions, there might occur extremely

low or high reflection, corresponding respectively to wave trapping and Bragg res-

onance. These features have been adopted in the design of breakwaters and were

studied widely with regular and random waves. However, the resonance of extreme

waves and their nonlinear evolution across the entire spatial domain remains largely

unexplored. Thus, the wave trapping with monochromatic waves and the Bragg

resonance with focused wave groups are investigated in this study. The fully non-

linear numerical model is first validated by linear theories and experimental data in

the study of wave resonance. The nonlinearity at the trapped frequencies obtained

from the linear model is assessed. Unlike the importance of kurtosis at ADTs, the

skewness can be a significant parameter in discussing trapped wave progress. Then,

the focused wave propagation over three types of periodic bottoms is simulated,

namely ripples, bars, and steps. The optimal conditions of high Bragg reflection are

proposed. Nonlinear analysis of the reflection coefficient confirms the existence of

a secondary Bragg resonance.

Overall, this research provides methodologies to assess the hydrodynamic char-
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acteristics of extreme waves over varying bathymetries. Compared with the tradi-

tional numerical models, the developed fully nonlinear numerical model presents

the complete interplay between waves and transitions with a very high efficiency.

Laboratory experiments validate the simulation results and add measured data to the

literature. From the perspective of subharmonics and superharmonics, the analyzed

results provide more insights into the mechanism of extreme wave generation. Ad-

ditionally, the findings highlight the occurrence of Bragg reflection over different

topographies and could make contributions to the design of coastal breakwaters and

improvement of the potential detection in the future.
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Chapter 1

Introduction

1.1 Background and motivation

The occurrence of abnormally large waves can bring significant coastal hazards, es-

pecially for the coastal industry and human activities (Didenkulova et al., 2022).

Large extreme waves, also termed ‘rogue’ or ‘freak’ waves, have been more fre-

quently observed and reported in recent years in the background of global climate

change (Teutsch et al., 2020). Rogue waves are typically defined as heights more

than twice the local significant wave height. For instance, on January 1, 1995, at

Statoil’s Draupner gas platform in the North Sea, the “NewYear Wave” was mea-

sured by laser to be 25.6 m. Over the past few decades, the mechanism of large

wave occurrences in the ocean has attracted significant engineering and scientific

interest. Although the causes resulting in extreme waves are numerous, a definite

interpretation of extreme wave occurrence is still under investigation.

Water depth is a key parameter for wave propagation in coastal regions (Figure
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Figure 1.1: A schematic of wave propagation over water depth transitions (Neetu
et al., 2011).

1.1). The changes in water depth can be either local, in the form of seamounts and

underwater volcanic islands, or continuously changing, such as continental shelves

and coastal sandbars (Li and Chabchoub, 2023). Studies of wave evolution over

varying bathymetries have been quite active in the past decades. Some studies in-

vestigated the wave propagation over the bathymetry with simple shapes, such as

the constant slope and infinite step (Majda et al., 2019; Zheng et al., 2020). Most

research concentrated on wave scattering over varying bathymetries, especially for

the reflection and transmission coefficients of waves (Liu et al., 2013). Recently, the

transition in water depth has been certificated as a potential factor in the increased

probability of extreme wave occurrences (Gao et al., 2021; Trulsen, 2018). The

strong wave nonlinearity induced by ADTs makes the wave profiles highly asym-

metric. In particular, the second-order effect of steepness is particularly important

in the form of high peaks (Li et al., 2021b), which indicates the potential influence

of higher harmonics in extreme wave generation. Therefore, it is necessary to study

the propagation of higher harmonics on the depth transitions. The changes in each
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harmonic component, especially the changes in the second subharmonic and super-

harmonic, need to be studied in more detail.

Focused wave groups, as a representative of extreme waves, have been recently

employed in laboratory studies for studying their influence on coastal structures

(Feng, 2019). Due to the complicated wave-wave interaction in nonlinear focused

wave evolution, various numerical models have attempted to simulate the nonlinear

evolution of focused wave groups in constant water depth, such as the higher-order

spectral method (HOSM), Computational Fluid Dynamics (CFD), OpenFOAM, and

the Finite Element Method (FEM). Currently, there is a lack of research on the non-

linear focused wave group propagation on transitions. The existing research about

the focused wave groups propagation over transitions mainly considered the statis-

tical distribution in space, such as skewness and kurtosis, but overlooked the hydro-

dynamic performance of higher harmonics during the nonlinear evolution. Thus,

investigating the focused wave group propagation over ADTs is necessary. Espe-

cially, an understanding of the generation and evolution of superharmonic in space

can facilitate explaining the mechanism of extreme wave propagation with a higher

probability over sudden depth changes.

Furthermore, specific bathymetries can induce wave resonance in the coastal

environment, one unique wave type is known as trapped waves (Koshimura et al.,

2001). At a certain water depth change, most transmitted waves are trapped in the

shallower regions and induce waves with higher crests. Despite the significance of

studying such wave resonance in studying abnormal waves, the existing research

is limited to long wave theory due to the difficulty in capturing the trapped waves.
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Bragg resonance is also a special wave resonance that occurs when submerged bars’

wavelength is half that of incident waves (Hsu et al., 2003). The high reflection coef-

ficients of Bragg resonance make the periodic artificial bars applied in the structural

design for coastal breakwaters. Various studies have examined the wave scatter-

ing of monochromatic and random waves going through the submerged periodic

bottoms. The nonlinearity of the surface waves and the submerged bottoms make

a difference in the excitation conditions of Bragg resonance and hence induce the

frequency shift and Bragg reflection coefficients. However, the existing research

is mainly limited to monochromatic and random waves. Studies of Bragg reso-

nance of focused wave groups are few due to the complicated wave-wave and wave-

bathymetry interactions. It is more significant to study the hydrodynamic behavior

of focused wave groups over periodic bars for the protection of coastal structures.

Given the discussion above, the lack of research on nonlinear focused wave

propagation over varying bathymetries motivates us to investigate the topic further.

Studying both the monochromatic and focused waves numerically and experimen-

tally provides an insightful understanding of the hydrodynamic performance of su-

perharmonic wave components on depth transitions. The higher-order resonance

over multiple and periodic bottomswill be further investigated by considering Bragg

resonance and trapped waves. This thesis will elaborate on the nonlinear wave prop-

agation over various submerged bottoms. The ultimate goal is to elucidate the super-

harmonic generation during the nonlinear wave evolution and the wave resonance

of extreme waves over various nearshore transitions.
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1.2 Research objectives

The thesis aims to study the nonlinear wave propagation over varying bathymetries

using a nonlinear model and experiments. Within the research scope, four primary

objectives of the thesis are summarized as follows:

1) To develop a fully nonlinear numerical model using the conformal mapping

method.

A fully nonlinear numerical model is established within an exact Euler equation.

Then, the model serves as a robust tool for investigating the evolution of com-

plex phenomena such as wave-wave and wave-bathymetry interactions through

numerical simulations.

2) To explore the effects of abrupt depth transitions on monochromatic waves.

The generation and evolution of superharmonics over abrupt depth transitions are

initially examined using monochromatic waves. Wave scattering, including re-

flection and transmission, is analyzed experimentally and numerically. The vari-

ation of superharmonics is described in spatial and temporal domains with dif-

ferent independent variables (e.g. incident wave steepness, relative water depth).

3) To study the nonlinear extreme wave propagation over abrupt depth transi-

tions.

Focused wave groups are utilized to investigate nonlinear wave propagation in-

duced byADTs. A series of hydrodynamic performances of focusedwave groups

are accessed with experimental and numerical methods. Roles of the higher har-
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monics, especially for the second harmonics (bound and free waves) are illus-

trated by analyzing their crests and kurtosis.

4) To investigate the wave resonance over the bathymetry with periodic ripples,

bars and abrupt depth transitions.

This research extends its scope to numerically investigate the wave resonance

referring to the wave trapping and Bragg resonance. The coupling effects of

monochromatic wave propagation and wave trapping are analyzed. In addition,

the study systematically examines and elucidates the influence of various param-

eters of incident waves and bathymetry on Bragg resonance. Furthermore, the

most effective conditions over different bathymetries for the Bragg resonance

are determined.

1.3 Thesis layout

The thesis contains a total of seven chapters. The scope of this thesis is presented in

Figure 1.2. The background and objectives of the thesis are introduced in Chapter 1,

followed by the literature review of nonlinear wave propagation over abrupt depth

transitions and wave resonance over periodic bottoms (Chapter 2).

Chapter 3 illustrates the research methods of this thesis, including the numeri-

cal model and experiments. The monochromatic waves with second-order Stokes

theory and focused waves based on NewWave theory in a constant water depth are

introduced. Governing equations and numerical solution methods of the fully non-

linear numerical model are presented. The section on the experiments mainly pro-

vides information on facilities and equipment in the wave tank. The pre-processing
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and post-processing techniques for experimental data are presented in detail.

Chapter 4 investigates the nonlinear wave propagation over ADTs experimen-

tally and numerically. The set-up parameters of testing cases are presented. The de-

composition of measured and numerical signals is carried out. The ADTs enhance

the higher harmonic amplitudes and they increase with the higher wave steepness.

The increased skewness and kurtosis demonstrate the high asymmetry of the surface

elevation at the transitions, providing a comprehensive view of the wave dynamics.

Chapter 5 studies the nonlinear evolution of focused wave groups over ADTs

experimentally and numerically. The specific decomposition of each harmonic is

provided, along with the separation of the second bound and free waves. The ADT

causes an increment of crests of focused wave groups and a downstream shift of the

corresponding position. The analysis of bound and free waves offers insights into

the physical mechanism of the occurrence of freak waves over transitions.

Chapter 6 discusses wave trapping and Bragg resonance over varying bottoms,

including the interaction of transitions and monochromatic wave trapping, and the

Bragg resonance of focused wave groups over periodic bottoms. The influence of

the parameters of incident waves and the submerged bottoms is investigated indi-

vidually. The variations of resonance peak and frequency shift suggest the effects

of superharmonics. The existence of higher-order Bragg resonance is verified by

analyzing the resonant reflections of the focused wave group over multiple depth

transitions.

Chapter 7 summarizes the general conclusions of Chapter 4 to Chapter 6. Future

work is recommended as well.
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Figure 1.2: The framework for the organization of the main body of the thesis.
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Chapter 2

Literature Review

2.1 Introduction

Extreme waves can suddenly occur in rough sea conditions, seriously threatening

coastal structures and living conditions. The abrupt depth transition has been iden-

tified as a potential cause that increases the likelihood of extreme wave occurrence.

However, a detailed explanation of the mechanism from the perspective of hydrody-

namic performance remains limited. Therefore, evaluating the nonlinear evolution

of harmonics and wave scattering over varying bathymetries has become a major

concern for researchers. This chapter provides a review and summary of existing

research in hydrodynamic characteristics over varying bottoms, including the dif-

ferent types of incident waves, research methods, wave resonance and a few useful

proxies. It also highlights the gaps in current research, pointing the way for the

thesis work investigations.
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2.2 Wave propagation over abrupt depth transitions

The genesis of extreme waves, also called ‘rogue’ or ‘freak’ waves, has attracted

increasing attention over the past decades (Madsen et al., 2008; Ou et al., 2002;

Zhang et al., 2022). As ocean waves propagate towards the near-shore region, they

can be influenced by the undulating bottom topography, leading to wave refraction,

reflection, and shoaling (Lynett et al., 2010; Pelinovsky et al., 2015). Several phys-

ical mechanisms have been proposed to explain the dynamic process of extreme

waves. One potential mechanism of the formation of extreme waves is the nonlin-

ear interaction between the surface wave and the strong depth transitions (Kharif

and Pelinovsky, 2003).

The physical mechanism of extreme waves occurrence over the abrupt depth

transitions (ADTs) in the occurrence of extreme waves has been confirmed in the

past decade (Gramstad et al., 2013; Li et al., 2021b; Trulsen et al., 2020). In study-

ing the influence of wave evolution over varying bathymetries, the trapezoidal bar

(shoal) is commonly employed to study the nonlinear wave propagation (Trulsen

et al., 2012; Viotti and Dias, 2014; Zhang et al., 2023a), also includes the infinite,

finite steps, slopes etc (Tang et al., 2023; Yang et al., 2023; Zheng et al., 2020). The

trapezoidal bar allows for a gradual wave evolution, facilitating the investigation

and observation of nonlinear wave propagation. In contrast, studies involving a fi-

nite step are minor due to the complexity of wave scattering at the depth changes,

which involves wave reflection and transmission in both deeper and shallower wa-

ter regions (Brossard et al., 2009; Massel, 1983; Mondal and Takagi, 2019). The
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statistical distribution of wave fields over depth transitions are analyzed from the

perspective of kurtosis and probability density functions (Bolles et al., 2019; Li et

al., 2021b; Zhang and Benoit, 2021). Skewness and kurtosis correspond to the third

and fourth moment of surface elevations, respectively. For a surface elevation that is

a Gaussian random process, the skewness is shown to be 0, and the kurtosis is 3. The

degree of deviation from the Gaussian random process can indicate the occurrence

probability of extreme waves.

Research about wave propagation over the varying bottoms is various and serves

different purposes. Most articles consider different submerged breakwaters and aim

to explore more effective wave absorption (Chang and Liou, 2007; Ji et al., 2017;

Stamos et al., 2003). In addition, some research studies the hydrodynamic charac-

teristics with high wave steepness to propose a higher solution to nonlinear wave

equations (Baldock et al., 1996; Galan et al., 2012). Despite the potential mecha-

nism of extreme waves being proposed in recent decades, only a limited number of

studies have investigated the superharmonic evolution on the abrupt depth transi-

tions (Moore et al., 2020; Zhang and Benoit, 2021).

Different types of incidence waves have been employed in the studies of ex-

treme wave occurrence in coastal regions. To excite the strong nonlinearity of ex-

treme waves, the common types of incident waves include random waves, solitary

waves, and wave packets. The latter two wave types are reviewed in this section. In

addition, monochromatic waves are usually used to investigate the basic dynamic

process of water waves over varying bathymetries. The analysis relating to the sta-

tistical performance is reviewed as well.
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2.2.1 Monochromatic waves

In the 1980s, monochromatic waves were typically used to study wave propagation

over a submerged obstacle (Kobayashi and Wurjanto, 1989; Massel, 1983). Several

numerical models have been developed to account for the nonlinearity of waves

propagating over varying bathymetries. A numerical model using the Boundary In-

tegral Element Method (BIEM) was introduced (Gu and Wang, 1993). The model

calculates the energy dissipation inside breakwaters with irregular cross-sections for

monochromatic waves, focusing primarily on dissipation due to percolation and in-

cluding breaking effects. Subsequently, Cruz et al. (1993) derived a set of nonlinear

vertically integrated equations to predict wave transformation on a one-dimensional

arbitrary topography, considering dissipation due to the porous medium and wave

breaking. However, these earlier models provide limited insight into the kinematics

and dynamics of extreme wave occurrence. Boudjelal et al. (2022) altered the tilting

angle of the submerged step and discovered that the maximum velocity occurs at the

end of the obstacle. High waves, such as those with a wave steepness of 0.13 and

other short-crested waves, have also been used to study the possibility of extreme

waves (Latifah et al., 2021).

As waves propagate from deeper to shallower water regions, wave refraction can

transform the wavelength to become shorter, while the amplitude and the steepness

become larger (Massel, 1983). Two different water depth areas integrated could re-

alize a strong depth change. In such conditions, fully nonlinear wave models with

linear and nonlinear dispersion are effective tools to solve the nonlinear dynamic

12



process of water waves. For example, a set of fully nonlinear Boussinesq-type equa-

tions (BTEs) was proposed to examine the wave propagation over two areas with

the relative water depth kh < 2 and kh < 10 (k is the wavenumber, h is the wa-

ter depth), so that both of the weakly and strongly nonlinear performance can be

considered (Galan et al., 2012).

2.2.2 Solitary waves

Tsunamis, typically triggered by earthquakes, originate in the deep ocean as ex-

tremely long waves with small steepness (Madsen et al., 2008). These waves are

transient and non-periodic in nature, and as they propagate from the ocean to the

nearshore area, their amplitudes, wavelengths, and wave periods undergo gradual

modifications. Since the early 1970s, it has been commonly assumed that solitary

or cnoidal waves can be utilized to model key features of tsunamis as they approach

the beach and shoreline. Theories stemming from the Korteweg–de Vries (KdV)

equation are often used to define the appropriate input waves for physical or mathe-

matical tsunami models. Examples from the literature are numerous, e.g. Synolakis

(1987), Lakshmanan (2007).

The slope bottom is commonly employed to change the water depth. It was

found before its disintegration, and a wave crest is steeper at the front and flatter

at the back (Mandelbrot and Wallis, 1969). This unique phenomenon has spurred

further research into the effects of abrupt depth changes on the genesis of extreme

waves. Then, Viotti et al. (2014) further investigated whether the extreme waves

could be induced by the strong depth transitions (Figure 2.1). They numerically
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Figure 2.1: Evolution of the solitary wave propagating over a strong depth variation
(Viotti et al., 2014).

reproduced the propagation of a solitary wave with a Gaussian distribution travel-

ling on a shoal. By analysing the probability density functions (pdfs), skewness,

and kurtosis, they discovered a deviation from the Gaussian process, demonstrating

the influence of varying water depth on the incident solitary wave. Beyond two-

dimensional research, three-dimensional (3D) studies have also been proposed. For

instance, Geng et al. (2021) utilized a parallelized 3D boundary element method

to simulate the interaction between a solitary wave and a 3D submerged horizontal

plate under the assumption of potential flow, which primarily focused on the vertical

and parallel wave force on the plate.

2.2.3 Wave packets

The evolution of a long envelope of short surface waves is a complex process, char-

acterized by the interplay between wave nonlinearity and dispersion. A wavepacket
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can emit bound solitons in deep water or finite but constant depth conditions. These

solitons do not separate but interact with each other, resulting in a phenomenon

known as recurrence (Likhachev et al., 2015). These interesting features can be in-

ferred from the exact solution proposed by Shabat and Zakharov (1972). Further

elucidation has been provided by Satsuma and Yajima (1974) and Yuen and Lake

(1980), who conducted comprehensive surveys of this phenomenon in both theo-

retical and experimental aspects. The effects of variable depth on wave dynamics

have been explored by Djordjevié and Redekopp (1978). They deduced a cubic

Schrodinger equation with variable coefficients for bottom slopes that are signifi-

cantly less steep than the slope of the envelope. Their work predicts that a soliton

envelope can undergo fission only if it propagates into deeper water. By making

assumptions for the evolution along the slope, they also estimate the number of soli-

tons emitted after a single soliton descends from a shallower shelf.

In 1983, Massel conducted a study on the second harmonics for various finite

or infinite submerged steps, analyzing the corresponding reflection coefficients of

measurements in a wave tank. The analytical solutions for the second harmonics on

a rectangular submerged bar were subsequently extended (Lee et al., 2014; Li et al.,

2021c). In 2020, Moore et al. conducted experiments on the propagation of ran-

domized surface waves. The theoretical model derived by Majda et al. aligned well

with the experimental results using the truncated Korteweg-de Vries (TKdV) sys-

tem. Li et al. (2021) considered narrow-bandwidth wavepackets propagating in a re-

gion with an abrupt change of water depth within the framework of two-dimensional

potential-flow theory (Figure 2.2). The wave propagation over an infinite step in fi-
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nite water depth demonstrates the strong effects of steps on the bound subharmonics

and superharmonics at the second order. However, existing studies primarily focus

on the second harmonics or the statistical characteristics at the abrupt depth tran-

sitions when studying nonlinear effects (Draycott et al., 2022; Zhang et al., 2022).

The characteristics of harmonics higher than the second over a submerged step have

not been extensively studied.

Figure 2.2: Diagram of the bathymetry and coordinate system adopted with a
narrow-banded wavepacket (Li et al., 2021a).

2.2.4 Statistical performance assessment

Previous research has confirmed that a significant modification of the wave spec-

trum can be found at abrupt water depth change (Rey et al., 1992; Viotti and Dias,

2014). To characterize the occurrence of extreme waves, the parameter of kurtosis,

which measures the degree of tails of a normal distribution, is used. For a Gaussian

process, the value of kurtosis is 3. As a wave propagates from a deeper to a shal-

lower area, the distribution of the wave fails to maintain its original equilibrium.

This results in an increase in kurtosis at the depth transitions, exceeding the value of

3. A unidirectional wave field that is normally distributed becomes highly skewed
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and non-Gaussian when it encounters an abrupt depth change (Bolles et al., 2019;

Majda et al., 2019). For different bathymetries, the collection of statistical infor-

mation, particularly kurtosis and crest exceedance, can help quantify the occurrence

of exceptionally extreme waves (Zhang et al., 2019). This higher kurtosis indicates

a greater likelihood of rogue wave occurrence. Therefore, the distribution of wave

statistics resulting from rapid water depth changes is of fundamental interest in ex-

plaining the phenomenon of rogue waves in coastal regions (as illustrated in Figure

2.3).

Figure 2.3: Typical wave formation over an abrupt bottom rise: (a) non-aerated
wave and (b) aerated wave (Eroğlu and Taştan, 2020).

According to several studies on freak waves offshore, Janssen (2003) theoreti-

cally investigated the occurrence of freak waves caused by the interaction of four
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waves in a short time. It was also found that the nonlinear transfer is associated with

an increase in the fourth-order cumulants, equivalent to kurtosis. Similarly, Latifah

et al. (2021) investigated the possibility of highly abnormal waves by analyzing the

essential change in the statistics measures, particularly skewness, kurtosis, and crest

exceedance. They observed high kurtosis in the area of wave transformation over

the shoal, indicating a higher probability of extreme wave occurrence. The work

of Massel (1983) was extended to elucidate the mechanism behind the observed

increases in excess kurtosis at the top of slopes (Li et al., 2021b). This research

provides valuable insights into the complex dynamics of wave propagation over

varying bathymetries. Furthermore, Trulsen et al. (2012) discovered a local maxi-

mum of kurtosis and skewness near the shallower side of the slope. They also found

a local maximum probability of a large wave envelope at the same location.

Li et al. (2021) developed a second-order theory and conducted experiments to

study the propagation of narrow-banded surface gravity wave packets over a rect-

angular submerged bar. They observed the release of a superharmonic wave where

the in-phase reflected wave packet propagated in the opposite direction, and the out-

of-phase transmitted packet travelled in the same direction as the main packet, at a

slower speed. Bolles et al. (2019) conducted experimental studies on the surface

wave over an infinite step and found a higher probability of rogue waves occurring

a short distance downstream. They further studied the effect of water depth and in-

cident wave steepness on the likelihood of rogue waves, both experimentally and

using the truncated Korteweg-de Vries (TKdV) system. This work provides a clear

dependence on kurtosis to predict the degree of rogue waves.
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2.3 Nonlinear focused waver groups

Extreme waves are typically characterized by a maximum amplitude that exceeds

twice the significant amplitudes in turbulent seas. Extreme waves have caused se-

vere damage to offshore structures and vessels (Morim et al., 2023). Therefore,

accurate estimation of the maximum wave height and prediction of freak wave oc-

currence is crucial for marine safety and ocean development.

Despite the existence of numerous hypotheses regarding the occurrence of ex-

treme waves, a consensus explanation remains under investigation (Kharif and Peli-

novsky, 2006; Li and Chabchoub, 2023). In recent studies, focused wave groups

have been widely used to represent extreme waves, particularly in laboratory set-

tings (Chow et al., 2022; Zhang et al., 2021a). The generation of focused wave

groups can be regarded as a series of monochromatic waves propagating together

and achieving a superposition of wave crests at a prescribed position and time (Sri-

ram et al., 2015). These wave components with different frequencies, phase veloc-

ities and initial phases can form new wave groups with high crests. Thus, focused

wave groups can be employed to describe the evolution of rogue waves, character-

ized by a sudden occurrence and emission of a peak wave offshore. Over the past

decades, the study of the nonlinear evolution of focused wave groups has emerged

as a primary subject in coastal engineering, attracting an increasing number of re-

searchers (Gao et al., 2023; Ransley et al., 2021; Sriram et al., 2015). Apart from

the study of nonlinear focused wave propagation in the constant water depth, most

research has concentrated on the effects of extreme waves on offshore structures,
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such as circular cylinders, mooring structures, and floating structures (Chow et al.,

2022; Liu et al., 2020; Ransley et al., 2020; Ransley et al., 2021). The study on

focused wave groups over breakwaters also started recently (Rodrigo et al., 2021;

Zhang et al., 2023b).

NewWave theory is widely accepted as a linear description of the focused wave

group (Chow et al., 2022; Sriram et al., 2015). The superharmonic generation dur-

ing wave propagation over the constant or slowly varying depths has been studied.

For instance, in 2017, the second-order analytical solution of NewWave theory was

proposed (Sun and Zhang, 2017). To account for strong wave dispersion, Judge et

al. (2019) proposed a numerical model with two systems to study the propagation

of multi-directional focused wave groups over a plane beach. They employed the

Boussinesq equation to model pre-breaking evolution and the nonlinear shallow wa-

ter equations to simulate the post-breaking. Ko and Lynett (2019) conducted experi-

mental and numerical tests on the run-up of solitary waves and focused wave groups

over a bi-linear slope beach. In addition, Abroug et al. (2020) investigated the inter-

action of focused wave groups with a slope, intending to capture the spatial energy

transfer. A limited number of studies have explored extreme wave generation and

its interaction with abrupt depth transitions. In this section, the research methods of

focused wave groups are reviewed, especially for the application of fully nonlinear

numerical models in the nonlinear wave propagation over varying bathymetries.
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2.3.1 Experimental studies

Laboratory research on wave propagation over abrupt depth change is not com-

mon (Bolles et al., 2019; Trulsen et al., 2012). In 2012, Trulsen et al. con-

ducted experimental studies on the nonlinear rogue wave induced by a non-uniform

bathymetry. Prior to this, most laboratory research was related to the pure nonlinear

non-Gaussian statistics of extreme waves. Figure 2.4 shows the experimental set-up

and the flow path of the wave process on the abrupt depth change.

(a) (b)

Figure 2.4: General view of the channel (Boudjelal et al., 2022) and the flow path-
lines over the sharp corner bar in (a) the flow is upstream and in (b) the flow is
downstream (Rey et al., 1992).

In 1996, Baldock et al. first presented a series of experiments with a group of

waves focused and formed a large transient wave amplitude. They found a much

higher nonlinearity of wave-wave interaction compared with the linear and second-

order solutions. Kway et al. (1998) studied the breaking of focused wave groups

21



in deep water by setting the steady steepness of each wave component in the wave

group. Taylor et al. (1997) also experimentally studied the propagation of a focused

wave group over a large diameter column. In 2006, Borthwick et al. further re-

searched the breaking characteristics of focused wave groups on a beach, capturing

the significance of second harmonic components. Abroug et al. also discussed the in-

fluence of the frequency range and steepness on the nonlinear interaction of focused

wave groups on the beach (2020). On the other hand, Ko and Lynett (2019) found

that low-frequency waves play a more important role in the transient-focused wave

groups. Later, researchers paid more attention to the generation of focused wave

groups in the experimental measurements. For instance, Banks and Abdussamie

(2017) studies the nonlinear effects of the piston-type wavemaker on the quality of

waves.

2.3.2 Numerical studies

2.3.2.1 Numerical models of focused wave groups

Given the constraints of laboratory set-up and the escalating need to study extreme

waves, various numerical simulations have been developed to capture the intricate

and highly nonlinear dynamics of focused wave groups. In 2008, Choi et al. uti-

lize the Navier-Stokes (NS) equations, taking into account viscous effects, which

primarily concentrate on wave-structure interactions. Similarly, Westphalen et al.

(2012) and Chen et al. (2014) solved NS equations using the finite volume method

(FVM) with Computational Fluid Dynamics (CFD) and OpenFOAM, respectively.
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These solutions enabled the realization of the fully nonlinear process of focused

wave groups. In 2019, Luo et al. employed the Boussinesq equations with FVM.

The results were subsequently validated with measured data. Li et al. (2014) later

introduced a 3D wave tank that describes the interaction between the focused wave

group and a vertical circular cylinder. Orszaghova et al. (2014) emphasized the

importance of second-order wave generation, particularly in exploring run-up and

overtopping.

In this field, commercial software has been widely used to model and analyze

water waves. Popular options includeCFD andOpenFOAM, but there are also open-

access numerical methods available, such as REEF3D (Bihs et al., 2017). These

methods offer a broad and easy-to-use approach to examine the evolution of water

waves over varying bathymetries. However, there are limitations to using com-

mercial software for studying water waves. For instance, these methods often re-

quire significant computational resources and time, especially when high precision

is needed for local wave movements. Additionally, commercial software typically

has a limited ability to handlewave nonlinearity in free surfaces (Schmitt et al., 2012;

Wang et al., 2020b). In conclusion, while commercial software has beenwidely used

in the study of water waves, it also has its challenges and limitations. To advance

the field of water waves, it is essential to continue exploring new approaches and

improving existing methods.
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2.3.2.2 Fully nonlinear potential flow models in studying ADTs

When viscous effects are not considered, the efficiency of numerical simulations

can be improved by solving only the potential theory (Madsen et al., 2006; Viotti

and Dias, 2014; Zheng et al., 2020). This approach is particularly useful in the

study of fully nonlinear and dispersive models, which are important for understand-

ing nonlinear wave propagation due to depth variations. For instance, Ducrozet

and Gouin (2017) investigated directional sea states propagating over a sloping bot-

tom with the higher-order spectral method (HOSM) (Gouin et al., 2016). Their

study demonstrated the significant influence of directional spreading on sea-state

dynamics. More recently, Zheng et al. (2021) employed a fast multipole boundary

element (FMBE) method to simulate the experiments conducted by Trulsen et al.

(2012). They tested a wider range of parameter choices, examining the effects of

wave steepness, relative water depth and bottom gradient on the length of latency.

The length of latency is defined as the distance between the end of the shoal and

the position where skewness and kurtosis reach their maximum values. In another

work, Zhang et al. (2019) used fully nonlinear and dispersive potential flow code,

known as whispers 3D, and compared it with a Boussinesq-type model introduced

by Bingham et al. (2009). The high degree of agreement with the measurements

taken in a large wave flume attests to the accuracy of Whispers 3D. However, it is

important to note that this model requires substantial computational memory.

In recent years, fully nonlinear potential flow models have been developed to

study superharmonics in wave evolution over varying bathymetries. For instance,
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Galan et al. (2012) utilized a fully nonlinear Boussinesq-type equation to investi-

gate waves transitioning from deep to shallow waters on a submerged trapezoidal

step. Similarly, Zhang and Benoit (2021) established a fully nonlinear model using

a spectral approach to study irregular waves over abrupt depth transitions, with their

statistical results aligned well with the experimental results presented by Trulsen

et al. (2020). Belibassakis and Athanassoulis (2011) presents a nonlinear coupled-

mode system for modelling the propagation of nonlinear water waves in a region of

finite water depth and varying topography. They verified its effectiveness under dif-

ferent water depth conditions by numerical methods. Cheng et al. (2017) developed

a 2D fully nonlinear numerical model to study the interaction between a focused

wave group, a floating elastic plate, and a submerged horizontal layer. In 2019,

Chen et al. developed a 3D parallel-particle-in-cell (PIC) model to explore the ef-

fects of both a floating and a fixed offshore cylinder. Other studies have also referred

to floating structures, such as those by Cheng et al. (2020) and Hu et al. (2020). No-

tably, the fully nonlinear model solving the potential theory has been validated to

achieve computation with less running time and computational memory (Hu et al.,

2020).

To improve the accuracy of numerical simulations, another 3D numerical model

was proposed that couples the weakly compressible smoothed particle hydrodynam-

ics (SPH) and the fully nonlinear potential theory on the extreme wave-structure

interaction (Zhang et al., 2020). However, there remains significant uncertainty

over the required level of model fidelity when applied to a wide range of wave-

structure interaction problems. In 1970, Smith introduced the conformal mapping
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method to compute the evolution of waves, which maintains the local hydrodynamic

characteristics in the mapping process. To study strong nonlinear effects resulting

from water depth transitions, Viotti et al. (2014) improved the solutions to the two-

dimensional (2D) Euler equations by a conformal mappingmethod. Without the loss

of generality, it shows a good agreement with the measurements (Choi and Camassa,

1999). The study revealed that the non-equilibrium responses in a local region in-

crease with stronger depth variations, which leads to an intensified occurrence of

extreme waves. This method requires less computational effort than direct numeri-

cal methods to solve nonlinear models, such as the KdV and Boussinesq equations

(Dyachenko et al., 1996). However, it has been limited to the complex establish-

ment of the model. Therefore, It is rarely employed in the study of nonlinear wave

propagation, especially for interactions with abrupt depth transitions. In this thesis,

we decide to use the conformal mapping method to reproduce the evolution of the

focused wave group. This numerical method shows its ability to accurately simulate

nonlinear wave propagation over varying bathymetry using the conformal mapping

method, which efficiently solves potential theory and allows for the implementation

of arbitrary bathymetry.

2.4 Wave resonance with various bathymetries

2.4.1 Wave trapping

Wave propagation on beaches with an alongshore inhomogeneous bathymetry is

complicated. For instance, curved sand bars (Lippmann and Holman, 1990) and rip
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channels in the surf zone (MacMahan et al., 2006), with alongshore length scales

of order 100 m, cause alongshore variations in wave heights and directions. Large

alongshore gradients in surf zone waves and circulation can also be triggered by

irregular bathymetries, such as submarine canyons, in water depths as great as 200

m (Long and Özkan-Haller, 2005). Consequently, understanding and accurately

predicting such phenomena pose a significant challenge and have become a con-

temporary topic of interest in applied mathematics. Wave trapping is a unique phe-

nomenon where certain sinusoidal waves might be trapped on the upper side of a

submerged ridge due to wave reflection. In other words, waves may exist at a depth

discontinuity but are unable to propagate from shallower to deeper water regions.

This phenomenon further increases the complexity of wave dynamics and requires

careful study and modelling.

A preliminary study of trapped waves along ridge structures can be traced back

to the study by Ursell (1951), who demonstrated that a trapped wave mode could

exist over a submerged circular cylinder with a sufficiently small radius. Kowalik

et al. (2008) demonstrated that the energy field of the 2006 Kuril tsunami was redis-

tributed by the trapping effect of the Koko Guyot and Hess Rise in the North Pacific

Ocean. This resulted in a second large wave packet arriving in Crescent City 2–3

hours later. During the 1996 Irian Jaya earthquake, the resulting tsunami propagated

across the Pacific Ocean and caused damage to coastal regions in Japan. This oc-

curred despite Japan being far from the tsunami source and seemingly not on the

route of the major tsunami energy. Koshimura et al. (2001) subsequently verified

the mechanism of tsunami propagation trapped on an oceanic ridge using a simple
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ridge model. Rainey and Longuet-Higgins (2006) derived analytical solutions for

the trapped waves over a ridge with a step-like profile, which allowed for further

analysis of changes in phase speed and group velocity against the wavenumber.

Although both observations and modelling results have demonstrated the exis-

tence of wave trapping, the dynamic properties of the trapped waves remain poorly

understood, indicating that relevant research is still in its early stages (Neetu et al.,

2011). The topic of trapped wave propagation over abrupt depth changes was stud-

ied primarily with an emphasis on the influence of the height of the bathymetry

(Koshimura et al., 2001). However, the specific excitation conditions of the wa-

ter depths resulting in wave trapping have not been considered. Figure 2.5 shows

the wave profiles of the first four trapped modes on a submerged ridge. Thus,

The co-effects of abrupt depth transitions and the resonance induced by the wave-

bathymetry interplay are significant to investigate.

Figure 2.5: Normalized wave profiles for the first four modes over the ridge (Wang
et al., 2021).
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2.4.2 Bragg resonance

Bragg resonance is a phenomenon of wave reflection that occurs when the wave-

length of submerged bars is half of that of incident waves (Belzons et al. 1991; Hsu

et al. 2003). The interaction between the wave and the bottom causes a high reflec-

tion of propagating water waves. In the past decades, Bragg resonance has been

widely studied, and five more types of Bragg resonance have been found (Ning et

al. 2022b; Peng et al. 2019; Zhang et al. 2021b). The peak reflection coefficients

indicate the ability of coastal breakwaters to shoreline protection. Therefore, the

breakwaters with different shapes of periodic bottoms have been designed and stud-

ied, such as sinusoidal bars, rectified conoidal bars, and so on (Liu 2023; Xu et

al. 2023; Zhang et al. 2021a). Besides, the effectiveness of these breakwaters was

widely investigated from the perspective of reflection coefficients (Guo et al. 2021;

Liu et al. 2016; Tsai et al. 2011).

Numerous analytical and numerical studies have been conducted on the research

of Bragg resonance over periodic bars (Liu et al., 2019a, 2015; Xie and Liu, 2023;

Zeng et al., 2017). Most of these experimental studies have been limited to reg-

ular waves. For instance, Kirby and Anton (1990) conducted experiments with

monochromatic waves propagating over rectified sinusoidal bars, using the same

bottoms as in Davies and Heathershaw’s study. The data measured in these two

studies provide a precise reference for subsequent investigations by numerical sim-

ulations. The Bragg resonance of regular waves over trapezoidal bars was also stud-

ied experimentally by Jeon and Cho (2006). In addition to regular waves, irregu-

29



lar waves have also been considered (Abbasnia et al., 2017; Ardhuin and Herbers,

2002; Hsu et al., 2007), which have primarily focused on random waves. For ex-

ample, early studies used the TMA shallow-water spectrum in studying the Bragg

resonance with random waves. Suh et al. (1997) considered both narrow and broad-

banded frequency spectra and presented the incident and transmitted wave spectra.

Later, Hsu et al. (2007) studied the Bragg resonance of random waves using the

commonly used JONSWAP spectrum with rectified bars, sinusoidal bars, and trape-

zoidal bars.

Several commonly theoretical and numerical methods exist in research on the

Bragg resonance of irregular waves over periodic bars. In the 2000th, the mild-slope

equations were mainly employed in studying Bragg reflection coefficients (Lee et

al., 2003; Suh et al., 1997). Hsu et al. (2007) compared the reflection coefficients

with the measured data, then extended the mild-slope equation and the Boussinesq-

type model. The Boussinesq-type model was found better to capture the exact Bragg

resonance. In the subsequent years, the Boussinesq-type model became more com-

monly used in the study of Bragg resonance (Bingham et al., 2009; Liu et al., 2019b;

Madsen et al., 2006). However, the above-mentioned work only considers regular

monochromatic waves or random sea states. Given the increasing occurrence of ex-

treme waves in recent years, however, there are rare studies on the hydrodynamic

performance of breakwaters in extreme wave conditions. Thus, there is still a sig-

nificant research gap in the field.
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2.5 Summary

This chapter comprehensively reviews the past and present research about abrupt

depth transitions, focused wave groups, fully nonlinear models, wave trapping and

Bragg resonance. Existing research gaps and challenges are identified and dis-

cussed, particularly concerning the harmonics over abrupt depth changes, the non-

linear interaction between waves and bathymetries, and wave resonance. The key

points are summarized as follows:

1. The application of a fully nonlinear numerical model utilizing the conformal

mappingmethod for the study of wave propagation over bathymetries with abrupt

depth transitions remains an unexplored area of research. The absence of exper-

imental data to validate the accuracy of this approach exists, particularly in the

context of focused wave group propagation on depth transitions.

2. Though the effects of abrupt depth transitions have been studied in the mecha-

nism of occurrence of extreme waves, the hydrodynamic performance of super-

harmonic has been neglected. Moreover, there is a pressing need to delve into the

detailed evolution of fundamental and higher harmonics in the spatio-temporal

domain.

3. Limited research has been conducted on the nonlinear propagation of a focused

wave group on ADT, particularly in the context of superharmonic superposition.

There is also a lack of literature on the dynamics of bound and free waves and

their impact on wave propagation. The difference between the focused wave
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groups and monochromatic waves in wave propagation over ADTs still needs

investigation.

4 Furthermore, the consideration of higher-order effects in wave resonance has re-

ceived limited attention in existing literature. Specifically, the calculation of re-

flection coefficients for focused wave groups has not been thoroughly developed.

Additionally, the higher-order Bragg reflection of focused wave groups over pe-

riodic bars has been rarely explored.

The following chapters will discuss these issues and present the detailed work

and key findings to fill these gaps.
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Chapter 3

Methodology

3.1 Introduction

This chapter presents a detailed description of the numerical model, laboratory tech-

niques and data processingmethod in researching the nonlinear evolution of extreme

waves and their interaction with varying bathymetries. The theoretical models of in-

cident waves are explicated for both monochromatic and focused wave groups. The

development of a fully nonlinear numerical model is detailed, outlining the govern-

ing equations, the conformal mapping method and the solving method. The model

has been validated with measured data before being applied to the study of nonlin-

ear wave propagation. The chapter also introduces the laboratory wave tank and

associated facilities. Three distinct decomposition methods of superharmonics are

introduced, including the Fast Fourier Transform (FFT), the phase-manipulation ap-

proach and the continuous wavelet transform (CWT). The selection of the method

depends on the specific research objective. In the study of wave reflection, Goda’s
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two-point and four-point methods are employed to compute the fundamental reflec-

tion coefficients and that of superharmonics, respectively. Lastly, the calculation of

skewness and kurtosis of surface elevations can be examined.

3.2 Theoretical model

A 2D fully nonlinear potential flow model is established within the framework of

the free-surface Euler equations (in Figure 3.1). The fluid is assumed to be inviscid

and incompressible, with the flow being irrotational. The flow field can be charac-

terized using a velocity potential ϕ(x, y, t). To simulate monochromatic wave prop-

agation over varying bathymetries, the conformal mapping method is utilized (Choi

and Camassa, 1999; Viotti et al., 2014). The governing equation and the boundary

conditions read

▽2ϕ = 0 for b(x) ≤ y ≤ η(x, t), (3.1)

ηt + ϕxηx − ϕy = 0 at y = η(x, t), (3.2)

ϕt +
1

2

(
ϕx

2 + ϕy
2
)
+ gη = 0 at y = η(x, t), (3.3)

ϕy = 0 at y = b(x), (3.4)

where (x, y) is a Cartesian coordinate system, with x being the horizontal coordinate

and y the upward vertical one. ϕ(x, y, t) denotes the velocity potential of the fluid

flow and is governed by the Laplace equation shown in Eq. 3.1. Eqs. 3.2-3.3

represent the kinematic and dynamic boundary conditions at the free surface y =

η(x, t). The kinematic boundary condition at the bottom is given by Eq. 3.4 where
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Figure 3.1: Schematic of the water-bathymetry problem.

b(x) is the bottom profile. g is the acceleration due to gravity, and the subscripts

denote differentiation. It should be noted that while the conditions imposed by η

and▽ϕ must be periodic, the periodicity of ϕ is not a necessity.

3.3 Numerical model

3.3.1 The conformal mapping method

The conformal mapping method realizes a transformation from the physical domain

bounded by the free surfaces and the bathymetries into a strip in the mathematical

domain (in Figure 3.2). With the solution of the Dirichlet boundary-value problem,

a complex analytic function Z = X(ξ, ζ, t) + iY (ξ, ζ, t) is introduced to map the

physical plane (x, y) into the mathematical one (ξ, ζ). The surface elevation in the

mathematical plane Y (ξ, 0, t) is assumed to be periodic with l = 2π/k, where l is the

spatial period of solution in the mathematical plane. Thus, the boundary conditions

of the free surface and bathymetry profile for the function Y can be expanded in the
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Figure 3.2: Themapping transformation between the physical and themathematical
planes.

Fourier series as

Y (ξ, 0, t) = y(ξ, t) =
n=∞∑
n=−∞

Ỹne
inkξ ζ = 0, (3.5)

Y (ξ,−h, t) = b(ξ, t) =
n=∞∑
n=−∞

B̃ne
inkξ ζ = −h, (3.6)

where Ỹn and B̃n denote the Fourier coefficients of the surface elevation and the

bathymetry, respectively. The subscripts n represent the total number of Fourier

terms. In Section 4.3.1, the proper number of the Fourier discrete points per

wavelength is discussed. By using the Cauchy-Riemann relations Xξ = Yζ and

Xζ = −Yξ, the new general forms of (X,Y ) can be easily obtained to satisfy Eqs.

3.5-3.6, which can be written

Y (ξ, ζ, t) = Ỹ0+
ζ

h
(Ỹ0−B̃0)+

n=∞∑
n=−∞

Ỹn
sinhnk(ζ + h)

sinhnkh
einkξ+

n=∞∑
n=−∞

B̃n
sinhnkζ
sinhnkh

einkξ,

(3.7)

X(ξ, ζ, t) = x0(t)+
ξ

h
(Ỹ0−B̃0)−

n=∞∑
n=−∞

Ỹn
i coshnk(ζ + h)

sinhnkh
einkξ−

n=∞∑
n=−∞

B̃n
i coshnkζ
sinhnkh

einkξ,

(3.8)
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where x0(t) is the origin of the coordinate in the physical plane. Let h = Ỹ0− B̃0 in

the above equations Eqs. 3.7-3.8. The first Fourier coefficient will be equal to 1, and

therefore, the boundary conditions in the physical plane become periodic with the

same period as in the mathematical plane. Note that the mathematical depth h varies

with time but b(x) is fixed in the computation. To further simplify the transformation

between the two planes, a Hilbert-like operator is used on the harmonic conjugate

variables. When ζ tends to 0, Eqs. 3.7-3.8 are written as

xξ − 1 = h̄m[yξ, bξ], yξ = h̄n[xξ − 1, bξ], (3.9a, b)

by using the principal-value integral
∮
over the real axis. The two operators h̄m and

h̄n are

h̄m[z, s] =
1

h

∮ ∞

−∞
z(θ) coth[π(θ − ξ)/(2h)]dθ +

1

h

∮ ∞

−∞
(s(θ)− h)

× tanh[π(θ − ξ)/(2h)]dθ, (3.10)

h̄n[z, s] =
1

h

∮ ∞

−∞
z(θ) csch[π(θ − ξ)/(2h)]dθ +

1

h

∮ ∞

−∞
(s(θ)− h)

× sech[π(θ − ξ)/(2h)]dθ, (3.11)

where z(θ) and s(θ) denote the input functions of θ. The two integral operators

h̄m[·, ·] and h̄n[·, ·] are an inverse pair where h̄m[·, s] = h̄−1
n [·, s]. The same procedures

are employed in terms of the velocity potential ϕ and the stream function ψ, the

mapping is achieved by the operator ℘s[·]. They are obtained as

ϕξ − p = −℘s[ψξ], ψξ = −℘s[ϕξ − p], (3.12a, b)

℘s[z] = −1

h

∮ ∞

−∞
z(θ) csch[π(θ − ξ)/(2h)]dθ, (3.13)
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where p is the mean free-surface elevation in the physical domain given by p =

m[y]
h
,m[·] computes the mean value. Thus, the original Euler equations (3.1-3.4) are

mapped into

xt − xξ

{
h̄m

[
ψξ
J
, 0

]
+ q(t)

}
− yξ(

ψξ
J
) = 0, (3.14)

yt + xξ(
ψξ
J
)− yξ

{
h̄m

[
ψξ
J
, 0

]
+ q(t)

}
= 0, (3.15)

ϕt +
1

J

{
1

2
(ϕ2

ξ − ψ2
ξ )− Jϕξh̄m

[
ψξ
J
, 0

]}
+ gy = C(t), (3.16)

where J = x2ξ + y2ξ is the Jacobian on the free surface, and C(t) is an arbitrary

function of time that can be absorbed in ϕt. The part q(t) is given by q(t) =

m
{
xξh̄m[

ψξ

J
, 0] + yξ(

ψξ

J
)
}
. Therefore, the initial Euler equations in the physical

plane are discretized and then mapped into the mathematical plane shown in Eqs.

3.14-3.16.

3.3.2 Solving method with time stepping

A pseudo-spectral method is introduced with an assumption of periodic boundary

conditions to solve Eqs. 3.14-3.16. Initial surface elevations are discretized us-

ing the Discrete Fourier Transform. Given the variable nature of the bathymetry

h(ξ, t), which requires updating during the mapping process, a fixed-point iteration

is initially provided. Specifically, the initial estimate h(0), derived from the most

recent function value obtained in the preceding time step, is employed to update the

bathymetry. The iteration can be written as

Ω(n) = ξ − h̄m[y(ξ), h
(n)(ξ)], (3.17)
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h(n+1) = b(Ω(n)) (3.18)

where Ω(n) denote the boundary condition for X(ξ,−h, 0). If the residue of

|h(Ω(n)) − h(x)| decreases below a tolerance 1e−10, the time n can proceed to the

next step. Time integration is accomplished using an adaptive algorithm based on the

Adams-Bashforth-Moulton method in MATLAB. The multi-step algorithm features

a strict error tolerance and a 13th-order formula is used to form the error estimate,

making it suitable for problems of dynamic wave evolution. The solving method

for the numerical simulation involves a mapping conversion process that quickly

computes nonlinear wave propagation, taking only a few seconds to achieve results,

even for varying bathymetry with abrupt depth transitions or wavy bottoms.

3.3.3 Wave generation

Surface profiles y(ξ) in Eq. 3.17 depend on the types of incident waves. To simu-

late the propagation of different types of waves, the surface profiles should be first

employed in Eq. 3.17. Then, the iteration of the adaptive algorithm starts to pro-

cess. The nonlinear results at the target regimes can finally be achieved within the

Euler equations. For the same reason, the incident waves can be altered according

to different types of incident waves at n = 0. It should be noted that this generation

method is not like the wave maker in the laboratory tank. Since only the steady-state

numerics near the varying bottoms are used for analysis, the linear wave profile gen-

eration method at the initial time will not affect the analyzed results. The theoretical

models of monochromatic waves and focused wave groups are introduced, which
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are employed in this thesis work investigation.

3.3.3.1 Generation of monochromatic wave

Two primary theories are utilized to generatemonochromatic waves: the linear wave

theory and the second-order Stokes theory within the context of the linear wave

theory (Airy, 1845). The ratio of wave height H to water depth h is deemed in-

finitesimal. Similarly, the wave steepness ε = kH/2 (k is the wavenumber) is

considered infinitesimal. The fluid flow is hypothesized to be an inviscid, incom-

pressible, and homogeneous fluid. This assumption allows for the linearization of

both the dynamic boundary condition and the kinematic boundary conditions. Thus,

the surface elevation η is written

η =
H

2
cos (kx− ωt) =

H

2
cos k(x− ct), (3.19)

where ω is the angular frequency. The phase is denoted by kx− ωt = θ. The phase

speed c = ω
k
= gT

2π
tanh kh is derived from the dispersion relation ω2 = gk tanh kh.

When considering the strong nonlinearity on the free surface, there are many

types of nonlinear wave theories, including Stokes waves, solitary waves, cnoidal

waves, etc. The second-order Stokes theory is employed in this thesis, where the

water wave is in the intermediate water regime. In contrast to linear wave profiles

(symmetric crests and troughs), nonlinear surface profiles exhibit sharper crests and

flatter troughs. This is a key characteristic of nonlinear waves and is a direct result

of the nonlinearity of the free surface. To describe the nonlinear characteristics of

free surface boundary conditions, an assumption is made that the velocity potential
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ϕ and the wave surface η can be expanded in terms of a small parameter perturbation

ϵ,

Φ = ϵΦ1 + ϵ2Φ2 + ..., (3.20)

η = ϵη1 + ϵ2η2 + ..., (3.21)

due to the effect of the small parameter ϵ, the latter term ϵ2Φ2 is smaller than the

former term ϵΦ1, and each term Φn satisfies both the Laplace equation and the as-

sociated boundary conditions. This expanded form is then substituted into the free

surface boundary conditions given by Eqs. 3.2 and 3.3. Then second-order Stokes

surface elections are obtained

η =
H

2
cos(kx− ωt) +

πH2

4L
(1 +

3

2 sinh2 kh
) coth kh cos 2(kx− ωt), (3.22)

L =
gT 2

2π
tanh kh, (3.23)

and the corresponding phase speed c2 considering the second order is updated with

the equation (c0 is the linear wave speed)

c2 = c0 ∗ (1 + (9− 10σ2 + 9σ4)/16/σ4k2a2), (3.24)

c0 =
√
g/k ∗ σ, σ = tanh kh (3.25)

3.3.3.2 Generation of focused wave group

The focused wave group is a typical wave type used in the study of extreme waves,

especially in experimental studies (Feng, 2019;Wang et al., 2020a). Thewave group

is characterized by a sudden occurrence of high crests, which effectively mimics the
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characteristics of freak waves in a physical environment (Ransley et al., 2021).

The linear theory of focused wave groups (NewWave theory) was proposed by

Rapp and Melville (1990), based on the assumption of a superposition of a group of

monochromatic waves. Thus, the surface elevation and velocity potential of focused

wave groups can be determined

η0(x, t) =
∑N

n=1An cos[kn((x− xp)− cn(t− tp))], (3.26)

ϕ0(x, t) =
∑N

n=1Ancn
cosh(knhd)
sinh(knhd)

sin[kn((x− xp)− cn(t− tp))], (3.27)

where the focused position xp and focused time tp are parameters that determine

where and when the maximum wave amplitudes occur. The two parameters control

the key features of focused wave groups. The symbol n is the nth wave compo-

nent in a focused wave group. In this study, the total number of wave components

is N = 2000. This means that each focused wave group comprises 2000 individ-

ual wave components, each with its own wave number kn, angular velocity ωn and

phase speed cn. The frequency range is considered a narrow spectrum bandwidth, a

JONSWAP-type spectrum

S(fn) = βH2
sT

−4
p fn

−5exp[−5

4
(Tpfn)

−4]γexp[−(fn/fp−1)2/2σ2], (3.28)

β =
0.06238

(0.23 + 0.0336γ)− 0.185(1.9 + γ)−1
[1.094− 0.01915 ln(γ)], (3.29)

An(fn) = Ain
S(fn)(fs)∑
S(fn)(fs)

, fs =
(1.8− 0.3)fp
2000− 1

(3.30)

with the significant wave height Hs. The Tp and fp are the peak wave period and

frequency, respectively. The peak enhancement parameter γ is set to 3.30. The
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spectral width parameter σ is defined as 0.07 for ωn ≤ ωp and 0.09 for ωn > ωp.

The linear amplitude of the focused wave group denoted asAin =
∑N

1 An, a sum of

each wave component An, is found to be less than the realistic amplitude due to the

nonlinear wave-wave interaction. The focusedwave groups in the experimental tank

are generated using the linear NewWave theory for the initial estimate, which is then

input into the tank to produce nonlinear focused wave groups through wave-wave

interaction near the prescribed focused position.

3.3.4 Wave absorption

To minimize the reflection of waves at the end of the numerical model, an absorber

Ps is added as a liner damping to the free surface boundary condition Eq. 3.3 with

a relaxation function s(x), hence Eq. 3.3 is rewritten as

ϕt +
1

2

(
ϕx

2 + ϕy
2
)
+ gη + PS/ρ = 0, (3.31)

PS/ρ = s(x)ϕ(x, η(x, t), t), (3.32)

s(x) = e−[(x−2L)/2]2 , (3.33)

where L denotes half of the length of the numerical tank and ρ is the fluid density.

The selection of the damping function s(x) should account for the spurious effects,

including the wave reflection and accumulation of fluid inside the damping layer.

This accumulation canmarkedly influence the water depth throughout the remainder

of the wave tank. To mitigate both wave reflection and pile-up effectively, it is

advantageous to implement weak damping over an extensive area. However, this
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approach necessitates the allocation of a substantial portion of the computational

domain for the damping layer.

3.4 Experiments

3.4.1 Sketch of experimental tank

Two experimental campaigns were conducted in the Hydrodynamic Laboratory of

the Hong Kong Polytechnic University and that of the Southern University of Sci-

ence and Technology, respectively (in Figure 3.3). Details of the wave tank are

presented in the next two sections. The wave tanks have a stainless steel bottom and

glass walls on both sides. The left top of the tank is equipped with a piston-type

wave generator. At the end of the tank, a permeable stainless steel bump minimizes

the reflected waves from the tank as shown in Figure 3.4(a). Detailed descriptions

of the set-up for both experiments are presented in the next two chapters.

(a) (b)

Figure 3.3: (a) Hydraulics Laboratory of the Hong Kong Polytechnic University;
(b) Hydraulics Laboratory of Southern University of Science and Technology.
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(a) (b)

Figure 3.4: (a) Wave absorber at the end of a wave tank and (b) wave gauges at the
first depth transition.

3.4.2 Experimental facilities

Along the direction of wave propagation, a submerged step is placed to realize two

depth transitions. Wave gauges are arranged unevenly over the submerged step to

capture the surface elevations, with narrower intervals of gauges near the edges of

the step (in Figure 3.4(b)). The step is set a certain distance away from the wave-

maker to form two sudden ADTs. By adjusting the water depth, the ratio of the

water depth in the shallower regions to that in the deeper ones can be changed. The

generated waves are controlled with the Biésel Transfer Function, which adjusts the

difference between the input piston displacements and output wave elevations.

3.4.3 Repeatability and correction

With the consideration of the nonlinear wave-wave interaction during the wave evo-

lution, the incident wave heights were obtained from cases without a step in the wave

tank. Figure 3.6 compares the input parametersHin and the actual wave heightHout.
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This allows for the use of more precise incident waves generated in the laboratory

for subsequent investigations. In addition, each case is repeated at least three times

to ensure the accuracy of measured results (in Figure 3.5).

Figure 3.5: Surface elevations with three repeated measured data.

Figure 3.6: Wave heights with input parameters and physical outputs.

46



3.5 Signal and data processing technique

3.5.1 Time window for spectra analysis

To process the spectral analysis, the surface elevations in the temporal domain are

calculated with the Fast Fourier Transform (FFT) to obtain the wave spectrum. The

time window of surface elevations needs to be selected appropriately. It should

avoid the start-up of incident waves before the arrival of steady regular waves and

the reflected waves coming from the back of the wave tank. We take one case with

monochromatic waves (frequency of 0.94 Hz and steepness of 0.06) for example

to examine the results of FFT with different ranges of the time window (in Figure

3.7). It is found that both the unsteady incident waves and the reflected wave from

the backside of the wave tank affect the results of amplitude spectra. Meanwhile,

only a small difference is found between the results with the total Fourier discrete

points N = 940 and those with N = 1024. Thus, avoiding the unsteady waves at

the beginning and reflected waves from the tank is enough to obtain the spectra.

3.5.2 Separation of the incident and reflected waves

The reflection coefficient obtained from the linear long-wave could provide a good

benchmark for us before the numerical and experimental studies. However, isolating

these two types of propagating waves is necessary for the numerical and experimen-

tal surface elevation results which consist of reflective and transmitted waves. After

the isolation, the corresponding reflection coefficients can be figured out through the
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Figure 3.7: Selections of surface elevations and harmonic amplitudes.

definition. In the following part, Goda’s two-point method (Goda and Suzuki, 1976)

for experimental results and Wang et al.’s isolation method for numerical results are

introduced (2003), respectively.

The two-point method is typical for solving the reflection coefficients where

complex surface elevations are obtained. Two wave gauges should be placed be-

fore the submerged obstacle to collect the surface elevations, especially considering

those propagating past the obstacle. Accurate wave profiles usually contain irreg-

ular waves so that some higher harmonics would be included. Thus, the waves are

described as having the general form of

ηI(x, t) =
M∑
m=1

aIm cos(kmx− 2πfmt+ ϵIm), (3.34)
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ηR(x, t) =
M∑
m=1

aRm cos(kmx− 2πfmt+ ϵRm), (3.35)

where ηI and ηR are the surface elevations of incident and reflected waves, km is

the wave number of 2π/Lm with Lm being the wavelength of themth regular wave,

fm is the wave frequency of the mth regular wave, and ϵIm and ϵRm are the phase

angles of themth incident and reflected regular waves.

So, the surface elevations recorded at two adjacent stations of x1 and x2 = x1+

∆l will be

η1 = (ηI + ηR)x=x1 =
M∑
m=1

(A1m cos 2πfmt+B1m sin 2πfmt), (3.36)

η2 = (ηI + ηR)x=x2 =
M∑
m=1

(A2m cos 2πfmt+B2m sin 2πfmt), (3.37)

where

aI(m) = (ηI + ηR)x=x1 =
1

2| sin km∆l|
[(A2m − A1m cos km∆l − B1m cos km∆l)2

+ (B2m + A1m sin km∆l − B1m cos km∆l)1/2],
(3.38)

aR(m) = (ηI + ηR)x=x1 =
1

2| sin km∆l|
[(A2m − A1m cos km∆l − B1m cos km∆l)2

+ (B2m − A1m sin km∆l − B1m cos km∆l)1/2],
(3.39)

where the amplitude of A1m, B1m, A2m and B2m can be solved with the use of

Fourier analysis for the fundamental frequency as well as for higher harmonics.

By the definition of reflection coefficients, which is the ratio of the amplitude of

reflected waves aR to that of the incident waves aI , the mean reflection coefficient
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can be written

KR = [
M∑
m=1

a2R(m)/
M∑
m=1

a2I(m)]1/2, (3.40)

For monochromatic waves, the wave frequency is a fixed value, so the equation

can be simple whereM = 1. One point that should be noticed is that the distance

between the two locations of x1 and x2 needs to be designed correctly. Goda’s two-

point method is useful only when∆l≠nL/2 or the results would diverge. The spac-

ing between two wave gauges should be varied from 0.05 Lmax to 0.45 Lmin, hence

the maximum wavelength (minimum wave frequency) and minimum wavelength

(maximum wave frequency) could be measured. Moreover, three wave gauges can

be adopted for more complicated wave conditions, where the surface wave elevation

at three locations is recorded. Then the incident and reflected wave can be analyzed

using the least squares method.

The other computation of the reflection coefficients is based on the analytical

method method (Wang et al., 2003). This method is not limited by the phase differ-

ence and twowave gauges η(x1, t) and η(x2, t) are enough to process the calculation.

For regular waves, the incident and reflected waves are assumed to be

ηI = aI cos(ωt− kx+ θI), (3.41)

ηR = aR cos(ωt− kx+ θR), (3.42)

where θI and θR refer to the phase angles. Due to the linear superposition of surface

elevations, η(x1, t) and η(x2, t) are expressed as

η(x1, t) = aI cos(ωt− kx1 + θI) + aR cos(ωt+ kx1 + θR), (3.43)
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η(x2, t) = aI cos(ωt− kx2 + θI) + aR cos(ωt+ kx2 + θR)

= aI cos(ωt− kx1 + θI − k△ x) + aR cos(ωt+ kx1 + θR +△x),

(3.44)

Let x2 = x1 + △x, so that Eqs.3.43-3.44 can be reduced to the equation with x1.

Besides, They can be written in the complex form as

η(x1, t) = aIe
i(ωt−kx1+θI) + aRe

i(ωt+kx1+θR), (3.45)

η(x2, t) = aIe
i(ωt−kx1+θI)e−ik△x + aRe

i(ωt+kx1+θR)eik△x, (3.46)

From Eqs.3.45-3.46, we obtain the surface elevation of the incident and reflected

waves:

ηI(x, t) = aIe
i(ωt−kx1+θI) =

eik△xη(x1, t)− η(x2, t)

2i sin(k△ x)
, (3.47)

ηR(x, t) = aRe
i(ωt+kx1+θI) =

e−ik△xη(x1, t)− η(x2, t)

−2i sin(k△ x)
, (3.48)

Kr =
aR
aI

=

∥∥e−ik△xη(x1, t)− η(x2, t)
∥∥

∥eik△xη(x1, t)− η(x2, t)∥
, (3.49)

It should be noticed that the surface elevations recorded at positions x1 and x2

need to be transformed into a complex form by taking a Hilbert transform. The

reflection coefficients of the higher harmonic waves can also be computed similarly

as long as the input surface elevations η(x1, t) and η(x2, t) are replaced by ηm(x1, t)

and ηm(x2, t) where m denotes the mth harmonics. Note that the higher harmonic

reflection coefficients are defined by the ratio of the harmonic amplitudes to the

nonlinear wave amplitude. Extraction of the harmonics can be realized by the FFT
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technique and the reflection coefficients of the harmonics can be written as

Krm =
aRm
aI

=

∥∥e−ikm△xηm(x1, t)− ηm(x2, t)
∥∥

∥eik△xη(x1, t)− η(x2, t)∥
, (3.50)

3.5.3 Separation of superharmonics

In order to examine the subharmonics and superharmonics in the temporal domain’s

evolution at different locations, we separate the signals using frequency-domain fil-

tering. This part assesses the release of wave harmonics due to nonlinear monochro-

matic waves transitioning over a submerged step. It validates the numerical model

by comparing the extracted superharmonics from the simulations to those from ex-

perimental observations.

Frequency domain filters were applied to separate the linear, subharmonic and

superharmonic components of the surface elevations. These were implemented by

taking a single-sided Fast Fourier Transform (FFT) of the surface elevation and then

an inverse FFT (IFFT) of the frequency components allocated to the harmonics. The

lower and higher frequency bounds of these harmonics are taken, considering the

range of the input spectrum, as

fN = Nf0 ± 2σ, (3.51)

where N = 0, 1, 2 for subharmonic, linear, and superharmonic wave components,

respectively. σ refers to the selected range of the frequency.

The decomposition of higher components is significant for investigating the vari-

ation of superharmonics. The Fast Fourier Transform (FFT) is a commonmethod for

transforming temporal data into spectral data, especially for monochromatic waves,
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where the higher harmonics can be found with f = nfp (n = 2, 3...). However, each

harmonic overlaps in the focused wave groups due to a wide frequency range. For

instance, the frequency range of the second superharmonics f2 = (0.6−3.6)fp con-

tains part of the fundamental ones f1 = (0.3−1.8)fp. Thus, the phase-manipulation

approach is employed to decompose each harmonic. It enables the separation of at

least the first fourth harmonics.

The nonlinear surface elevation η contains the superharmonics (m = n) and the

subharmonics (m− n = 2). An expansion of free surface can be written

η = AS11 cosϕ+ A2(S20 + S22 cos 2ϕ) + A3(S31 + S33 cos 3ϕ)

+ A4(S40 + S42 cos 2ϕ+ S44 cos 4ϕ) +O(A5), (3.52)

where the coefficients Smn denote the value of harmonics, ϕ = ωt + ϕ0 refers to

the phase of the linear component, and ϕ0 is the initial phase set at the beginning.

The phase-manipulation approach extracts each harmonic with a certain increment

in the initial phase ϕ0 = 0◦, 90◦, 180◦ and 270◦. Then, the combination of surface el-

evations with different can separate superharmonic waves, the decomposed surface

elevation of the first four superharmonics are

η1 = (AinS11 + A3
inS31) cosωt = (η0 − ηH90 − η180 + ηH270)/4, (3.53)

η2 = (A2
inS22 + A4

inS42) cos 2ωt = (η0 − η90 + η180 − η270)/4, (3.54)

η3 = A3
inS33 cos 3ωt = (η0 + ηH90 − η180 − ηH270)/4, (3.55)

η20+η4 = A2
inS20+A

4
inS40+A

4
inS44 cos 4ωt = (η0+η90+η180+η270)/4, (3.56)
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where the superscript H denotes the Hilbert transform of the surface elevations.

Note that the fourth harmonics contains the subharmonics η20, referring to the vari-

ation of the mean water line. Based on the phase-manipulation method, the compo-

nents of subharmonics and fourth harmonics are easily separated with FFT and the

subharmonics are identified near 0 Hz.

3.5.4 Separation of second bound and free waves

Except for separating superharmonics, the decomposition of the higher free and

bound waves is also a problem to solve. The superharmonics normally represent

the higher bound (locked) waves with the same velocity as the fundamental compo-

nents. Water depth variation leads to higher bound waves (locked waves) and free

waves. For the former, the frequency is the n times peak frequency fn,b = nfp,

the higher superharmonics normally mentioned. The bound waves have the same

phase speed as fundamental harmonics cn,b = c1, and the wavenumber kn,b equals

n times nk1. Newly free waves are generated in the spatial domain by meeting the

relation (nω1)
2 = gkn,f tanh(kn,fhs), hs is the water depth in the shallower region.

As a result, the phase speed of higher free waves is slower than that of bound waves

cn,f < cn,b, which have the same frequencies fn,f = fn,b. For instance, the ADT

induces higher components of the same frequency of bound waves but different ve-

locities (f2,b = f2,f = 2f1, c2,b ̸= c2,f ). The dispersion relations D(ω) calculating

the wavenumber of second bound k2,b and free waves k2,f in the shallower regions
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hs are 2D(ω) and D(2ω), respectively

k2,b = 2k1, (3.57)

(2ω)2 = gk2,f tanh k2,fhs, (3.58)

due to the same frequency of the free and bound waves, the higher free and bound

waves cannot be separated from the frequency domain with the FFT or phase-

manipulation method. Only the fundamental wave components and higher free

waves meet the dispersion relation, while higher bound waves have angular fre-

quencies and wavenumbers that are multiples of the fundamental components, and

the characteristics of free waves vary with water depth.

A separation technique based on surface elevations at four wave gauges are

adopted (Lin and Huang, 2004). The surface elevations η(x, t) at each position can

be expressed as

η(xp, t) = A1
I(cos kxp − ωt+ ϕ1

I) + A1
R(cos kxp + ωt+ ϕ1

R)

+
∑
m≥2

AmI,B cos [m(kxp − ωt) + ϕmI,B] +
∑
m≥2

AmR,B cos [m(kxp + ωt) + ϕmR,B]

+
∑
m≥2

AmI,F cos [m(kxp − ωt) + ϕmI,F ] +
∑
m≥2

AmR,F cos [m(kxp + ωt) + ϕmR,F ] + ep(t),

(3.59)

where A denotes the amplitude of waves, the subscripts B and F denote the bound

and free wave components, respectively. xp represents the location in the spatial do-

main. The subscriptm (m = 1, 2, ...) refers to themth harmonic waves. ϕm denotes

the phase difference in an arbitrary time domain. The final ep(t) is associated with

the extra signal noise of nonlinear wave interactions. Then, the surface elevations
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η(xp, t) can be decomposed with FFT as

η̃m(xp) =
ω

2π

∫ (2π/ω)

0

η(xp, t)e
−imωtdt, (3.60)

By substituting Eqs. 3.59 into 3.60 and assume m = 1, the transformed surface

elevations can be written as

η̃1(xp) = C1
IX

1
I + C1

RX
1
R + T 1

p , (3.61)

where

X1
I = A1

Ie
−i(kx1+ϕ1I), X1

R = A1
Re

−i(kx1+ϕ1R),

C1
I =

e−ik∆xp

2
, C1

R =
eik∆xp

2
,

The fast Fourier transform of em(t) at m = 1 and the position of wave gauge x1

is displayed as T 1
p . ∆xp denotes the distance between the first wave gauge and the

mth wave gauge. The sum of T 1
p can be minimized using the least squares method

to choose the parameters X1
I and X1

R, namely the minimum sum

∑
p

[T 1
p ]

2 =
∑
p

[η̃1(xp)− C1
IX

1
I − C1

RX
1
R]

2, (3.62)

The solution of parameters X1
I and X1

R can be obtained by minimizing their total

errors,
∂
∑

p[T
1
p ]

2

∂X1
I

= O,
∂
∑

p[T
1
p ]

2

∂X1
R

= O, (3.63)

where the algebraic equations can be simplified asA11 A12

A21 A22


X1

I

X1
R

 =

B1

B2

 , (3.64)
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The study by Lin and Huang provides the solution for components Ai,j and Bi. The

amplitudes of the first harmonics can be determined

A1
I =

∣∣X1
I

∣∣ , A1
R =

∣∣X1
R

∣∣ , (3.65)

Similarly, the singularity should be avoided in the physical application. For four

different wave gauges before the first depth transition, the Eq. 3.66 is determined

[
1

4
+
e−2ik∆x2

4
+
e−2ik∆x3

4

e−2ik∆x4

4
]× [

1

4
+
e2ik∆x2

4
+
e2ik∆x3

4

e2ik∆x4

4
]− 1 = 0,

(3.66)

To achieve the amplitude of the first harmonics, the same steps are employed for the

superharmonic waves by substituting Eq. 3.59 into 3.60 withm ≥ 2. Consequently,

the transformation of η(xp, t) is modified to

η̃m(xp) = Cm
I,BX

m
I,B + Cm

R,BX
m
R,B + Cm

I,FX
m
I,F + Cm

R,FX
m
R,F + Tmp , (3.67)

AmI,B =
∣∣Xm

I,B

∣∣ , AmR,B =
∣∣Xm

R,B

∣∣AmI,F =
∣∣Xm

I,F

∣∣ , AmR,F =
∣∣Xm

R,F

∣∣ , (3.68)

Through the phase-manipulation approach, amplitudes of higher harmonics can

be obtained. To further extract the wave profiles of second bound and free waves,

the continuous wavelet transform (CWT) is introduced to process the data in both

temporal and frequency domains. The different times of generation and velocities

of free and bounds make it possible to separate them from the spatio-temporal in-

formation with the CWT.

In the time domain, the wavelet coefficients can be obtained by comparing the

window signals at different positions one by one by moving the wavelet in time.

The larger wavelet coefficient shows a better fitting degree between the wavelet and
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the segment signal. In the calculation, the convolution of the wavelet function and

the signal in the window is used as the wavelet coefficient under the window. The

length of the window and the length of the wavelet are the same. In addition, in

the frequency domain, by stretching or compressing the length of the wavelet, the

length and frequency of the wavelet are changed, and the wavelet coefficients un-

der different frequencies are realized. Accordingly, the window length also varies

with the wavelet length. Since the wavelets are compressed at high frequencies,

the time window becomes narrower, resulting in a higher temporal resolution. The

spatio-temporal wavelet coefficient map is obtained by combining the wavelet co-

efficients at different frequencies. In wavelets, scale is generally used to measure

the frequency f of wavelets, and the conversion relationship between the two is as

follows

s ∗ f = fs ∗ wcf, (3.69)

where the sample frequency fs = 1/∆t, thewcf denotes thewave central frequency.

With the decomposed second harmonics above, the spatio-temporal data of second

superharmonics is obtained with the CWT. Then the separated second bound and

free harmonics in the time domain can be inverted to the surface elevations. The

CWT and inverse continuous wavelet transform (ICWT) adopt the adaptive solver

available in many common software packages.
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3.5.5 Skewness and kurtosis of surface elevations

The parameters skewness and kurtosis can be useful in describing the degree of de-

viation of the surface elevations and wave heights. In terms of the surface elevation

η, the definitions of skewness and kurtosis are

λ3 =
〈
(η − ⟨η⟩)3

〉
/η3std, λ4 =

〈
(η − ⟨η⟩)4

〉
/η4std, (3.71)

where ηstd is the standard deviation of the surface elevation,<> represents the aver-

aged value. The values are λ3 = 0 and λ4 = 3 for Gaussian waves. There is a clear

increase in the values in the shallower regions (Li et al., 2021c), inducing a higher

probability of the occurrence of extreme waves during the abrupt depth transitions.

Note that the values of these two parameters vary with the type of wave.

3.6 Summary

This chapter first reviews and presents the theoretical model of different types of

waves in constant water depth and the establishment of the fully nonlinear numerical

model. A detailed description of the laboratory wave tank and associated facilities is

introduced. The numerical model is well validated with the measured data before its

application in studying nonlinear wave propagation. Various methodologies to de-

compose the subharmonics and superharmonics are provided. In addition, the FFT

is utilized specifically for monochromatic waves. For wave groups that encompass

a wide frequency range, the implementation of a phase-manipulation approach is ne-

cessitated. The CWT serves as an additional approach in cases where the separation

of the second bound and free waves is required. The Goda two-point method calcu-
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lates the reflection coefficients of waves. Moreover, with the inclusion of sub and

superharmonics, the four-point method can capture more comprehensive spectra of

each harmonic. Lastly, the skewness and kurtosis values provide a statistical per-

spective on the degree of wave profile asymmetry. It provides solid mathematical,

numerical and experimental backgrounds for the following studies.
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Chapter 4

Behavior of superharmonics of

monochromatic waves on ADTs

4.1 Introduction

In the past ten years, there has been considerable engineering and scientific interest

in the probability of large waves occurring on the coastline. A number of studies

have suggested that a transition of water depth could play an important role in an

enhanced occurrence probability of extreme waves (Majda et al., 2019; Trulsen,

2018). Research about the wave propagation over the varying bottom is various and

quantitative. However, these studies refer to different purposes. For instance, most

articles with different bottoms mainly focus on the breakwater to explore a more

effective shape (Chang and Liou, 2007; Ji et al., 2017; Stamos et al., 2003). In addi-

tion, some research observes the wave propagation over a certain water depth area

or two continual transmitted areas like shallow water, shallow-to-deep water (Bal-
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dock et al., 1996; Galan et al., 2012). These groups mainly focus on the parameters

and characteristics of the wave propagation to improve the wave nonlinear analysis

and propose a higher solution to nonlinear wave equations. As this new potential

mechanism of extreme waves was proposed in the past decades, only limited stud-

ies investigated the nonlinear wave propagation on the ADTs (Moore et al., 2020;

Viotti and Dias, 2014; Zhang and Benoit, 2021). To investigate the hydrodynamic

characteristic of transition is necessary.

The objective of the work is to investigate the importance of higher harmonics of

nonlinear water waves propagating on abrupt depth transitions with efficient numer-

ical simulations and an experimental campaign. Within the framework of potential

flow theory, a fully nonlinear model is established to describe the wave evolution

on varying bathymetries by a conformal mapping method. Monochromatic waves

with varying incident frequencies and steepness are studied to examine the changes

in the superharmonics on the lee side and top of the submerged step, especially for

the second and third harmonics. We analyze the evolution of wave spectra in both

the time and spatial domains to extract the higher harmonics. Two different water

depths are employed to study the effects of the water depth ratio of the sea bed to

the step on the superharmonics. In addition, the nonlinear evolution of wave el-

evations over the step is discussed regarding kurtosis and skewness. The study of

monochromatic waves was conducted to facilitate the extraction and analysis of each

harmonic’s propagation, providing a clearer understanding of superharmonics evo-

lution during strong nonlinear wave propagation, which was later applied to more

complex nonlinear wave groups.
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The organization of the chapter is as follows. The experimental set-up and the

numerical model based on the conformal mapping method are described in Sections

4.2 and 4.3, respectively. Convergence and validation of the numerical model are

also presented. Wave reflection considering the fundamental and the higher har-

monics are present in Section 4.4. Then, the results of the nonlinear propagation

of superharmonics are discussed (in Section 4.5), in particular, the dynamic charac-

teristics of the higher harmonics over the abrupt depth transitions in both the time

and spatial domains with both experimental measurements and numerical simula-

tions. Section 4.6 focuses on the distribution of the wave profile parameters in the

spatial domain and discusses the effects of water depth on the nonlinear wave evo-

lution. The evolution of skewness and kurtosis of monochromatic waves on ADTs

is described in Section 4.7. Section 4.8 presents the concluding remarks.

4.2 Experimental set-up

The experiments were conducted in the wave tank located at the Hydraulics Lab-

oratory of the Hong Kong Polytechnic University with a length of 27 m, a width

of 0.75 m and a depth of 1.5 m. A piston-type wavemaker is equipped to generate

both monochromatic and irregular waves. At the end of the physical tank, a wave

absorber is arranged to dissipate energy, as shown in Figure 4.1. The front face

of the submerged step was installed 4 m away from the wavemaker providing two

depth transitions in the x-axis (same direction as the wave propagation). The water

depth in the deeper region is denoted as h1, and in the shallower region as h2. The

size of the submerged step is fixed with a length of 2.4 m, a width of 0.75 m and
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Figure 4.1: (a) Laboratory wave tank; (b) stainless rectangular step; (c) wave ab-
sorber and (d) sketch of the experimental set-up (not in correct scale for tank length).

a height of 0.23 m. The value of h2/h1 is thus adjusted with the water depth h1.

Eight capacitive wave gauges were used. The origin of the coordinate system is at

the center of the step. The positions of WG 1 to WG 8 are listed in Table 4.1. We

set h1 to be 0.36 m or 0.48 m. The detailed parameters of the tested cases are shown

in Table 4.2.

Let f0 be the incident wave frequency, k1 the wave number on the deeper region

and k2 the wave number on the shallower one. Then k1a denotes the wave steep-

ness where the wave amplitude a is half the wave height a = H/2. The cases with

h1 = 0.48 m are denoted with a star (cases 5* and 6*). A high-resolution camera

was placed along the tank to capture the wave profiles. The evolution of monochro-

matic waves, as depicted in Figure 4.2, is examined using a higher frequency of

f0 = 1.33 Hz to clearly illustrate the changes in wave shapes at the shorter wave-
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Table 4.1: Locations of the eight wave gauges shown in Figure 4.1.
WG No. WG 1 WG 2 WG 3 WG 4 WG 5 WG 6 WG 7 WG 8
Position (m) −2.2 −1.56 −1.4 −1.2 −1.0 0 1.1 1.3

length. A comparison with the incident wave profile reveals that the profiles in

shallower regions exhibit an asymmetric crest with increased sharpness at the first

depth transition. This observation underscores the nonlinear effects in the spatial

domain. A comprehensive analysis of the nonlinear characteristics, utilizing both

experimental and numerical results, is elaborated upon in the subsequent sections.

4.3 Numerical method

This section presents the numerical set-up and the validation with experimental mea-

surements. In the pre-processing, the equations are non-dimensionalized by using g

as unit acceleration and h1 as unit length. Thus the two dimensionless input param-

eters, amplitude and wavelength, are a/h1 and L/h1. In this case, the dimensions in

the numerical simulation have been reduced. This pre-processing is required before

analyzing the numerical results. In the fully nonlinear numerical model, an absorb-

ing condition is added to minimize the influence of periodic boundary conditions.

A linear damping is implemented by a shape function, which reduces the velocity

potential at the right boundary (wave absorption). Hence rare influence will be on

the surface waves propagating from the left side (wave generation).

The main tested cases are shown in Table 4.2. It consists of two steps with the

ratio h2/h1 = 0.36 and 0.52. The incident wave frequency ranges from 0.94 Hz

to 1.64 Hz. The incident wave steepness k1a was carefully selected and tested to

make sure the effects on the higher harmonics can be captured. For all the tested
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Figure 4.2: Surface profiles of the monochromatic wave along with the tank at the
first ADT.

cases with the step in the wave flume, we have also generated pure waves without

the step. This is to ensure we can obtain accurate information on the incident wave.

The physical amplitude a has been modified with the experiments on the constant

depth.

4.3.1 Convergence of numerical model

To capture strong nonlinearities during wave evolution, a sufficient number of

Fourier terms or points per wavelength should be used in numerical simulations.

The variation of surface elevations η is shown in Figure 4.3 with 6 different num-
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Table 4.2: Test parameters. The ratios h2/h1 of water depths in the shallower region
h2 to that of the deeper region h1 are 0.36 and 0.52, respectively. f0 is the incident
frequency. The wave number k1 for the monochromatic waves is computed from
the stream function using the wave conditions on the deeper region with h1. a is the
incident measured wave amplitude. k2 is derived by the stream function with the
incident amplitude a and shallower region h2. (* refers to the cases with h1 = 0.48
m.).

Case h1(m) h2/h1 f0(Hz) k1a k1h1 k2h2
1 0.36 0.36 0.94 0.06 1.434 0.736
2 0.36 0.36 0.94 0.10 - -
3 0.36 0.36 1.21 0.13 2.783 1.001
4 0.36 0.36 1.45 0.15 3.059 1.280
5* 0.48 0.52 0.91 0.10 1.708 1.059
6* 0.48 0.52 1.64 0.23 5.196 2.725

Figure 4.3: Model convergence with different numbers of Fourier terms per wave-
length: (a) x = −0.35 m and (b) x = 1.42 m.

bers (10 to 70) of Fourier discrete points per wavelength The wave profiles over two

wave periods indicate that the results with 31 and 69 discrete numbers show good

agreement. These wave profiles are highly nonlinear because they are located on the

shallower region (x = 12.05 m and x = 13.82 m), which shows the capability of

the numerical model for fully nonlinear simulations. In this study, 52 Fourier terms

are chosen to investigate the wave evolution over the varying bathymetries. Further

study of numerical convergence for higher harmonics is demonstrated.
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Figure 4.4: Surface elevations over a shoal (Lawrence et al., 2021) with f0 = 0.70
Hz, a = 0.0135 m (a) x = −1.57 m; (b) x = −0.35 m; (c) x = 1.42 m and (d)
x = 2.45 m.

4.3.2 Validation of numerical model

To verify our numerical model, wave profiles propagating over a shoal arising from

the experimental measurements, numerical simulations using a higher-order spectral

method (HOSM) and numerical simulations using the conformal mapping method

are compared in Figure 4.4(a-b) at four different positions. Overall, the simulated

data show good agreement with the numerical and experimental results. There are

small discrepancies in the trough as can be seen in Figure 4.4(c-d). This can likely

be attributed to the effects of bottom friction and dissipation from the sidewalls.

In addition, the nonlinear wave evolution for case 1 with a step of h2/h1 = 0.36

is compared between the experimental measurements and numerical simulations in

Figure 4.5. The surface elevations at the 8 wave gauges are all shown in a time win-

68



Figure 4.5: Comparison of experimental measurements and numerical results for
the surface elevation at the 8 wave positions along the tank for case 1 f0 = 0.94 Hz,
k1a = 0.06.

dow covering 16 s. The agreement between the simulated and measured profiles

is excellent. The characteristics of the surface elevations compare well with those

of the experiments, especially for the sharp crests and flat troughs. We see that the

wave is nearly linear at WG 1, and the nonlinearity increases in front of the step

at WG 2-4. Near the center of the step, the nonlinearity becomes much stronger

with distorted surface shapes. Note that there are discrepancies in the initial stage at

each wave gauge position. The transient part at the beginning of the measurements

is due to the build-up of the physical wavemaker motion, which is not modeled in

the numerical simulations. Moreover, the comparison of wave profiles achieved by

the experiments and numerical simulation is presented in Figure 4.6. The measured

69



Figure 4.6: Comparison of wave profiles on the condition with the constant depth
for case 4 f0 = 1.45 Hz, k1a = 0.15.

data on the constant depth also well validate the numerical model. The possible

unphysical flat crests in several measurements might be due to the unstable wave

gauge performance. In all our tests, we repeated three times to reduce the errors

as possible. In terms of computing reflection coefficients and spectral analysis of

higher harmonics, comparisons in the later sections show that these might have mi-

nor effects on the linear reflection coefficient, and higher harmonics are not much

influenced.

4.4 Reflection of monochromatic waves on ADTs

4.4.1 Fundamental wave reflection

This section presents the harmonic wave amplitudes of the experimental measure-

ments and numerical simulations in the frequency and time domains. To access the

wave nonlinearity induced by the abrupt depth transitions, the harmonic amplitudes
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are nondimensionalized by the incident wave amplitude measured at WG 1. In ad-

dition, all the tested cases refer to waves propagating over finite water depths with a

time window of 10 to 30 seconds. This time window ensures sufficient wave records

for a stationary state over the submerged step and no disturbance from the reflected

waves from the end of the wave tank.

Figure 4.7: Reflection coefficients as a function of k1h2 and amplitude k1a with
h2/h1 = 0.36.

Figures 4.7 and 4.8 present the variation of reflection coefficients with increas-

ing k1h2 and steepness k1a. The wave reflection considers the linear and the sec-

ond harmonics, respectively. The computation of the reflection coefficients with

measured and numerical results is different. The experimental coefficients are ob-

tained using the Goda two-point method, while the numerical simulations employ

four wave gauges (Lin and Huang, 2004; Wang et al., 2003). The relative water

depth k1h2 ranges from 0.35 − 0.70 for h2/h1 = 0.36, and from 0.5 − 2.0 for

h2/h1 = 0.52. Compared with the theory of (Loukili et al., 2022), a good compar-

ison can be found with the reflection coefficients obtained with numerical simula-

tions and experiments. Meanwhile, the theoretical results from (Mei et al., 2005)
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Figure 4.8: Reflection coefficients as a function of k1h2 and amplitude k1a with
h2/h1 = 0.52.

have also validated the numerical results and Loukili et al.’ theory with long waves.

The observed shift between the numerical and theoretical models is attributed to the

distinct impacts of bottom and free-surface nonlinearities on frequency (Peng et al.,

2022). These discrepancies arise from the assumption of a small wave amplitude in

(Loukili et al., 2022)’s study. In contrast, this study employs a higher wave steep-

ness. Specifically, bottom nonlinearity instigates a downshift, while free-surface

nonlinearity provokes an upshift. The frequency shifts exhibit a quadratic depen-

dence on steepness, inducing more pronounced upshifts. Thus, an increase in wave

steepness augments nonlinearity. The increased incident steepness, k1a, has a minor

effect on the value of reflection coefficients. This could explain the slight discrep-

ancy in coefficient values, rather than the trend of variation with increasing k1h2.

4.4.2 Wave reflection and transmission with second harmonics

The second components can be further categorized into bound (locked mode) and

free waves (Andersen et al., 2017). The free waves propagate at their individ-
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Table 4.3: Reflection and transmission coefficients for the linear and the first two
harmonic components with varying k1h2.
f0(Hz) k1h2 a k1a Kr1 Kr1,2 Kt1 Kt1,2 E1 E1,2

0.74 0.370 0.018 0.05 0.337 0.332 1.026 0.678 1.165 0.570
0.78 0.396 0.011 - 0.356 0.369 1.035 0.816 1.200 0.802
0.82 0.424 0.015 - 0.317 0.314 1.032 0.742 1.166 0.649
0.86 0.453 0.014 - 0.147 0.156 1.093 0.771 1.217 0.619
0.90 0.484 0.013 - 0.084 0.095 1.075 0.761 1.162 0.588
0.94 0.516 0.015 0.06 0.265 0.265 1.043 0.758 1.158 0.645
0.98 0.550 0.014 - 0.218 0.221 1.036 0.750 1.121 0.611
1.06 0.624 0.015 0.07 0.135 0.135 1.047 0.742 1.114 0.569
1.10 0.664 0.014 - 0.246 0.247 0.981 0.695 1.023 0.543
0.85* 0.797 - 0.060 0.041 0.041 1.000 0.705 1.000 0.705
0.91* 0.888 - 0.068 0.127 0.128 0.997 0.706 1.009 0.515
1.04* 1.116 - 0.085 0.140 0.148 0.978 0.691 0.976 0.499

ual phase velocities as dictated by the dispersion relation. Due to the minor fre-

quency difference between free and bound waves, separation from the spectrum

using FFT is insufficient. The amplitudes of the second bound and free waves are

separated using the four-wave gauges method to study the reflection and transmis-

sion of superharmonics (Lin and Huang, 2004). Table 4.3 and 4.4 present the results

of transmission coefficients considering only the first and the sum of the first two

harmonics. The transmission coefficients are defined as the ratio of the amplitude

of transmitted waves to that of incident waves. The parameter E1 is calculated as

E1 = Kr1
2 +Kt1

2, considering only the linear components.

Concerning the nonlinear effect, another parameterE1,2 is defined as the sum of

the first and second harmonic coefficients, E1,2 = Kr1,2
2 +Kt1,2

2. We see that E1

is close to 1 for most cases, and E1,2 is significantly less than 1, nearly half of E1.

Regarding the second harmonic waves, there are seldom any second components in

the incident waves. However, the existence of abrupt depth triggers superharmonics.
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Table 4.4: Reflection and transmission coefficients for the linear and the first two
harmonic components with varying k1a.
f0(Hz) k1h2 a k1a Kr1 Kr1,2 Kt1 Kt1,2 E1 E1,2

0.86 0.455 0.010 0.035 0.135 0.136 1.085 0.765 1.194 0.604
- - 0.014 0.049 0.147 0.156 1.093 0.771 1.217 0.619
- - 0.016 0.056 0.166 0.164 1.082 0.759 1.198 0.602
- - 0.018 0.063 0.134 0.136 1.035 0.7221 1.089 0.540
0.85* 0.595 0.010 0.032 0.088 0.088 1.013 0.716 1.034 0.521
- - 0.014 0.045 0.025 0.026 1.005 0.710 1.011 0.505
- - 0.016 0.051 0.022 0.024 1.007 0.711 1.015 0.506
- - 0.018 0.057 0.107 0.107 1.010 0.714 1.031 0.520
- - 0.020 0.064 0.040 0.040 1.003 0.708 1.007 0.503
- - 0.0212 0.067 0.036 0.037 1.006 0.710 1.013 0.505
- - 0.023 0.073 0.011 0.015 1.003 0.707 1.005 0.500
- - 0.025 0.079 0.058 0.059 1.003 0.708 1.010 0.505
- - 0.0265 0.084 0.050 0.051 1.001 0.706 1.004 0.501
- - 0.028 0.089 0.061 0.061 0.996 0.703 0.995 0.498
- - 0.030 0.095 0.038 0.041 1.001 0.707 1.004 0.502
- - 0.035 0.111 0.079 0.079 0.962 0.682 0.932 0.472

Asmentioned before, boundwaves dissipate after propagating over the second depth

transition, but free waves continue to evolve forward. The reflection coefficients are

nearly identical, whether considering only the first harmonic wave or both the first

and second harmonic waves. However, considering second harmonics might lower

the value of coefficientsKt1,2 and E1,2.

4.4.3 Wave reflection of second bound and free waves

Table 4.5 shows the components of the second order, including the second super-

harmonics (two points method) and the second free and bound waves (four points

method). It is observed that the amplitudes of the isolated second bound A2
I,B and

free waves A2
I,F surpass those of the general second harmonic components A2

I . A

disparity is also noticeable when comparing the ratio of reflected to incident waves,

but it is found that the value of second componentsA2
R/A

2
I is closer to the free waves
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Table 4.5: The separated free and bound components in three cases.
f0
(Hz) k1a

A2
I

(mm)
A2
R

(mm)
A2
I,B

(mm)
A2
R,B

(mm)
A2
I,F

(mm)
A2
R,F

(mm) A
2
R/A

2
I A

2
R,B/A

2
I,B A2

R,F/A
2
I,F

0.94 0.06 0.824 0.192 3.836 1.059 2.664 0.707 0.233 0.276 0.265
1.06 0.07 0.851 0.376 2.352 0.216 1.303 0.514 0.442 0.092 0.395
0.91* 0.10 1.407 0.324 3.277 0.613 1.608 0.710 0.230 0.187 0.442

A2
R,F/A

2
I,F . This may be attributed to that the generation of superharmonics is pre-

dominantly concentrated in regions characterized by abrupt depth transitions and

shallower areas, leading to less reflection before the step.

4.5 Nonlinear evolution of superharmonics

The spatial characteristics of the measured and simulated waves over the abrupt

depth transitions are discussed in this section. Figure 4.9 displays the spatial evo-

lution of wave profiles over a distance of 15 m with numerical simulations for four

selected cases. (x, η/η0) is a Cartesian coordinate system where the left vertical axis

η/η0 shows the normalized surface elevation and the right axis indicates the time in-

stants. In the simulations, the steady state is achieved after about 5 seconds. For the

case f0 = 0.94 Hz with the water depth ratio h2/h1 = 0.36, the depth change is rela-

tively large at the first ADT such that linear dispersion relation might dominate the

wave profile change for a non-deep water wave. We can see the profile distortion

on the step and behind the step at 5 s, consistent with the study of (Massel, 1983). A

similar trend is observed for f0 = 1.21 Hz though it is a shorter wave. The distor-

tion and large profile transformation of waves over an ADT have been reported by

several authors (Giniyatullin et al., 2014; Kurkin et al., 2015). For the larger water

depth ratio h2/h1 = 0.52, the profile transformation over the ADT seems insignificant
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Figure 4.9: Wave evolution along the submerged step of several incident wave cases
with numerical simulations (* refers to h2/h1 = 0.52).

due to the smaller wavelength change over the ADT. The complex wave evolution

exhibits the strong effect of the small ratio of the water depths on the wavelengths,

especially for the cases with long wavelengths. It results in clear nonlinear wave

profiles on the shallower region and longer wavelengths at the back side of the step.

4.5.1 Wave spectrum in the spatial domain

The energy spectra (in log scale) of the surface elevations for four cases are shown

in Figure 4.10, where the latter two cases refer to the case with h2/h1 = 0.52. Figure
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Figure 4.10: (a) Results of energy spectrum along the step and (b) comparison of
experimental measurements and numerical simulation on WG 6.

4.10(a) describes the energy spectra of the numerical results at four different wave

gauge positions with two before the step (WG 1 and 4) and two above the step (WG

6 and 7). In terms of the wave energy in front of the step (WG 1 and 4), it is found

that the values at the first harmonic 1 · f0 are similar and just over 1e-4. Then the

energy at 2 · f0 is about 2 orders of magnitudes smaller than that at 1 · f0. The

energy at 3 · f0 is less than 1e-7 and that of the 4 · f0 component is even 2 orders

of magnitude smaller, which can be ignored. A great difference is found between

the wave energy before and above the step in the case h2/h1 = 0.36. Specifically,

the wave energy at 2 · f0 is 1 to 2 orders higher than before the step. The maximum

increase of 3·f0 is 3 orders of magnitude in the case f0 = 0.36 Hz, k1a = 0.06. Figure

4.10(b) compares the wave energy of measurements and numerical simulations at

WG 6. They show good agreement for the values at the harmonic frequencies. Here

the harmonic analysis shows that the ADT effectively enhances the wave energy
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of superharmonics on the shallower regions (WG 6 and 7) on the step, especially

for the second and third harmonics. Secondly, since there is no obvious change

in the superharmonic amplitudes at the ADT (WG 4), a possible explanation for

the increase of the energy near 2 · f0 and 3 · f0 is that the wave nonlinearity is

more influenced by wave-wave interactions than by wave-structure interactions. It

suggests that the wave nonlinearity is gradually enhanced rather than precisely on

the abrupt depth transitions. Thus, the step length might also be a key factor for the

higher harmonics in the wave elevations.

Figure 4.11: Discrete amplitude spectra of the surface elevations measured at the
different gauge positions in the experiments compared to the numerical results in
cases 1, 2, 5*, 6* (* refers to h2/h1 = 0.52).

The amplitude spectra of the four selected cases are analyzed and presented in
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Figure 4.11. In each case, the surface elevations at five wave gauge positions are

computed with the Fast Fourier Transform (FFT) to obtain the normalized ampli-

tude spectra η/η0, which is calculated as the ratio of the surface elevations η to the

linear amplitudes η0 propagating over the constant depth. In front of the first ADT

(WG 1 and 3), it can be seen that there are mainly the first harmonics with small

second components. It is likely related to the wave nonlinearity resulting from the

interaction with the reflected waves. When the monochromatic waves propagate

over the depth transition (WG 5, 6 and 7), it is found that the higher harmonic am-

plitudes (second and third) gradually increase. Besides, the second harmonic am-

plitude increases continually along the submerged step. These findings in all four

cases demonstrate that the ADT can trigger obvious second harmonic components.

A good agreement is shown between the experiments and numerical simulations,

especially for the spectra near the first depth transition. Consequently, a possible

explanation for enhancing the superharmonic amplitudes is an energy transfer from

the first harmonic to the superharmonics induced by the abrupt depth transitions.

Indeed, Mei and Unluata suggested that the energy could be transferred from the

first harmonic to the higher harmonics.

4.5.2 Wave profiles of superharmonics

To illustrate the harmonics propagating over the submerged step, Figure 4.12 de-

scribes the normalized total surface elevation η/η0 and the first to third harmonic

evolution ηm/η0 (m = 1, 2, 3) at four-wave gauge positions (case 1). The time win-

dows (14 to 18 seconds) are properly chosen where the waves have passed over the
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submerged step but with no disturbance from the reflected waves. The separated

harmonics are obtained by the FFT and inverse FFT (IFFT) of the surface eleva-

tions at each wave gauge position. No clear difference is observed on WG 1 and 5

for the first harmonic amplitude. However, the amplitudes are reduced by about 33

% on WG 6 and 7. By contrast, there is a clear increase of the second and third har-

monic amplitudes on top of the submerged step (WG 5, 6 and 7) where the amount

increases up to 2 to 3 times that on WG 1. The superharmonic amplitudes on WG

7 are slightly smaller than those on WG 6. This will be further discussed in Section

4.5.3. To sum up, except for the decrease of the first harmonic, the ADT effectively

increases the superharmonic amplitudes on the shallower regions on the step, which

is consistent with the recent study of Draycott et al. Moreover, the free-surface el-

evations on WG 6 and 7 with sharper crests and flatter troughs further demonstrate

the strong effects of the sudden water depth transitions on wave nonlinearity.

Figure 4.13 displays the normalized surface elevations and the first three super-

harmonic amplitudes in space for cases f0 = 0.94 Hz with wave steepness k1a = 0.06

and 0.1 on water depth h2/h1 = 0.36. The experimental and computed results show

a good agreement for the higher harmonics in both cases. The surface elevations

at each position are calculated with the FFT to extract the superharmonics in space.

At the same time windows are used for the elevation signals. The start points of

the time windows 16.2 and 16.6 s are chosen when three to four wavelengths have

passed over the first ADT. It can be found that the crest with the higher wave steep-

ness (k1a = 0.1) is sharper in the middle of the step. In terms of the first harmonic

amplitude, it is observed that the normalized surface elevations η1/η0 decrease along

80



Figure 4.12: Comparison of separated harmonic time series for case 1 showing ex-
perimental and numerical results at several gauge positions.

Figure 4.13: Separated harmonics from numerical simulations as a function of space
and compared to experiments for two selected cases at the wave gauges.
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the submerged step in both cases. The normalized amount of the crest of the first

harmonic is about 1.1 times the incident wave amplitude a. However, it decreased

to 0.84 after propagating over the submerged step (x > 1.2m). The result is mainly

attributed to the wave reflection at the first ADT, leading to a partial transmission

of the waves over the step. The amplitudes of the second harmonic on the shallower

regions are about 20% of that of the first terms but this amount is 2 to 3 times larger

than that on the deeper side (x = −2.2m). Similarly, there are relatively larger com-

ponents of the third harmonic wave focusing on the shallower regions on the step.

Notably, the third harmonics in front of the step is much smaller and negligible. The

profiles of the second and third harmonic waves for the second case are similar to

those for the first, except that the third harmonic is twice higher than the first. There

is a small discrepancy in the measured and simulated results in the second case at x

= 0 on the step attributed to the disagreement at the second harmonic. The overall

agreement between the experiments and the numerical results is excellent.

4.5.3 Spatial distribution of superharmonics

The normalized amplitudes of the first to fourth harmonics in the spatial domain are

presented in Figure 4.14 for six selected cases. The y−axis refers to the ratio of

harmonic amplitude to the incident wave amplitude; the x−axis is the spatial range

where the location of the step is from −1.2 m to 1.2 m (see the shaded area). The

experimental results agree with those of the numerical simulations. For the cases of

the water depth with h2/h1 = 0.36, a clear decrease of the first harmonic amplitude

is found along the submerged step. For instance, the first harmonic amplitude at the
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second ADT (x = 1.2 m) is 0.4 smaller than that at the first ADT (x = −1.2 m)

in case 1 with f0 = 0.94 Hz and k1a = 0.06. Then, the amplitude keeps decreasing

and becomes only half of that at x = 2.5 m. With a larger steepness k1a = 0.1, the

first harmonic amplitude decreases at the first ADT but returns before the second

ADT (at x = 1.0 m) and reaches 2/3 of the incident amplitude at x = 2.5 m. The

features of the first harmonic are the result of reflection by the submerged step and

the interaction of the incident wave with the reflected wave. A linear model is able to

capture the local variations on the step. By contrast, the second harmonic amplitudes

increase in the shallower regions for all the cases with the water depth h2/h1 = 0.36.

The fluctuations of the second harmonic are stronger than that of the first harmonic,

but their amplitudes can grow up to 2 to 5 times at the front side of the step. Strong

effects on the second harmonics can be observed in case 2 with f0 = 0.94 Hz, k1a

= 0.1. For the cases with higher incident frequency (f0 = 1.21 Hz and 1.45 Hz in

Figure 4.14), the amplitudes of the second harmonic are much lower on the step

since the influence of the abrupt depth transitions is less significant for the waves

with shorter wavelengths.

The third and fourth harmonic amplitudes have been found to have the same

trend for oscillations as that of the second. For the case f0 = 0.94 Hz, the amplitudes

of the third harmonic are about 30% to 40% of that of the second harmonic and the

fourth harmonic is nearly zero which can be ignored. The amplitudes of these two

superharmonics grow at the first ADT and vary regularly on the shallower region.

Both amplitudes return to the incident conditions after propagating over the second

ADT. For the water depth h2/h1 = 0.52, the evolution of the superharmonics is simi-
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Figure 4.14: Spatial distribution of the amplitude of wave harmonics for selected
cases (* refers to h2/h1 = 0.52). Lines: numerics; Circles: experimental data.

lar to that in the water depth h2/h1 = 0.36. Consequently, the abrupt depth transitions

reduce the first harmonic amplitude resulting from the wave’s partial reflection. The

superharmonic amplitudes increase suddenly at the first ADT and remain high on

the step, and their amplitudes decrease after the second ADT, making the super-

harmonics localized on the step. These results are attributed to a smaller influence

of the abrupt depth transitions, leading to smaller reflection coefficients of the su-

perharmonics, which agrees well with the findings in Christou et al.’s work. It can

be concluded that the influence of the water depth ratio is dominant on the induced

higher harmonics. The nonlinear effect due to the incident wave steepness in general

plays a less important role in this case. It is noteworthy that the second harmonic

amplitude can reach the same magnitude as that of the first harmonic (in case 2 f0

= 0.94 Hz, k1a = 0.1), which was also reported in the work of Draycott et al. They
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confirmed that the wave breaking on the top of the step was attributed to the second

harmonic terms being higher than that of the first harmonic.

4.6 Nonlinear effect with varying wave parameters

To further study the nonlinear effects on the waves over a submerged step, this sec-

tion presents the results of experiments and numerical simulations with varying wa-

ter depth, wave frequency and wave steepness.

4.6.1 Effects of normalized water depth

Figure 4.15 displays the variation of the harmonic amplitudes for the cases with two

water depth transitions h2/h1 = 0.36 and h2/h1 = 0.52 with a range of incident wave

frequencies k1h1. The experimental and numerical results show good agreements

for both the first and second harmonics at the selected wave gauge positions. Figure

4.15(a) shows the nondimensionalized amplitudes of the first and second harmonics

with k1h1 = 1∼2 for h2/h1 = 0.36 and H = 0.03 m. It can be found that the mean

amplitudes of the first harmonic are about 1 at the locations in front of the first ADT

(WG 3 and 5), though the amplitude variation at WG 5 is slightly higher presumably

due to the influence of reflection at the submerged step. The second harmonic com-

ponents remain low for all k1h1 values, which is expected since the nonlinearity in

the incident wave is not significant. On the step at WG 6 and WG 7, the amplitudes

of the first harmonic are mostly less than 1, attributed to the reflection at the step.

However, the second harmonic components become significantly larger, especially

when k1h1 < 1.5. In the previous section, the higher harmonics induced by the
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Figure 4.15: Normalized amplitudes of the first and second harmonics over the dif-
ferent gauge positions on two water depths with (a) h2/h1 = 0.36,H = 0.03m and
(b) h2/h1 = 0.52, H = 0.04 m.

step were shown to be triggered by the ADT for waves with longer wavelengths.

For k1h1 > 1.5, the nonlinear effect at the step becomes less important hence the

second harmonics reduce to less than 0.2.

In contrast, the results for the case h2/h1 = 0.52 in Figure 4.15(b) illustrate that a

weaker nonlinear effect is present in deeper water depth. Note that the incident wave

heights are slightly larger with H = 0.04 m. The variations of the first and second

harmonics are small in the entire range of k1h1 (k1h1 = 1∼7). Except for a small

variation when the wavelength is long (k1h1 < 1.5), the first harmonic amplitudes

are near 1 for all four wave gauges. The second harmonics remain low, except for

small values of k1h1. The results with varying wave frequencies (k1h1) for the two

water depths demonstrate again that wave dispersion dominates the nonlinear effects

at the abrupt depth transitions for relatively long waves. In addition, our nonlinear

numerical model shows robustness across the shallow and deep water regions.
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Figure 4.16: Extracted higher harmonic amplitudes at different gauge positions as a
function of input amplitude k1a comparing experiments and numerical simulations
for the case f0 = 0.86 Hz: (a) h2/h1 = 0.36 and (b) h2/h1 = 0.52.

4.6.2 Effects of incident wave steepness

We now examine the nonlinear effects associated with increased wave steepness. In

Figure 4.16, the superharmonic amplitudes are shown with increasing k1a, ranging

from 0.03 to 0.1 for f0 = 0.86 Hz on the two water depths. Both measurements and

numerical results are plotted. The overall agreement between the experiments and

numerical simulations is acceptable. Note that the first harmonics are not shown here

which are close to 1 for all the cases. It is found that generally the non-dimensional

superharmonics increase with steepness at the selected wave gauge positions. The

nondimensional elevations on WG 6 at the step center are mostly the highest as ex-

pected. Note that there is a slight drop in the second harmonics when the input wave

steepness is larger than 0.09 in the case with h2/h1 = 0.36. There is a disagreement

about the second harmonics between the experimental and the numerical results on

WG 7. A possible reason is that there might be an influence of the second free waves
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when the nonlinearity increases (Christou et al., 2008).

For the case h2/h1 = 0.52, steeper waves also induce higher harmonics but with

smaller amplitudes of these harmonics than that for h2/h1 = 0.36. The increasing in-

cident wave steepness effectively enhances the superharmonic amplitudes along the

submerged step. However, the influence is much more significant on the shallower

side.

4.7 Skewness and kurtosis of nonlinear waves

The skewness and kurtosis are parameters that can be used to measure the nonlinear-

ity of the wave profiles. In particular, the skewness measures the level of asymmetry

(horizontal) of wave elevation; and the kurtosis measures the growth of the elevation

peak or the sharpness–both reflect the influence of nonlinearity. For any Gaussian

distribution, the skewness is 0 and the kurtosis is 3 from the properties of a normal

distribution. Sea surface elevation kurtosis is often taken as an important indica-

tor of rogue wave activity. Even when there is no definitive occurrence of extreme

waves, increased skewness can indicate an increased probability of the occurrence

of suddenly appearing large waves (Trulsen et al., 2020; Zhang and Benoit, 2021).

This section discusses the distribution of skewness and kurtosis along the x-axis.

Skewness and kurtosis are used to describe monochromatic waves because, de-

spite their lack of random characteristics, these parameters still reflect the asymme-

try and extreme wave occurrence probability, verifying the effects of abrupt depth

transitions on wave nonlinearity. For a single (monochromatic) linear wave compo-

nent, the skewness and kurtosis are 0 and 1.5, respectively. The value of kurtosis of
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Figure 4.17: Spatial evolution of wave skewness and kurtosis in measurements and
simulations (* refers to h2/h1 = 0.52).

regular waves is only half of that of the Gaussian random waves. It can be indeed

found that the skewness is about 0.15 and kurtosis is about 1.6 for the incident wave

cases. Figure 4.17 shows the evolution of the skewness and kurtosis for four selected

cases in the spatial domain where the shaded area represents the submerged step. It

is noticed that both the skewness and kurtosis have grownwhen the waves propagate

through the first ADT and then reach the maxima at the top of the submerged step.

The two parameters gradually decrease at the second ADT and return to the incident

conditions for several cases. In terms of the skewness, a rise in values is found af-

ter the first ADT and an oscillation exists on the shallower region on the step. The

oscillation suggests some distortion of the wave shape on the step. For instance in

the case with f0 = 0.94 Hz and k1a = 0.06, it is found that the maximum point of

the skewness is located at nearly x = −0.5 m. Then a drop of skewness is found

after the second ADT, where the value even becomes negative. This phenomenon
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indicates larger wave troughs are present in the deeper regions and the horizontal

surface elevations remain asymmetry. The sudden increase of the skewness clearly

shows the horizontal asymmetry of the surface elevation due to the presence of the

submerged step. The variation of the skewness is minor for cases with a larger water

depth h2/h1 = 0.52.

Similar trends are found for the evolution of kurtosis. The sudden increase of the

kurtosis on top of the step suggests that the wave crest is sharpened. This is directly

attributed to the increase of the higher harmonics, as demonstrated in Figure 4.13.

The oscillation may also indicate that the higher harmonics on the step evolve at a

different speed than that of the fundamental harmonics. Again, the kurtosis remains

constant for the relatively deeper water. In summary, the existence of the submerged

step changes the wave profiles on the step. The skewness and kurtosis suggest that

the abrupt depth transitions make the shape’s asymmetry more obvious and the crest

sharper, a clear result of nonlinear effects.

4.8 Conclusions

The nonlinear wave propagation over a submerged step was investigated experimen-

tally and numerically. We focus on the evolution of higher harmonics when waves

pass the abrupt depth transitions. The experiment was carried out in a long wave

flumewith varying wave frequencies and amplitudes. Twowater depths were tested.

A high-speed camera was installed to capture the wave passing the first ADT, and

no obvious flow separation was observed at the edge of the step, suggesting minor

viscous effects. A fully nonlinear potential flow model was developed to solve the
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nonlinear boundary value problem. A conformal mapping method was employed

to deal with the free-surface boundary conditions and the varying bottom bound-

aries. A mapping function was proposed to realize the transformation between the

physical plane and a mathematical plane. With the aid of nonlinear simulations,

it is possible for us to extract the higher harmonics (from second up to fourth) in

time and space. With the abrupt depth transitions, direct comparisons of wave sur-

face elevations at all probing locations were made between the simulations and the

measurements. The agreement is excellent. The nonlinear model by the conformal

mapping method was demonstrated to be suitable for simulating wave propagation

over varying bathymetries including the abrupt depth transitions.

We focus on the higher harmonics triggered by the wave interaction with the

abrupt depth transitions. The FFT technique is used to extract the higher harmonic

components of the wave elevation. A second-harmonic reflection coefficient is de-

fined to show the effect of the presence of the submerged step on the second har-

monic waves. It is found that with increasing wave steepness, the nonlinear effect

leads to increased second-harmonic reflection coefficients, as expected. Spectral

analysis of the time histories of the elevations shows the importance of superhar-

monics, especially near the middle of the step. For the cases of relatively longer

waves with h2/h1 = 0.36, the significant change of water depth at the first ADT

makes the wave profile on the step distorted where the wave dispersion plays an

important role. The associated higher harmonics also become considerable. With a

higher h2/h1 = 0.52, both the dispersion and nonlinear effects become less signifi-

cant.
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The evolution of the separated harmonics along the step is investigated. This is

obtained by performing FFT on the time signal of every point on the entire free sur-

face. The sudden increase of the higher harmonics at the first ADT shows the clear

interaction of the propagating wave with the submerged step. Some oscillations of

the harmonic amplitudes are seen on the step. This might be due to the influence

of higher harmonic free waves that can transmit to the downstream side of the step.

However, for cases with higher frequency or deeper water depth, the superharmonic

components return to the incident amplitudes. It demonstrates that the sudden en-

hancement of the ADT on the superharmonic amplitudes may be localized in the

shallower regions.

The effects of the incident wave frequency k1h1 and amplitude are studied on the

first harmonics and superharmonics (second to fourth). At a lower frequency of the

incident wave, we see considerable superharmonic components near the middle of

the step (WG 6). Steeper incident waves generally produce larger superharmonics

among which the second is the most significant.

The evolution of skewness and kurtosis is computed to evaluate the nonlinear

effects at the step. For cases where there is a sudden increase of the skewness over

the step, the horizontal asymmetry of the surface elevation can be found as a clear

indication of nonlinearity. The similar sudden increase of the kurtosis on top of

the step reflects that the wave crest is sharpened due to the increase of the higher

harmonics. The asymmetry of the wave profiles and sharpened crest resulting from

nonlinear effects may indicate the increase in the possibility of the occurrence of

extreme waves at abrupt depth transitions. This chapter demonstrates the capabil-
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ity of a nonlinear numerical model to study the nonlinear wave dynamics of abrupt

depth transitions. The numerical model with the conformal mapping method pro-

vides effective prediction methods for the nonlinear evolution of wave profiles and

more accurate inputs for the physical problem of wave-bottom interactions. More

investigations that incorporate the developed model into a multiple wave gauges

assessment should be conducted in future studies.
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Chapter 5

Behavior of focused wave groups on

ADTs

5.1 Introduction

Up to now, the scientific explanation of the generation mechanism of extreme waves

has not been confirmed. One proposedmechanism involves the enhancement of kur-

tosis due to abrupt depth transitions (ADTs). This theory has been substantiated to

increase the probability of the occurrence of extreme waves (Salonen and Rauten-

bach, 2021). However, research on the interaction between focused wave groups

and structures or bathymetries has not considered the influence of ADTs on the su-

perharmonic of focused wave groups. From the perspective of the nonlinearity of

focused wave group propagation, the study of the evolution of focused waves on

ADTs is of considerable significance in coastal engineering.

This chapter aims to investigate the superharmonic evolution of strong nonlin-
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ear incident wave groups over abrupt depth transitions. The research employs both

experiments and numerical simulations, utilizing the conformal mapping method to

simulate the nonlinear evolution of waves over varying bathymetries (refer to Sec-

tions 5.2 and 5.3). The organization of this chapter is presented as follows. Section

5.4 displays the spatial distribution of wave crests and the evolution of wave spectra.

A detailed analysis of superharmonics is performed in Section 5.5, considering two

bathymetries with constant depth and ADTs. Section 5.6 elaborates the existence of

second free waves and discusses the crests of separated second bound and free waves

in the spatial domain. Then, a statistical analysis concerning exceedance probabil-

ity, skewness and kurtosis is illustrated in Section 5.7. The effects of parameters of

incident waves on each harmonics are also discussed. Finally, the conclusions are

drawn in Section 5.8.

5.2 Experimental set-up

A series of experiments were conducted in the Hydrodynamic Laboratory at the

Southern University of Science and Technology. The experiments were carried out

in a wave tank with the following dimensions: 20 m long, 1.2 m deep, and 0.8 m

wide, as displayed in Figure 5.1. The tank was equipped with a piston-type wave-

maker and a porous absorber at the end to minimize the influence of reflected waves.

A stainless steel step was positioned in the middle section of the tank, with its lee

side 7.5 m away from the wavemaker. The step had a length of 2.4 m and a height

of 0.24 m. For ease of observation, we place the origin of the coordinate system at

the mid-section of the step (8.7 m away from the wavemaker), on the free surface
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Figure 5.1: Sketch of the experimental tank with 20 wave gauges

Table 5.1: Positions of wave gauges shown in Figure 5.1.
WG
No. 1 2 3 4 5 6 7 8 9 10

Position
(m) −2.2 −1.4 −1.3 −1.2 −1.1 −1.0 −0.8 −0.5 −0.3 0.0

WG
No. 11 12 13 14 15 16 17 18 19 20

Position
(m) 0.3 0.5 0.8 1.0 1.1 1.2 1.3 1.4 1.5 3.0

with x-axis pointing upwards. Two water depths of hd = 0.36 m and hd = 0.48

m are considered, achieving ratios of shallower region depth to deeper region depth

of 1/3 and 1/2, respectively. The positions of 20 capacitive-type wave gauges were

carefully chosen with half of them placed at the transitions and two more gauges

near both ends of the tank. The positions are listed in Table 5.1 with WG 10 at the

middle of the step.

The study investigates the propagation of focused wave groups over both con-

stant water depth and varying depth conditions. Specifically, we set the linear theo-

retical focused position as xp = −1.0 m (i.e. 7.7 m away from the resting position

of the wavemaker) and the focused time at tp = 30 s. Due to nonlinearity, the actual

focused position and time will vary slightly depending on the wave conditions. Two
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Table 5.2: Selected case parameters with a submerged step. hd and hs represent the
water depth in deeper and shallower regions, respectively. fp and kp refer to the
wave frequency and wavenumber for the peak frequency component. The value a
is the physical crest of focused wave groups obtained from the experiments with
constant water depth, which has considered the nonlinear wave-wave interaction.
All cases are repeated at least three times.
No. hd

(m) hs/hd
fp
(Hz) kpa kphd kphs

hd
(m) hs/hd

fp
(Hz) kpa kphd kphs

1 0.36 1/3 0.8 0.08 1.139 0.380 10 0.48 1/2 0.8 0.08 1.397 0.699
2 0.36 1/3 0.9 0.06 1.345 0.448 11 0.48 1/2 0.9 0.06 1.678 0.839
3 0.36 1/3 0.9 0.08 - - 12 0.48 1/2 0.9 0.08 - -
4 0.36 1/3 0.9 0.10 - - 13 0.48 1/2 1.0 0.08 2.003 1.002
5 0.36 1/3 0.9 0.12 - - 14 0.48 1/2 1.1 0.08 2.378 1.189
6 0.36 1/3 0.9 0.14 - -
7 0.36 1/3 1.0 0.08 1.578 0.526
8 0.36 1/3 1.1 0.08 1.843 0.614
9 0.36 1/3 1.2 0.08 2.144 0.715

water depths are considered in the thesis work (hd = 0.36 and hd = 0.48m). Ta-

ble 5.2 provides detailed parameters for selected cases, specifically related to water

depth hd and incident wave number kp.

5.3 Numerical model

5.3.1 Convergence of numerical model

In the numerical model, the choice of an appropriate number of discrete Fourier

points is crucial for accurate simulations. An inappropriate number of Fourier points

can lead to divergence or excessively time-consuming computations. As mentioned

in Section 5.2, the conditions are set with tp = 30 s and xp = −1.0m, the frequency

range (0.3− 1.8)fp, the middle position of step is at x = 0.0 m and half the length

of the rectangle is 1.2 m.

To assess the convergence of our numerical model, we carry out simulations with

different numbers of discrete Fourier points per peak wavelength, ranging from 20
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Figure 5.2: Convergence of numerical model for Case 4 with different Fourier points
per wavelength: (a) wave spectra with different Fourier points per wavelength and
(b) comparison of focused wave groups on ADTs with different Fourier points per
wavelength.

to 90. Figure 5.2 exhibits the amplitude spectrum and surface profiles at the fo-

cused time with a submerged step for Case 4. The x-axis represents the normalized

frequency. The fundamental components at f/fp = 1 exhibit almost no variation.

Discrepancies become pronounced when f/fp > 2. The superharmonics can be re-

flected in the crests of wave groups, so the corresponding focused wave profiles are

compared. Optimal convergence is found when using 60-70 points per wavelength;

fewer than 40 or more than 70 points per wavelength result in a deviation from the

peak of the wave. The settings with approximately 60 points per peak wavelength

yield are found to generate consistent profiles. Consequently, we choose 60 discrete

Fourier points per peak wavelength. In addition, the whole length of the numerical

tank is designed to be long (60 peak wavelengths) to minimize wave reflection as

well as allow the complete propagation of the longest wave component. The influ-

ence of the number of discrete Fourier points on skewness and kurtosis is analyzed,

as illustrated in Figure 5.3. The results indicate that kurtosis stabilizes at a value of
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Figure 5.3: Convergence of numerical model for Case 4 with different Fourier points
per wavelength: (a) distribution of skewness on ADTs with different Fourier points
per wavelength and (b) distribution of kurtosis onADTswith different Fourier points
per wavelength.

8.5 when the number of discrete points exceeds 30. As the skewness of linear fo-

cused wave profiles is nearly 0, the values with different discrete Fourier points are

small and vary around −0.2. From the convergence of skewness and kurtosis and

the wave spectra calculated with 50-60 discrete points, the number of points higher

than 30 has been enough to obtain steady numerical results.

5.3.2 Validation of numerical model

To validate the accuracy of our numerical model, we compare the measured and the

simulated wave propagation for Cases 3, 9, and 12 (as shown in Figure 5.4) for the

setup both with and without the submerged step. The agreement between the ex-

perimental and numerical results is excellent for all cases both with and without the

submerged step. The numerical model well captures the wave characteristics dur-

ing nonlinear propagation over bathymetries. For instance, at the focused time, the
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Figure 5.4: Comparison of experimental measurements and numerical results for
the surface elevation at the 14 wave gauge positions along the tank: (a-b) Case 3 fp
= 0.9 Hz, kpa = 0.08; (c-d) Case 9 fp = 1.2 Hz, kpa = 0.08 and (e-f) Case 12 fp =
0.9 Hz, kpa = 0.08.

crests become sharper over the submerged step in Figures 5.4(a) and (b). Notably,

additional minor wave groups follow the main groups, corresponding to reflected

waves caused by the submerged step. Overall, the agreement across all cases, re-

gardless of bottom type, provides confidence in our numerical model. As the strong

existence of superharmonic in the nonlinear evolution of focused wave groups, fur-
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ther comparisons of spectra and higher harmonics are also made in the following

Section 5.5.

5.4 Nonlinear wave profiles in the spatial domain

5.4.1 Crests and focused positions of wave groups

As is reported in the existing literature for a horizontal bottom (Baldock et al., 1996)

the focused position and time could be shifted in strongly nonlinear wave groups due

to wave-wave interactions. Here we investigate how the existence of the submerged

step affects the shifting of the focused position. This section describes the focused

position and crests for cases with varying wave steepnesses and peak frequencies.

The spatial distribution of crests and troughs is presented to reveal the effects of

ADTs on the wave profiles.

In the pre-test stage, the focused position and time were prescribed based on

the linear theory. The focused positions for all cases were set at the same location

x = −1.0 m (WG 6), while a range of amplitudes is established for each relative

water depth kph. Figure 5.5 shows the maximum amplitudes and their correspond-

ing positions in both non-step and step conditions with hd = 0.36 m and hd = 0.48

m, respectively. The incident peak frequency in both conditions is 0.9 Hz. The

horizontal axes are the non-dimensional wavenumber and the wave steepness. Nor-

mally, the measured focused crests are higher than the theoretical ones, attributed to

the nonlinear effects of the wave-wave interactions. Moreover, the increase in the

incident amplitudes induces a downstream shift of the focused position. To maintain
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Figure 5.5: (a) Maximum elevations in the case of hd = 0.36 m; (b) position of
maximum elevations in the case of hd = 0.36 m; (c) maximum elevations in the
case of hd = 0.48 m; (b) position of maximum elevations in the case of hd = 0.48
m.

the focused position unchanged, the actual focused position of each case was iter-

atively tested in advance. The input linear focused position was set at an upstream

location if the actual focused position was observed to deviate from the prescribed

position. Consequently, the focused positions for all cases with nonstep conditions

are designed approximately at x = −1.1 m, as seen in Figure 5.5(b) and (d).

In Figure 5.5(a) and (c), the cases with the submerged step show higher wave

crests when compared with the non-step cases. For instance, the peak elevations for

kpa = 0.08 increase from 0.024 to 0.035 m, and for kpa = 0.14 the value changes
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from 0.04609 to 0.0691 m (in Figure 5.5(a)). Meanwhile, there is a minor increment

in the case with hd = 0.48 m, where the nonlinearity is much weaker (in Figure

5.5(c)). Conversely, the corresponding position of peak elevation with hd = 0.48

m (at x = −0.5 m) is found to be further downstream than that with hd = 0.36 m

(at x = −0.8 m) in the step conditions. The difference of focus position between

nonstep and step conditions in Figure 5.5(b) is about 0.3 m, which is smaller than the

difference of about 0.6 m in Figure 5.5(d). Therefore, the presence of ADTs not only

enhances the crests but also makes the corresponding position move downstream.

The shallower case (hd = 0.38 m) exhibits a greater increase in crest results, while

in the deeper case (hd = 0.48 m), the focused positions shift further downstream.

This indicates the presence of ADTs makes the nonlinear characteristics more pro-

nounced, including a higher amplitude and a further-focused position.

Figure 5.6: Spatial distribution of normalized crests with numerical (red line) and
measured data (black crosses). The label denotes the water depth hd, the peak fre-
quency fp and incident wave steepness kpa, respectively.
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Figure 5.7: Spatial distribution of crests and troughs in both non-step and step con-
ditions (markers: measured data, lines: computed results).

The normalized peak elevations along the tank near the step for different cases

are presented in Figure 5.6 where the shaded area is the submerged step. The max-

imum elevations are normalized with the incident amplitude η/a for both the mea-

sured and numerical results. The label ”0.36-1.1-0.10” denotes the information of

incident wave conditions, referring to water depth hd = 0.36 m, the peak frequency

fp = 1.1 Hz and incident wave steepness kpa = 0.10, respectively. This labeling is

also employed in the subsequent contents. In general, good agreements between the

measured and numerical results are found for the maximum elevations for all cases.

A minor decrease occurs in front of the first ADT, followed by a gradual increase

to the maxima at around x = −1.0 m. Subsequently, the crests start to decline until

they reach the second ADT, during which another increase is observed (at x = 1.2
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m). Finally, the crests return to constants behind the submerged step. Comparing

the results of the two relative water depths of kph = 0.36m and kph = 0.48m shows

less increment of crests over the step. This suggests the wave group interaction with

the submerged step is less significant with a larger kph. A discrepancy between the

numerical and experimental results is found in case 8, where the numerical results

are higher than the experimental ones. This is due to strong wave nonlinearity that

causes less resolution in numerical results and different generation methods of the

second free waves in the numerical and experimental tanks (in Section 3.3.3).

The normalized crests and troughs are also analyzed (in Figure 5.7). The crests

in non-step conditions are observed at the focused position, where the wavelengths

of crests are different, resulting from the different peak frequencies of each focused

wave group. The markers are the measured and the lines are our numerical results.

The variation of troughs is nearly the opposite as the crests, with the position of

peaks in the troughs also at x = −1.0 m. To further compare the variation of crests

and troughs, the positive y-axis in Figure 5.7(c-d) is inverted as different to that in

Figure 5.7(a-b). The forms of variation between the crests and troughs are found to

be opposite in the spatial domain. When the crests increase in the shallower regions

(x = −1.2 to x = −0.8 m), the troughs decrease at the same time. In addition, the

absolute value of minimal troughs 0.75 is smaller than that of crests 1.15, indicating

the nonlinearity of wave profiles.
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Figure 5.8: Spectral evolution of wave elevations along the submerged step with
computed results.

5.4.2 Spectral evolution

The spectral evolution of the waves traveling through the step is displayed in Fig-

ure 5.8. The vertical axis is the normalized frequency and the colour represents the

amplitude spectra, and the dashed lines are the edges of the submerged step. Fig-

ures 5.8(a)-(d) are for the water depth of 0.36 m and Figures 5.8(e)-(f) are for 0.48

m. The amplitudes of fundamental components are found to decrease after the first
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Figure 5.9: Evolution of harmonics along with the submerged step for (a) Case 1
and (b) Case 3.

ADT for all cases. Subsequently, they stabilize at approximately two-thirds of their

initial values when arriving behind the submerged step. In shallower regions, second

to fourth harmonics are generated behind the focused position, which can be found

in Figure 5.8(a). As the relative water depth kph increases, the nonlinearity tends

to be weaker resulting in fewer superharmonics in shallower regions. For instance,

in the case of hd = 0.48 m (in Figure 5.8(e)-(f)), the third and fourth components

become negligible. Regardless of the kph condition, the position of the second har-

monic generation remains consistent (at x = −1.0 m). The discrepancy is that the

second component lasts longer behind the step if the condition is set with a higher

nonlinearity for Case 1 0.36-0.8-0.08. With the computed results, the spectral vari-

ation for Cases 1 and 3 are displayed in Figure 5.9. It is found that the fundamental

component reaches the peak at x = −1.0 m, followed by the generation of the sec-

ond and third harmonics. Along the tank, each wave component decreases at the

second depth transition (x = 1.2 m), and the third harmonics vanish approximately

2.4 m away from the second ADT.
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Figure 5.10: Spectral variation in space for (a) Case 3 fp = 0.9 Hz without a step;
(b) Case 3 fp = 0.9 Hz with a submerged step; (c) Case 7 fp = 1.0 Hz without a
step and (d) Case 7 fp = 1.0 Hz with a submerged step (black solid lines: measured
data, red dot-dashed lines: computed results).

5.4.3 Spectra at specific positions

Figure 5.10 displays the specific evolution of the spectrum for Cases 3 and 7 with

numerical results (red) and measured data (black). The x-axis represents the nor-

malized frequency. The spectra of surface elevations in log-scale at the 14 wave

gauges are calculated using the Fast Fourier Transform (FFT) technique. Both the

non-step and step conditions are considered. For the non-step condition in Figures

5.10(a) and (c), the fundamental harmonic component, in the range of (0.6−1.8)fp,

shows very good agreements between the numerics and the experiments over the
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spatial domain. The superharmonics are negligible. There is a clear rise at the zero

frequency, indicating a setup/setdown of the mean water level. With a submerged

step in Figures 5.10(c) and 5.10(d), the superharmonics become significant as seen

in the second harmonics when the group is on the step. Discrepancies in the super-

harmonic components between the numerical and experimental results can be found

especially at the second harmonic. For instance, in Figure 5.10(d), a slight drop in

the second harmonics occurs near f/fp = 2.3, which shifts towards f/fp = 2. The

presence of the second free wave is the main reason for the discrepancy between

numerical and experimental results. Section 5.5.2 presents a detailed description of

the evolution of second bound and free waves.

In order to compare the higher harmonics in detail between the numerical and

experimental results, spectra at the four zones are presented in Figure 5.11: in front

of the first ADT (x = −2.2 m), the left side of the central step (x = −1.0 m), the

right side of the central step (x = 0.5 m), and behind the second ADT (x = 1.5 m).

In front of the first ADT (x ≤ −1.2 m), there are mainly the fundamental compo-

nents with a good agreement between the measured and numerical results. As the

focused wave groups pass through the ADT (in Figure 5.11(b)), a clear increase in

second harmonics and third components can be found. Specifically, the amplitude

of the second harmonics rises from 0.03 at (x = −2.2 m) to 0.06 (x = −1.0 m),

while the third component grows from 0.01 to 0.02. Along the right side of the cen-

tral step at x = 0.5 m, a discrepancy is found in the superharmonics with numerical

results showing higher values. There is a sudden drop at the second harmonic com-

ponent, and it becomes more obvious behind the second ADT. Except for that, the
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Figure 5.11: Normalized amplitude spectra at 4 different positions for Case 3 fp =
0.9 Hz with measured (black dotted lines) and numerical results (red solid lines).

agreements in other harmonics are good.

5.5 Superharmonic generation of focused wave

groups

5.5.1 Comparison of superharmonics in the spatial domain

A phase-manipulation approach (four-phase-based method) has been employed to

extract higher harmonics in the nonlinear elevations of focused waves. This ap-

proach is particularly useful for analyzing focused wave groups where overlapping
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of harmonics is expected and the simple FFT is not effective. Detailed descriptions

for this method are presented in Section 3.5.3 Figure 5.12 exhibits the first four har-

monics extracted in the spatial domain for Case 3, which has an incident frequency

range of f/fp = 0.3 − 1.8. Note that the colour ranges are in different scales to

present each harmonic clearly. In the first harmonic in Figure 5.12(a), small wavy

variations are observed when the group propagates through the submerged step.

Figure 5.12: Spatial evolution of first four harmonics for Case 3.

The second harmonic is clearly induced at x = −1.0 m (Figure 5.12(b)) at the

focused position on the step. The frequency range is approximately (1.8 − 2.6)fp

and this range tends to narrow as it passes through the submerged step. Furthermore,

components of the third harmonic in Figure 5.12(c) and the second subharmonic in

Figure 5.12(d) can be seen, with the fourth harmonic being nearly zero. The second

subharmonic signifies an elevation in the mean free surface level, suggesting that
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the even free surface of the focused wave groups in shallower regions is ascending.

The decrease of nondimensional water depth kphs leads to a stronger nonlinearity,

usually accompanied by more pronounced peaks and flatter troughs.

Figure 5.13: Decomposed elevation spectra for four selected cases at five positions:
(a) x = −1.2 m; (b) x = −1.0 m; (c) x = 0.0 m; (d) x = 1.0 m and (e) x = 1.5 m.

The decomposed spectra at five different locations for four selected cases are

presented in Figure 5.13, accompanied by numerical results. Each harmonic is de-

scribed with colour area and the spectra of nonlinear surface elevations are shown

with the black dotted lines. The surface elevations have been normalized with the

crest a obtained in the constant water depth. In the step condition with hd = 0.36m,

the amplitude of the first to fourth components is higher compared to the case with

hd = 0.48 m. The overlaps between each harmonic component make it challenging

to present superharmonics directly, hence four different colours are used to demar-
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Figure 5.14: Decomposed elevation spectra for Case 3 at specific positions (black
dotted lines: measured data, mapped area: computed results).

cate each harmonic. It is found that the peak of each harmonic component gradually

decreases with superharmonics. The superharmonics are significantly larger with

smaller kphd than in other cases. For example, the peak amplitude spectrum of the

fundamental component for Case 3 is approximately 0.15 at x = −1.0 m, with

the second one being 0.02. The frequency range of each harmonic then narrows at

x = 0.0 m. Concurrently, the peak spectrum of fundamental harmonics decreases

to 0.1, which is marginally higher than that with the second (0.06), the third (0.03)

and the fourth (0.01) components.

From the decomposed higher harmonics, it is observed that a sudden drop only

occurs in the second harmonics. This suggests that the existence of a drop is not

a superposition of different harmonics but results from a component of frequency

near the second ones. Taking Case 3 as an example, the spectrum of each extracted

harmonic at five spatial positions is displayed in Figure 5.14. The dotted black
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lines represent the experimental results, while the numerical ones are depicted with

colour block shadows. Good agreements between the decomposed experimental

and numerical results are found for each harmonic. It is seen that the most notice-

Figure 5.15: Decomposed harmonic amplitudes for four different cases with both
measured and numerical results for (a) Case 7; (b) Case 9; (c) Case 12 and (d) Case
13.

able superharmonics are generated at x = 0.0 m, at the middle position of the step.

Additionally, the subharmonics at low frequencies can also be discerned in the spec-

trum of S4, whose peak spectra is larger than that of the fourth harmonic component.

The cleanly extracted harmonics provide a clear description of the evolution of each

harmonic component.

To capture the positions of the highest superharmonics, the peak elevations of
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each harmonic along the submerge step are presented in Figure 5.15. This is done by

carrying out the four-phase decomposition analysis at every probing position along

the tank. Both measured and numerical results for four different cases are displayed

in Figure 5.15. The wave crests of fundamental harmonics f/fp = 1 appear at the

focused position x = −1.2 m and begin to decrease gradually as the group prop-

agates downstream. Then, a sudden rise of the fundamental components can be

found at the second ADT, and these second peaks are much smaller than those at

the focused position. The superharmonics (f/fp = 2, 3, 4) show different behav-

iors over the step. In terms of peak positions, the peak crests of superharmonics

are at further downstream locations, specifically behind the first ADT (x = −0.6

m). We see the superharmonics rise rapidly after passing the first ADT. There is

also a minor increase in the second harmonic at the second ADT as shown in Fig-

ure 5.15(a). The third and fourth harmonics contribute a much smaller portion in

the nonlinear elevations, nevertheless, they follow a similar trend with the second

harmonic component.

5.5.2 Wave profiles of superharmonics

Figure 5.16 and 5.17 present the decomposed wave profiles with both measured and

numerical results. The crest of each harmonic is normalized with the wave steepness

as ηn/(kn−1An) for all cases. In Figure 5.16, the comparison between the experi-

mental and numerical reveals general good agreement, particularly concerning crest

shapes and overall profiles. Three positions were strategically selected along the

steps: the front, middle, and back of the steps, which allows us to observe the vari-

115



Figure 5.16: Surface elevation of decomposed harmonics at selected positions for
Case 7.

ation of wave groups in space. At the position in front of the first ADT x = −2.2

m, the fundamental harmonic dominates, while the superharmonics remain small.

The surface elevations at the middle of the step exhibit higher crests, meanwhile, the

superharmonics become clearer beyond the focused time t−tp > 0. Behind the sec-

ond ADT x = 1.5 m, two wave groups of the second harmonics emerge, where the

latter group corresponds to the second free wave (demonstrated in the next section).

Figure 5.17 displays the nonlinear evolution of wave profiles. In the step condition,

initially, the fundamental harmonics peak around the nearly focused time t = 30.2

s. Subsequently, the crests of fundamental components decrease gradually, but that

of superharmonics increase after propagating over the first ADT. Two closed crests

of second harmonics can be found over the step since t = 32.2 s. In addition, the

length of the envelope of the second harmonics becomes longer when t = 34.2 s

since the phase velocities are different between second bound and free waves. We
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Figure 5.17: Wave profiles of decomposed harmonics at selected time instants for
Case 7.

examine in detail subharmonics and superharmonics in Section 5.6.

To investigate the influence of superharmonics on nonlinear surface elevations,

Figure 5.18 presents a comparison between the nonlinear numerical results and the

superposition of the first three components. The wave profiles of fundamental com-

ponents exhibit symmetry, and their crests are smaller than those of the nonlinear

surface elevations. By incorporating the second and third components, the peaks

neighbouring the crest closely resemble those of the nonlinear results. However,

a discrepancy emerges between the numerical surface elevation and that obtained

from the superposition of the first three harmonics. It indicates the significant role

higher harmonics play at the crest, while the following and proceeding crests are

predominantly attributed to lower harmonics, such as the second subharmonics.

Furthermore, Figure 5.19 displayed the generation of second harmonics and sub-

harmonics with numerics. The process of second harmonics begins at the first ADT.
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Figure 5.18: Comparison of nonlinear numeric results and superposition of first
three components for Case 7.

Subsequently, the second free wave gradually separates behind the second bound

waves. Additionally, there exists a component of second harmonics in reflected

waves, evolving in the opposite direction. The presence of subharmonics, or a long

wave, is reflected in the mean water level. They are found to be generated at the first

ADT, characterized by a long wavelength. Moreover, the phase velocity associated

with subharmonics is faster than that of superharmonics. Consequently, the second

harmonics can be decomposed into the second bound, free, and subharmonics dur-

ing the nonlinear propagation of focused wave groups. In the next Section 5.6, a

further study of the second bound and free wave is presented.

5.5.3 Effects of steepness on third and fourth harmonics

Except for the second harmonics, the effects of wave steepness kpa on the third and

fourth harmonics are investigated. For the cases fp = 1.0 and 1.2 Hz, the spatial

distribution of amplitudes of the third and fourth components are displayed in Figure

118



Figure 5.19: Propagation of second subharmonics and superharmonics for Case 7.

5.20. It is found that the higher steepness kpa induces larger superharmonics in shal-

lower regions, meanwhile, the corresponding positions associated with these super-

harmonics shift downstream. The growth of peak values is nonlinear, specifically,

for the same incremental increase in wave steepness, the peak increase becomes

gradually smaller. The third and higher harmonics play important roles in shaping

wave crests. While incident steepness enhances superharmonics in shallower re-

gions, the increase in peak values occurs more gradually and appears downstream.

Considering the effects of superharmonics is beneficial for accurate modelling and

prediction in coastal and offshore engineering applications.
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Figure 5.20: Spatial Distribution of third and fourth harmonics at (a) fp = 1.0 Hz,
hd = 0.36 m and (b) fp = 1.2 Hz, hd = 0.36 m.

5.6 Analysis of second free and bound waves

5.6.1 Extraction of second free waves

To confirm that the sudden drop in the second harmonics in wave spectra is due to

the existence of second free waves, we further extracted the second free waves from

the second harmonic. We compare the spectral evolution of elevations without the

second free component. According to the study by Gutiérrez (2017), the second free

wave is significant at kphs = 0.4 when the Ursell number is Ur ≈ 100. The Ursell

number Ur = H
h
(λ
h
)2 is a dimensionless parameter indicating the nonlinearity of

surface waves. The conditions in our Case 3 kdhs = 0.45 and Ur = 84 nearly align

with the conditions in Gutiérrez’s work. In order to show clearly the existence of
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the second free waves, the spatio-temporal representation of the numerical surface

elevations for Case 3 is presented in Figure 5.21. The slopes of the black dotted lines

represent the phase velocities of the free waves. It distinguishes three different phase

velocities, demonstrating the existence of the fundamental, second and third free

waves. The measured phase velocities of the three free components are 0.99, 0.68,

and 0.57 m/s respectively. Based on the dispersion relation, the theoretical phase

velocities of the first three harmonics can be obtained as 0.94, 0.75, and 0.53 m/s

respectively. It turns out that they match closely for each free wave. Consequently,

the presence of second free waves is confirmed from the perspective of the Ursell

number and phase velocities.

Figure 5.21: Spatio-temporal representation of focused wave groups for Case 3.

Additionally, the numerical surface elevations for Case 3 are analyzed in the

spatial domain with FFT to present the spectrum distribution in wavenumbers. The

wavenumbers at six time instants are shown in Figure 5.22. In the deeper region,
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Figure 5.22: The peak amplitude of the superharmonic η(k) for Case 3, as a function
of wavenumber at six time instants (a) t/T = 6.88; (b) t/T = 8.10; (c) t/T = 8.18;
(d) t/T = 8.61; (e) t/T = 9.30 and (f) t/T = 12.1.

at t/T = 6.88 in Figure 5.22(a), two peaks are observed where the bound wave at

kd = 3.9 rad/m is the primary component when the focused wave groups propagate

in front of the step at t/T = 6.88. The symbol 2kd denotes the wavenumber cor-

responding to the second bound wave in the region; k(2)sf is the wavenumber of the

second free waves in the shallower regions. Then, when the focused wave groups

propagate over the first depth transition (at t/T = 8.10), an increase in wavenumber

occurs (ks = 5.96 rad/m) due to the change in water depth dominated by the disper-

sion relation (in the shallower region). The second bound at 2ks = 11.92 rad/m and

free waves k(2)sf = 13.90 rad/m can be found over the step. The accurate wavenum-

ber obtained by the dispersion relation for k(2)sf confirms the existence of the second

free wave. Due to the nonlinear wave-wave interaction during the focused wave

evolution and wave-bathymetry interplay, there are also third 3ks and fourth 4ks
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Figure 5.23: Temporal distribution of second harmonics for Case 3 for selected po-
sitions.

wave components. At t/T = 8.61, when wave groups propagate in the middle of

the step, threemaxima are visible. The first twomaxima are located at wavenumbers

ks and k
(2)
sf rad/m, corresponding to the fundamental and the second free waves. The

third peak at (ks+ k
(2)
sf ) rad/m corresponds to the components generated by the first

and second free harmonics. It can be found that the value of free wave components

tends to increase and overpass that of the bound waves at t/T = 8.18. This means

that the influence of second free waves tends to be greater in the shallower region

after passing the first depth transition. Finally, at the time instant t/T = 9.30, the

bound waves revert back to the initial values while the wave groups have passed the

two depth transitions, which are smaller than that of second free waves. This further

confirms the presence of free waves in the shallower regions and their significant

influence on increasing second harmonics at the second depth transitions.

Since there is an overlap in the frequency of second bound and free waves, the

Continue Wavelet Transform (CWT) is employed to separate them from the tempo-
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ral domain. The distribution of second harmonics is shown in Figure 5.23, where

the x-axis is normalized frequency and the y-axis is the time. At WG 6 (x = −1.0

m), clear second components are at the focused time tf = 30. The obvious second

harmonic is generated due to their arrival of the focused position. Around WG 11

(x = 0.3 m) (passes through the central step), a separation in the second harmonics

is found because of the generation of the second free wave. The discrepancy in Fig-

ure 5.10 between the numerical and measured data is also observed from WG 11,

demonstrating the existence of second free waves after passing the first ADT.

Two local maximum values corresponding to bound and free components are

identified at different wavelengths. Similarly, the evolution of frequencies in the

temporal domain reveal two local maximum values (in Figure 5.23)–one around

t = 30.2 s for the bound waves and the other around t = 31.5 s for the free waves.

When analyzing the spectra individually for the bound and free waves, it is found

that there are no sudden drops in the second harmonics at f/fp = 2. As a result, the

discrepancy in the propagation of the second free wave between experiments and

numerical simulations may stem from differences in the generation method for fo-

cused wave groups. In the test wave tank, wave groups are generated by prescribing

designated movement of the piston-type wavemaker. However, in the numerical

wave tank, linear wave profiles on the free surface are directly prescribed as an ini-

tial condition. Furthermore, the distance between the wavemaker and the focused

position is different with a much longer distance in the numerical model. Discrep-

ancies in the nonlinear evolution distance lead to phase differences in the second

free wave.
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Figure 5.24: The wave spectra for Case 3 (WG 14) with and without the second free
waves.

5.6.2 Evolution of second bound and free waves

The second harmonics in wave spectra with and without the second free waves are

shown in Figure 5.24 for Case 3 at x = 1.0 m (WG 14). After removing the second

free wave, the magnitude of the normalized spectra decreases. Meanwhile, a better

agreement between the numerical and experimental results can be seen. It further

confirms that the superposition of the second bound and free waves induces a sudden

drop in the wave spectrum. Figure 5.25 presents the detailed maximum elevation

of extracted second bound and free waves in the spatial domain for Cases 7 and 9.

It is found that the generation of second bound waves initiates from the first ADT

and peaks behind the focused position x = −0.9 m. Subsequently, a minor rise in

the second bound wave occurs at the second ADT, with a smaller peak at x = 1.0

m. The peak amplitudes of the second bound waves decrease behind the step and
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Figure 5.25: Distribution of second bound and free waves for (a) Cases 7 and (b)
Case 9.

gradually stabilize. Compared to the bound waves, the position of the crests of the

free wave is nearly the same but with a smaller amplitude. Additionally, there is

primarily one increase in the shallower region. Unlike the sudden rise of bound

waves at the second ADT, the variation of free waves is less clear. Behind the step,

the peak crests of free waves surpass those of bound waves. It demonstrates that the

cause of the increased second harmonics differs at two ADTs, where the free waves

have a major influence at the second transition.
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Figure 5.26: Comparison of exceedance probability with linear, numerical and mea-
sured results for Case 9.

5.7 Statistical analysis of nonlinear waves

This section studies the focused wave groups propagating over ADTs using some

statistical parameters, namely, the exceedance probability as well as the skewness

and kurtosis of the surface elevations. The effects of wave steepness and water depth

on these parameters are discussed.

5.7.1 Exceedance probability

Exceedance probability of surface elevations can be calculated using statistical

methods. To calculate the probability of exceedance of surface elevations, a time

series of waves at a gauge is collected and a probability distribution function is fitted
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to the data. Then, the fitted distribution is utilized to calculate the probability of the

elevation exceeding a certain threshold using the formula P (X > x) = 1 − F (x),

where P (X > x) is the exceedance probability, x is the threshold elevation, and

F (x) is the cumulative distribution function. Here x is the normalized surface el-

evation η/a. The exceedance probability of surface elevations over the submerged

step is shown in Figure 5.26. The x-axis is the ratio of surface elevations η to the

focused wave crests a. In front of the first ADT, the linear theoretical, numerical

and measured data exhibit similar behavior, with all values remaining less than 1.

The maximum crest elevation η/a exceeds 1 (η/a = 1.1) at a position x = −0.8

m for Case 9. The linear theory result is less than 1 because the effect of nonlin-

earity on the crests during propagation is not taken into account. The shaded region

represents the 90% confidence interval, demonstrating good agreement between the

measured and numerical results. Importantly, there is a good agreement between

the numerical and experimental results. Then, the maximum elevation decreases

to 0.8 over the middle of the step. At the backside of the step (x = 1.5 m), the

peak of elevation drops even further to 0.73. The existence of the step primarily

improves surface elevations near the focused position. These results further reveal

the enhancement of the submerged step on wave crests. Meanwhile, this could help

assess the risk of extreme elevations for applications like flood risk prediction and

infrastructure design.
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5.7.2 Distribution of skewness and kurtosis

Two parameters, skewness λ3 and kurtosis λ4, of the surface elevations for three

cases over the submerged step are shown in Figure 5.27. Local increases are ob-

served at the two ADTs, with a more significant increase at the first ADT. Given

the same wave steepness kpa, the peaks of skewness tend to diminish for higher

normalized water depths kphd. The positive skewness values indicate higher crests

and flatter troughs, mainly resulting from the decrease of water depth over the step.

Moreover, the skewness quickly returns to 0 when the peaks are lower. For in-

stance, the skewness for Case 7 is restored to 0 at x = 3 m, whereas for Case 9,

it is at x = 2.5 m. Meanwhile, changes in kurtosis are more frequent in shallower

regions. The peaks of kurtosis are attained at the position x = −0.8 m, which is

close to the position where the maximum crest elevation of the second harmonic is

observed. Furthermore, the variation of kurtosis is more obvious than that of skew-

ness, as evidenced by the corresponding position x = 4 m for Case 9.

The spatial distribution of skewness and kurtosis in both constant water depth

and step conditions are compared in Figure 5.28. It is found that the skewness re-

mains at λ3 = 0 over the entire spatial domain, and the kurtosis λ4 = 10 is located

at x = −1.0m, which is the prescribed focused position. When a step is submerged

at the bottom, increases in both skewness and kurtosis are observed at the top of

the steps. Notably, the spatial locations corresponding to the maximum values have

shifted downstream. Considering the spatial distribution of harmonics in Figure

5.15, the position of peak kurtosis coincides with the appearance of the superhar-
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Figure 5.27: Spatial evolution of skewness and kurtosis for (a) Case 7; (b) Case 9
and (c) Case 13.

monic. Therefore, the ADTs induce the generation of superharmonics, enhancing

the surface elevation asymmetry. Additionally, the numerical results compare well

with the measured ones for all cases.

5.7.3 Nonlinear effect with varying wave parameters

The influence of each wave harmonic on the skewness and kurtosis is examined by

analyzing the skewness and kurtosis of the superposition of different harmonics, as

shown in Figure 5.29. The fundamental harmonics yield results similar to those in

the constant water depth, except for a lower kurtosis peak. Then, the higher har-

monics (the second to fourth bound components) are stacked together. Increased

peaks of skewness and kurtosis are observed when considering higher harmonics.

The distribution pattern remains the same, with only an increment of peaks in the

shallower region.
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Figure 5.28: Spatial evolution of skewness and kurtosis in step and non-step condi-
tions for Case 7.

However, the discrepancy with the nonlinear results is serious, where the peak

crest of nonlinear results is less than that of the superposition of the first four har-

monics. The results show that the second subharmonics are added, and the peaks

decrease to the same level as the nonlinear results. Contrary to the effect of higher

harmonics on the degree of statistics, the second difference component reduces the

overall degree of statistics. The strong nonlinearity of wave profiles on the top of

steps comprises two parts, the generation of higher harmonics and the upshift of the

mean waterline. The inclusion of subharmonics compensates for the asymmetry of

the wave surface, resulting in smaller peaks of skewness and kurtosis. Superhar-

monics and subharmonics have an opposite effect on the skewness and kurtosis in

the spatial domain, but the step heightens the overall values of kurtosis.

The effects of wave steepness kpa and normalized water depth kohd on the statis-
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Figure 5.29: Skewness and kurtosis with the superposition of superharmonics in the
spatial domain for Case 7.

tics are shown in Figure 5.30 and 5.31. These figures display the peaks of skewness

and kurtosis under varying steepness and normalized water depth. Similar to their

effects on the superharmonics, a higher kpa leads to higher peaks of λ3 and λ4.

Meanwhile, there are downstream shifts of the corresponding positions. Such vari-

ations also occur at the second ADT with a minor increment of peaks. When the

steepness increases to kpa = 0.16, the position corresponding to the peaks is merely

0.4 m ahead of the middle of the step. Conversely, the maximum value of λ3 and

λ4 gradually decreases with a higher hphd, as indicated by both the experimental

and numerical values (in Figure 5.31). In summary, an increase in steepness kpa

and a decrease in normalized water depth kphd can enhance the statistic in the shal-

lower regions. This induces the higher peaks of skewness and kurtosis, as well as
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Figure 5.30: Skewness and kurtosis with the variation of wave steepness at fp = 0.9
Hz.

Figure 5.31: Skewness and kurtosis with the variation of normalized wave depth.

the downstream shift of corresponding positions.

5.8 Conclusions

The hydrodynamic performance of focused wave groups over two bathymetries

(with and without a submerged step) was studied experimentally and numerically.

The characteristics of these focused wave groups were examined from the perspec-

tive of the peak crests in space, the superharmonics, and the evolution of skewness

and kurtosis, with particular emphasis on the evolution of subharmonics and super-

harmonics. The measured data agree well with the numerical results. The findings
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indicate an increase in the peaks of focused waves when propagating over a sub-

merged step. The increasing incident steepness kpa triggers a nonlinear growth in

the crest results and the corresponding positions, implying that the discrepancy be-

tween the conditions with and without the steps diminishes as the steepness kpa

increases.

With the decomposition method with a phase-manipulation approach and the

Continuous Wavelet Transform (CWT), the superharmonics are effectively ex-

tracted in both the temporal and spatial domains. It confirms that the downstream

shift of the focused position results from the generation of superharmonics behind

the focused position. The frequency range of superharmonics is narrower, with a

higher crest after the prescribed focused settings. Moreover, the generation of su-

perharmonics is predominantly reflected in the crests. The results obtained from the

superposition of the first two harmonics suffice to resemble the peaks neighboring

the crests of nonlinear results. However, the third and fourth components need to

be considered to obtain the crests of nonlinear results. A higher kpa induces greater

superharmonics, where the crests of the third and fourth components grow and the

corresponding positions shift downstream.

The superposition of higher bound and free waves leads to a sudden drop in the

corresponding wave spectrum frequency, despite having the same frequency. This

offers a novel method to identify the presence of free waves. In addition, the cause

of increased second harmonics is identified, where the second bound and free waves

take major responsibility at two depth transitions, respectively. The occurrence of

superharmonics triggers the increment of crests and a stronger asymmetry of wave
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profiles, resulting in higher skewness and kurtosis. On the contrary, the generation

of the second subharmonics decreases the values of the two parameters. The depth

transition induces a shift downstream of the focused positions of extreme waves,

thereby increasing the risk in that area. This understanding is crucial for coastal

management and planning, particularly in areas prone to extreme wave events. It

highlights the need for comprehensive studies and strategies to mitigate potential

risks associated with such wave behaviors.
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Chapter 6

Wave resonance over varying

bottoms

6.1 Introduction

Extreme waves might cause great damage to coastal structures and also a high threat

to human life (Didenkulova et al., 2023; Xiang and Istrati, 2021; Yuan et al., 2021;

Zhu and Dong, 2020). Thus, investigating the influence of bathymetry on minimiz-

ing extreme waves is of great significance. When the bathymetry and progressing

waves meet certain conditions, wave resonance exists with especially high or low

reflection coefficients. Specifically, a certain ratio of the water depth in shallower

regions to that of deeper regions can induce wave trapping in the shallower regions,

resulting in a low reflection coefficient (Neetu et al., 2011). If the bathymetry is

periodic, such as ripples, a Bragg resonance of waves exists at the dimensionless pa-

rameter 2S/L = 1, 2, 3... (S is the wavelength of sinusoidal bottom undulation). In
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the Bragg resonance, most incoming waves are reflected (Liu et al., 2016). As men-

tioned before, the focused wave groups have been widely used to represent extreme

waves (Fern ’andez et al., 2014; Moideen and Behera, 2021; Ning et al., 2022a;

Zeng et al., 2022). However, the reflection of focused wave groups has rarely been

studied because the description of the nonlinear wave propagation during complex

bathymetries is difficult. The fully nonlinear model using the conformal mapping

method shows its advantages in dealing with any type of incident wave and any

shape of bottoms (Viotti et al., 2014). Therefore, to consider the nonlinear effects

of Bragg resonance, a numerical model is employed to simulate the nonlinear wave

resonance with varying bathymetries.

This chapter aims to investigate the wave resonance over varying bottoms using

a fully nonlinear numerical model. First, the wave trapping is discussed in Sec-

tion 6.2.4 with the consideration of trapping frequency. The conformal mapping

method employed in the nonlinear model is firstly validated by the measured Bragg

reflection and is applied to study the effects of the periodic seabed on the focused

wave groups. The convergence and validation of the numerical model are presented

in Section 6.3. The effects of parameters of focused waves and different seabed

topographies are analyzed in Section 6.4 and Section 6.5. Section 6.6 draws the

conclusions and future perspectives.
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6.2 Wave trapping with monochromatic waves

6.2.1 Convergence of numerical simulation

To examine the convergence of the numerical model, the wave resistance associated

with the release of radiative waves is tested. The wave resistance can be identified

with the time derivative of the total horizontal momentum Px(t) (see Figure 6.1).

Consistently, once again, with the measurement of wave resistance presented by Ca-

massa and Wu (1991), the curve Px(t) starts flat at t = 0 s and then monotonically

decreases until it stabilizes on a constant value. We compare the horizontal mo-

mentum in cases with the trapped frequency and normal frequency. In the trapped

frequency 0.94 Hz (obtained in Section 6.2.3), the variation of 32 and 36 points are

similar and the comparison of the results with 42 and 52 points are also comparable.

The results of the other normal frequency with 1.06 Hz show the same tendency

among the six discrete points. Thus, the discrete number 42 is an optional choice

that can realize the precise simulation with less computation load and time.

6.2.2 Validation of numerical simulation

The numerical model describes a wave tank with 27 m in length, 0.75 m in width,

and 1.5m in depth, as shown in Figure 6.2. Thewater depth in the deeper region h1 is

designed and that of the shallower area h2 is installed 4m away from the wavemaker.

The length of the step is set as 2.4 m and the height of h2 is kept constant, the height

of h1 is designed as 0.36m. Eight capacitive wave gauges are adopted, and the
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Figure 6.1: Horizontal momentum Px, for the simulation at (a) f = 0.94 Hz and (b)
f = 1.06 Hz.

location of the center on the step is assumed to be zero. Then the distance of WG 1

to WG 8 is -2.2 m, -1.56 m, -1.4 m, -1.2 m, -1.0 m, 0.0 m, +1.1 m and +1.3 m.

Figure 6.2: Sketch of bottom profile and locations of the wave gauges.

The conformal mapping method has been validated for various conditions (Choi

and Camassa, 1999; Viotti et al., 2014). It provides outstanding results for propa-

gation with an adequate computational cost. To verify the results, the evolution of

the surface wave is compared with that of the theoretical results (Cokelet, 1977) in

Figure 6.3, and the results show good agreement when the steepness ε = 0.13.

The discrepancy becomes clearer with the increase in wave steepness. This is be-
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Figure 6.3: Comparison between numerical wave profiles (blue solid lines) and that
of theoretical results (red dotted lines) by Cokelet (1977). a. ε = 0.13; b. ε = 0.25.

cause waves with large wave steepness could cause higher nonlinear characteristics.

The theory referred to in Cokelet employed a perturbation strategy with expanded

coefficients at various orders of accuracy and Pade approximation was used for the

expansion series. The accuracy of the theory depends on the truncation of the ex-

panded series. However, our numerical model solves the exact fully nonlinear free

surface without approximation. This explains that with higher steepness or nonlin-

earity, the discrepancy is enlarged. The convergence and validation of numerical

models are conducted in the following sections.

6.2.3 Trapping efficiency

The reflection coefficient is a crucial research objective of nonlinear wave prop-

agation over a bottom with varying depths with the shallow long wave theory. A

characteristic feature with significant water depth variations is that the reflection co-

efficient becomes zero when wave trapping occurs. Wave trapping is a phenomenon
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Figure 6.4: Directions of wave vectors at a step (Koshimura et al., 2001).

in which waves are trapped in the shallower region of a step (Neetu et al., 2011). To

capture the special wave resonance, calculating the reflection coefficients is a criti-

cal initial step.

The reflection coefficients of wave trapping with discontinuous depth variation

are solved using the linear long wave theory. The general solution of surface ele-

vations η1, η2, η3 over each flat region (Region 1, 2 and 3) can be written as follows

(in Figure 6.4)

η1 = ei(βy−ωt)
{
eiα1(x+a) + Ae−iα1(x+a)

}
x < −a, (6.1)

η2 = ei(βy−ωt)
{
Beiα2x + Ce−iα2x

}
− a < x < a, (6.2)

η3 = Dei(βy−ωt)e−iα3(x−a) x > a, (6.3)

where α and β represent the partial wave numbers on the x-axis and y-axis, respec-
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tively. The relationship α2
i + β2

i = k2i holds for i = 1, 2, 3. The subscript of α1, α2

and α3 refers to the regions 1, 2 and 3 over the mapped area. The variable a is half

the length of the step. This study has no oblique incident wave, thus, β = 0 and

αi = ki, i = 1, 2, 3. The variablesA, B, C andD represent the complex amplitudes

of waves. We assume that the incident wave has a unit amplitude. Then, A repre-

sents the amplitude and phase lag of the waves reflected at the left ridge boundary,B

corresponds to the waves propagating forward on the ridge, C represents the waves

reflected at the right ridge boundary, and D corresponds to the waves propagating

forward in region 3.

The coefficients A, B, C and D are determined by ensuring the continuity of

the surface elevation η and the derivative of the surface elevation with respect to x,

denoted as h∂η
∂x
, at the two depth transitions. The continuity of surface elevation and

volume flux are written as

η1 = η2 at x = −a, (6.4)

h1
∂η1
∂x

= h2
∂η2
∂x

at x = −a, (6.5)

η2 = η3, at x = a, (6.6)

h2
∂η2
∂x

= h3
∂η3
∂x

, at x = a, (6.7)

By solving the above simultaneous equations, we obtain the complex amplitudes

as

A = |e
−2ik2a−(1− s12)(1 + s32) + (1 + s12)(1− s32)e

−2ik2a

(1 + s12)(1 + s32)e−2ik2a − (1− s12)(1− s32)e2ik2a
|, (6.8)
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B = | 2s12(1 + s12)e
−ik2a

(1 + s12)(1 + s32)e−2ik2a − (1− s12)(1− s32)e2ik2a
|, (6.9)

C = | 2s32(1− s32)e
ik2a

(1 + s12)(1 + s32)e−2ik2a − (1− s12)(1− s32)e2ik2a
|, (6.10)

D = | 4s12
(1 + s12)(1 + s32)e−2ik2a − (1− s12)(1− s32)e2ik2a

|, (6.11)

wheresµν = kµhµ
kνhν

, µ, ν = 1, 2, 3, respectively. The reflection coefficient Re, trans-

mission coefficient T and trapping efficiency Γ are written as

Re = A, (6.12)

T = D, (6.13)

Γ =
C

B
= |h2 tan θ1 − h1 tan θ1

h2 tan θ1 + h1 tan θ1
|, (6.14)

6.2.4 Wave trapping with monochromatic waves

To study the coupling effects of wave trapping and wave nonlinearity over depth

changes, the size of the immersed step should be carefully designed with respect to

the wave trapping efficiency Γ. To validate the application of the numerical model

in studying wave resonance, we refer to the research of Chang and Liou (2007) on

a continuous trapezoidal bathymetry, which discussed reflection coefficients using

the theory of Mei et al. (2005). The reflection coefficients obtained by the present

model are compared with those in the literature in Table 6.1. The water depth in the

deeper regions h1 and in the shallower regions h2 are shown with their ratio, that in

the deeper regions downstream is h3. The results well match those in the literature,

confirming the successful reproduction of both reflection and transmitted reflection
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Table 6.1: Verification with the theoretical results in the study of Mei et al. (2005).
Case Case 1 (h1 = h3 = 2.4 m) Case 2 (h1 = 2.4 m, h3 = 1.6 m)

R T R2 + T 2 R T R2 + T 2

Results 0.4113 0.9115 1 0.3449 1.0388 1.1980
Mei’s theory 0.4114 0.9114 1 0.3450 1.0387 1.1980

Figure 6.5: Trapping efficiency as a function of θ1 and h2/h1.

calculations. These findings contribute to the preparatory work for subsequent re-

search.

Section 6.2.3 has discussed wave scattering with the linear shallow-water the-

ory. To capture the trapped wave, the sum parameters B and C are considered as

a measure of the magnitude of waves on the step. Results are obtained and shown

in Figure 6.5. When this sum arrives at a peak, it can be said that wave trapping

is excited. As mentioned in Section 6.2.3, trapping efficiency is dependent on in-

cidence angle θ1 and water depths at shallower and deeper areas. The relationship

among trapping efficiency, incidence angle and ratios of h2/h1 is shown in Figure

6.5. At each fixed h2/h1, the trapping efficiency decreases gradually to 0 with the

increase of incidence angle first. It decreases to 0 at an incidence over 55 degrees.

Then, the trapping efficiency boosts high with the increasingly larger θ1. Normally,
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strong wave trapping is considered to occur when the trapping efficiency is achieved

above 0.5. On the other hand, if θ1 is fixed, when θ1 is small, the smaller the value

of h2/h1, the higher the trapping efficiency will be. By contrast, if θ1 is large, the

larger value of h2/h1 will cause a smaller trapping efficiency. Thus, the optional

group of h2/h1 and incidence angle should be accurately designed to capture the

wave trapping phenomenon.

From the analysis of trapping efficiency, there are two main approaches to real-

ize the wave trapping phenomenon, large incidence angle or small value of h2/h1.

In other words, when the length of a step is fixed, either an increase in the inci-

dence angle or a decrease of h2/h1 can enhance the wave trapping. For the further

verification of the numerical model with experiments, this study chooses a normal

incidence where θ1 is zero with a relatively small value of h2/h1. The definition

of the reflection coefficient is the ratio of the amplitude of the reflected wave and

the incident wave in region 1 (in Figure 6.4). The wave trapping efficiency is the

amplitude ratio of waves propagating backward to those forward on the step (region

2). From the definition of the two terms, when trapping efficiency is large, the cor-

responding reflection coefficient is small since most of the waves are trapped in the

upper region of the step.

Moreover, the excitation condition in terms of the wave number α2 and the step

breadth 2a can be expressed by

2α2k2 = 2nπ, (n = 1, 2, 3...), (6.15)

We can translate the feature of Eq. 6.15 into the wave period of the trapped mode
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as follows. The wave number in the x-direction (α2) is related to the wave number

in the direction of wave propagation on the step (k2) by the following expression,

k2 =
2π

L
=

2π√
gh2T

, as c2 = gh, (6.16)

where β is the wave number in the y-direction. From Eq. 6.16, the tsunami wave

period on the step is obtained as

T =
2π√
α2 + β2

1

gh2
=

2π√
gh2

1

1 +
√
tan2 θ2

, (6.17)

where

tan2 θ2 =
β

α2

, (6.18)

with the substitution of
√
gh1

sin θ1
=

√
gh2

sin θ2
, (6.19)

which is the so-called Snell’s law, and Eq. 6.15 into Eq. 6.16 yields Eq. 6.17. This

can be interpreted as the wave period of the trapped-mode wave. The wave period

of the trapped-mode wave depends upon the water depths h1 and h2, step breadth

2a, incident angle θ1 and the number of modes n.

Ttp =
2a

n
√
gh2

1√
1 + tan2

{
sin−1(

√
h2/h1sinθ1)

} , (6.20)

The reflection coefficients of the simulated results on the first four trapped

modes and the other two frequencies are simulated which agree well with the the-

oretical results (in Figure 6.6). We observe that the reflection coefficients can be

very small at the corresponding trapping frequencies, which means that most of the

long waves travel over the step. Except for the special cases, other wave frequencies
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Figure 6.6: Comparison of theoretical reflection coefficients and simulated reflec-
tion coefficients on the f = 0.47 Hz, 0.74 Hz, 0.94 Hz, 1.41 Hz, 1.88 Hz and 1.92
Hz with wave height H = 0.002.

show normal reflection effects. To compare the reflection coefficients of different

wave steepness, the wave height remains the same on the 6 wave frequencies so a

range of wave steepness can be considered ε = 0.01, 0.02, 0.04, 0.08, 0.14, 0.15. In

Figure 6.6, the first three simulation results show good agreement with the theoret-

ical ones as the wave propagation with small wave steepness can be described by

the shallow long water theory. However, with the increase in wave height, there are

larger discrepancies between the simulation and theoretical results. Since the wave-

length becomes shorter, the same wave height leads to larger wave steepness and

more complicated wave propagation. When ε is larger than about 0.05, it is difficult

to apply the theory to the nonlinear wave propagation. Nonetheless, the numerical

simulation allows for further cases in this condition.

Figure 6.7 displays the surface elevation under the four specific wave frequen-

cies. (x, η) is a Cartesian coordinate system where η is the upward vertical coordi-

nate showing the wave amplitude and the right upward vertical coordinate indicating

147



Figure 6.7: Free surface elevation on the first four trapped conditions: (a) f = 0.47
Hz; (b) f = 0.94 Hz; (c) f = 1.41 Hz and (d) f = 1.88 Hz.

the time domain. The time domain is 30 seconds, which can cover the maximum

wave period. The agreement of the propagation trend is good, but the trapped ef-

fects evanesce with the rise of trapped mode. As the wave propagates toward the

right side, the same phase shifts happen; the wavelength grows after transmitting

the submerged step. In addition, the wavelength decreases on the upper domain

on the step since it needs to reach a new equilibrium where h2 suddenly becomes

small. Notably, part of the wave is tapped where existing reflective waves travel
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backwards and forward after about 13 seconds in the first two modes. The other

two plots have no obvious wave trapping. This could be explained by the small

wave trapping efficiency since it cannot be very high without obliquely except for

the extremely large value of h2/h1. In terms of the third and fourth trapped modes,

the effects of refraction become weaker due to the rise of trapped wave numbers.

Figure 6.8: Incident (black solid line) and reflectedwave (red dash line) of f = 0.74
Hz: (a) H = 0.002 m, ε = 0.02; (b) H = 0.01 m, ε = 0.1 and (c) H = 0.02 m,
ε = 0.2.

To investigate the influence of the wave steepness, three groups of steepness are

simulated on the wave with a frequency of 0.74 Hz (in Figure 6.8). The incident

and reflected wave can be separated by Wang et al.’s method (2003). With two

wave gauges located before the step, the harmonic amplitude is computed to find the

reflection situation by carrying out the conventional DFFT on the time series of free-

surface elevations. We can see that with the increase in steepness, the nonlinearity

of reflected waves becomes more obvious. In addition, there is no clear change in

Re though the nonlinearity becomes stronger.

Eight capacitive wave gauges are adopted, and the location of the center on the
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Figure 6.9: Wave surface profiles at each wave gauge with the f = 0.74 Hz,
H = 0.02 m, ε = 0.2.

step is assumed to be zero. Then the distance of wave gauge 1 to wave gauge 8 is

-3.0 m, -1.6 m, -1.4 m, -1.2 m, -1.0 m, +1.1 m and +1.3 m. The time distribution

of surface elevation at the 8 wave gauges is plotted to show the change of wave

profiles (in Figure 6.9). It is clear that the wave crest becomes sharper at the latter

wave gauges with a flatter wave trough. Figure 6.10 described the wave spectra of

wave surface elevation recorded at WG 2 and 3. Since the wave surface profile can

be described as η = A cos(σt) + B sin(σt). The coefficients A and B can be ob-

tained by Fourier transformation. The spike of the graph refers to the corresponding

frequency existing in the wave profiles. It can be noticed that with the increase of

wave amplitude, the wave amplitude separated is larger and more spikes are shown

in the results, resulting in the harmonic wave being generated. Moreover, the corre-

sponding frequencies in the result not only include 0.14 but also 0.28 and 0.42 (part
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Figure 6.10: FFT coefficients of time series wave surface elevation of WG 2 and
3.

B in Figure 6.10 ) which indicates that the second and third harmonic waves are

generated due to the wave-structure interaction. However, the other two cases only

show the incident frequency, which indicates the linear theory can well describe the

propagation.

The evolution of the skewness and kurtosis of the free surface elevation on the

four trapped conditions and two frequencies with high reflection coefficients are

shown in Figure 6.11 and Figure 6.12. As mentioned before, the effect of trapping

is small on the third and fourth trapped modes, and the result of the skewness and

kurtosis can also be small. In Figure 6.11, the skewness shows similar increasing

and decreasing trends on the second depth transition of the step. Before the center

of the step, the skewness is almost 0 or oscillating around 0. For the higher trapped

mode, the change of skewness becomes quicker as the wavenumber increases. The

skewness indicates the asymmetry of the probability distribution of the considered

variable. A positive skewness indicates waves with sharper crests and flatter troughs
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Figure 6.11: Spatial evolution of wave skewness and kurtosis on the four trapped
modes.

and vice versa for negative values. Thus, there is a relatively symmetric surface

wave profile in the deeper region and the wave develops as an asymmetric profile

with higher skewness in the shallow region and finally decreases again after propa-

gating over the step.

Figure 6.12: Spatial evolution of wave skewness and kurtosis at the two frequencies
with high reflection coefficients.

In terms of kurtosis, a comparable trend among the four trapped modes shows

a gradual increase after the second depth transition. The standard kurtosis is 3 for
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a Gaussian distribution. There the standard kurtosis equals 0 by decreasing 3. The

maximum kurtosis of the second and third trapped modes arrives at the same posi-

tion, both located nearly 4 m after the second water depth change. The kurtosis of

the first trapped mode starts earlier in the middle of the step. For the second trapped

mode, the growth of kurtosis can cause a higher probability of the occurrence of

extreme waves. Figure 6.12 shows the skewness and kurtosis of the wave profiles

with normal reflection coefficients. The change of skewness for the frequency of

0.82 Hz agrees well with that of the other frequencies, where there is an increment

in the shallow area and a drop in the deep area. For the skewness with a frequency

of 1.52 Hz, the change of skewness is not clear, which is similar to the condition

of the fourth trapped mode. This may result from the relatively small wavelength.

Both high frequencies lead to the short wavelength, and the water area becomes the

deep-water region. In consequence, the nonlinearity of waves with high frequency

can be ignored and the calculation of reflection coefficients is only stable for part of

the incident wave frequency which makes sure the region is a shallow or interme-

diate one. The maximum kurtosis is similar to that of the trapped modes when the

wave frequency is 0.8 Hz. Even if no wave trapping happens, the high reflection

effects may also cause an abnormal wave.
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6.3 Numerical model of focused waves propagation

over periodic bathymetries

6.3.1 Convergence of numerical model

To achieve an exact solution ofwave profiles over periodic bottoms, the convergence

of the numerical model has been tested. A range of wave groups with different dis-

crete Fourier points per wavelength were simulated with the numerical model. The

comparison of focused wave profiles is shown in Figure 6.13 with discrete points

varying from 15 to 60 per wavelength for two cases (Baldock et al., 1996; Davies

and Heathershaw, 1984). The case parameters are referred to as Case B in Baldock

et al. (1996) with the constant water depth h0 = 0.7 m and the crest of focused

wave groups as a = 0.022 m. It can be found that focused wave profiles become

almost identical when the number of discrete Fourier points is larger than 30 per

wavelength. The discrete Fourier points 50 per wavelength are sufficient to capture

the accurate nonlinear focused wave propagation over a constant depth or varying

depths. In the simulations in this study, 50 Fourier points are employed. Owing

to the nature of the conformal mapping method, the efficiency of the simulation is

generally very high. Further details can be found in Wu et al. (2023).

6.3.2 Validation of numerical model

To examine the capability of the present fully nonlinear numerical model in studying

Bragg resonance, the reflection coefficients of a group of monochromatic waves
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Figure 6.13: Surface elevations of focused wave group at focusing with (a) the con-
stant depth and (b) the 4 ripples.

Table 6.2: Bar parameters
Case D (m) S (m) M h0 (m)
D1 0.05 1.00 2 0.156
D2 - - 4 0.156
D3 - - 10 0.313

are compared with previous studies (Davies and Heathershaw, 1984; Gao et al.,

2021; Hsu et al., 2007). Ripples were commonly used in the literature to study

Bragg resonance. Davies andHeathershaw (1984) conducted a series of experiments

using regular waves over ripples, mainly using the seabed with four or 10 ripples to

excite the Bragg resonance. The reflection coefficients of regular waves are shown

in Figure 6.14. The parameters of the periodic seabed are shown in Table 6.2. D

andM denote the amplitude and number of ripples, respectively. S is the spacing,

the distance between two adjacent ripples. Note that the water depth h0 is different

in Cases D1 (h0 = 0.156 m), D2 (h0 = 0.156 m) and D3 (h0 = 0.313 m). These

case parameters will be adopted in the numerical model’s validation and used in the

following discussion of resonant coefficients. Here two water depths are employed

to observe the difference in hydrodynamic characteristics.
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Figure 6.14: Reflection of regular waves over the ripples (a)M = 4, h0 = 0.156 m
(Case D2) and (b)M = 10, h0 = 0.313 m (Case D3).

Miles (1981) proposed the theoretical expression of reflection coefficients with

monochromatic wave propagation over ripples in the framework of the linear poten-

tial flow theory. Then Hsu et al. (2007) optimized a fully nonlinear model with the

second-order Boussinesq equations (SFNBE) and verified the model with the mea-

sured data by Davies and Heathershaw (1984). Lately, Gao et al. (2021) established

a fully nonlinear Boussinesq model (FNBM) where the numerical results are also

compared with the present model. In Figure 6.14, numerical results obtained by the

present fully nonlinear model are well validated by the experimental and numerical

results for the two types of ripples D2 and D3. It is seen both the Bragg resonance

and bandwidth of peak wave reflection are well captured using the present fully non-

linear model. The agreement between the present model and the FNBM and SFNBE

results is excellent.
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Figure 6.15: Wave profiles of the focused wave group at the focused position for (a)
a = 0.022 m and (b) a = 0.055 m.

6.3.3 Validation for focused wave groups

To verify the simulation of the focused wave group using the present model, the

focused wave profiles are compared with the measured data in the work of Baldock

et al. (1996) and the numerical results in the study of Feng (2019), as shown in Figure

6.15. In Baldock et al.’s study, the wave period T of wave groups was generated

with 0.6 ≤ T ≤ 1.4 with 29 monochromatic wave components, where the wave

periods were evenly divided. The water depth h0 = 0.7 m and two incident crests

of focused wave groups at a = 0.022 and 0.055 m are employed. The linear results

(NewWave theory) are found not sufficient to describe the nonlinear wave profiles

since the wave-wave interaction is complicated during the evolution. It can be found

that the numerical results reproduce the sharp and high crest and agree well with

the measured and other numerical results. Consequently, focused wave groups as

extreme waves can be well simulated in the numerical model.
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Figure 6.16: Sketch of the numerical tank and location of two focused positions
xfl1 and xfl2 .

6.4 Bragg reflection with a focused wave group over

ripples

In this section, the influence of different focused wave groups on the Bragg re-

flection is discussed. Varying parameters of focused wave groups are considered,

including amplitude and focused position. The numerical tank is designed to be

long enough for the nonlinear evolution of the wave group propagation, as shown

in Figure 6.16. Existing studies have widely investigated the Bragg reflection with

varying monochromatic waves; however, the Bragg reflection of extreme waves has

been rarely studied. Here, the focused wave groups, as representative of extreme

waves are considered with their propagation over ripples.

6.4.1 Nonlinear effects

As mentioned in Section 3.3.3.2, the crests of focused wave groups vary with time

during the propagation. Thus, how to define the reflection coefficients of focused

wave groups shall be addressed first. The existing studies about the reflection of

focused wave groups mainly study the crests in the spatial domain, and none of
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Figure 6.17: Propagation of focused wave group over 10 ripples (Case D3) with
a = 0.015 m.

them discuss the calculation of reflection coefficients. Referring to the reflection

coefficients of irregular waves and the response amplitude operator (RAO), the total

reflection coefficientKr can be defined as

Kr =

√∑
i S(fi)df ·R2

i∑
iS(fi)df

, (6.21)

Ri =
Sr(fi)

Sf (fi)
, (6.22)

where fi is the frequency of each wave component in a wave group. The reflec-

tion coefficients Ri and the spectral density function S(fi) correspond to the ith

frequency component. The subscripts ’r’ and ’f ’ denote reflected waves and the

incident focused waves, respectively. The reflected wave is the difference between

the surface elevation at varying water depth and constant depth at the same location,

and the location is 2.5 times the wavelength before the depth change. The surface el-

evations at the focused position on the constant water depth are used for the incident
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Figure 6.18: Reflection coefficients of focused wave groups ((0.5−3)fp) with vary-
ing incident amplitudes over 10 ripples (Case D3).

waves.

The evolution of the focused wave group at the Bragg frequency over the con-

stant depth and the seabed with 10 ripples for Case D3 is shown in Figure 6.17. The

time interval is 10 seconds and a = 0.015 m, where the wave group is set to focus

at the time instant tp = 16 s and the location xfl1 = 44 m (16 m before the ripples).

A decrease in the crest was found when the focused wave group propagates over

the depth changes (t = 35 s), especially for the neighboring crests. In addition, the

reflected waves can be observed upstream. The attenuation of focused wave groups

is obvious since the amplitudes of the wave group behind ripples are smaller. Re-

flection coefficients for Case D3 are displayed in Figure 6.18 where the water depth

is h0 = 0.313 m. The reflection coefficients at different incidence steepness are

compared with those calculated theoretically by Miles (1981). The peak Bragg re-

flection occurs around 2S/LP = 1.0, which can be found in the cases with different
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incident amplitudes a = 0.001 - 0.030 m and the theoretical results. With an increase

of a, a minor upshift of the corresponding 2S/LP is found. Specifically, the case

with a = 0.050 m has the smallest peak and the highest 2S/LP .

Figure 6.19: Focused wave group in the spatial domain over 10 ripples (Case D3)
at (a) t = 16 s; (b) t = 34 s and (c) t = 52 s.

The nonlinear focused wave profiles with different amplitudes at three time in-

stants for Case D3 are shown in Figure 6.19. The x-axis is the distance to the wave

maker, y-axis is the nondimensional surface wave elevations. The resonant fre-

quency (fp = 0.767 Hz) is chosen to show the wave resonant profile. The three

time instants include the focused time, the occurrence of maximum elevations over

ripples and the time after the focused wave past the ripple. It can be observed that

the peak elevations are achieved at the focused time tf = 16 s and the focused
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position xfl1 = 44 m. A clear asymmetry in the wave profile is found when the

amplitude increases to a = 0.050 m. The maximum normalized elevation over the

ripples is about 0.67 at t = 34 s, which is smaller than that at the focused time.

We also compare the normalized peaks with those in the constant water depth with

a = 0.001 m. It is found that the peaks over 10 ripples are higher than those in the

constant depth. This indicates the existence of ripples can enhance the crests of fo-

cused wave groups over ripples. When the focused wave group propagates past the

ripples (t = 52 s), the maximum value is only 0.42, whereas the normalized crest

of the focused wave group is 0.51 without the ripples. This means the ripples are

effective in attenuating wave groups. With varying amplitudes, only small differ-

ences in crests are found on the tails of focused wave profiles at t = 34 s. Higher

incident amplitudes cause strong asymmetric crests over the ripples, but the incident

and transmitted wave profiles are nearly the same.

To further study the influence of incident wave amplitudes, the energy spectra

of incident and transmitted waves are shown in Figure 6.20. To compare the spectra

of waves with different amplitudes, the surface elevations were normalized with the

incident amplitude. Discrepancies are found in the tails of the incident spectra (f/fp

> 1.6). Higher amplitudes induce stronger nonlinearity, and the effect is mainly seen

in the enhancement of subharmonics and superharmonics. In addition, the increase

of wave group amplitude drives a higher spectral tail of both the incident and the

transmitted waves. A great reduction of wave components at the fundamental fre-

quency is observed. The existence of ripples decreases the wave energy of both the

fundamental waves and the second harmonic wave.
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Figure 6.20: Normalized energy spectra of the incident and transmitted waves over
10 ripples (Case D3) with (a) a = 0.001 m; (b) a = 0.015 m; (c) a = 0.030 m and
(d) a = 0.050 m.

6.4.2 Effects of focused positions

So far, the focused position is set at xfl1 = 44 m, 16 meters before the ripples. To

study the effect of focused position on Bragg resonance, the reflection coefficients

of focused wave groups at two different focused positions are compared (xfl1 = 44

m, xfl2 = 60 m as shown in Figure 6.16). In addition, two different seabeds with 4

ripples and 10 ripples are employed (Cases D2 and D3). Figure 6.21 shows that the

resonant peaks are higher with the focused position xfl2 , which is at the beginning of

ripples. Meanwhile, the bandwidth of Bragg reflection becomes narrower than that
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Figure 6.21: Reflection coefficients over 4 ripples (Case D2) and 10 ripples (Case
D3) with two different focused positions xfl1 = 44 m, xfl1 = 60 m with a = 0.015
m and frequency range (0.5− 3.0)fp.

with xfl1 . For Case D3, the discrepancy of reflection coefficients with two focused

positions is small. To sum up, the resonant peaks with xfl2 are higher than those

with xfl1 . It indicates that the focused position near the abrupt depth change induces

a higher wave reflection and, hence, a more effective wave absorption.

6.5 Bragg resonance with three bottom configura-

tions

In order to study the effect of the bottoms on the resonant reflection, three types

of seabed configurations are employed. In this section, the configurations of the

seabed, including ripples, rectified cosinoidal bars and steps, are considered (in Fig-

ure 6.22). Compared with ripples, the rectified cosinoidal bars are half the ripple

in the horizontal direction. The rounded corners of the rectified cosinoidal bars be-

come sharp at the seabed with steps. The effects of the numberM , spacing S, height
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Figure 6.22: Three types of seabed configurations: the ripples, rectified cosinoidal
bars and submerged steps withD = 0.05m, S = 1.0m andM = 10 (Case D3): (a)
ripples; (b) rectified cosinoidal bars and (c) steps.

of seabed D and width (W1,W2) on the Bragg resonance are studied numerically.

6.5.1 Wave reflection by three types of seabed configurations

Previous studies have focused more on Bragg resonance with seabed configurations

of ripples, subject to regular waves (Gao et al., 2021; Ning et al., 2022a; Suh et

al., 1997). Here, we also simulate the rectified cosinoidal bars and steps with the

incident waves as focused wave groups. The crests of focused wave groups is set as

a = 0.015 m to realize a more clear reflection coefficient (in Figure 6.18). Figure

6.23 and 6.24 display the reflection coefficients with three types of configurations

for Cases D2 and D3, respectively. The Bragg resonance is captured for all cases.

The frequency bandwidth of Bragg reflection with ripples is found to be the broadest

one. Meanwhile, the reflection coefficients with steps are slightly higher than those
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Figure 6.23: Reflection coefficients over three types of seabed configurations with
the incident amplitude a = 0.015 m and frequency range (0.5 − 3.0)fp, M = 4
(Case D2).

with rectified cosinoidal bars for all cases. It should be noticed that the reflection

coefficients with ripples are the highest at the relative wavelength 2S/LP = 1.0,

however, the coefficients are the lowest when the 2S/LP is larger than 1.5. This

phenomenon is obvious in shallower water depths with h0 = 0.156 m ( Cases D2).

Consequently, to excite a higher resonant peak, the type of seabed configurations

should be chosen based on the relative wavelength. If 2S/LP < 1.5, the ripples

result in the highest resonant peaks and a broader bandwidth. On the contrary, the

seabed with periodic steps induces the highest reflection coefficients.

6.5.2 Shift of second-order Bragg resonance frequency

For each type of the configurations, the effects of the number of bars are studied for

M = 2, 4, 10 at the water depth h0 = 0.156 m. Figure 6.25 displays the reflection

coefficients with ripples and rectified cosinoidal bars, respectively. It is found that
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Figure 6.24: Reflection coefficients over three types of seabed configurations with
the incident amplitude a = 0.015 m and frequency range (0.5 − 3.0)fp, M = 10
(Case D3).

the resonant peaks become higher with the increase in the number of bars. For

instance, the resonant peak (0.39) with 4 rectified cosinoidal bars is 1.5 times higher

than that (0.22) with 2 rectified cosinoidal bars. The corresponding bandwidth of

Bragg resonance becomes broader.

A second-order Bragg resonance is observed in the cases with rectified cosi-

noidal bars (in Figure 6.25(b)). Except for the fundamental Bragg resonance

(2S/LP = 1.0), a local increase of reflection coefficients can be found for the cases

with rectified cosinoidal bars at 2S/LP = 2.0. In this condition, the wavelengthL is

half of the peak wavelength LP . Under the strong interaction between focused wave

groups and finite periodic rectified cosinoidal bars, it is rational that the relation

between the wavelength of the superharmonics and that of the rectified cosinoidal

bars at 2S/LP = 2.0 excites the second-order Bragg resonance. The peaks of the

second-order Bragg resonance are found to be half of that of the fundamental Bragg

resonance. Meanwhile, a minor upshift of the corresponding relative wavelength
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Figure 6.25: Reflection coefficients over seabed with the incident amplitude a =
0.015 m, h0 = 0.156 m and frequency range (0.5 − 3.0)fp: (a) ripples and (b)
rectified cosinoidal bars.

Figure 6.26: Sketch of the width (W1,W2) withW1 being the length of bars andW2

being the length of flat area.

of the second-order Bragg resonance can be found with the rise in the number of

rectified cosinoidal bars.

6.5.3 Influence of the spacing of bars

In previous sections of the Bragg resonance over ripples, the spacing S is set as 1.0

m and the specific width is W1 = 0.5 m, W2 = 0.5 m, as shown in Figure 6.26.

This section investigates the reflection coefficients with changes in the spacing and

width of rectified cosinoidal bars and steps. Figure 6.27 refers to the cases with

M = 4 (Case D2) and Figure 6.28 shows the cases withM = 10 (Case D3). Three

types of combinations of spacing and width of bars are chosen, including the groups
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with (W1 = 0.5,W2 = 0.5), (W1 = 0.6,W2 = 0.4) and (W1 = 0.5,W2 = 0.4).

In terms of Case D2, the peaks in the group with (W1 = 0.6,W2 = 0.4) are the

highestKr = 0.38 for rectified cosinoidal bars. For the periodic steps, the resonant

peak with (W1 = 0.6,W2 = 0.4) reaches almost 0.5, which shows a clear increase

compared with 0.43 in the case with (W1 = 0.5,W2 = 0.5). A relative wave-

length upshifting exists for the three combinations of spacing and width of rectified

cosinoidal bars. It can be found that the excitation condition of the fundamental

Bragg resonance 2S/LP is around 1.0 for cases with (W1 = 0.5,W2 = 0.5) and

(W1 = 0.6,W2 = 0.4), but it becomes 1.1 with (W1 = 0.5,W2 = 0.4). For the ex-

citation condition of the second-order Bragg reaction with (W1 = 0.6,W2 = 0.4),

the condition for rectified cosinoidal bars is 2S/LP = 1.9 and 2S/LP = 1.8 for

steps. A downshift of the dimensionless parameter 2S/LP is found in both types

of periodic bars. In addition, the values of 2S/LP for both rectified cosinoidal bars

and steps have upshifted to 2.2 with (W1 = 0.5,W2 = 0.4).

Figure 6.27: Reflection coefficients with different groups of spacing and width with
the incident amplitude a = 0.015 m and frequency range (0.5− 3.0)fp: (a)M = 4,
h0 = 0.156 m, rectified cosinoidal bars and (b)M = 4, h0 = 0.156 m, steps.

In terms of deeper h0 (Case D3) in Figure 6.28, the deviation among the second-
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Figure 6.28: Reflection coefficients with different groups of spacing and width with
the incident amplitude a = 0.015m and frequency range (0.5−3.0)fp: (a)M = 10,
h0 = 0.313 m, rectified cosinoidal bars and (b)M = 10, h0 = 0.313 m, steps.

order Bragg resonance is negligible. The discrepancies among the three groups are

small for 10 rectified cosinoidal bars and steps, respectively. The peak for steps

with (W1 = 0.5,W2 = 0.5) is the maximum as 0.28. Meanwhile, the second-order

Bragg reflection coefficient peaks for the latter two groups are the same. Thus,

in a shallower water depth, the variation of width and spacing is demonstrated to

significantly influence excitation conditions, especially for the second-order Bragg

resonance. The increased water depth h0 can reduce the difference induced by the

variation of spacing and widths.

6.5.4 Influence of the height of seabed

Except for the number and spacing, the height of seabed D is also an important

factor influencing the Bragg resonant peaks (Chang and Liou, 2007). Figure 6.29

displays the reflection coefficients with different heights D = 0.03 m, D = 0.05 m

andD = 0.07m for the seabed of ripples, rectified cosinoidal bars and steps with the

numbersM = 4 (Case D2) and Figure 6.30 shows the results withM = 10 (Case
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D3). It is found that the cases with D = 0.07 m always excite the highest resonant

peaks. For Case D3 with ripples, the peaks of the fundamental Bragg resonance

increase by about 0.1 with every increment of 0.02 m in height. In addition, the

peaks at 2S/LP = 2.0 are high in the cases with D = 0.07 m. In the cases with

rectified cosinoidal bars and steps, the peaks at 2S/LP = 2.0 even exceed that

of the fundamental Bragg reflection by increasing the height of the seabed. One

potential explanation is that the depth changes induce the superharmonics, which are

enhanced at the depth transitions (Li et al., 2021c). It also causes higher reflected

waves, and hence the superharmonics of the reflected waves also become higher

and excite a second-order Bragg resonance. The value of the second-order Bragg

reflection may exceed that of the fundamental Bragg reflection. To sum up, the

increase in heightD effectively increases the Bragg resonant peaks. The shift of the

dimensionless parameter 2S/LP is small here.

Figure 6.29: Reflection coefficients with different heights for rectified cosinoidal
bars and steps with the incident amplitude a = 0.015 m and frequency range (0.5−
3.0)fp,M = 4 (Case D2): (a) ripples; (b) bars and (c) steps.
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Figure 6.30: Reflection coefficients with different heights for rectified cosinoidal
bars and steps with the incident amplitude a = 0.015 m and frequency range (0.5−
3.0)fp,M = 10 (Case D3): (a) ripples; (b) bars and (c) steps.

6.6 Conclusions

This chapter employs a fully nonlinear numerical model using the conformal map-

ping method to investigate wave resonance. The first part discussed the poten-

tial wave trapping with the abrupt depth transition. The propagation of trapped

waves traveling along a submerged step is investigated numerically. Regular in-

cident waves with the first four trapped frequencies and two normal frequencies

are adopted. The surface elevations in spatial and time domains show the first two

trapped modes and obvious wave refraction propagating behind the step. Besides,

the reflective wave can be strongly influenced by the wave steepness and lead to the

generation of superharmonics. The reflection coefficient is used as the reference for

the trapped wave amplitude where the simulated results have good agreement with

the theoretical ones. Variation of skewness at the trapped frequencies is stronger

than that at the normal frequencies. Thus, skewness is more likely to be the refer-

ence objective in studying the trapped waves rather than the kurtosis.

The second part considers the nonlinear propagation of focused wave groups
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over the periodic seabed. The numerical model is well validated by the existing ex-

perimental, theoretical and numerical results. Increased amplitudes or wave steep-

ness suppress the peak value of Bragg reflection and upshift the corresponding rela-

tive wavelength 2S/LP . Moreover, when the focused position is closer to the bars,

the peak reflection coefficients are higher, which implies that periodic breakwater

locations near the coastline can be optimized to reduce the threat caused by extreme

waves more effectively.

Compared with the effects of the incident focused wave groups, the variation of

the seabed has a greater influence on the reflection. An increased number of bars is

found to achieve a stronger wave reflection, including the fundamental and second-

order Bragg resonance. The seabed with ripples contributes to the highest reflection

coefficients when 2S/LP < 1.5. However, the seabed with steps of the same size

results in the highest reflection coefficients if 2S/LP ≥ 1.5. Adjusting the spacing

and width of bars can slightly increase the peak Bragg reflection; however, it causes

a downshift of the corresponding relative wavelength of the second-order Bragg res-

onance, especially when there are only a finite number of bars likeM = 4. If the

number of bars is large, such as 10 rectified cosinoidal bars or steps, there is a little

deviation between the reflection induced by different spacing and width. A decrease

in the overall spacing weakens the Bragg reflections and upshifts the corresponding

relative wavelength. Moreover, the addition of the height of the seabed conspicu-

ously enhances the reflection coefficients. A second-order Bragg reflection might

also be induced, and the value may exceed that of the fundamental Bragg reflection.

Given the focused wave group is a type of strong nonlinear wave, the generation of
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the superharmonics in the propagation and the reflection coefficients of superhar-

monics are important to be considered in further investigation.
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Chapter 7

Conclusions and future work

7.1 Conclusions and limitations

The primary objective of this research is to investigate the harmonic generation in

the nonlinear wave propagation during varying bathymetries. A fully nonlinear nu-

merical model within the exact Euler equations is developed with the conformal

mapping method. The wave elevation and potential on the free surface are updated

by the pseudo-spectral method. The nonlinear model simulates the nonlinear in-

teraction between focused wave groups and bathymetry with high efficiency and

then facilitates the investigation of the hydrodynamic process. Laboratory exper-

iments are carried out to validate numerical results. Both monochromatic and fo-

cused wave group propagation over depth transitions have been taken into consider-

ation in the research, where the subharmonics and superharmonics are decomposed

and assessed. For each harmonic component, the investigation of their variation of

crests and evolution of kurtosis can provide a more insightful understanding of the
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extreme wave evolution. Two types of wave resonance, wave trapping and Bragg

resonance, are discussed over a submerged step and periodic bottoms, respectively.

The excitation conditions of peak reflection during different bathymetries are dis-

cussed. Quantifying the role of nonlinearity in this wave scattering or focusing pro-

cess is decisive for estimating the effects of the associated wave loads on coastal

structures and coastlines. The major conclusions of this thesis are summarized as

follows:

1). A fully nonlinear numerical model is developed for investigating the nonlin-

ear propagation of focused wave groups and their interactions with complex

bathymetries. This nonlinear model provides a more detailed replication of the

hydrodynamic process compared to previous numerical models. Furthermore,

it requires less computational load and time to solve the potential flow model,

which shows high efficiency in solving the nonlinear wave evolution over un-

even bottoms. To validate the established model, laboratory experiments were

conducted to provide reference data.

2). The nonlinear dynamics of monochromatic waves over a submerged step rep-

resenting the abrupt depth transitions are investigated both experimentally and

numerically. The higher-harmonic wave components are extracted and their

corresponding wave profiles in the spatio-temporal domains are displayed. The

existence of a submerged step enhances the superharmonic amplitudes at the

depth transitions and the shallower regions. In addition, the crests of super-

harmonics become higher with the increasing wave steepness. Wave scattering

with the superharmonics will no longer obey the assumption of the linear theory
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because the sum of reflection and transmission coefficients is larger than 1. The

occurrence of superharmonics triggers higher crests and a stronger asymmetry

of wave profiles, resulting in higher peaks of skewness and kurtosis. Hence, it

confirms the increased probability of extreme wave occurrence on ADTs.

3). An exploration of the nonlinear focused wave propagation over depth transi-

tions is performed based on the experimental and numerical results. The non-

linear wave-wave interactions result in a downstream shift of focused positions,

meanwhile, the shift becomes less when the steepness becomes high. Moreover,

except for the wave-wave nonlinearity, the water depth change induces the gen-

eration of subharmonics and superharmonics, including the second bound and

free waves, which are demonstrated to play a major role in the increased wave

nonlinearity at the first and second transitions, respectively. The superposition

of bound and free waves causes a sudden drop in the spectra of second harmon-

ics, and conversely, the occurrence of the drop can reflect the presence of free

waves. It provides a potential detection for the coexistence of second bound

and free waves. The evolution of the skewness and kurtosis demonstrates that

the superharmonics influence the high asymmetry of the surface elevation on

the upstream junction. The whole influence of higher harmonics enhances the

kurtosis in the shallower regions and makes the focused positions of extreme

waves shift downstream, thereby increasing the risk in that area.

4). Wave resonance with specific terrain is studied using the fully nonlinear nu-

merical model, which is first validated by theories and experimental data in this

field. The trapped waves are assessed at the trapping frequencies obtained from
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the linear theory, where a clear trapped condition on the first two trapped modes.

Compared with kurtosis, the alteration of skewness is informative in studying

wave trapping. Effects of the parameters of focused waves and different cross-

sections on the resonance peak are examined. The variation in incident focused

wave groups has a minor effect on the Bragg reflection compared to that of the

bottoms. Three types of periodic bottoms are tested and the corresponding con-

ditions of optimal Bragg resonance are obtained. It could make a contribution

to the design of breakwaters for coastal protection. Moreover, a second-order

Bragg resonance is discovered on highly nonlinear bathymetries, such as more

numbers, specific spacing or larger heights of bottoms. It proposes potential new

extreme wave resonance phenomena in coastal engineering and the necessity of

improvement of warning in the future.

There are still some limitations of this work. The main limitation is that it is

a two-dimensional based model. Three-dimensional effects cannot be considered.

Viscous effects due to wave impact or flow separation are not modeled. The fully

nonlinear numerical model can simulate the nonlinear wave propagation over differ-

ent bottoms, but it is unable to simulate the cases with local breaking. In addition, the

length of the laboratory tank may be insufficient to capture the entire hydrodynamic

performance of wave nonlinearity.

7.2 Future work

The work that needs to be continued in this research is introduced in this section.

It mainly focuses on the probability of occurrence of extreme waves in deep-to-
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intermediate water areas and the effects of the continual water depth changes on the

nonlinear wave propagation. Several suggestions for future research are provided:

1). Establishment of three-dimensional fully nonlinear numerical model using

conformal coordinates

The three-dimensional potential theory for the surface water waves in varying

bathymetries should be considered in future work. The conformal coordinates

in complicated domains need to be developed to obtain more accurate results.

Meanwhile, it is essential to conduct further validation of the fully nonlinear nu-

merical model, despite the similarity in simulation methods. The forking angles

and generalized compatibility condition at nodes may impact the results when

studying nonlinear water waves on graphs.

2). Statistical analysis of extreme waves generated by abrupt depth transitions

Future work should focus on conducting a comprehensive statistical analysis

of extreme waves generated by abrupt depth changes. This would involve col-

lecting extensive data on wave patterns in areas with sudden depth changes and

using advanced statistical methods to analyze this data. The goal would be to de-

termine the exact probability of extreme wave occurrence in these areas, which

could significantly improve marine safety and ocean development projects.

3). Investigation of the effects of artificial breakwater on coastal protection

Although the impact of periodic steps on extreme wave occurrence has been in-

vestigated, there is a lack of research on the influence of alternative breakwater

types, such as periodic trenches and floating steps, in mitigating extreme waves.
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Future work should concentrate on understanding the breakwater’s role in at-

tenuating extreme wave events. This would involve conducting both laboratory

and field experiments, as well as developing new mathematical models to fore-

cast the reduced probability of extreme wave occurrences with varying types of

breakwaters.

4). Nonlinear Bragg resonance of focused wave groups over periodic bottoms

It is known that a certain ratio of the wavelength of surface waves and that of

the bottoms induce the resonance, meanwhile, the higher-order Bragg resonance

in the nonlinear freak waves propagation offshore is also possible. The excita-

tion conditions of higher-order Bragg resonance changes due to the enhanced

wave nonlinearity, which means the excitation frequency shift needs to be fur-

ther investigated. The high nonlinearity could induce the complex wave scatter-

ing, hence possible multiple Bragg resonance. This thesis work has verified the

second-order Bragg resonance of focused wave groups, but further investigation

on the resonance peaks of extreme waves is necessary.
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