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Abstract 

Microgrids, offering a feasible solution for assimilating a diverse array of 

renewable energies, obtain widespread implementation in recent decades. To 

guarantee the normal operation of microgrids, the elaborate control strategies are 

necessitated. Although the existing methods can yield good performance, some 

challenges (e.g., circulating currents among distributed generators (DGs) and the 

parallel converters) still exist and higher system performances (e.g., faster system 

dynamics and less communication burden among DGs) are widely anticipated. To 

solve the above issues, advanced decentralized and distributed control methods are 

investigated from the converter level and the microgrid level, respectively, in this 

thesis. 

Firstly, the common ground circulating currents emerge when grounding faults 

occur in photovoltaic (PV) power plants, which undermine the system's stability. In 

response, utilizing the equivalent model of circulating currents (CCs), this thesis 

devises a decentralized strategy to diminish these CCs. Moreover, to preserve the 

stable currents and DC-link voltages during the transience of grounding faults, a 

delicate control scheme is introduced, utilizing a three-level PV interfacing converter 

to curb the surges in currents and voltages. Experiments validate the effectiveness of 

these methods. 

Secondly, single-phase three-level neutral-point clamped inverters have been 

extensively used to interface the renewable energy and the grid. To accommodate 

high-power scenarios, multiple inverters are typically connected in parallel, which 

will cause circulating currents (CCs) when the hardware parameters are asymmetric, 

threatening the reliability of the system. Aiming at this problem, this thesis proposed a 

decentralized strategy for CC suppression, leveraging an enhanced 3LNPCI topology 

with expanded modulation freedoms. This strategy can concurrently address CC 

suppression and achieve the desired current sharing. The efficacy of this strategy is 

substantiated through experiments. 

Thirdly, to meet the heightened performance criteria set for DC microgrids, a 
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distributed fixed-time secondary control strategy is proposed to simultaneously 

regulate DC bus voltage and ensure proportional current distribution among DGs 

within a fixed time, demonstrating a fast dynamic response. Besides, only one 

variable needs to be transmitted in the proposed control strategy, significantly 

reducing the communication traffic. Moreover, this method can eliminate the need for 

bus voltage monitoring, which simplifies the system architecture and enhances 

reliability. Simulations tests validate the viability of this scheme.  

Lastly, to further reduce data exchanges between DGs within DC microgrids, this 

thesis designs an event-triggered fixed-time secondary control strategy. Besides the 

ability to concurrently manage DC bus voltage and achieve proportional current 

distribution among DGs within a fixed time, by leveraging the event-triggered 

communication protocol, each DG is required to update its status to adjacent DGs 

only upon meeting predefined triggering conditions, thereby substantially reducing 

communication overhead. Experimental tests are carried out to verify the efficacy of 

this strategy.  

In summary, this thesis proposes a series of control strategies to address some 

existing challenges in the large-scale application of renewable energy sources, and 

satisfactory results have been confirmed through both simulation and experimental 

verifications. This study lays the foundation to some extent for the efficient utilization 

of renewable energy sources and achieving decarbonization goals. 
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Chapter 1 Introduction 

1.1 Background and Motivation 

The utilization of renewable energy, characterized by its limitless availability and 

non-polluting nature, presents a viable solution for addressing the dual challenges of 

environmental degradation and energy scarcity [1]–[3]. This has catalyzed a global 

surge in the adoption of renewable energy sources [4], [5]. Marking a significant 

phase in the energy sector, the 21st century has witnessed a rapid evolution in 

renewable energy-based power generation, leading to a notable increase in its 

contribution to the overall power mix, as illustrated in Fig. 1-1. Particularly, solar and 

wind energy have seen remarkable growth rates and has accounted for 58% of global 

renewable generation capacity at the end of 2022, as depicted in Fig. 1-2 and Fig. 1-3, 

respectively [6]. Projections indicate that by the mid-21st century, renewable sources 

could contribute approximately 80% to the global primary energy mix [7], signaling a 

profound shift from the conventional thermal power-dominated systems to ones 

heavily reliant on renewable energy sources [8]. 
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Fig. 1-1. Renewable share of annual power capacity expansion from 2002 to 2022 [6]. 
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Fig. 1-2. Renewable power capacity growth during 2016-2022 [6]. 
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Fig. 1-3. Renewable generation capacity by energy source at the end of 2022 [6]. 

Due to the intermittent nature of renewable energy sources [9], their large-scale and 

disorderly integration can impact the power balance and stability of the system [10], 

[11], preventing the true realization of an environmentally friendly power system [12], 

[13]. In response to this, microgrids have been proposed and widely applied to 

accommodate the ever-increasing renewable energy [14], [15]. The microgrid system 

is a compact, localized energy infrastructure. It encompasses an array of renewable 

energy-based distributed generators (DGs), energy storage devices, and proximal 

loads. Microgrids essentially can operate autonomously from the traditional 

centralized grid [16] or in conjunction with it [17]. This configuration can not only 

facilitate the provision of clean energy but also enhance the overall dependability of 

the energy system [18], [19]. Consequently, microgrids have gained increasing 
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attention in recent decades.  

On the other hand, with the development of microgrids, a series of issues related to 

microgrids have also emerged. Firstly, the incorporation of a substantial proportion of 

renewable energy-based DGs makes the microgrid evolve into a complex and 

intricately organized system characterized by their distributed and modular nature 

[20], [21], leading to complicated power flows. As one of the representations of 

intricate power flows, circulating currents among DGs and parallel converters have 

significant detrimental effects, such as distorting output currents, reducing system 

efficiency and even resulting in system failure. Particularly considering the various 

faults in renewable energy sources (e.g., the PV grounding faults, etc.) and hardware 

manufacturing tolerances in DGs, large circulating currents will occur, which 

compromise the system stability. Secondly, numerous DGs adopt power converters as 

the output interfaces, the significant nonlinearity of these converters, coupled with the 

diverse dynamic responses of different DGs, complicates ensuring the stability and 

state convergence of the entire microgrid [22], [23]. These facts impose significant 

challenges for microgrids to achieve high energy efficiency and high reliability. 

Therefore, the investigation into novel control strategies for converters and microgrids, 

which are optimized for extensive integration of renewable energy sources and system 

safety and reliability, holds substantial importance. Traditionally, a hierarchical 

control method is applied to microgrid systems, which can be divided into three layers, 

i.e., primary, secondary and tertiary control. Although the reported methodologies 

yield satisfactory outcomes [24]–[27], challenges still exist. Regarding the issue of 

circulating currents, those caused by PV grounding faults and hardware 

manufacturing tolerances of converters have not been well addressed. For the issue of 

microgrid stability, strong robust stability and enhanced system performance of 

microgrids, including accelerated system dynamics and reduced communication 

overhead among DGs in the microgrids, still require further improvement. To address 

these issues and meeting these advanced performance criteria, this thesis puts forth 

innovative decentralized and distributed control strategies from the converter level 

and the microgrid level, respectively. 
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1.2 Literature Review 

Focusing on the problems of circulating current suppression and the advanced 

microgrid performance requirements, cutting-edge literatures regarding the control of 

converters and microgrids are reviewed in this part. 

1.2.1 The Circulating Currents Caused by Grounding Fault in PV 

Modules 

C
Buck

Converter

Buck

Converter
C

AC Bus

H-bridge Inverter

H-bridge Inverter

 

Fig. 1-4. The two-stage PV inverter configuration comprising a standard buck converter in the first 

stage and an H-bridge inverter in the second stage. 

Solar energy, recognized for its environmental friendliness and substantial 

availability, has been undergoing significant growth and evolution in the realm of 

photovoltaic (PV) generation systems over recent years [28]–[30]. PV generation 

systems, particularly when integrated with the utility grid, play a crucial role in 

transitioning away from carbon-intensive energy sources [31], [32]. Among the 

various technologies employed in grid-connected PV systems, the cascaded two-stage 

PV inverter setup is particularly noteworthy [33], [34]. This configuration, favored for 

its adaptability and superior efficiency in tracking the maximum power point (MPPT) 

[35], [36], involves two stages: initially, a DC/DC PV converter functions in the first 

stage, followed by a DC/AC grid-tied inverter in the second stage. The initial stage 

often employs either buck, boost, or buck-boost converters, each offering distinct 

advantages in the energy conversion process [37]–[41]. For the second DC-AC 
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conversion stage, the H-bridge inverter is usually employed. The examined single-

phase PV system linked to the grid in the thesis, can be depicted in Fig. 1-4. 

Many existing PV power systems are prone to a range of malfunctions, particularly 

within the PV arrays, electrical connections, and grid interfaces. These malfunctions 

encompass line-to-line faults [42]–[44], hot-spot faults [45], [46], arc faults [47]–[49], 

open-circuit faults [50], and grounding faults [51], [52], among others. The 

prevalence of grounding faults in PV modules is notably higher in vast solar farms 

due to the intricate configuration of series and parallel connections combined with the 

deterioration of insulation over time, posing significant risks in large-scale PV 

operations [53]. Such faults induce circulating currents across the common ground 

through low-resistance pathways and the electrical apparatus, leading to increased 

stress on switches, compromised grid power quality, and potential threats to overall 

system stability, thereby highlighting the necessity for preemptive measures. 

Grounding faults exert profound adverse effects on the reliability of equipment and 

the stability of systems. Documented in [54], grounding faults within PV modules 

precipitate overvoltage and overcurrent conditions, detrimentally impacting electrical 

and electronic components and undermining safety measures. Furthermore, [55] 

highlights that overcurrent resulting from grounding faults can generate excessive 

heat, thereby deteriorating wire insulation and elevating the risk of fires. Additionally, 

research presented in [56] elucidates that grounding faults trigger substantial potential 

differences between compromised strings and their operational counterparts. This 

discrepancy necessitates the faulty string to elevate its output voltage to align with 

that of the functioning strings, inadvertently converting it into a passive load. This 

scenario amplifies power dissipation and disrupts the seamless operation of adjacent 

PV strings. A novel fault detection approach leveraging a fractional-order color 

relation classifier is introduced in [57], demonstrating notable efficacy in pinpointing 

defective components. This technique is distinguished by its real-time application 

suitability and adaptability in fault identification tasks. Furthermore, [58] advocates a 

robust and efficient methodology for fault localization, employing differential voltage 

measurement across PV modules in neighboring strings. Additionally, [59] presents a 
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fault detection algorithm based on spread spectrum time-domain reflectometry 

(SSTDR), noteworthy for its operational viability independent of solar irradiation. 

Collectively, these methodologies primarily concentrate on identifying and 

segregating malfunctioning PV modules to safeguard system integrity [57]–[61]. 

Despite their contributions, these strategies exhibit certain limitations. Primarily, the 

precision of fault detection algorithms is compromised by parasitic elements and 

measurement inaccuracies within the PV framework, potentially leading to 

incomplete fault identification and jeopardizing system stability. Moreover, the mere 

isolation of faulty components escalates power losses, undermining both the 

economic and operational efficiency of the PV system.  

Therefore, there is a critical need for a reliable and economical approach to tackle 

the issues facing grounding faults within single-phase PV grid-connected systems. 

1.2.2 The Suppression of Circulating Currents among IPOP Single-Phase 

Three-level Inverters for Renewable Energy Power Generation Systems 

For the better integration of distributed renewable power generators, single-phase 

inverters have been extensively utilized to accommodating DC renewables (e.g., PV) 

into the AC utility grids [62], [63]. Among them, single-phase three-level inverters are 

garnering significant interest due to their suitability for high-voltage applications, 

high efficiency, and low harmonic distortion [64]. The half-bridge configuration, 

particularly the neutral-point clamped (NPC) inverter, stands out for its ability to 

effectively mitigate common-mode currents, making it an attractive choice for PV 

systems [65], [66]. Typically, these inverters employ an input-parallel-output-parallel 

(IPOP) architecture to achieve both a high power rating and modularity. However, this 

configuration is prone to circulating currents (CCs) due to asymmetries in hardware 

parameters, such as manufacturing tolerances. These circulating currents can increase 

the stress on active components, distort output currents, diminish system efficiency, 

and, in severe cases, lead to system failure [67], [68]. 

With the escalating incorporation of distributed renewable energy into the grid and 
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the adverse impacts of CCs, a lot of studies have been undertaken to mitigate these 

effects. Significant progress has been made in addressing CCs within IPOP three-

phase level inverters (3LIs), with a particular focus on eradicating zero-sequence 

circulating currents (ZSCCs). These methodologies fall into two categories: 

modulation strategies and control strategies. In the realm of modulation techniques, a 

foundational model for analyzing ZSCCs in IPOP 3LIs is established in [69], 

facilitating the enhancement of the current waveform and the reduction of ZSCCs by 

modulating the duration of minor vectors in space vector modulation through a 

deadbeat control approach. Additionally, it is demonstrated in [70] that disparities in 

zero-sequence voltage (ZSV) among IPOP 3LIs are principal contributors to ZSCCs, 

prompting the proposal of an advanced modulation technique to lessen ZSV 

discrepancies and eradicate ZSCCs. Conversely, in the sphere of control strategies, a 

model predictive control (MPC) framework utilizing virtual voltage vectors is devised 

in [71] to diminish ZSCCs in IPOP 3LIs. An examination of ZSCCs pathways in these 

inverters yields an equivalent ZSCCs model in [72], paving the way for the 

application of a zero-sequence current control loop to suppress ZSCCs. Further, a 

novel ZSCCs equivalent model is introduced in [73], alongside a more feasible 

controller based on this model, enhancing hot-swap functionality. However, these 

control-oriented approaches require accurate and extensive parameters from multiple 

parallel inverters, which may impede system scalability and modular deployment. 

While the modulation and control strategies previously outlined offer substantial 

reductions in CCs within IPOP three-phase 3LIs, their direct application to single-

phase inverters is impeded by the intrinsic differences in the nature of CCs between 

these two types of inverters. The CCs encountered in IPOP three-phase 3LIs are 

distinct in origin and characteristics from those present in single-phase inverters, 

necessitating tailored approaches for effective mitigation in the latter. 

In the domain of CC suppression for IPOP single-phase inverters, research has 

predominantly focused on two-level inverters. A simplified model for CCs in two 

IPOP single-phase converters is introduced [74], alongside a novel pulse width 

modulation (PWM) strategy-based control method for CC mitigation. This approach 
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is further improved in subsequent studies [75], [76], where the impact of load 

variations is incorporated into the CC model, and a more sophisticated PWM 

technique is devised by simultaneously modulating two cascaded converters to 

eliminate CCs. However, the centralized nature of these control strategies [74]–[76] 

limits their applicability in modular systems. Further exploration into the optimal 

operational states of parallel inverters in [77] reveals the absence of CCs under 

uniform modulation conditions. Yet, achieving such uniformity is challenging in 

practical scenarios, particularly with the failure and subsequent replacement of 

converters. A detailed analysis of CCs leads to the categorization into common-mode 

and differential-mode CCs in [78], with centralized compensators designed for 

reduction. The paths and generation mechanisms of CCs among IPOP H-bridge 

inverters are delineated [79], proposing a simplified PWM method with switching 

constraints to mitigate CCs. These methods, primarily tailored for two-level inverters, 

encounter limitations when applied to IPOP single-phase three-level inverters due to 

topological constraints and the necessity for specific modulation schemes. Recent 

advancements in [80] in this area include the development of an accurate 

mathematical model for CCs among parallel inverters, incorporating the effects of 

asymmetric filter inductors. This model underpins the design of a deadbeat controller 

that suppresses CCs through voltage offset injection, representing a significant stride 

forward in addressing CCs in IPOP single-phase 3LIs. 

However, the control techniques previously discussed are specifically tailored for 

parallel single-phase full-bridge inverters, which inherently possess ample control 

flexibility to mitigate circulating currents through the development of suitable control 

strategies. This inherent flexibility allows for effective CC suppression by simply 

crafting the appropriate control methodologies. Conversely, the single-phase half-

bridge three-level neutral-point-clamped inverters (3LNPCIs) present a unique 

challenge due to their limited control freedom, with only one degree of control 

freedom available. This constraint makes it unfeasible to suppress CCs solely through 

control method adjustments, rendering the aforementioned strategies inapplicable to 

IPOP single-phase half-bridge 3LNPCIs.  
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Consequently, there is a pressing need for innovative CC suppression approaches 

that go beyond conventional control strategies for IPOP single-phase half-bridge 

3LNPCIs.  

1.2.3 Distributed Fixed-Time Secondary Control for DC Microgrid 

The efficient utilization of distributed renewable energy sources is pivotal in 

advancing the global agenda towards decarbonization. In this context, microgrids 

emerge as a versatile and efficient framework for assimilating a diverse array of 

renewable energies, garnering substantial interest in recent decades due to their 

potential in fostering a sustainable energy landscape [81], [82]. A typical microgrid 

configuration encompasses distributed generators (DGs), such as solar panels, wind 

turbines, and other renewable energy sources, alongside energy storage systems like 

batteries, and various loads that the microgrid is designed to serve. The unique 

composition of microgrids allows for a tailored approach to energy generation, 

storage, and consumption, reflecting the specific needs and resources of their 

respective environments. DC microgrids stand out for their streamlined system 

architecture and simplified control mechanisms, compared with AC counterparts. The 

inherent compatibility of DC microgrids with the increasingly prevalent DC-based 

renewable energy sources (e.g., PV) and loads (e.g., LED lighting, electronic devices) 

minimizes the need for frequent energy conversions, thereby reducing energy losses 

and enhancing overall efficiency. This characteristic, coupled with the reduced 

complexity in system design and operation, positions DC microgrids as a promising 

solution for the next generation of green energy distribution networks [83]. 

In the context of DC microgrids, the optimization of current distribution among 

DGs is pivotal for enhancing both economic efficiency and power dispatch reliability 

[84]. This objective has led to the development of various control strategies, which 

are primarily categorized into decentralized, distributed, and centralized approaches. 

Among these, decentralized control, exemplified by droop control techniques, has 

garnered significant attention and has been widely implemented within DC microgrid 

systems [85]. However, this approach presents a fundamental trade-off: achieving 
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precise current sharing often comes at the expense of voltage deviation within the 

system. On the other hand, centralized control mechanisms offer the advantage of 

simultaneous current sharing and voltage regulation at the DC bus. Despite these 

benefits, the centralized approach is marred by its vulnerability to single-point failures, 

rendering it less suitable for expansive DC microgrid applications. This delineation of 

control methodologies underscores the inherent challenges in balancing system 

reliability, efficiency, and scalability within DC microgrid management.  

To adapt to the large-scale application and mitigate the risk of single-point failures 

within DC microgrids, the concept of distributed secondary control has emerged as a 

promising solution, garnering considerable interest within the field. This control 

paradigm is characterized by its distributed nature, where each DG communicates 

only with its immediate neighbors, eliminating the need for a centralized control 

entity. This approach significantly enhances the robustness and flexibility of the 

microgrid, making it more resilient to failures and adaptable to expansion.  

A notable implementation of distributed secondary control is the consensus 

algorithms-based control scheme, as suggested in [86], which is designed to ensure 

DC bus voltage regulation and achieve proportional power sharing among DGs within 

islanded DC microgrids. This scheme leverages the principles of consensus 

algorithms to enable coordinated control among the DGs based on local interactions, 

ensuring that all units collectively maintain the desired operational parameters. 

Further advancements in distributed secondary control include the adoption of pinning 

control strategies, as reported in [87]. This innovative approach allows the system to 

maintain stable and efficient operation even when only a single DG has access to the 

DC bus voltage measurement, showcasing the potential for enhanced system 

resilience. Additionally, a novel control framework inspired by the concept of 'virtual 

voltage drop' has been introduced in [88], offering a unique solution for voltage 

regulation and power sharing without direct reliance on DC bus voltage information. 

This method employs a virtual representation of voltage drops across the microgrid to 

guide the control actions, ensuring accurate voltage control and equitable power 

distribution among the DGs needless of DC bus voltage measurement, thereby further 
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bolstering system reliability. These developments in distributed secondary control for 

DC microgrids represent significant strides towards realizing robust, efficient, and 

scalable renewable energy systems.  

Although the distributed secondary control methods previously discussed have 

been effective in achieving asymptotical stability within DC microgrids, they 

typically suffer from slow convergence rates. To address this limitation and enhance 

the dynamic response of the system, recent research has introduced a distributed 

finite-time secondary control approach [89], [90], designed to not only ensure stability 

but also to significantly expedite the system's convergence rate by imposing an upper 

bound on the settling time. Despite these advancements, the reliance of the finite-time 

control's convergence on the initial system states poses challenges, as these states are 

intricately linked to the overall stability of the system and difficult to obtain. In an 

effort to overcome the limitations associated with initial state dependency, a novel 

approach has been explored through the development of a distributed fixed-time 

secondary control method [91]. This method employs fixed-time consensus theory to 

ensure both rapid voltage recovery and accurate power sharing within typical DC 

microgrids, independent of the initial system states. Further extending the concept, a 

newly reported iteration of distributed fixed-time secondary control [92] integrates the 

'virtual voltage drop' concept [88] with average consensus theory, aiming to enhance 

control efficiency in DC microgrids. However, this approach necessitates the 

transmission of two variables among neighboring DGs, complicating implementation 

and increasing the communication load, potentially leading to network congestion.  

Therefore, to facilitate the control implementation and reduce communication 

burden, a novel secondary control strategy is urgently needed. 

1.2.4 Distributed Event-Triggered Fixed-Time Secondary Control for DC 

Microgrids Without Continuous Signal Transmission 

Notably, the distributed secondary control strategies mentioned in Section 1.2.3 

require the periodic communication, where signals are sent at regular, short intervals, 
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poses scalability challenges in expanding microgrid systems. As the number of 

components in the system increases, so does the volume of communication traffic, 

potentially leading to network congestion and packet loss. This issue is particularly 

pertinent in larger or more complex microgrid configurations, where efficient 

communication is crucial for maintaining system stability and performance.  

To mitigate these challenges, the adoption of event-triggered communication has 

emerged as a promising solution. Event-triggered strategies deviate from the 

traditional periodic communication model by initiating data transmission only when 

certain predefined conditions or 'events' are met, rather than at fixed time intervals. 

This approach offers several key advantages for microgrid control systems: 

1. Reduced Communication Frequency: By transmitting data only when necessary, 

event-triggered communication significantly reduces the overall number of 

transmissions. This reduction in communication frequency directly translates to lower 

network traffic, mitigating the risk of congestion and packet loss. 

2. Enhanced System Scalability: The decreased communication load makes the 

control strategy more scalable, allowing for the integration of additional DGs or loads 

without a proportional increase in communication burden. This scalability is essential 

for the future expansion and flexibility of microgrid systems. 

3. Improved Efficiency: Event-triggered communication can lead to more efficient 

use of network resources, as bandwidth and processing power are conserved by 

eliminating unnecessary data transmissions. This efficiency is particularly beneficial 

in systems with limited communication infrastructure. 

The exploration of event-triggered communication within the distributed secondary 

control framework represents an innovative step towards addressing the inherent 

communication challenges in microgrid management. Research and developments in 

this area, as indicated in references [93]–[97], are paving the way for more resilient, 

efficient, and scalable microgrid systems, capable of accommodating the dynamic 

demands of modern energy distribution networks. 

An important research trend in event-triggered based distributed secondary control 

is achieving faster convergence speeds. This evolution has progressed from ensuring 
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asymptotic stability to achieving finite-time and then fixed-time stability, with each 

advancement aimed at enhancing system response times.  

Asymptotic to Finite-Time Stability: Initial event-triggered control strategies 

focused on achieving asymptotic stability, ensuring system stability over an indefinite 

period without necessarily optimizing for convergence speed. The work in [93] 

introduces a distributed event-triggered H∞ consensus control that addresses 

uncertainties and achieves proportional current sharing, but the steady-state voltage 

deviations in the DC bus cannot be completely eliminated. Advancements in this 

domain, such as the distributed event-triggered secondary control proposed in [94], 

have improved upon this by ensuring precise DC bus voltage regulation and accurate 

current sharing, significantly reducing the frequency of communications required for 

control. Furthermore, the event-triggered communication version of [88] is presented 

in [95]. This method outperforms the one reported in [94] with the equivalent control 

functions and needless bus voltage data, benefiting the reduced use of voltage sensors 

and the enhanced system robustness. To address the need for faster system response, 

research in [96] introduced a distributed event-triggered finite-time secondary control 

for islanded AC microgrids, focusing on rapid frequency restoration and voltage 

recovery while ensuring the desired power distribution among DGs. However, the 

transient settling times in this approach are influenced by the system's initial states, 

linking control performance closely with system stability. 

Transition to Fixed-Time Stability: The progression towards fixed-time stability 

aims to overcome the limitations associated with initial state dependency. Yet, existing 

methods like the one in [97] for AC microgrids still rely on continuous 

communication to determine triggering instants, which contradicts the fundamental 

principle of event-triggered communication. 

Up to now, there is a paucity of research on the distributed event-triggered fixed-

time secondary control without any continuous communication for achieving fast 

dynamics with a reduced requirement for signal transmissions in DC microgrids. 

Coupled with this, the issue of stability in the event-triggered fixed-time secondary 

control technique for DC microgrids has not been explored yet. 
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To bridge this research gap and tackle the previously mentioned control challenges, 

a fast-converging distributed secondary control strategy without any continuous 

communication is worth studying and is imperatively needed for islanded DC 

microgrids. 

1.3 Contributions and thesis Layout 

1.3.1 Major Contributions 

Arising from these research gaps, the principal findings of this thesis are itemed as 

follows: 

Firstly, to deal with the common ground circulating currents caused by PV 

grounding faults, an elaborate decentralized control approach has been proposed. 

Initially, this thesis delves into the impact of PV grounding faults on system stability. 

Utilizing the equivalent representation of circulating currents, a tailored control 

mechanism is developed to curtail the common ground circulating currents. In 

addition, to maintain current stability and DC-link voltage levels during grounding 

fault transients, a supplementary control strategy is employed. This strategy enables 

the operation of a three-level PV interfacing converter to minimize the surges in 

currents and DC-link voltages. The integration of the dual controllers and the three-

level converter ensures the effective eradication of circulating currents under both 

steady and transient conditions. Notably, the decentralized nature of the proposed 

control methodologies significantly enhances the system's stability and scalability. 

The efficacy of the proposed strategies is corroborated through real-time hardware-in-

the-loop (HIL) testing. 

Secondly, to suppress the circulating currents among the IPOP half-bridge 

3LNPCIs, this thesis has proposed a novel decentralized CC suppression strategy 

leveraging an enhanced 3LNPCI topology. Initially, a comprehensive mathematical 

model detailing the currents within the IPOP 3LNPCIs is formulated. This model 

facilitates a thorough analysis of various factors affecting the currents in IPOP 

3LNPCIs. The analysis underscores that the optimizing IPOP 3LNPCI operation 
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encompasses a complex multi-objective control task, aiming for both proportional 

current distribution across 3LNPCIs and effective CC mitigation. Subsequently, this 

thesis critiques the inherent constraints of the traditional half-bridge 3LNPCI 

configuration, demonstrating its limited modulation freedom, which, while sufficient 

for proportional current distribution, falls short in CC attenuation. To overcome the 

limitations of the traditional design, an advanced 3LNPCI topology is introduced, 

offering increased modulation flexibility. This revised topology underpins the 

development of a cutting-edge decentralized control technique, tailored to both 

suppress CCs and achieve the desired current sharing precision. The practical viability 

and performance of this innovative approach are substantiated through rigorous 

hardware-based experimental evaluations. 

Thirdly, to fulfill the requirement that achieves rapid dynamic response with fewer 

signal exchanges in DC microgrids, this thesis has introduced an innovative fixed-

time secondary control strategy, meticulously crafted to concurrently regulate DC bus 

voltage and facilitate proportional current distribution among DGs within a fixed 

timeframe. A distinctive feature of this strategy is its reliance on broadcasting a single 

variable to adjacent DGs, substantially decreasing communication burden and 

simplifying implementation relative to the latest reported approaches with two 

variables transmitted. Additionally, the strategy obviates the need for DC bus voltage 

measurement, thereby enhancing system dependability. The stability and robustness of 

the proposed framework are thoroughly scrutinized through theoretical analysis. 

Simulation test results are presented to corroborate the efficacy and practical 

applicability of the strategy. 

Fourthly, to further reduce the signal transmission, a distributed event-triggered 

fixed-time secondary controller has been proposed. In this control scheme, an event-

triggered communication protocol is developed, wherein each DG is required to 

transmit only the most recent variable value to its neighbors upon meeting certain 

event-triggering criteria, significantly diminishing the need for frequent 

communication. This approach can also obviate bus voltage measurement, thereby 

streamlining implementation and bolstering system dependability. The stability of the 
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proposed control strategy is meticulously validated, with assurances provided against 

the occurrence of Zeno behavior. A series of simulations and experimental validations 

are conducted to demonstrate the practicality and effectiveness of the proposed 

strategy. 

1.3.2 Thesis Layout 

The structural composition of this thesis is depicted in Fig. 1-5. 
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Fig. 1-5. Thesis structure. 

This thesis is mainly structured based on the different control hierarchies of 

microgrids (i.e., primary control of converters, and secondary control of microgrids). 

In Chapter 2, a comprehensive control scheme is proposed to suppress the circulating 

currents caused by the grounding faults in PV modules. In Chapter 3, a circulating 

currents suppression strategies based on the modified 3LNPCI topology is detailed for 
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IPOP inverters in AC microgrids. In Chapter 4, a fixed-time secondary control is 

proposed for DC microgrid to accelerate the convergence of system states. Then, in 

Chapter 5, an event-triggered fixed-time control strategy for DC microgrids is 

demonstrated to further reduce the communication overhead. Finally, Chapter 6 

encapsulates the thesis and prospects the future research endeavors. 
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Chapter 2 Decentralized Suppression Strategy of Common 

Ground Circulating Current Caused by Grounding Fault in PV 

Modules in Single-Phase PV Grid-Connected Systems 

2.1 Introduction 

The ground faults in PV modules will generate circulating currents among the 

equipment, and these circulating currents exacerbate the current strain on switches, 

compromise the quality of grid power, and pose risks to system stability, necessitating 

the development of preventive measures. However, the reported methods usually 

detect the faulty parts and then simply isolate the faulty components. These methods 

can lead to elevated power dissipation, undermine economic efficiency, and 

jeopardize the stability of PV systems.  

Prompted by this issue, a dependable and cost-effective strategy to address the 

challenges imposed by grounding faults in single-phase PV grid-connected systems is 

designed [98] in this chapter. The core achievements and contributions of this part are 

outlined as: 

1) The impact of PV grounding faults is delved into, with a particular focus on 

elucidating the genesis of common ground circulating currents (CGCC). Additionally, 

it addresses how inaccuracies in measuring DC-link voltages lead to system instability. 

2) The equivalent representation of the faulty circulating current is established as 

the disparity between the positive and negative currents in the single-phase inverter. 

Building upon this foundation, a novel decentralized inverter control strategy 

employing an innovative modulation technique is proposed for the AC side, aimed at 

mitigating the circulating current during steady-state operation. 

3) In an effort to diminish the surges in currents and DC-link voltages during 

transient grounding faults, this chapter incorporates a three-level buck converter in the 

first DC/DC conversion stage. This three-level buck converter, in comparison to its 

conventional counterpart, offers enhanced modulation flexibility, contributing to the 

further reduction of circulating currents and the consequent attenuation of transient 
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overshoots. Additionally, a decentralized control approach is tailored for this 

converter on the DC side, enabling the three-level buck converter to effectively 

mitigate overshoots during transient conditions.  

4) The strategies put forward are decentralized and operate independently of 

communication devices, thereby enhancing reliability, flexibility and scalability while 

also minimizing costs.  

Specifically, the effects of grounding faults on the system are examined in Section 

2.2 to be used as the foundation of the controller design. The put forward 

decentralized inverter control strategy for the AC side is detailed in Section 2.3 to 

mitigate the circulating currents in the AC side, and the topology of the three-level 

buck converter is introduced and its associated control strategy on the DC side is also 

elaborated in Section 2.4 to suppress the current and voltage overshoots. Comparative 

experiments between the proposed three-level buck converter and the traditional buck 

converter, serving as the first stage DC/DC converter, are conducted on the RT-LAB 

experimental platform in Section 2.5, and these experiments validate the effectiveness 

of the proposed approach. Finally, the summary of this chapter is presented in Section 

2.6.  

2.2 The Influence of the Grounding Fault in PV Modules on System 

Stability 

The circuit layout for the two-stage PV inverter is illustrated in Fig. 2-1. Within this 

configuration, a traditional buck converter functions as the first DC/DC conversion 

stage, while an H-bridge inverter is utilized for the subsequent DC/AC inversion 

phase. It's important to highlight that the insights gained from analyzing grounding 

faults in this two-stage setup are equally relevant to alternative two-stage 

configurations employing different first-stage DC/DC converters, such as buck-boost 

converters. For the sake of clarity, the grounding fault analysis is conducted on two 

PV generation systems, yet the findings and conclusions are extendable to systems 

comprising N (N > 2) PV arrays. 
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Fig. 2-1. The circuit schematics for the two-stage PV inverter studied in this Chapter. 

As depicted in Fig. 2-1, the occurrence of a PV grounding fault leads to the 

formation of an auxiliary ground path. The diverse switching states of the two 

inverters introduce additional routes for the CGCC, iG. Specifically, simultaneous 

activation of switches S11 and S22 enables the circulating current to traverse the path 

highlighted in red in Fig. 2-1. This unintended current flow poses risks of damaging 

the switches, inducing inductor saturation, reducing equipment longevity, and 

potentially precipitating a complete system failure. 

Fig. 2-1 illustrates the topology of the single-phase H-bridge inverter, where L 

denotes the filter inductor, r represents the inductor's parasitic resistance, iL is the 

current through inductor L, vg is the AC bus voltage, and vh is the AC output voltage 

from the H-bridge. The mathematical model of the H-bridge inverter, within a 

stationary reference frame, can be formulated as follows: 

 L
h L g

di
L v ri v

dt
= − − . (2-1) 

To analyze the faulty circulating current more effectively, the AC state variables of 

the H-bridge inverter (within the stationary reference frame) are transformed into DC 

state variables in the d-q rotating reference frame. The conversion process is detailed 

below. Initially, the AC state variables (iL, vg, vh) are each delayed by 90 degrees to 

acquire their respective virtual orthogonal counterparts (iLs, vgs, vhs), as depicted in Fig. 

2-2. Subsequently, the transformation is executed as follows: 

 ,  ,  
d gd g hdL h

q gq gs hqLs hs

i v v vi v
T T T

i v v vi v

          
= = =          

          
, (2-2) 

where T is the transformation matrix described as: 
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where θ is the rotation angle, as presented in Fig. 2-2. 
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Fig. 2-2. The sketch of virtual vectors and coordinate transformation. 

Upon integrating equation (2-3) into equation (2-2), the resultant expression 

delineates the average model for the filter inductor current within the d-q rotating 

frame as follows: 

 

Ld
hd Ld Lq g

Lq

hq Lq Ld

di
L v ri Li V

dt

di
L v ri Li

dt






= − + −


 = − −


 (2-4) 

where Vg represents the amplitude of the AC bus voltage vg, and ω denotes the angular 

frequency associated with the voltage vg. 

The state equations for the faulty loop, derived in accordance with Kirchhoff's 

Voltage Law, are presented as follows: 

 

1 2
1 1 1 1 1 2 2 2 2 2

1 2

1 1 1 1 1 2 2 2 2 2

0

0

Ld Ld
G Gd dc d Ld Ld dc d

Lq Lq
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di di
r i v d L ri r i L v d

dt dt

di di
r i v d L ri r i L v d

dt dt


− + + − − + =


 − + + − − + =


 (2-5) 

where the subscripts 1 and 2 denote two distinct inverters, vdc1 and vdc2 correspond to 

the DC-link voltages of these inverters, respectively, dd1, dq1, dd2, dq2 are the duty-

cycle of two inverters in the d-q rotating frame, and iGd and iGq represent the 

decomposition values of iG on the d-axis and q-axis, respectively. 

The steady-state value of the CGCC is determined by making the differential 

components in equation (2-5) equal zero. Consequently, the CGCC in the steady state 

is derived as follows: 
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Due to the typically negligible magnitude of ground resistance rG in large PV 

installations, implemented to safeguard personnel within the solar farm vicinity and 

protect electrical devices [99], the right-hand side of equation (2-6) may yield a 

considerably large value, even with a minor value enclosed within parentheses, 

thereby indicating a substantial circulating current. 

Initially, owing to the varying output power of individual PV modules, the 

delivered currents from inverters diverge, denoted as idc1 ≠ idc2, resulting in 

1 1 2 2Ld Ldri r i . Consequently, the circulating current iG will occur. Moreover, in single-

phase systems, vdc1 and vdc2 are not purely DC values and inherently encompass 

double-frequency components. As per equation (2-6), iG encompasses intricate AC 

current components. 

Furthermore, discrepancies in the sensing network and DC voltage regulation can 

induce minor yet significant voltage disparities between vdc1 and vdc2. Under normal 

circumstances without grounding faults, such differences do not disrupt system 

operation. However, during grounding fault occurrences, this voltage incongruity 

poses a threat to system integrity. For instance, if the actual value of vdc2 surpasses 

that of vdc1, equation (2-6) predicts the generation of a common ground current. 

Compounding this issue is the altered circuit topology resulting from the ground fault: 

the negative terminals of Cdc1 and Cdc2 are shorted together, while their positive 

terminals are linked through switches and inductors. In detail, when the upper 

switches of inverter 1 and inverter 2 are simultaneously activated, a pathway is 

established connecting the positive terminals of Cdc1 and Cdc2, essentially connecting 

them in parallel. Given that vdc2 exceeds vdc1, Cdc2 discharges while Cdc1 charges in 

this scenario, leading to a rise in vdc1 and a drop in vdc2. Concurrently, the controller of 

inverter 1 seeks to regulate vdc1 to its reference value, causing the duty cycle of the 

switches to escalate continuously. Ultimately, the system spirals out of control. This 
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underscores how even minor discrepancies between the actual values of vdc1 and vdc2 

can jeopardize normal system operation. 

The aforementioned analysis regarding the CGCC and the loss of system stability 

during grounding fault conditions will be substantiated through experimental tests 

obtained from RT-LAB tests, as detailed in Section 2.5. 

Given that the circulating current exacerbates stress on switches and undermines 

equipment reliability, addressing these issues is of paramount importance. Sections 

2.3 and 2.4 will introduce the proposed strategies aimed at mitigating these challenges. 

2.3 Circulating Current Suppression Strategy in AC Side 

2.3.1 Equivalent Form of CGCC 

In the absence of grounding faults in PV modules, Kirchhoff's current law dictates 

that the positive and negative currents of each inverter are equal, as represented by 

1 1 0L Li i+ −− =  (see cut set 1) and 2 2 0L Li i+ −− =  (see cut set 2) as depicted in Fig. 2-3. Both 

inverters function independently and operate normally. However, in the event of a 

grounding fault, the input ports of the two inverters become interconnected, altering 

the circuit topology. Referring to Fig. 2-3, it follows that: 

 1 1

2 2

L L G

L L G

i i i

i i i

+ −

+ −

 − =


− = −
. (2-7) 

This implies that the circulating current traverses both inverters, resulting in 

unequal positive and negative currents for each. Consequently, the CGCC can be 

regarded as the disparity between the positive and negative currents of each inverter. 

 

Fig. 2-3. Sketch of two PV inverter system with the grounding fault condition. 
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Furthermore, based on the cut set 3 and 4, we have 

 1 1 1 1

2 2 2 2

dc dc L L

dc dc L L

i i i i

i i i i

+ − + −

+ − + −

 − = −


− = −
. (2-8) 

Note that 1Li
+

≠ 1Li
−

, 1dci+  and 1dci−  will also not be equal. As a consequence, the first 

stage DC/DC converters are susceptible to imbalanced positive and negative currents. 

This imbalance not only exacerbates the current burden on the semiconductor 

switching elements but also precipitates the risk of magnetic saturation within the 

inductors. Such conditions, if not adequately addressed, have the potential to 

compromise the operational integrity of the power conversion apparatus, culminating 

in possible equipment failures. 

2.3.2 Circulating Current Mitigation 

In alignment with the findings delineated above, it becomes evident that the 

phenomenon of common ground circulating current manifests as a discrepancy 

between the positive and negative currents within a singular inverter unit. It follows, 

therefore, that equalizing these current components across the inverter spectrum 

stands as a viable approach to mitigating the incidence of common ground circulating 

currents. 
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Fig. 2-4. Proposed circulating current suppression strategy for the kth inverter. 

This section introduces an innovative control paradigm, predicated on a distinct 

modulation technique, aimed at curbing common ground circulating currents through 

independent modulation of dual legs within a single inverter. This strategy is 
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characterized by its decentralized nature, obviating the need for inter-inverter 

communication and relying solely on inverter-specific data. 

Fig. 2-4 elucidates the control architecture for an individual single-phase inverter, 

encapsulating both power regulation and circulating current mitigation mechanisms. 

The power regulation mechanism employs a Proportional-Integral (PI) controller 

within the external voltage loop to maintain the DC-link capacitor voltage at its 

setpoint. The resultant signal then informs the amplitude setpoint for the internal 

current loop. Within this loop, a Proportional-Resonance (PR) controller is tasked 

with adhering to a sinusoidal setpoint, thereby generating the dp,k component of power 

control. This component plays a pivotal role in stabilizing the DC voltage, vdc, in 

alignment with its reference value. 

To ensure parity between the positive and negative currents within the kth inverter, 

an additional component dedicated to the suppression of circulating currents is 

incorporated. This involves sampling the positive and negative currents ( ,L ki+  and ,L ki− ) 

of the kth inverter and leveraging a PR controller to minimize their differential, 

aiming for a zero reference value. This process yields the circulating current 

suppression component dc,k. Then, it is amalgamated with the power control 

component dp,k to culminate in the generation of definitive modulation signals for the 

inverter's two legs. 

The modulation duty ratios for these legs are articulated as per equation (2-9), with 

k=1,2 denoting distinct inverter units. 

 
, ,

, ,

1:

2 :

c k p k

c k p k

leg d d

leg d d

+


−
. (2-9) 

The operational essence of this circulating current mitigation approach is as follows: 

In the absence of grounding faults, the system functions optimally, maintaining an 

equilibrium between the positive and negative currents within the inverter, i.e., 

, , 0L k L ki i+ −− = , rendering dc,k zero and rendering dp,k the sole modulation signal for both 

legs. Conversely, in the event of a grounding fault, the resultant circulating current iG 

introduces a disparity between the positive and negative currents as per equation (2-7), 
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necessitating the activation of dc,k to counteract the circulating current. For example, 

should the negative current 1Li
−

 in inverter 1 exceed its positive counterpart 1Li
+

, the 

opposite scenario unfolds in inverter 2, prompting a compensatory response from dc,k. 

Specifically, since 1 1 0L Li i+ −−  , dc,k will be positive, and the modulation signal dp will 

be offset upward. This adjustment is visually represented in Fig. 2-5, which contrasts 

the modulation signals and Pulse Width Modulation (PWM) pulses both with and 

without the dc offset. The dotted red and green lines depict the baseline modulation 

signals dp for both legs absent an offset, whereas the solid lines illustrate the 

modulation signals post-adjustment with a positive dc offset. 

On the one hand, analyzing the impact of modulation signal offsets on switching 

states reveals that the upward adjustment of modulation signals in inverter1 prolongs 

the ON-state durations for switches S1 and S3. Analogously, in inverter2, switches S2 

and S4 experience extended ON-states. Consequently, the prevalence of the specific 

state depicted in Fig. 2-6 escalates, a condition conducive to augmenting the positive 

current and diminishing the negative current in inverter1. In parallel, this state 

inversely affects inverter2 by reducing its positive current while amplifying the 

negative current. The intervention of the dc component ensures a gradual equalization 

of the positive and negative currents in inverter1, with inverter2 undergoing a 

reciprocal adjustment. This dynamic equilibrium effectively mitigates the circulating 

current iG, as articulated in equation (2-7). 

Furthermore, from a modulation standpoint, and considering a constant modulation 

signal within a single switching cycle, Fig. 2-5 illustrates that the aggregate pulse 

width of PWM signals, post-positive offset, equals that observed in the absence of 

such an offset. This observation underscores the fact that the modulation signal shift 

induced by the circulating current suppression component dc exerts negligible 

influence on power regulation. Consequently, this delineates a decoupling between 

circulating current suppression and power control mechanisms, significantly 

streamlining the controller design process. 
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Fig. 2-5. The schematic diagram of modulation signals without offset and with a positive offset and 

the corresponding PWM pulses. 

 

Fig. 2-6. The state with S1 and S3 of inverter1 ON and S2 and S4 of inverter2 ON. 

2.3.3 Controller Design Guideline for the Inverter 

The controllers and models' schematic representations are depicted in Fig. 2-7, 

illustrating the decoupling of dp (power regulation signal) from dc (circulating current 

mitigation signal). This decoupling facilitates the independent design of the power 

regulation and circulating current curtailment controllers, enhancing the design 

process's efficiency and effectiveness. 
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Fig. 2-7. Model and the corresponding controller of (a) power regulation signal dp, and (b) circulating 

current suppression signal dc. 
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/v vp viG k k s= +  and the current inner-loop controller 
2 2/ ( )i iP iRG k k s = + +  to 

achieve voltage regulation and stabilization of the DC-link capacitor voltage. On the 

other hand, the circulating current suppression controller is designed as 

2 2/ ( )c cP cRG k k s = + +  to minimize the discrepancy between positive and negative 

currents, thereby mitigating circulating currents.  

Fig. 2-7 also indicates the application of classical control theory techniques, such as 

the root locus method and Bode plot analysis, can ascertain optimal values for these 

controller parameters. The root locus method provides insights into the system's 

stability and dynamic response by varying the controller parameters, while the Bode 

plot method aids in understanding the frequency response, allowing for the fine-

tuning of the controller parameters to achieve desired performance criteria such as 

bandwidth, phase margin, and gain margin. These analytical tools are instrumental in 

ensuring that the controllers not only operate effectively within their respective 

domains but also contribute to the overall system's robustness and reliability. 

Eventually, the controller parameters are selected as kvp = 0.8, kvi = 40, kiP = 0.01, kiR = 

1, kcP = 0.01, kcR = 0.8.  

2.4 Circulating Current Suppression Strategy Based on Three-Level Buck 

Converter in DC Side 

In the AC side inverter control framework delineated in Section 2.3, circulating 

currents under steady-state conditions are effectively mitigated. Nevertheless, 

grounding fault scenarios precipitate a topology shift, resulting in the parallel 

coupling of two dc-link capacitors via activated switches and inductors. This 

transition triggers significant surges in both currents and DC-link voltages during the 

PV grounding fault transient phase, posing a substantial risk to the switching 

apparatus and compromising AC side power quality due to voltage overshoots. To 

address these transient overshoots instigated by grounding faults, a strategy focusing 

on the DC side is introduced, aiming to stabilize currents and DC-link voltages during 

such transients. 
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The traditional buck DC/DC converter, characterized by its singular switch 

architecture, offers limited modulation flexibility—restricting control to either output 

voltage or current without the capability to manage circulating currents. 

This section advocates for the adoption of an three-level buck converter in the 

preliminary DC/DC conversion phase. The dual-switch configuration of the three-

level buck converter can not only facilitate enhanced modulation freedom but also 

have the ability to curtail circulating currents and their associated transient surges in 

both currents and DC-link voltages, thereby augmenting system resilience and 

operational stability. 
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Fig. 2-8. The TL buck converter. (a) The schematic diagram of the circuit topology. (b) Four switching 

states. (c) The relevant operating waveforms. 

2.4.1 Description of Three-Level Buck Converter 

The three-level buck converter's architecture is presented in Fig. 2-8. It consists of 

two switches with low voltage rating S1, S2, two diodes D1, D2, one positive port 

inductor L+
, one negative port inductor L−

, two input capacitors C1, C2 and one 

output capacitor C. S1 and S2 have the same duty cycle D, and S2 lags S1 by half a 
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switching cycle. Ts is the switching cycle. Therefore, four switching states will be 

generated, as shown in Fig. 2-8 (b). Different duty cycles D will lead to different 

switching states. To illustrate this, the switching signals of S1, S2, waveforms of 

inductor current and the voltage vAB between point A and point B in two typical cases, 

that is D=0.25 and D=0.75, are given in Fig. 2-8 (c). As for any other duty cycle, a 

similar analysis can be conducted. 

The three-level buck converter for the initial DC/DC conversion phase offers the 

advantages: the dual-switch configuration of the three-level buck converter introduces 

additional modulation flexibility. By deploying suitable control strategies, the three-

level buck converter can effectively curtail circulating currents, significantly 

mitigating the surge in currents and DC-link voltages during PV grounding fault 

transients, thereby enhancing system robustness and reliability. 

2.4.2 Control Strategy of Three-Level Buck Converter 

Echoing the AC side analysis, achieving equilibrium between the positive and 

negative currents in the three-level buck converter is pivotal for minimizing 

circulating currents, thereby mitigating the surges in currents and DC-link voltages. 
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Fig. 2-9. Proposed circulating current mitigation strategy for the kth three-level buck converter. 

Fig. 2-9 presents the comprehensive control schematic for the kth improved three-

level buck converter, integrating both voltage regulation and circulating current 

suppression mechanisms. Voltage regulation is achieved through a dual-loop control 
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strategy, where a PI controller /v vp viG k k s= +  within the outer loop adjusts the 

voltage across the PV capacitors to their optimal value, harnessing the maximum 

power from the PV modules. The output from this loop is used as the reference signal 

for the inner current control loop, which employs a proportional controller i ipG k=  to 

ensure the stability of the PV capacitor voltage at vpvref.  

To further curtail the circulating currents and consequent transient surges, it is 

essential to equalize the positive and negative currents of the kth converter. This is 

accomplished by introducing a circulating current mitigation signal, which employs a 

PI controller /c cp ciG k k s= +  to minimize the discrepancy between the positive and 

negative currents ( ,dc ki+  and ,dc ki− ), aiming for a zero reference value. The resultant 

circulating current curtailment signal, when combined with the voltage control 

component through logic AND, yields the definitive control signals for the converter's 

switches Sc,k. This strategic integration of control components ensures the effective 

suppression of circulating currents and stabilization of the system during transient 

disturbances. 

The operational principle behind the mitigation of circulating currents in the three-

level buck converter can be explained as follows: Under normal conditions, this 

equilibrium , , 0dc k dc ki i+ −− =  ensures the circulating current suppression controller's 

output remains constant at a value of 1, leading to the maintenance of Sc,k at 1 as well. 

Consequently, the final modulation signals for the converter's switches equal to those 

generated by the voltage control component, maintaining system stability. However, 

the onset of a grounding fault introduces a disparity between the positive and negative  

currents ( ,dc ki+  and ,dc ki− ) due to the emergence of common ground circulating currents. 

For instance, if the negative current ,dc ki−  exceeds the positive current ,dc ki+ , the 

condition , , 0dc k dc ki i+ −−   prevails. This imbalance prompts the PI controller to generate 

a negative output, thereby reducing the circulating current suppression controller's 

output below 1, and consequently, Sc,k will not consistently remain at 1. A critical 
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response is triggered when Sc,k drops to zero, leading to the deactivation of switch Sc,k. 

This action effectively serially links the negative and positive pole lines through the 

freewheeling diodes, compelling the negative current ,dc ki−  to align with the positive 

current ,dc ki+ . This adjustment expels excess current from the negatively polarized line 

to other converters where the positive current exceeds the negative, thereby 

attenuating the CGCCs. Through this dynamic process, not only are circulating 

currents significantly diminished, but associated transient overshoots in both currents 

and DC-link voltages are also effectively mitigated, thereby enhancing the overall 

stability and efficiency of the system during grounding fault conditions. 

2.5 Experimental Results 

This section delineates a series of experimental validations conducted to 

substantiate the theoretical analyses presented earlier, particularly those in Section II. 

The experimental framework is structured into distinct cases, each designed to address 

specific aspects of the system and the proposed methodologies: 

Case 1: Focuses on affirming the analytical insights of Section 2.2, employing the 

system configuration illustrated in Fig. 2-1. This case serves as a foundational 

verification step, ensuring the base assumptions and analyses hold true under 

experimental conditions. 

Case 2: Dedicated to evaluating the efficacy of the proposed AC side circulating 

current suppression technique under steady-state conditions. This is pivotal in 

demonstrating the practical utility of the method in maintaining system stability and 

efficiency. 

Case 3: Aiming at showcasing the advantages of the three-level buck converter over 

traditional buck converters in mitigating transient overshoots in currents and DC-link 

voltages. 

Case 4 and Case 5: Aimed at examining the scalability of the proposed methods, 

these cases increment the number of PV modules within the system to three (PV1, 

PV2, and PV3), thereby providing insights into the adaptability and robustness of the 
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approaches in larger-scale implementations. The power outputs for PV1, PV2, and 

PV3 are set at 56 kW, 64 kW, and 69 kW, respectively, offering a diverse range of 

conditions for evaluation. 

Table 2-1 System Parameters 

 Electrical Parameters Values 

Improved Buck 

Converter 

vdc,Cdc, rG 

vpvref, L, Cpv1, Cpv2 

     650V, 5mF, 0.01Ω 

1200V, 2mH, 1mF,1mF 

H-bridge Inverter L, r, Vg 1mH, 0.01Ω, 311V 

 Control Parameters Values 

Improved Buck 

Converter 

Voltage and current 

controller 

kvp = 20, kvi = 80 

kip =0.01 

Circulating current 

suppression controller 
kcp = 0.01, kci =1 

H-bridge Inverter 

Voltage and current 

controller 

kvp = 0.8, kvi = 40 

 kiP = 0.01, kiR = 1  

Circulating Current 

Controller 
kcp = 0.01, kcR = 0.8 

oscilloscope

OPAL-RT

DSP28335

 

Fig. 2-10. RT-LAB-based experimental platform. 

The experimental apparatus encompasses a Hardware-in-Loop (HIL) setup, 

leveraging RT-LAB and DSP28335 platforms, as depicted in Fig. 2-10. This setup is 

critical in simulating real-world operational scenarios, enabling an in-depth 

assessment of the proposed solutions' performance across various system 

configurations and states. System parameters and configurations pertinent to the 

experiments are meticulously compiled in Table 2-1, providing a comprehensive 

reference framework to ensure clarity and reproducibility of the experimental 

procedures and outcomes. 
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2.5.1 Case 1 (Two PV Modules, Conventional Buck Converter, No 

Circulating Current Suppression Strategy) 

In this experimental scenario, due to the constraints imposed by the limited number 

of channels on the oscilloscope, the monitoring scope is narrowed to specific currents: 

the positive and negative currents of inverter1 1Li
+

 and 1Li
−

, their differential 1 1L Li i+ −− , 

and the negative current of inverter2 2Li
−

. Similarly, for the buck converters, the 

positive and negative currents of buck converter1 1dci+  and 1dci− , their differential 

1 1dc dci i+ −− , and the negative current of buck converter2 2dci−  are under surveillance. 

These measured currents facilitate the extrapolation of other relevant currents within 

the system. 

Fig. 2-11 delineates the system's response, as portrayed in Fig. 2-1, under both 

normal operating conditions and in the event of a grounding fault. During stage I, 

absent a grounding fault, the system operates optimally with no additional grounding 

paths. This operational mode is characterized by an equilibrium between the positive 

and negative currents across each inverter and buck converter, as depicted in Fig. 2-11 

(a) and (b), respectively, resulting in a null CGCC. Concurrently, the DC-link voltages 

of both inverters adeptly track the predefined voltage value of 650V, as illustrated in 

Fig. 2-11 (c). 

Upon the advent of a grounding fault in stage II, an additional circulating current 

pathway materializes, equating the actual DC-link voltages at 650V. From the DC 

perspective, while positive currents remain stable, negative currents exhibit erratic 

fluctuations due to the interconnection of the negative poles of the PV generators via 

the grounding path, leading to complex unbalanced currents and the genesis of a 

CGCC, with an amplitude of approximately 25A. Analogously, the AC side witnesses 

a disparity between the positive and negative currents, commensurate with the 

circulating current iG. 
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Fig. 2-11. Experiment results of the two-PV system without circulating current control strategy (Case 

1). (a) AC side currents. (b) DC side currents. (c) CGCC, DC-link voltages of inverter1 and inverter2. 

Transitioning to stage III, an intentional variation is introduced by adjusting the 

DC-link voltage reference for inverter2 to 655V, maintaining inverter1's reference at 

650V. Under the voltage loop controller's influence, vdc2 incrementally ascends, as 

highlighted within the blue ellipse in Fig. 2-11 (c), prompting a continuous charge of 

Cdc1 and a subsequent rise in vdc1. However, the inverter1 controller endeavors to 

revert vdc1 to its reference value, thereby necessitating an increase in the duty ratio 

signals for its switches. This adjustment escalates the discrepancies between the 

positive and negative currents of the inverters, the CGCC iG, and other pertinent 
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currents, potentially leading to systemic instability. This scenario underscores the 

vulnerability of the system to grounding faults, particularly when discrepancies exist 

between the actual DC-link voltages, corroborating the analyses presented in Section 

2.2. 

In the following Case 2~5, each one includes two phases. During phase I, the 

grounding faults is absent, while during phase II, the grounding faults is active. 

2.5.2 Case 2 (Two PV Modules, Conventional Buck Converter, Only the 

Control Strategy in AC Side Is Applied, vdc1 is 650V, vdc2 is 655V) 

Fig. 2-12 illustrates the experimental waveforms for the system outlined in Fig. 2-1, 

focusing solely on the implementation of the AC side control strategy. The experiment 

is divided into two stages to assess the system's behavior under normal conditions and 

during a grounding fault. 

Stage I: This initial stage demonstrates the system's operation in the absence of a 

grounding fault. The system exhibits stable and normal functioning with no evidence 

of common ground circulating currents, indicating that the AC side control strategy 

effectively maintains system equilibrium under standard operational conditions. 

Stage II: The onset of a grounding fault marks this stage, introducing a significant 

test for the control strategy. Despite the grounding fault, the experimental results 

showcased in Fig. 2-12 reveal that the AC side control strategy successfully equalizes 

the negative and positive currents of the inverters, effectively suppressing circulating 

currents under steady-state conditions. Moreover, despite the presence of a voltage 

disparity between the two DC-link voltages, their stability is swiftly regained after a 

brief transitional phase. However, the transient state induced by the grounding fault 

precipitates considerable surges in both currents and DC-link voltages, with iG 

peaking at approximately 95A and vdc1 and vdc2 experiencing surges of around 80V. 

Such pronounced overshoots pose a threat to the switches, potentially compromising 

their integrity and reducing the overall lifespan of the system components. 

Furthermore, the voltage overshoots could detrimentally impact the power quality 

delivered to the AC grid. 
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Fig. 2-12. Experimental results based on the proposed control strategy for inverters (Case 2). (a) AC 

side currents. (b) DC side currents. (c) CGCC, dc-link voltages of inverter1 and inverter2. 

To address these transient overshoots, particularly the detrimental effects on 

currents and DC-link voltages, Cases 3 introduces the three-level buck converter as a 

replacement for the conventional buck converter in the first stage DC/DC conversion 

process with the relevant control strategy. The adoption of the improved converter is 

predicated on its superior capability to mitigate the adverse impacts of transient 

overshoots, thereby enhancing system resilience and ensuring the protection of critical 

components while maintaining high-quality power output to the AC grid. This 

comparative analysis aims to highlight the three-level buck converter's advantages in 

managing and suppressing undesirable transient effects, underscoring its potential as a 

robust solution in systems vulnerable to grounding faults. 
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2.5.3 Case 3 (Two PV Modules, Three-Level Buck Converter, the Control 

Strategy in Both AC Side and DC Side Are Applied, vdc1 is 650V, vdc2 is 

655V) 

Fig. 2-13 showcases the system's response over two stages, emphasizing the 

performance during normal operation and under a grounding fault condition, 

particularly highlighting the efficacy of the TL buck converter integrated with the 

proposed control strategies. 
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Fig. 2-13. Experimental results with the three-level buck converter as the first stage and the control 

schemes for inverters and three-level buck converters are activated (Case 3). (a) AC side currents. (b) 

DC side currents. (c) CGCC, DC-link voltages of inverter1 and inverter2. 

Stage I: This initial stage demonstrates the system's operation in the absence of a 

grounding fault, where the two-stage PV inverters function optimally. The absence of 
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common ground circulating currents and the DC-link voltages' ability to accurately 

track their reference values indicate a stable and efficient system under normal 

conditions. 

Stage II: The emergence of a grounding fault in this stage presents a critical test for 

the system's resilience and the effectiveness of the control mechanisms in place. The 

observations from Fig. 2-13 reveal a significant improvement in the system's ability to 

manage transient disturbances, with a notable reduction in surges of currents and DC-

link voltages when compared to the outcomes in Cases 2. The CGCC is effectively 

neutralized, maintaining the system's currents and voltages close to their nominal 

values despite the grounding fault in the PV modules. 

These results affirm the superior performance of the three-level buck converter, in 

conjunction with the tailored control strategies, in mitigating transient overshoots and 

stabilizing the system under fault conditions. 

2.5.4 Case 4 (Three PV Subsystems, Conventional Buck Converter, Only 

the Control Strategy in AC Side Is Applied, vdc1 is 650V, vdc2 is 655V, vdc3 

is 660V) 

The experimental exploration extends to a system configuration incorporating three 

PV modules to assess the scalability and effectiveness of the proposed methods under 

more complex conditions. This analysis, depicted in Fig. 2-14, is segmented into two 

operational stages, mirroring the processes employed in previous cases. 

Stage I: This stage signifies the system's operation devoid of any grounding faults 

within the PV modules. The absence of common ground circulating currents during 

this phase indicates that the system maintains its operational integrity and efficiency, 

with all components performing within expected parameters. 

Stage II: The onset of a grounding fault among the three PV modules introduces a 

new layer of complexity, generating multiple paths for common ground circulating 

currents: iG12 from PV2 to PV1, iG13 from PV3 to PV1, and iG23 from PV3 to PV2. 

Despite these challenging conditions, the results depicted in Fig. 2-14 demonstrate the 

system's capability to effectively suppress these circulating currents, ensuring that the 
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DC-link voltages of all three modules remain stable and aligned with their reference 

values in a steady-state regime. However, similar to previous observations in two-

module configurations, the transient state induced by the grounding fault precipitates 

significant overshoots in both currents and DC-link voltages, highlighting a persistent 

challenge in managing transient disturbances. 
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Fig. 2-14. Experimental results of three PV modules with the proposed control scheme for inverters 

enabled (Case 4). (a) AC currents and DC-link voltage of inverter1. (b) 1dci− , vdc2, 2 2dc dci i+ −− , 3 3dc dci i+ −− . 

(c) The CGCCs iG12, iG23, and iG13, and vdc3. 

To address these transient overshoots and further validate the benefits of the three-

level buck converter in a more complex system setup, Cases 5 will introduce the 
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three-level buck converter in the first stage DC/DC conversion for each of the three 

PV modules. The anticipation is that the three-level buck converter, with its advanced 

modulation capabilities and additional control freedoms, will offer a more nuanced 

and effective suppression of transient overshoots, even in the context of a three-

module system. 

2.5.5 Case 5 (Three PV Subsystems, Three-Level Buck Converter, and 

the Control Strategies in Both AC Side and DC Side Are Applied, vdc1 is 

650V, vdc2 is 655V, vdc3 is 660V) 

Fig. 2-15 showcases the experimental outcomes following the integration of the 

three-level buck converter alongside the newly proposed control strategy within the 

system containing three PV modules. These results highlight the effectiveness of this 

combined approach in managing and significantly mitigating transient overshoots that 

occur due to grounding faults. The key advantages of this method are proved. 

In summary, the various results demonstrate that grounding faults in PV systems 

induce not only common ground circulating currents but also potential system failures 

due to discrepancies in DC-link voltage measurements. The introduction of an AC-

side control strategy effectively mitigates these circulating currents under steady 

conditions, whereas the implementation of a three-level buck converter on the DC 

side curtails current and voltage surges during transient events. Remarkably, the 

system maintains stability and operational integrity, even in the presence of grounding 

faults, without the need for isolating defective components. Furthermore, scenarios 4 

and 5 validate the scalability and applicability of the proposed autonomous control 

strategies to larger systems comprising more than two PV modules. Moreover, the 

elimination of communication lines in the proposed method enhances system 

reliability. 
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Fig. 2-15. Experimental results of three PV modules with the proposed control schemes for inverters 

and converters enabled (Case 5). (a) AC currents and DC-link voltage of inverter1. (b) 
1dci− , vdc2, 

2 2dc dci i+ −− , 3 3dc dci i+ −− . (c) The CGCCs iG12, iG23, and iG13, and vdc3. 

2.6 Conclusion 

This chapter delves into the challenges imposed by grounding faults in PV modules, 

notably CGCCs and system instability. A novel, decentralized approach is introduced 

to resolve these issues. The strategy commences with an AC-side control mechanism 

devised from an equivalent model of the circulating current, effectively stabilizing 

these currents under steady states. Additionally, a three-level buck converter, 

functioning as the primary DC/DC stage, is integrated to attenuate current and voltage 
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surges during fault transients. This converter outperforms traditional buck converters 

by providing superior transient response and minimizing overshoots. The 

comprehensive strategy ensures system resilience to PV grounding faults, allowing 

continuous operation without isolating affected segments. The decentralized nature of 

the proposed solution enhances scalability, making it suitable for PV systems with 

multiple modules (N > 2). Experimental validation is provided through real-time 

Hardware-in-the-Loop testing, corroborating the theoretical framework. 
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Chapter 3 Suppression of Circulating Currents among IPOP 

Single-Phase Three-level Inverters for Renewable Energy Power 

Generation Systems 

3.1 Introduction 

In renewable energy grid integration systems, single-phase inverters are key 

devices connecting renewable energy sources to the grid. For the grid integration of 

large-capacity renewable energy, multiple inverters need to operate in parallel, 

forming an input-parallel-output-parallel (IPOP) structure. In non-isolated 

interconnected inverters, the IPOP configuration is prone to various complex 

circulating currents (CCs) due to the asymmetric hardware parameters, significantly 

heightening the current stress on the switches, compromising system efficiency and 

impacting the stable operation of the system. Given its proficiency in mitigating 

common-mode current, the half-bridge topology, such as the neutral-point clamped 

(NPC) inverter, stands out as a particularly suitable choice for PV applications, 

making it an attractive option in the field. When the single-phase half-bridge three-

level NPC inverters (3LNPCIs) are adopted as the interfaces between the renewable 

energy sources and the grid, the circulating current suppression becomes more 

complicated due to the inherent deficient modulation freedom of the topology.  

To address this challenge, a two-pronged approach is necessitated: a revision of the 

conventional topology of 3LNPCI to introduce additional control freedoms and the 

formulation of novel control methods tailored to this modified topology. This 

comprehensive strategy aims to equip 3LNPCIs with the necessary tools to effectively 

manage and mitigate CCs, highlighting the need for advancements in both inverter 

design and control technique development. 

Until now, limited research has been dedicated to mitigating CCs in IPOP single-

phase half-bridge 3LNPCIs. This chapter represents a pioneering effort in devising a 

decentralized strategy for CC suppression within this specific inverter configuration 

[100]. The following contributions have been made in this chapter: 
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1). A comprehensive mathematical model encapsulating the currents in IPOP half-

bridge single-phase 3LNPCIs, inclusive of filter and line impedances, has been 

developed. This model facilitates an in-depth understanding of current dynamics 

within the IPOP system, laying the groundwork for precise current behavior analysis. 

2). Employing the established model, a thorough quantitative examination of 

various factors affecting the currents has been conducted. It has been discovered that 

impedance asymmetries on the AC side predominantly induce fundamental-frequency 

CCs, while those on the DC side can result in significant DC and double-frequency 

CCs. The operation of IPOP 3LNPCIs is identified as a complex multi-objective 

control challenge, encompassing both CC suppression and equitable current 

distribution among multiple units. This complexity is further compounded by the 

conventional 3LNPCI topology, which offers limited modulation flexibility and falls 

short in addressing the multi-objective control requirements. 

3). To surmount the limitations inherent to the traditional topology, a novel 3LNPCI 

configuration with enhanced modulation capabilities has been proposed. A novel 

decentralized control scheme, featuring dual control degrees of freedom, is introduced 

to concurrently address CC suppression and facilitate proportional current sharing 

among the IPOP 3LNPCIs. This method stands out for its decentralized nature, 

making it an ideal fit for modular systems. Importantly, the methodologies developed 

herein hold potential applicability to other IPOP half-bridge inverter designs, 

broadening the scope of this research's impact. 

3.2 Modeling and Analysis of IPOP Conventional 3LNPCIs 

For illustrative purposes, this study employs two IPOP single-phase half-bridge 

3LNPCIs as a foundational example to elucidate the associated challenges and 

solutions. It's important to emphasize that while only two 3LNPCIs are used for 

demonstration, the CC mitigation techniques and the derived insights presented in this 

chapter possess a broader applicability. The methodologies and conclusions drawn 

from this analysis are universally relevant and can be extrapolated to scenarios 

involving a greater number of IPOP single-phase 3LNPCIs, extending beyond the 
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two-inverter case to systems with N (N > 2) inverters. This generalizability ensures 

that the proposed solutions can be effectively applied to larger and more complex 

IPOP configurations, thereby enhancing their practical utility in a wide array of 

applications. 
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Fig. 3-1. Schematic diagram of two IPOP 3LNPCIs. 

3.2.1 Modeling 

Fig. 3-1 demonstrates the schematics of two IPOP 3LNPCIs. They provide power 

to the load R in collaboration. The LC filters of them consist of the inductances of 1L+
, 

1L−
 and 2L+

, 2L+
, and capacitances of C1 and C2, respectively. The positive and negative 

line resistances in the AC side of 3LNPCI1 and 3LNPCI2 are denoted as 1oR+
 , 1oR−

 and 

2oR+
, 2oR−

, respectively. The DC side resistances of positive, neutral and negative lines 

are 1iR+
, 1nR , 1iR−

 and 2iR+
, 2nR , 2iR−

, respectively. Cdc1 and Cdc2 are DC-link capacitors. 

The red arrow denotes the forward direction of the current flowing through the 

capacitor. 

To elucidate the characteristics of IPOP 3LNPCIs, the fundamental cut sets of these 

inverters are illustrated in Fig. 3-2 (a). It can be obtained that 1 1 1 1 1o o i i ni i i i i+ − + −− = − −  (cut 
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set 1), 
, ,1

0
n

o k o kk
i i+ −

=
− =  (cut set 2) and 

, , , 1 12
( ) ( )

n

i k i k n k o ok
i i i i i+ − + −

=
− − = − −  (cut set 3) 

based on Kirchhoff’s current laws. However, these equations cannot guarantee 

1 1 0o oi i+ −− = . This phenomenon indicates that there is a disparity between the positive 

and negative currents of each inverter unit. Contrarily, for the case where only one 

inverter is used as shown in Fig. 3-2 (b), the positive current and negative current are 

always equal, i.e., 1 1o oi i+ −= . Making a comparison of these two cases, the equal 

positive and negative currents in single 3LNPCI is no longer guaranteed in IPOP ones. 

This phenomenon is distinct in IPOP inverters, which indicates that CCs will occur in 

the single 3LNPCI as shown by the green arrows as presented in Fig. 3-2. The CC in 

the kth single inverter is expressed as: kc ok oki i i+ −= − .  
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Fig. 3-2. Cut sets of single-phase 3LNPCI. (a) n IPOP 3LNPCIs. (b) One 3LNPCI. 
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Fig. 3-3. Modulation scheme of 3LNPCI. 

The commonly used modulation approach for 3LNPCIs is depicted in Fig. 3-3. In 

this scheme, switches S1 and S2, as well as S3 and S4, operate in a complementary 
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fashion, meaning that when S1 is on, S2 is off, and similarly, when S3 is on, S4 is off, 

and vice versa. Leveraging this switching arrangement enables the generation of three 

distinct switching states for the 3LNPCI. 
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(b) 

Fig. 3-4. Description of two IPOP 3LNPCIs’ switching states. (a) Sketches of duty ratios. (b) 

Equivalent schematic diagrams correspond to different switching combination. 

When considering two IPOP 3LNPCIs, the interaction between their respective 

three states leads to a total of nine possible switching states, as depicted in Fig. 3-4 (b). 

Fig. 3-4 (a) provides an overview of the duty cycle representations for 3LNPCI1 and 

3LNPCI2, where a "1" indicates the 'ON' state of the switches, and a "0" signifies the 

'OFF' state. The different switching states and their corresponding circuit 

configurations are detailed in Fig. 3-4 (b), with each two-digit combination 

representing the states of switches S1 and S2—'1' for ON and '0' for OFF. It's important 

to note the parallel arrangement of the DC-link capacitors in the two 3LNPCIs, which 

results in identical voltages across Cdc1 and Cdc2. For simplification in the schematic 

representations, these capacitor sets are combined into a single entity. By analyzing all 

potential switching states depicted in Fig. 3-4 over a single switching cycle, an 
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averaged model for the two IPOP 3LNPCIs can be established, represented by 

equation (3-1). In this equation, dk,1, dk,2, dk,3 (for k = 1, 2, as shown in Fig. 3-4 (a)) 

denote the duty ratios for the various switching states, with the notation (*)  

signifying the time derivative of (*). 

The model derived in (3-1) highlights the complexity inherent in the IPOP 

3LNPCIs system. A notable aspect of this model is the inclusion of an extra constraint 

equation (6) in (3-1), stemming from the fixed electric potentials at both the DC input 

and AC output sides of the two 3LNPCIs due to the IPOP configuration. Moreover, 

the discrepancy between positive and negative currents necessitates separate modeling 

for the filters and line resistances associated with each pole, further adding to the 

model's intricacy. 
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3.2.2 Analysis 

Building upon the model established in Subsection 3.2.1, this segment delves into a 

quantitative exploration of the currents within IPOP 3LNPCIs. Employing open-loop 

control for the IPOP 3LNPCIs enables a detailed examination of various factors 

affecting the currents. To facilitate a numerical analysis, system parameters are set as 

per the specifications listed in Table 3-1. 
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For a clear illustration of how impedances on the DC and AC sides influence the 

currents, it's assumed that the duty ratios for both 3LNPCIs are identical. This 

assumption simplifies the analysis by eliminating variations in switching behavior as 

a factor, allowing for a focused investigation into the impact of impedance disparities. 

This approach aids in isolating and understanding the specific effects of DC and AC 

side impedances on the CCs within the IPOP 3LNPCI configuration, providing 

valuable insights into the operational characteristics of these systems. 

Table 3-1 Rated system parameters of two IPOP 3LNPCIs 

Parameters Rated Value 

Vdc 2000 V 

Cdc1, Cdc2 10 mF 

R 5 Ω 

D 0.3 

ω 100π rad/s 

Ri1
+ , Ri1

−, Rn1, Ri2
+ , Ri2

− , Rn2 0.01Ω, 0.01Ω, 0.02Ω, 0.01Ω, 0.01Ω, 0.02Ω 

L1
+, L1

−, L2
+, L2

− 1 mH, 1 mH, 1 mH, 1 mH 

C1, C2 4 mF, 4 mF 

Ro1
+ , Ro1

− , Ro2
+ , Ro2

−  0.01Ω, 0.01Ω, 0.01Ω, 0.01Ω 

Taking into account that the modulation signal approaches a sinusoidal waveform 

in steady-state conditions, the configuration of the modulation signals can be 

established as follows: d11= d21=Dsinωt , d12= d22=1-Dsinωt , d13= d23=0  for the 

positive half line cycle; on the other hand, for the negative half line cycle, d13= 

d23=D(sin𝜔t+π) = -Dsinωt, d12= d22=1+Dsinωt and  d11=d21=0.   

Maintaining the essence of generality, one may posit that, ik
+=Ik

 +s sinωt+Ik
 +c cosωt, 

ik
−=Ik

 −s sinωt+Ik
 −c cosωt, vo,k =  Vo,k

 s  sinωt +Vo,k 
 c cosωt (k = 1, 2) in the steady state. 

Consequently, the steady equations for both the positive and negative half cycles 

can be formulated and amalgamated to derive the comprehensive steady-state 

equations for the entire cycle, denoted as (3-2) - (3-5). Specifically, (3-2) can be 

derived from (1) and (3) in (3-1), (3-3) from (2) and (4) in (3-1), (3-4) from (5) in (3-

1), (3-5) from (6) in (3-1).  
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To ensure the validity of (3-2) – (3-5) at any given time t, it's essential that the 

coefficients of the trigonometric functions within these equations equate to zero. By 

setting these coefficients to zero, the system of equations becomes solvable for the 

unknown variables 
s

kI +
, 

c

kI +
, 

s

kI −
, 

c

kI −
, ,

s

o kV  and ,

c

o kV . Moreover, the output currents 

can be calculated through: 

 
, ,

, ,,   .
o k o k

o k k k o k k k

dv dv
i i C i i C

dt dt

+ + − −= − = −  (3-6) 

Based on (3-2) – (3-6), the particular currents during steady states, as affected by 

variations in impedances on both the AC and DC sides, can be thoroughly computed 

and scrutinized. 

1) The Influence of Asymmetric Impedances in the AC Side on Currents: 

This part studies the influence of inequality of two poles’ impedances in the AC 

side. In this situation, one may posit that the resistances in the DC side are equal, i.e., 

1 1i iR R+ −= , 2 2i iR R+ −=  and 1 2n nR R= . Building on the proposed assumption, the 

quadratic terms in (3-2) (i.e., the last line) and (3-5) (i.e., the last two lines) can be 
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eliminated. Consequently, the unknown variables can be solved out by setting the 

coefficients of trigonometric functions in (3-2)-(3-5) as zero as delineated in (3-7). As 

a result, the currents in steady scenarios can be solved out after some calculations. 

In the context of (3-7), a set of twelve independent constraints emerges with k = 1, 

2, providing a foundational basis for subsequent analyses, and there are 12 unknown 

variables (Ik
 +s, Ik

 +c, Ik
-+s, Ik

-c, Vo,k
 s , Vo,k

 c  | k = 1, 2), hence, a unique solution to this 

equation set is ascertainable, affirming the efficacy of the underlying assumption. 

Therefore, it can be said that ik
+ , ik

- , vo,k  (k = 1, 2) merely consist of fundamental-

frequency elements. Furthermore, the specific values of currents can be obtained 

utilizing (3-6) and (3-7). 
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Moreover, the variations in CCs within a single 3LNPCI, along with the 

discrepancies in current sharing (io1
 + − io2

+ , io1
− − io2

− ) in response to alterations in the 

inductances of 3LNPCI#1, are illustrated in Fig. 3-5 (a). Here, L1
++L1

−=2 mH, but 

their ratio L1
−/L1

+  varies from 0.4 to 1, and the other settings are summarized in Table 

3-1. As observed from the results, as the asymmetry between two pole’s inductances 

on the AC side intensifies, both the CCs and discrepancies in current sharing will 

escalate, despite their aggregate remaining equivalent to that of 3LNPCI#2. For Fig. 

3-5 (b), a similar conclusion can be reached. Moreover, the outcomes suggest that the 
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control strategy for IPOP 3LNPCIs encompasses two components: the eradication of 

CCs within an individual 3LNPCI and the precise proportional distribution of current 

among different 3LNPCIs, thereby adding complexity to the associated control 

method. 
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Fig. 3-5. Theoretical calculating results of currents accompanied by variations in line impedances. (a) 

L1
++L1

−=2 mH but L1
−/L1

+ varies from 0.4 to 1. (b) Ro1
+ +Ro1

− = 0.02 Ω but Ro1
− /Ro1

+  varies from 0.5 to 1. 

2) The Influence of Asymmetric Resistances in the DC Side on Currents: 

In this segment, the effects stemming from asymmetric resistances on the DC side 

are examined, with the premise that two poles’ impedances on the AC side remain 

equal. That is, 1 1L L+ −= , 2 2L L+ −= , and 1 1o oR R+ −= , 2 2o oR R+ −= . 

Firstly, if 1 1i iR R+ − , 2 2i iR R+ − , the bold quadratic terms in (3-2) and (3-5) cannot be 
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eradicated and can be converted into (8) and (9):  
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which will generate new constraint equations. Combining (3-7), there will be 21 

constraint equations but only 12 independent variables, making this set of equations 

no solutions. That is, the assumption that sin coss c

k k ki I t I t + + += + , 

sin coss c

k k ki I t I t − − −= + , ,o kv =
, ,sin coss c

o k o kV t V t +  is invalid, and ki
+

, ki
−

, okv (k = 1, 

2) include extra frequency components in addition to the fundamental-frequency 

element. It is only under these conditions that equations (3-2)-(3-5) are valid. 

Referring to (3-8) and (3-9), it becomes evident that the asymmetry between positive 

and negative resistances on the DC side primarily contributes to the DC and double-

frequency values within the CCs and current sharing discrepancies. 

Moreover, the impact of neutral line resistance Rn1 and Rn2 can be scrutinized by 

equations in sub-equations (7) and (8) in (3-7). If
1 2n n

R R , the fundamental-frequency 

current will be predominantly generated in CCs and current sharing discrepancies. 

Consequently, under typical circumstances, the CCs and current sharing discrepancies 

resulting from the asymmetry in DC side resistances will encompass DC, 

fundamental-frequency, and double-frequency elements. 

To validate the accuracy of the preceding analytical examination, simulation 

outcomes are showcased in Fig. 3-6. These simulation results elucidate that the CCs 

and discrepancies in current sharing, attributable to the uneven distribution of 

resistances on the DC side, comprise components at DC, fundamental frequency, and 

double frequency. The waveforms generated from these simulations align with the 

theoretical predictions made earlier, affirming the reliability of the analytical model 

and its interpretations. This concordance between theoretical analysis and simulation 

outcomes is crucial for establishing the credibility of the findings and ensuring that 
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the proposed models accurately reflect the real-world behavior of the IPOP 3LNPCIs 

under the influence of impedance asymmetries. 
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Fig. 3-6. Simulation waveforms when Ri1
+ =18 mΩ, Ri1

−=2 mΩ, Rn1=22 mΩ and Rn2=18 mΩ. (a) io1
+ , io1

−  

and their difference io1
+ - io1

− . (b) Harmonic components of io1
+ - io1

− . (c) io1
+ , io2

+  and their difference io1
+ - io2

+ . 

C) Limitations in Suppressing CCs and Achieving Proportional Currents Sharing of 

the Conventional Topology 

In this section, the constraints of the traditional 3LNPCI in addressing multi-

objective control challenges are scrutinized through a proof by contradiction. This 

method involves assuming that the conventional 3LNPCI can simultaneously 

accomplish CC suppression and current sharing control. The analysis then seeks to 

demonstrate that this assumption leads to a contradiction, thereby proving it false. 

In a steady-state scenario, it is presumed that there are duty ratios capable of 

simultaneously fulfilling both control objectives and let 

1 1 2 2 sin coss ci i i i I t I t + − + −= = = = + , 1 2 sin coss c

o ov v V t V t = = + . Adhering to the 

modulation scheme of the 3LNPCI, the steady-state equations for the positive half-

line cycle can be deduced from equation (3-1) and are presented as 
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 (3-10) 

The analysis of (3-10) reveals a fundamental limitation in the control capabilities of 

the conventional 3LNPCI. Specifically, (3-10) presents a scenario with only two 

independent unknown variables, d11 and d21, against the backdrop of three constraint 

equations. This discrepancy indicates that it is not feasible to find numerical solutions 

for the duty ratios that would satisfy all constraints under general conditions, where 

line impedances and the current I are arbitrary. This limitation holds true for both the 

positive and negative half-cycles of the line current. The conclusion drawn from this 

analysis invalidates the initial assumption that the conventional 3LNPCI can 

simultaneously manage CC suppression and current sharing among inverters.  

The root of this limitation lies in the inherent design of the conventional 3LNPCIs, 

which, as depicted in Fig. 3-3, possess only a single degree of modulation freedom. 

This singular degree of freedom is insufficient for addressing the dual objectives of 

CC suppression and equitable current sharing, underscoring a significant constraint in 

the design and operational strategy of traditional 3LNPCIs.  

This finding highlights the need for innovative approaches in inverter design and 

control strategies that can offer additional degrees of freedom, thereby enabling the 

simultaneous achievement of these critical control objectives in power electronics 

systems. 

3.3 The Modified Topology and Proposed Control Strategy for IPOP 

3LNPCIs 

To address the inherent constraints of the conventional 3LNPCIs, this chapter 
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introduces an enhanced topology for the 3LNPCI that expands its modulation freedom. 

This modification is pivotal in overcoming the previously identified limitations, 

particularly the inability to simultaneously achieve CC suppression and appropriate 

current sharing among inverters. Alongside the introduction of this modified topology, 

a novel control method tailored to this enhanced design is also presented within this 

chapter. This control strategy is specifically developed to leverage the additional 

modulation capabilities introduced by the modified topology, ensuring that both CC 

suppression and current sharing can be effectively managed.  
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Fig. 3-7. The modified topology of 3LNPCIs connected in IPOP form. 

3.3.1 Description of Modified Topology of 3LNPCI 

Fig. 3-7 illustrates the enhanced topology of the 3LNPCI, which introduces a 

notable alteration to the conventional design depicted in Fig. 3-1. The key 

modification involves the incorporation of a bidirectional switch, labeled S5, into the 

neutral line on the DC side of the inverter. This addition fundamentally expands the 

inverter's operational capabilities, as outlined by the following basic modulation 

principles:  

With S5 Activated (ON): In this state, the modified 3LNPCI functions identically to 

its conventional counterpart, adhering to the standard modulation strategies previously 

established for the traditional 3LNPCI design. 
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With S5 Deactivated (OFF): This condition initiates a distinct operational mode 

where switches S1 and S4 are concurrently turned OFF, while S2 and S3 are engaged 

(turned ON) simultaneously.  

The introduction of S5 effectively augments the modulation flexibility of the 

3LNPCI, offering an additional degree of control. This enhancement is crucial as it 

enables the simultaneous realization of dual control objectives: the suppression of 

CCs and the maintenance of balanced current sharing among parallel inverters. The 

strategic inclusion of the bidirectional switch S5 not only diversifies the possible 

switching states but also paves the way for more sophisticated control algorithms 

capable of exploiting this increased modulation freedom to address complex control 

challenges within power electronics systems. 
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Fig. 3-8. Switching states of two IPOP modified 3LNPCIs. (a) Sketches of duty ratios. (b) Equivalent 

schematic diagrams under different switching combinations. 

With the introduction of the modified topology in the 3LNPCIs, the operational 

dynamics of two IPOP modified 3LNPCIs become significantly more complex. This 

complexity is evidenced by an increase in the total number of operating states to 16, 

as detailed in Fig. 3-8. The depiction of circuits under various switching states, as 

illustrated in Fig. 3-8 (b), employs a three-digit notation corresponding to the states of 

switches S1, S2, and the newly added S5, where "1" indicates the ON state and "0" the 

OFF state. The addition of switch S5 introduces seven new switching states, which are 

highlighted within a blue dashed box in Fig. 3-8 (b). These states augment the 

inverter's operational flexibility, allowing for more nuanced control strategies that can 
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address the dual objectives of CC suppression and current sharing more effectively. In 

contrast, the original nine switching states, associated with the conventional IPOP 

3LNPCIs configuration, are encompassed within a red dashed box, underscoring the 

retained operational modes from the traditional setup. The comprehensive inclusion of 

all 16 operating states enables the derivation of an averaged model for the switch 

cycle, represented as (3-11), where dk1, dk2, dk3 and dk4 (k = 1, 2, see Fig. 3-8 (a)) are 

the duty ratios of the relevant switching states, and (*)  demotes the derivative of (*). 

This model encapsulates the intricate dynamics of the modified IPOP 3LNPCIs 

system, offering a foundational framework for analyzing and optimizing the inverter's 

performance in light of the increased modulation freedom provided by the modified 

topology. 

 

1 1 3 1

1 3 1 1 3 2

1 1 1 2 2 2

1 2 1 2

11 1 12 24 1 13 1 1

( ) ( ) ( )

    ( )

( ( ) ) ( ( ) )

    ( ( ) ( ) )

[ (1 ) ]

k k k k k k k k k

k k nk k ok k k

k k ok ok k k ok ok

o o ok

i n i

d R d R i L i L i

d d R i v d V d V

i C v R i C v R

i C v i C v R v

i i i i

d R d d R d R i

+ − + + + − −

−

+ + − −

+ +

+ + − −

+ − +

 + + +

+ + + = −

 − + −

 + − + − =

+ = +

+ − + + 11 24

12 24 13 24 1 1 1 1 1 1 1 1

24 14 14 1 1 1 1 1 1

21 2 22 14 2 23 2 2 14 21 22 14

14 23 2 2 2

[

    (1 ) ] [ ( ) ( ( ) ) ]

    [ (1 ) ][ ( ) ( ( ) ) ]

    [ (1 ) ] [ (1 )

    ] [ (

n o o

o o

i n i

n

d d

d d d d R i L i i C v R

d d d L i i C v R

d R d d R d R i d d d d

d d R i L

− + + + +

− − − −

+ − +

− +

 + − + + + −

 + − + + − =

+ − + + − −

+ + 2 2 2 2 2

24 14 14 2 2 2 2 2 2

11 21 1 21 11 1 13 23 2 23 13 2

) ( ( ) ) ]

    [ (1 ) ][ ( ) ( ( ) ) ]

    (1 ) (1 ) (1 ) (1 )

o o

o o

i i C v R

d d d L i i C v R

d d V d d V d d V d d V

+ + +

− − − −


















 + −


 + − + + − +
 − − − − − + −

 (3-11) 

Likewise, in the steady-state condition, it is assumed that there are existing duty 

ratios capable of concurrently meeting the two specified control objectives and letting 

1 1 2 2 sin coss ci i i i I t I t + − + −= = = = + , 1 2 sins

o ov v V t= = coscV t+ , the steady-state 

equations can be derived as (3-12) from (3-11) for the positive half line cycle. 
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 (3-12) 

Equation (3-12) highlights a significant advantage of the modified 3LNPCI 

topology over its conventional counterpart. The equation reveals that in the current 

system configuration, the count of independent variables not yet determined surpasses 

the quantity of available constraints. This condition is not only applicable for the 

positive half of the line cycle but also remains true for the negative half, indicating a 

consistent increase in the system's degrees of freedom across the entire operation 

range. This surplus of independent variables relative to constraints is a clear 

indication that the modified 3LNPCI topology is inherently more flexible and 

adaptable than the traditional design. This increased modulation freedom is crucial as 

it opens up the possibility of simultaneously achieving two pivotal control objectives. 

The ability of (3-12) to hold under any given set of line impedances and current I 

signifies that the modified 3LNPCI can be effectively tuned to meet specific 

operational requirements, irrespective of the external electrical environment or the 

demands placed on the system. This adaptability makes the modified 3LNPCI a 

promising solution for achieving two control objectives simultaneously. 

3.3.2 Proposed Control Scheme of the Modified 3LNPCI 

The control strategy for the modified 3LNPCI is meticulously designed to 

simultaneously address CC suppression and ensure proportional current sharing 
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among inverters. Fig. 3-9 delineates the comprehensive control scheme, which is 

fundamentally anchored on two distinct degrees of control freedom. 
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Fig. 3-9. The whole control method of the modified 3LNPCI. 

The first degree of control leverages a droop-based approach, focusing on the 

modulation of duty ratios for the active switches (S1-S4). This aspect of the control 

scheme is pivotal for achieving appropriate current distribution across multiple 

3LNPCIs in accordance with predetermined proportions. The droop-based control is 

structured in two hierarchical layers:  

Outer Loop (Droop Control): This layer employs conventional droop control 

techniques to facilitate current sharing among the various 3LNPCIs. Droop control, 

by adjusting the voltage in response to changes in load current, indirectly influences 

current distribution, ensuring that each inverter carries its fair share of the total load. 

This is crucial for maintaining system stability and preventing overloading of 

individual inverters. 

Inner Loop (Dual-Loop Control): At this level, a more refined control mechanism is 

implemented, often referred to as dual-loop control. This involves a fast inner loop for 

current control, complemented by a slower outer loop typically focused on voltage 

regulation. The inner loop's primary function is to ensure accurate current tracking, 

allowing the inverter to respond swiftly to changes in the load or other system 
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parameters, thereby enhancing the precision and responsiveness of the overall control 

strategy. 

The outer loop is designed as 

 *

, , ,ref

o k o k o kv v r i+= −   (3-13) 

where k = 1, 2 represents two 3LNPCIs, vo,k
ref  represents the reference voltage value for 

the inner control loop, vo
* is the defined AC output voltage magnitude. rk is the droop 

gain, io,k
+  is the positive output current of the H-bridge inverter. 

The inner control loop is based on the fundamental-frequency quasi-PR controller, 

namely QPR1 and its control functions are designed as, 
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where d1,k is the modulation signal of S1-S4, kVP1, kVR1 and kCP1, kCR1 serve as the 

proportional and resonant parameters for the voltage and current controllers, 

respectively, and ω0 denotes the base frequency, while ωc represents the cut-frequency. 

Furthermore, a voltage balancing controller is integrated into the system. This 

additional component is crucial for maintaining equilibrium between the voltages V1 

and V2, which are essential for the stable operation of the inverter and the quality of 

its output. The voltage balancing controller operates by introducing an offset voltage 

to correct any imbalances between V1 and V2. The generation of this offset signal is 

accomplished using a proportional controller, a straightforward yet effective control 

mechanism that adjusts the offset voltage in direct proportion to the voltage imbalance. 

The proportional controller's simplicity ensures fast response times and ease of 

implementation, making it a suitable choice for real-time voltage balancing in power 

electronics applications. 

Building upon the first degree of control freedom, which enables proportional load 

power sharing among multiple 3LNPCIs, the second degree of control freedom 

specifically targets the elimination of CCs within each individual 3LNPCI. Despite 

achieving proportional current sharing by the first degree of control freedom, the 
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inherent issue of CCs within a single inverter persists, necessitating further control 

measures. To address this, the second degree of control freedom is implemented 

through the modulation of the switching tube S5, as depicted in Fig. 3-9. The control 

mechanism involves monitoring the discrepancy between the positive and negative 

currents in kth 3LNPCI (denoted as k ki i+ −− (= , ,o k o ki i+ −− )), which is indicative of the 

presence of CCs. This current difference is then fed into a trio of controllers tasked 

with adjusting the duty cycle of S5 to mitigate the CCs. The control strategy 

incorporates the internal model principle [101], which posits that to effectively track 

or suppress a given signal, the controller must embody the dynamic model of that 

signal. Adhering to this principle, the control framework comprises three distinct 

controllers tailored to different components of the current discrepancy:  

PI Controller: Aimed at suppressing the DC component of CCs, this controller 

applies PI control to mitigate steady-state errors. Quasi-PR (QPR) Controllers: Two 

Quasi-Proportional Resonant controllers are employed to address the AC components 

of CCs: QPR1: Targets the fundamental-frequency component, effectively eliminating 

the CCs at the system's primary operating frequency. QPR2: Focuses on the double-

frequency component, mitigating the CCs at twice the fundamental frequency. 

This multi-controller approach, leveraging the unique capabilities of PI and Quasi-

PR controllers, enables precise modulation of S5 to counteract the various components 

of the CCs. By dynamically adjusting the operation of S5 in response to the identified 

discrepancies, the second degree of control freedom facilitates the effective 

elimination of CCs within each 3LNPCI, enhancing the system's overall performance 

and stability. The controller is designed as, 
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, (3-15) 

where d2,k is the modulation value of added tube S5, kP and kI are the proportional and 

integral gains of the PI controller, respectively, kP1, kR1 and kP2, kR2 are the 

proportional gains and resonant gains of QPR1 and QPR2, respectively, ω0 is the 
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base-frequency and ωc is the cut-frequency. 

The proposed CC suppression strategy for 3LNPCIs distinguishes itself by its 

efficiency and minimal computational demand. Unlike methods that might not 

incorporate a dedicated CC suppression approach, this strategy utilizes a streamlined 

set of controllers consisting of one PI controller, one Quasi-Proportional Resonant 

controller at the fundamental frequency (QPR1), and another at double frequency 

(QPR2) to generate the necessary modulation signal offset for CC mitigation. The 

computational simplicity of this approach is a significant advantage. The PI controller 

is well-known for its straightforward calculation, requiring only proportional and 

integral terms to adjust the control signal. The QPR controllers, while slightly more 

complex, are designed to specifically target and suppress the CCs at selected 

frequencies without introducing excessive computational overhead. The fact that these 

three controllers collectively require minimal processing power means that their 

implementation is well within the capabilities of commonly used digital signal 

processors (DSPs) in power electronics applications. In summary, the proposed CC 

suppression method achieves a significant improvement in system performance by 

effectively mitigating CCs with a minimal addition to computational load.  

The principle behind suppressing CCs within a single 3LNPCI hinges on the 

strategic modulation of switch S5, as informed by the control methodology detailed in 

equation (3-15). The operation of S5 is closely tied to the relationship between two 

poles’ currents within the 3LNPCI, denoted as ki
+

 and ki
−

, respectively. When the duty 

cycle d2,k is adjusted such that it equals 1 (or exceeds this value), it implies that the 

negative current ki
−

 is either equal to or less than the positive current ki
+

, prompting S5 

to remain ON continuously. This condition ensures a direct path for current flow, 

maintaining the operational status quo of the inverter. Conversely, should ki
−

 exceed 

ki
+

, d2,k will drop below 1, indicating that S5 does not remain perpetually ON. In 

instances where S5 is turned OFF, an alternate current path is established, linking the 

negative power line in series with the positive power line via the clamping diode and 
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switches S2/S3. This configuration activates the switching states encapsulated within 

the blue dashed box in Fig. 3-8. The effect of this alternate path is to align two pole’s 

currents, effectively "squeezing out" any excess current from the negative line and 

redistributing it to other 3LNPCIs where the negative current is less than the positive 

current. This dynamic adjustment ensures that two poles’ currents within each 

3LNPCI are balanced, thereby mitigating the internal CCs. This concept, rooted in the 

specific behavior of S5 and the corresponding switching states, provides a robust 

mechanism for CC suppression within the 3LNPCI framework. 

Moreover, this suppression technique, by virtue of its underlying principles, has the 

potential to be adapted and applied to other configurations of IPOP half-bridge 

inverters, extending its utility beyond the specific case of 3LNPCIs.  

3.4 Experimental Tests 

To ascertain the efficacy of the proposed enhanced topology and its associated 

control strategy for 3LNPCIs, experimental validation is essential. The configuration 

of the experimental apparatus, as depicted in Fig. 10, involves two 3LNPCIs 

configured in IPOP. This setup is designed to closely replicate real-world conditions, 

allowing for a comprehensive assessment of the system's performance under various 

operational scenarios. 

3LNPCI#1 S51

S52

3LNPCI#2

Driver Board

1L+

1L−

2L+2L−

 

Fig. 3-10. Experimental setup. 
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The key objectives of these experiments include:  

1. CC Suppression: Evaluating the system's ability to minimize or eliminate 

circulating currents within and between the inverters, which is critical for system 

stability and efficiency.  

2. Proportional Current Distribution: Assessing the efficacy of the control strategy 

in distributing the load current proportionally among the inverters, ensuring that each 

inverter shares the load as intended, according to its capacity and the predefined 

sharing ratio.  

3. Voltage Balancing: Verifying the voltage balancing controller's performance in 

maintaining equilibrium between the voltages across two different capacitors, which 

is essential for the proper functioning of the inverters. 

The topology of two IPOP 3LNPCIs used in the experiments mirrors the 

configuration depicted in Fig. 3-7. The system operates with an input DC voltage of 

220V, while the output AC voltage of a single phase is rated at an amplitude of 80V 

with a frequency of 50Hz. The modulation index employed is m = 0.727. On the AC 

side, the designated load resistance stands at R = 8Ω, equating to a power rating of 

400W. The inverters switch at a frequency of 10kHz. To emulate the asymmetry in 

line resistance parameters, resistances Ro1
 += 0.1Ω, Ro1

− = 0.3Ω are utilized. The other 

system settings are listed in Table 3-2. 

Table 3-2. Experimental system parameters 

Parameters Rated Value 

Cdc1, Cdc2 1 mF 

L1
+, L1

−, L2
+, L2

− 3 mH, 3 mH, 3 mH, 4 mH 

C1, C2 2 μF, 2 μF 

Ro1
+ , Ro1

− , Ro2
+ , Ro2

−  0.01Ω, 0.01Ω, 0.01Ω, 0.01Ω 

Conventional 3LNPCI 10-FZ06NIA075SA-P926F33 (From Vincotech) 

S5 IPW60R070C6 (650V, Ron = 63 mΩ) 

Parasitic resistance of the inductor 100 mΩ 

3.4.1 Equal Power Sharing Ratio 

The experimental waveforms depicted in Fig. 3-11 validate the effectiveness of the 
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enhanced topology and its associated control strategy for two IPOP enhanced 

3LNPCIs under a balanced power-distribution scenario (0.5:0.5 ratio). The key 

metrics monitored during the experiment include two poles’ output currents of 

inverter#1  and the CC within inverter#1 (io1
+ − io1

− ), and the positive output current io2
+ . The 

other currents can be deduced through Kirchhoff’s Current Law and the monitored 

values.  
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Fig. 3-11. Experimental results with equal power distribution ratio (0.5:0.5). (a) Whole results with 

different regulating elements are activated. (b) Expanded display of Stage I waveforms. (c) Expanded 

display of Stage II waveforms. (d) Currents’ profiles. 

Stage I Analysis (First Degree of Control Freedom Active, S5 ON): During this 

initial stage, the control strategy focuses on proportional load sharing between the two 

inverters. Two poles’ currents io1
+  and io2

+  are observed to be equal, indicating successful 
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power sharing between 3LNPCI#1 and 3LNPCI#2. However, a discrepancy between 

the positive and negative currents within inverter#1 is noted, with a CC amplitude of 

approximately 0.75A. A similar CC magnitude is inferred for 3LNPCI#2, adhering to 

Kirchhoff’s law. 

Stage II Analysis (Second Control Component Activated, S5 Modulated): This stage 

introduces the second control element, targeting the suppression of CC within each 

3LNPCI by dynamically modulating S5. The activation of this control level equalizes 

two poles’ currents within inverter#1, significantly reducing the CC to less than 0.1A, 

thereby demonstrating effective CC suppression. The enlarged waveforms in Fig. 3-11 

(b) and (c) offer a detailed view of the system's response during each control stage, 

illustrating the impact of the control strategies on current dynamics. 

Load Current Profile (Fig. 3-11 (d)): The overall load current profile iLoad is 

consistently equivalent to the aggregate of the positive currents io1
+  and io2

+ , with an 

amplitude of 10A throughout the experiment. This consistency underscores the 

system's ability to maintain stable load current levels despite the dynamic modulation 

of control strategies. These experimental findings underscore the efficacy of the 

proposed modified topology and dual-degree control methodology in achieving 

balanced current sharing and effective CC suppression in IPOP 3LNPCIs. 

3.4.2 Unequal Power Sharing Ratio 

The experimental waveforms showcased in Fig. 3-12 demonstrate the adaptability 

and effectiveness of the enhanced topology and associated control strategy for two 

IPOP 3LNPCIs under an unequal power-distribution scenario (0.3:0.7 ratio). This 

setup tests the system's capability to manage more complex power distribution 

requirements. 

Stage I (First Degree of Control Freedom Activated with S5 ON): With only the first 

degree of control active, the system aims to achieve the targeted power-sharing ratio 

between the two inverters.  The positive currents io1
 +  andio2

 +  are measured at 3A and 7A, 

respectively, aligning with the desired 0.3:0.7 power-sharing ratio, which confirms the 

effectiveness of the control strategy in managing unequal power distribution. Despite 
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successful power sharing, a significant discrepancy between two poles’ currents 

within inverter#1 is observed, resulting in a CC amplitude of approximately 2.6A, 

indicating a more pronounced CC issue under unequal power-sharing conditions.  
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Fig. 3-12. Experimental results with unequal power distribution ratio (0.3:0.7). (a) Whole results with 

different regulating elements are activated. (b) Expanded display of Stage I waveforms. (c) Expanded 

display of Stage II waveforms. (d) Currents’ profiles. 

Stage II (Activation of CC Suppression Control): The second stage introduces the 

CC suppression control, focusing on minimizing the CC within each inverter by 

modulating S5. The activation of this control significantly reduces the CC within 

3LNPCI#1 to below 0.1A, demonstrating the control strategy's ability to effectively 

mitigate CCs even in scenarios of unequal power sharing. The enlarged waveforms in 

Fig. 3-12 (b) and (c) provide detailed insights into the system's response and the 
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impact of the CC suppression control.  

Load Current Profile (Fig. 3-12 (d)): In the whole experimental stage, the total load 

current profile iLoad consistently equals the sum of the positive currents io1
 +  and io2

 + , with 

a total amplitude of 10A, underscoring the system's capacity to maintain stable load 

current levels irrespective of the power-sharing ratio and control strategy adjustments.  

The performance of the designed control scheme for the enhanced 3LNPCIs is 

quantitatively summarized in Table 3-3, focusing on its effectiveness at a 400W 

operational level. Key performance indicators include the suppression of CCs and the 

total harmonic distortion (THD) of the inverters’ currents, both of which are critical 

metrics for evaluating the efficiency and quality of power electronic systems. 

Observations from Table 3-3 reveal that the proposed control scheme significantly 

mitigates CCs within the IPOP 3LNPCIs setup. Moreover, the proposed strategy 

contributes to a noticeable reduction in the average THD of the output currents. The 

improvement in THD underscores the proposed control scheme's ability to not only 

manage CCs but also to enhance the overall quality of the output current.  

Table 3-3. Performance of the proposed CC suppression scheme 

Power 

sharing ratio 

Without or with proposed 

scheme 
Amplitude of CC Average THD of output currents 

0.5:0.5 
Without 0.75A 2.5% 

With <0.1A 2.0% 

0.3:0.7 
Without 2.6A 2.7% 

With <0.1A 2.1% 

Based on these experimental findings, it is illustrated that the robustness and 

flexibility of the proposed modified topology and dual-degree control approach in 

managing both equal and unequal power-sharing scenarios. The ability to maintain 

precise control over current sharing and effectively suppress CCs, as evidenced by the 

experiments, highlights the potential of the proposed solutions for a wide range of 

applications in power electronics systems, particularly in scenarios demanding 

intricate power management and high system stability. 
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3.4.3 Neutral Point Voltage Balance with Proposed Strategy 

Maintaining the balance of the neutral point voltage is crucial for the stable and 

efficient operation of 3LNPCIs. An imbalanced neutral point voltage can lead to 

uneven voltage stresses on the switching devices, potentially causing premature 

failure and affecting the overall performance of the inverter. The proposed control 

scheme addresses this critical aspect by incorporating measures to ensure the neutral 

point voltage remains balanced, without compromising the inverter's capability to 

suppress CCs. Fig. 3-13 illustrates the effectiveness of this approach, demonstrating 

how the neutral point voltage can be maintained within desired thresholds even as the 

control strategy actively mitigates CCs. The ability to simultaneously balance the 

neutral point voltage and suppress CCs is a significant advantage of the proposed 

scheme, highlighting its comprehensive approach to inverter control. 

(2.5A/div)

50ms

V1(25V/div) V2(25V/div)

(2.5A/div)

(a)

(3A/div)

50ms

V1(25V/div) V2(25V/div)

(3A/div)
(b)

1 1o oi i+ −−

2oi
+

1 1o oi i+ −−

2oi
+

 

Fig. 3-13. Waveforms of neutral point voltage employing the suggested scheme. (a) Equal power 

distribution ratio (0.5:0.5). (b) Unequal power distribution ratio (0.3:0.7). 

3.4.4 Efficiency Comparison 

The efficiency analysis of two parallel conventional 3LNPCIs versus the proposed 

enhanced ones under varied operational scenarios—including various load capacities 

and ratios of power distribution—provides insight into the performance trade-offs 

associated with the modified topology. The overall losses in the parallel inverter 

system are primarily composed of active switch losses Ploss_sw and line losses Ploss_line.  

Active Switch Losses (Ploss_sw): These losses are predominantly influenced by the 

number and operation of the active switches within the inverter topology. The 
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modified 3LNPCI topology, by virtue of incorporating additional switches (i.e., the 

bidirectional switch S5 to enhance control flexibility), inherently faces a disadvantage 

in terms of switch losses compared to the conventional topology. The extra switches 

introduce additional conduction and switching losses, which could potentially reduce 

the whole parallel inverter efficiency. 

Line Losses (Ploss_line): The line losses are determined by the distribution of two 

poles’ currents through the system and are mathematically related to the line 

resistance parameters lineR+
, lineR−

, and Rn. These losses can be expressed as a function 

of the current distribution and the resistances encountered by the currents in the 

circuit, that is, 2 2 2

_ ( ) ( ) ( )loss line line line n nP i R i R i R+ + − −= + + . The modified 3LNPCI 

topology, coupled with its control strategy, has the potential to either mitigate or 

exacerbate these losses depending on the specific operational conditions and the 

values of the line resistances. The control strategy's ability to balance positive and 

negative currents and to suppress CCs can lead to a reduction in line losses under 

certain conditions.  
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Fig. 3-14. Detailed losses of two IPOP conventional 3LNPCIs and enhanced ones at 400W. (a) Equal 

power distribution ratio (0.5:0.5). (b) Unequal power distribution ratio (0.3:0.7). 
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The analysis of detailed losses for two IPOP conventional 3LNPCIs and their 

enhanced counterparts at a 400W load, alongside various power sharing ratios, 

provides valuable insights into the efficiency and performance implications of the 

modified topology. Fig. 3-14, along with Table 3-4 and Table 3-5, offers a detailed 

comparison of these systems under diverse operational conditions. Key Observations 

are as summarized follows. 

• Reduction in Line Losses: The data indicate that the modified 3LNPCIs, coupled 

with the tailored control strategy, can achieve a significant reduction in line 

losses. This improvement is attributed to the effective suppression of CCs and 

better current balancing, which directly impacts the line losses calculated based 

on the distribution of positive and negative currents. 

• Impact of Added Switch Losses: Although the modified topology introduces 

additional switches, thereby potentially increasing the switch losses (Ploss_sw), 

this disadvantage is somewhat mitigated by the substantial reduction in line 

losses (Ploss_line). Therefore, the overall impact of the added switch losses on 

system efficiency is contingent upon the specific operational parameters. 

• Variable Net Effect on System Losses: The comparison between the aggregation 

of line losses and switch losses in the enhanced 3LNPCI against the line losses 

in conventional 3LNPCIs reveals that the net effect on total system losses varies 

with different load powers and power distribution conditions. In certain 

scenarios, the efficiency gains from reduced line losses in the modified system 

may outweigh the additional switch losses, leading to a net reduction in total 

system losses. Conversely, under different conditions, the added switch losses 

might eclipse the benefits of reduced line losses, resulting in a net increase in 

total system losses. 

As a result, the whole system loss with the proposed modified 3LNPCIs and the 

associated control strategy can either increase or decrease in comparison with 

conventional ones, according to the specific load powers and power distribution ratios. 

This variability underscores the importance of a nuanced approach to system design 

and operational planning, where the benefits of enhanced control capabilities and 
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reduced CCs need to be balanced against the potential for increased switch losses. 

Table 3-4. Detailed losses under different load powers of two IPOP conventional 3LNPCIs 

Load resistor 

R 

Power 

sharing ratio 

NPC inverter 

(W) 

Inductor 

(W) 

Line resistor 

(W) 
Total loss (W) 

9.2Ω (350W) 
0.5:0.5 14.35 4.9 5.6 24.85 

0.3:0.7 15.2 4.8 4.7 24.85 

10.6Ω 

(300W) 

0.5:0.5 13.1 3.9 4.8 21.75 

0.3:0.7 13.4 4.2 4.0 21.6 

12.8Ω 

(250W) 

0.5:0.5 11.5 3.1 4.3 18.85 

0.3:0.7 11.72 3.55 3.2 18.5 

16Ω (200W) 
0.5:0.5 9.8 2.4 3.7 15.9 

0.3:0.7 10.1 2.7 2.8 15.4 

Table 3-5. Detailed losses under different load powers of two IPOP modified 3LNPCIs 

Load 

resistor R 

Power 

sharing 

ratio 

NPC 

inverter 

(W) 

Inductor 

(W) 

Line resistor 

(W) 

Added 

switches (W) 

Total loss 

(W) 

9.2Ω 

(350W) 

0.5:0.5 14.4 4.6 4.6 2.34 26.12 

0.3:0.7 15.1 5.1 1.58 2.5 24.36 

10.6Ω 

(300W) 

0.5:0.5 13.0 3.7 4.3 2.04 23.04 

0.3:0.7 13.5 4.5 1.3 2.2 21.45 

12.8Ω 

(250W) 

0.5:0.5 11.3 3.0 3.6 1.85 19.75 

0.3:0.7 11.62 4.0 1.17 1.92 18.75 

16Ω 

(200W) 

0.5:0.5 9.8 2.25 3.1 1.55 16.7 

0.3:0.7 10.1 2.8 0.94 1.77 15.6 

(b)(a)
 

Fig. 3-15. A comparative display of efficiency between the conventional 3LNPCI and its enhanced 

version across varying load power levels. (a) Equal power distribution ratio (0.5:0.5). (b) Unequal 

power distribution ratio (0.3:0.7). 
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The comparative analysis of efficiency between the conventional and modified 

3LNPCI topologies under various load power conditions, as summarized in Fig. 3-15, 

offers insightful findings regarding the practical implications of implementing the 

proposed modifications and control scheme. The efficiency measurements were 

conducted in a controlled experimental setup, where both input (Pin) and output (Pout) 

powers were meticulously recorded across different load resistances (R), facilitating 

the calculation of efficiency η = Po / Pin. 

Minimal Efficiency Discrepancy: The experimental results reveal a negligible 

efficiency difference (less than 0.3%) between the modified and conventional 

3LNPCI topologies across the tested operating conditions. This indicates that the 

modifications introduced to enhance CC suppression capabilities do not significantly 

detract from the inherent efficiency of the 3LNPCI system. 

Slight Efficiency Improvement: Notably, at a load power of 400W and a power-

sharing ratio of 0.3:0.7, the aggregate efficiency of the system accompanying the 

implemented CC suppression scheme exhibits a marginal improvement over the 

system without CC suppression. This suggests that the optimized control strategy not 

only effectively mitigates CCs but may also contribute to a slight enhancement in 

system efficiency under certain conditions. 

Implications: The findings from these hardware experiments underscore the 

feasibility of integrating the proposed CC suppression scheme into 3LNPCI systems 

without compromising their high-efficiency performance. The ability to maintain, and 

in some cases slightly improve, system efficiency while effectively addressing CC 

issues represents a significant advancement in inverter technology, ensuring that the 

high-efficiency advantage of 3LNPCIs is preserved even with the adoption of 

advanced control strategies for CC suppression. Therefore, in conclusion, the 

proposed modifications and control scheme for CC suppression in 3LNPCIs 

demonstrate a successful balance between enhancing system performance in terms of 

CC mitigation and maintaining the intrinsic high-efficiency characteristic of the 

inverters, making it a viable solution for applications requiring both high efficiency 

and effective CC management. 
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3.4.5 Discussion 

The benefits of the modified 3LNPCIs can be discussed from two aspects.  

Firstly, the main advantage of the modified topology is that CCs can be effectively 

suppressed, which can decrease the stress on active components, maintain high-

quality output currents, and avoid system failures as much as possible.  

Secondly, although additional switches will add the cost of system hardware, the 

efficiency gains achieved through CC suppression and improved current balancing 

will make up for the loss, especially considering long-term operations. Take two IPOP 

modified 3LNPCIs with unequal power sharing ratio (0.3:0.7) @ 400W as an example, 

the cost of the additional switches is about 70 HK$, and the efficiency improvement is 

about 0.1% (i.e., 0.4W). Therefore, after the system has been in operation for more 

than 13 years, the cost of the additional switches can be recovered. It should be noted 

that when the system operating power is 400W, lower rating switches can be used, 

therefore, the cost of additional switches will be significantly reduced and the cost 

will be made up within shorter time. On the other hand, it is worth emphasizing that 

the system efficiency improvement depended on multiple parameters, such as system 

operating power, line impedance parameters, and power sharing ratio, etc. In our 

small-scale test system, the system operating power is very low, therefore, the 

efficiency improvement is not obvious, while when the system operating power is 

high, the efficiency improvement would be more evident and the time to recoup the 

additional hardware costs will be shorter. 

3.5 Conclusion 

The chapter presents a novel decentralized control strategy tailored for the modified 

topology of 3LNPCIs, specifically designed to address CCs in IPOP single-phase 

3LNPCIs. The study embarks on an analytical journey by formulating a mathematical 

model to capture the dynamics of currents in IPOP 3LNPCIs, which facilitates a 

comprehensive examination of the various factors influencing current behavior and 

elucidates the dual control objectives inherent to IPOP 3LNPCIs. A critical evaluation 
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of the conventional half-bridge 3LNPCI topology reveals its intrinsic limitations, 

notably its single degree of modulation freedom, which is inadequate for 

simultaneously achieving the dual control objectives of CC suppression and 

proportional current sharing. This insight lays the groundwork for the proposed 

modified 3LNPCI topology, which introduces an additional degree of modulation 

freedom, thereby expanding the control capabilities of the system. Leveraging this 

enhanced topology, a sophisticated control strategy comprising two distinct degrees of 

control freedom is developed. This approach ingeniously integrates CC suppression 

with current sharing, ensuring that currents are distributed according to predetermined 

ratios without compromising on the mitigation of CCs. The practical viability and 

effectiveness of this proposed solution are substantiated through rigorous 

experimental validation, demonstrating its potential to significantly improve the 

performance and reliability of IPOP 3LNPCI systems. In essence, this chapter 

contributes a comprehensive solution to the challenges posed by CCs in IPOP single-

phase half-bridge 3LNPCIs, offering a blend of theoretical innovation and practical 

applicability that holds promise for advancing the field of power electronics. 
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Chapter 4 Distributed Fixed-Time Secondary Control for DC 

Microgrid 

4.1 Introduction 

DC microgrids offer distinct benefits over their AC counterparts, including reduced 

complexity and enhanced control efficacy. They support a more seamless 

incorporation of the increasingly common DC-based energy sources (such as PV) and 

loads (including computers and electric vehicles), primarily due to the reduced 

necessity for energy conversion. This attribute significantly boosts the overall 

efficiency of the system and positions DC microgrids as a more practical option for 

advancing sustainable and eco-friendly energy distribution. For the effective 

coordination of integrated DGs and to meet the heightened performance standards 

anticipated for the entire system, it is imperative to implement an advanced secondary 

control strategy. This strategy should be characterized by its swift response 

capabilities and its ability to significantly diminish the need for extensive 

communication between DGs. Although current research has made commendable 

progress, the latest findings still require the transmission of two variables to achieve 

rapid convergence dynamics, necessitating a high communication bandwidth.  

To mitigate this issue, this chapter proposes a new distributed fixed-time secondary 

control strategy that requires the exchange of only a single variable among 

neighboring DGs [102]. This innovative approach simplifies the control mechanism, 

reducing the complexity of implementation and minimizing the communication 

overhead compared to existing latest methods. The effectiveness and efficiency of the 

proposed control method are substantiated through various simulation results, 

demonstrating its superiority in terms of simplicity, reduced data transmission 

requirements, and enhanced system performance. This novel control strategy 

represents a significant step forward in the evolution of secondary control for DC 

microgrids, promising improved system responsiveness and stability with less 

variable transmitted. 
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4.2 Problem formulation and Control Objectives 

The DC microgrid system structure discussed in this chapter, as depicted in Fig. 4-1, 

showcases a configuration where N DGs and M loads are interconnected to a shared 

DC bus. This arrangement is typical of DC microgrid architectures and widely used in 

industrial applications (such as, more electric aircraft, and all-electric ships [103], 

etc.), designed to efficiently distribute power generated from various renewable and 

non-renewable energy sources to a variety of electrical loads. In such a system, the 

DGs could include a mix of renewable energy sources like solar panels and wind 

turbines, along with possible energy storage systems such as batteries or 

supercapacitors, and even conventional diesel generators to ensure reliability and 

continuous power supply. The loads, on the other hand, represent the various electrical 

devices and systems that consume the power generated by the DGs, which could 

range from residential appliances and commercial equipment to industrial machinery. 

The common DC bus serves as the central electrical conduit that facilitates the 

distribution of electricity from the DGs to the loads. It is a critical component of the 

DC microgrid, ensuring that power is efficiently transmitted within the system while 

maintaining the necessary voltage levels for proper operation of all connected devices. 

The system structure illustrated in Fig. 4-1 lays the foundation for discussing the 

operational dynamics, control strategies pertinent to DC microgrids, as explored in the 

subsequent sections of this chapter. 

DC Bus

C1

R1V1

DG 1

I1

C2

R2V2 I2

DG 2

CN

RNVN IN

.

.

.

Load 1

Load 2

Load M

.

.

.
DG N

 

Fig. 4-1. The DC microgrid system. 
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4.2.1 Control Framework and Objectives 

In DC microgrids, a hierarchical control framework is commonly utilized to ensure 

efficient and reliable operation. This framework typically consists of two levels: 

primary control and secondary control, each serving distinct functions within the 

system. 

Primary Control Layer: The primary control layer is the first line of defense in 

maintaining the stability and functionality of the microgrid. It operates locally at each 

DG without the need for communication with other DGs or a central controller. A 

widely used approach within this layer is droop control, which is analogous to its AC 

counterpart and is employed to achieve proportional current sharing among the DGs. 

This method allows each DG to contribute to the total load demand based on its 

capacity and predetermined sharing ratio. 

For the ith DG (i = 1, …, N), where N is the total number of DGs in the microgrid, 

the voltage reference signal Vref_i can be determined by the droop equation as 

 
* ,ref

i i iV V r I= −  (4-1) 

where V* signifies the nominal voltage value of the DC bus, ri represents the droop 

coefficient, and Ii denotes the actual output current from DG i. 

The droop control essentially adjusts the output voltage of each DG in response to 

changes in the load current, ensuring that the load is shared proportionally among the 

DGs according to their droop characteristics. This adjustment is typically achieved by 

setting the voltage reference Vref_i as a function of the output current Ii and a 

predefined droop coefficient ri, which represents the sensitivity of the voltage 

adjustment to changes in the output current. For every DG in the system, a traditional 

dual-loop control architecture is employed, featuring an outer-loop dedicated to 

voltage regulation and an inner-loop focused on current control. This setup aims to 

adjust the output voltage Vi of each DG i to align with its designated reference value 

ref

iV , i.e. 
ref

i iV V= . The coefficients for proportional and integral control pertaining to 

the voltage and current PI regulators of DG i are represented as KVPi, KVIi and KIPi, 
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KIIi, respectively.  

Accounting for the line resistance Ri, the expression for the DC bus voltage VB can 

be articulated as 

 
* ( ) .B i i i i i iV V R I V r R I= − = − +  (4-2) 

From (4-2), we have  

 ( ) ( ) , , 1,  ,  ,i i i j j jr R I r R I i j N+ = +  =  (4-3) 

and 

 , , 1,  ,  .
j ji

j i i

r RI
i j N

I r R

+
=  =

+
 (4-4) 

If ri is chosen significantly larger than Ri, i.e., i ir R , it can be derived that 

/ /i j j iI I r r . Hence, by selecting appropriate droop coefficients, the objective of 

achieving the intended current distribution among the units can be realized. 

Nonetheless, as inferred from (4-2), a substantial droop coefficient may lead to a 

significant variance between the actual DC bus voltage VB and its nominal value V*. 

To address this challenge, the implementation of a secondary control mechanism 

becomes imperative. 

Secondary Control Layer: The secondary control layer comes into play to correct 

these deviations and restore the system voltage VB to its nominal value V*. Utilizing 

the secondary control, we have 

 
* ,ref

i i i iV V r I u= − +  (4-5) 

and  

 
* ( ) ,B i i i iV V r R I u= − + +  (4-6) 

where ui denotes the compensation signal generated through the application of the 

secondary control strategy. 

By means of the definition of the ‘virtual voltage drop’ [88], 

 ( ) ,    1,  ,  ,d

i i i iV r R I i N= + =  (4-7) 

(4-6) can be rewritten as 
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* .d

B i iV V V u= − +  (4-8) 

Within the realm of DC microgrid systems, two pivotal control targets are 

identified: regulation of the DC bus voltage and ensuring proportional load sharing 

across DGs, i.e., 

 
*,BV V=  (4-9) 

and  

 / / ,  , 1,  ,  .i j j iI I r r i j N=  =  (4-10) 

1. DC bus voltage regulation: This objective focuses on maintaining the voltage at 

the DC bus at a specified value, ensuring stable and reliable power supply 

across the microgrid. Voltage regulation is crucial because fluctuations in the 

DC bus voltage can affect the performance and longevity of both the power-

generating units and the loads. Effective voltage regulation contributes to the 

overall efficiency and safety of the microgrid, facilitating consistent power 

delivery even as load demands or generation capacities vary. 

2. Proportional current sharing among DGs: This objective ensures that each DG 

contributes to the total load demand in proportion to its capacity or a predefined 

sharing ratio. Proportional current sharing is vital for several reasons: 

     - Optimal Utilization of Resources: By distributing the load according to the 

capabilities or efficiencies of the DGs, the microgrid can optimize its overall 

performance, making the best use of available renewable resources like solar 

and wind. 

     - Enhanced System Stability: Balanced current sharing helps maintain system 

stability by preventing large power imbalances that could lead to voltage sags, 

swells, or other disturbances within the microgrid. 

4.2.2 Description of Notation 

The symbol N are used to denote all N-dimensional real column vectors. Let NI  

represent the N×N identity matrix, and 1N and 0N represent the N-dimensional column 
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vector with all elements being 1 and 0, respectively. The superscript T denotes 

transpose of a matrix. 

4.2.3 Description of Information Transmission Network 

The information exchange channels of the DC microgrid can be described by a 

graph ( ,  ,  )= , where 1 2{ ,  ,  ,  }N  = is the vertex set including all 

DGs,    is the information channel set, and N N  is the adjacent matrix. 

The adjacent matrix is denoted as [ ]ija= , where the communication weights are 

set by 1ija = if ( ,  )j i   , and 0ija =  if ( ,  )j i   . Let { : ( ,  ) }i j j i   = 

represents all neighbors of DG i. The Laplacian matrix  of graph  is given as 

[ ] N N

ijl =  , where 
i

ii ijj
l a


= , and ij ijl a= − for i j . 

To meet the control goals outlined in equations (4-9) and (4-10) and to support the 

establishment of fixed-time convergence in the subsequent section, we present some 

pre-knowledge. 

Assumption 1: The data exchange channel graph  is undirected and connected. 

Assumption 2: The signal ( )d

iV t  exhibits a smoothness characteristic, and its 

derivative complies with 

 | ( ) | ,  1,  2,  ...,  ,d

i VdV t k i N =  (4-11) 

where kVd is a positive constant. 

Lemma 1: [104] If 1 2,  ,  ..., 0N    , then 

(1) ( )1 1

q
N Nq

i ii i
 

= =
   for 0 < q ≤ 1; 

(2) ( ) ( )1

1 1 1

q q
N N Nq q

i i ii i i
N   −

= = =
     for 1 < q < ∞. 

Lemma 2: [105] For the system 0( ) ( ( )),  (0)t f t x x= =x x , where 

1  [ ,...,  ]T N

Nx x= x , and :  N Nf →  is a continuous function on N  and 

(0)  0f = . If there exists a Lyapunov function V(x(t)) satisfying the following 

inequation: 
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 1 2( ( ))  ,p qV t aV a V − −x  (4-12) 

with a1 > 0, a2 > 0, 0 < p < 1, q > 1, then x(t) is the global fixed-time convergence 

system. Moreover, the convergence time T is bounded by: 

 max

1 2

1 1
  :  .

(1 ) ( 1)
T T

a p a q
 = +

− −
 (4-13) 

Lemma 3: [106] For a undirected connected graph , the eigenvalues of L satisfy 

10 ( )L= < 2 ( )L   … ( )N L . Then, the follows conclusion is valid that N x , 

if 1 0T

N =x , it has 2

T TL (L)x x x x .  

4.3 Proposed Distributed fixed-time secondary controller 

In this section, a distributed fixed-time secondary control method is suggested for 

DC microgrids. Unlike the approach detailed in [92], which requires the exchange of 

two variables among neighboring DGs for fixed-time control, the proposed method 

necessitates the transmission of only a single variable. This key difference has 

profound implications for the overall efficiency and feasibility of the control strategy 

in practical applications, i.e., reduced communication traffic, simplified 

implementation, enhanced reliability. 

4.3.1 Distributed Fixed-time Secondary Control 

The distributed secondary controller ui(t) is designed as 

 

1 2

( ) ( ) ( ),

( ) ( ( )) sign( ( )),

( ) ( ( ) ( )), 1,  ...,  .
i

d

i i i

i i i

i i j

j N

u t x t V t

x t k w t k w t

w t u t u t i N





 = +

 = − −

 = − =




 (4-14) 

where 1 0k  , 2 0k   are control gains,   is a positive parameter satisfying 1  . 

Remark 1: The distributed controller we designed necessitates the transmission of 

merely a single variable, ui, which significantly cuts down on communication traffic, 

especially when compared to the latest reported approach in [92] that involves the 

transmission of two variables. 
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Theorem 1: In accordance with Assumptions 1 and 2, the devised control 

mechanism, delineated in (4-14), is capable of achieving precise voltage regulation and 

proportional current distribution simultaneously, within a fixed convergence period. 

To lay the groundwork for the subsequent proof, we initially establish the control 

discrepancy of DG i as 

 
*( ) ( ) ( ) ( ),   1,  ...,  .d

B i ie t V t V u t V t i N= − = − =  (4-15) 

Summing (4-15) together gives 

 
1 1

( ) ( ( ) ( )) ( ),
N N

d

i avg i

i i

Ne t u t V t e t
= =

= − =   (4-16) 

where 

 ( ) ( ) ( ),d

i i avge t u t V t= −  (4-17) 

and 

 
1

1
( ) ( ).

Nd d

avg ii
V t V t

N =
=   (4-18) 

Furthermore, we define 1( ) [ ( ),  ,  ( )]T

Nt e t e t=e . 

Then, wi(t) can be expressed as 

 ( ) ( ( ) ( )) ( ( ) ( )),
i i

i i j i j

j N j N

w t u t u t e t e t
 

= − = −   (4-19) 

and we have 

 
2 2

1

( ( )) ( ( )) ( ) ( ) ( ).
N

T T

i

i

w t L t L t t L t
=

= = e e e e  (4-20) 

Leveraging Lemma 3, we have: 

 
2

2

1

( ( )) ( ) .
N

T

i

i

w t L
=

 e Le  (4-21) 

Proof: Choose the Lyapunov function 0.5 TV = e Le . Then, it can be obtained that 

 

1

1 2

1 1

1

1 2

1 1 1

1 1

2 22 2
1 2

1 1

( sign( ) )

| | ( )

( ) ( 2 ) ( )

N
T

i i

i

N N
d d

i i i i i i avg

i i

N N N
d d

i i i i avg

i i i

N N

i vd i

i i

V w e

w e w k w k w V V

k w k w w V V

k w k k w







=

= =

+

= = =

+

= =

=

= = − − + −

= − − + −

 − − −



 

  

 

e Le =

 (4-22) 
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Then, 2k  can be aptly chosen to fulfill the condition outlined below: 

 2 02 ,  1,  ...,  ,vdk k k i N + =  (4-23) 

where 0 0k   is a positive constant. 

Then, leveraging Lemma 1, (4-21) and (4-23), we have  

 

1 1

2 22 2
1 0

1 1

1 1
1

2 2
2 22

1 0

1 1

1 1 1

2 2 2
1 2 0 2

1 1 1 1

2 2 2 2
1 2 0 2

( ) ( )

( )

(2 ( ) ) (2 ( ) )

(2 ( )) 2 ( ) .

N N

i i

i i

N N

i i

i i

V k w k w

k N w k w

k N L V k L V

k N L V k L V






 

  

 

 

+

= =

+
−

= =

− +

− + +

 − −

   
 − −   

   

 − −

= − −

 

   (4-24) 

Then, based on Lemma 2, the system error e  can get to the stable state within a 

fixed time, i.e.,  

 
*

*lim  ( )   ( ) ,  ,N N
t T

t and t t T
→

= =  0 0e e  (4-25) 

where 

 

( )

*

1 1
0 2 2 2

1 2

2 2
.

( )
2 ( ) ( 1)

T
k L

k N L
 

 
− +

 +

−

 (4-26) 

Therefore, from (4-15)-(4-18), we can get that 
* *

lim  ( ) lim( ( ) ( )) 0d

i i
t T t T

e t u t V t
→ →

= − = . 

Then, it can be obtained from (8) that 

 
*

*lim  ,B
t T

V V
→

=  (4-27) 

and the regulation objective (4-9) can be also obtained within the fixed time. 

Further, we have 

 
* *

lim lim ,  , 1,  ...,  .d d d

i j avg
t T t T

V V V i j N
→ →

= =  =  (4-28) 

Taking into account that ri is selected to be significantly greater than Ri, i.e., 

i ir R , it follows from (4-7) and (4-28) that 

 
*

lim / / ,  , 1,  ,  .i j j i
t T

I I r r i j N
→

=  =  (4-29) 

Consequently, the control objective (4-10) can be also satisfied within a fixed time. 
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4.4 Case study 

The proposed fixed-time control strategy for DC microgrids is validated by an 

extensive simulation conducted in MATLAB/Simulink, illustrating its robustness and 

reliability. The simulation environment meticulously recreates an islanded DC 

microgrid architecture that includes four DGs. Each DG unit is outfitted with a boost 

converter and a DC voltage source, reflecting a prevalent setup in microgrids powered 

by renewable energy sources. This configuration is crucial for understanding the 

dynamics and interactions within a microgrid, especially in scenarios where 

renewable energy plays a significant role. The boost converters play a pivotal part in 

regulating the voltage levels, ensuring that the energy generated by the DGs is 

efficiently utilized and harmonized with the load demands of the microgrid. 

In this simulated environment, the efficacy of the control strategy is put to the test 

under various operating scenarios, like load variations, and communication delay, etc.. 

The results demonstrate the control scheme's capability to maintain stable voltage 

levels and ensure required current sharing among the DGs, thereby enhancing the 

overall resilience and efficiency of the microgrid. This detailed simulation not only 

underscores the practical applicability of the proposed control strategy but also 

provides valuable insights into optimizing the performance of DC microgrids, paving 

the way for more sustainable and reliable energy distribution in the context of 

increasing reliance on renewable energy sources. 
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Fig. 4-2. The studied DC microgrid. (a) Physical topology. (b) Data exchange network. 

Microgrid Configuration: The DC MG features four DGs that are interconnected in 

parallel to a shared DC bus, as depicted in Fig. 4-2 (a). This configuration is typical of 
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DC microgrids, allowing for the aggregation of power generated from multiple 

sources and its distribution to the loads connected to the DC bus. 

Data Exchange Network: Fig. 4-2 (b) illustrates the data transmission network 

established among the DGs, which is critical for the distributed control scheme. This 

network enables the exchange of control signals (in this case, the single variable ui for 

each DG) necessary for implementing the fixed-time control method. 

The specific parameters for the microgrid system and the controllers, including the 

boost converter specifications, control gains, and other relevant settings, are 

systematically cataloged in Table 4-1. These parameters are essential for accurately 

configuring the simulation to reflect realistic operating conditions and control 

objectives. 

Table 4-1 System parameters 

 DG 1 ~ DG 4 

DC Voltage Source VDC 100 V 

Rated DC Bus Voltage V* 200 V 

Switching Frequency fsw 20 kHz 

Filter Inductor Lf 1 mH 

Filter Capacitor Cf 1 mF 

Line Resistance R1~4 0.01 Ω 

Primary Controller 

Droop Gain r1=1, r2=2, r3=2, r4=3 

Voltage Loop 
KVP 1.2 

KVI 80 

Current Loop 
KIP 0.1 

KII 1 

Secondary Controller 

k1 3 

k2 0.5 

α 2 

4.4.1 Case 1: Constant Power Load Step Change 

The effectiveness of the proposed fixed-time control method is thoroughly 

examined through a case study involving constant power load (CPL) variations. The 

simulation is structured into four distinct stages to assess the control strategy's 

response to dynamic load changes: 

Stage 1 (0-2s): At the onset (t = 0s), a CPL PL1 = 2000W is connected to the DC bus, 

with only the primary droop control activated. This stage assesses the primary 

control's ability to maintain system stability and load sharing in the presence of a 
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significant load. 

Stage 2 (2-4s): The proposed secondary control is activated at t = 2s, introducing 

the fixed-time control mechanism. This stage evaluates the secondary control's 

capability to restore the DC bus voltage to its rated value V* = 200V and adjust the 

power sharing among the DGs in response to the existing load. 

Stage 3 (4-6s): An additional CPL PL2 = 1000W is applied to the DC bus at t = 4s, 

increasing the total load and testing the control system's adaptability to sudden load 

variations. 

Stage 4 (6-8s): The PL2 load is disconnected from the DC bus at t = 6s, simulating a 

reduction in demand. This final stage examines the system's response to decreasing 

load conditions and its ability to stabilize the DC bus voltage and current sharing 

among the DGs. 
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Fig. 4-3. Simulation waveforms under constant power load steps. (a) DC bus voltage. (b) Output 

currents of four DGs. 

The simulation results, presented in Fig. 4-3, provide valuable insights into the 

control strategy's performance: Fig. 4-3 (a) illustrates the DC bus voltage response. 

Initially, with only primary control active, a noticeable voltage deviation from the 

rated value is observed due to the added load. However, upon activation of the 

proposed secondary control, the DC bus voltage swiftly stabilizes to the rated value, 

demonstrating the secondary control's effectiveness in voltage regulation despite CPL 

variations. Fig. 4-3 (b) depicts the proportional current sharing among the four DGs 

throughout the simulation. The results indicate that the proposed control method 
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ensures proportional load distribution according to the desired ratios, even with the 

dynamic changes in load conditions. This case study underscores the proposed fixed-

time secondary control method's efficacy in managing DC bus voltage regulation and 

maintaining proportional current sharing among DGs under varying CPL conditions. 

4.4.2 Case 2: Plug-and-Play Performance 

The plug-and-play capability of the proposed control method for DC microgrids is 

a critical feature that enhances the system's adaptability and resilience. This capability 

allows for the seamless integration or removal of DGs without disrupting the overall 

system stability and performance. The test scenario described involves an initial setup 

where all primary and secondary controllers are active, with a CPL PL = 3000W 

connected to the common DC bus. The focus is on the dynamic response of the 

system when DG#4 is temporarily disconnected and then reconnected to the DC bus. 

Key observations from the test results are: 

• DC bus voltage stability (Fig. 4-4 (a)): Throughout the simulation, the DC bus 

voltage remains stable and accurately aligned with its nominal value, indicating 

effective voltage regulation by the control system. This stability is maintained 

even during the removal and reconnection of DG#4, showcasing the robustness 

of the voltage control mechanism. 

• Adaptive Current Sharing (Fig. 4-4 (b)): Upon the removal of DG#4 at t = 4s, 

the system automatically adjusts, and the load current is proportionally 

redistributed among the remaining three DGs according to the predefined 

sharing ratios. This adjustment ensures that the system continues to operate 

efficiently without overloading any of the active DGs. When DG#4 is 

reintegrated into the system at t = 6s, the control method swiftly restores the 

original proportional current sharing among all four DGs, demonstrating the 

system's flexibility and the control strategy's ability to accommodate changes in 

the DG configuration. 

• Implications of Plug-and-Play Performance: The satisfactory plug-and-play 

performance of the designed control method has significant implications for the 
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practical application and scalability of DC microgrids: 1. System Scalability: 

The ability to easily integrate or remove DGs without compromising system 

stability or performance is essential for the scalable expansion of microgrids, 

allowing them to adapt to changing energy demands and resource availability. 2. 

Enhanced Reliability: The control method's resilience to changes in the DG 

configuration enhances the reliability of the microgrid, ensuring continuous 

operation even in the face of component failures or maintenance requirements. 3. 

Operational Flexibility: The plug-and-play capability provides operators with 

greater flexibility in managing the microgrid, facilitating optimal resource 

utilization and maintenance scheduling without disrupting service. 

In summary, the designed control method's plug-and-play performance, as 

demonstrated in the test scenario, underscores its effectiveness in ensuring stable and 

efficient operation of DC microgrids under dynamic conditions. This capability is 

crucial for the development of flexible, reliable, and scalable microgrid systems 

capable of supporting the evolving energy landscape. 
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Fig. 4-4. Simulation waveforms with DG plug-and-play. (a) DC bus voltage. (b) Output currents of four 

DGs. 

4.4.3 Case 3: System Performance with Communication Time Delay 

The examination of the impact of communication delay on the performance of the 
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designed controller is crucial for understanding the robustness and reliability of the 

control strategy in real-world DC microgrid applications. In this specific case study, 

the system's response to varying levels of communication delays Tdelay is assessed to 

determine the maximum allowable delay that the system can tolerate without 

compromising stability and performance. The process mirrors that of Case 1, with the 

addition of different communication delays: Tdelay = 10ms, 20ms, and 30ms. 

C
u

rr
e
n

t 
(A

)
C

u
rr

e
n

t 
(A

)
C

u
rr

e
n

t 
(A

)

Time(s)

Time(s)

Time(s)

I1 I2 I3 I4

I1 I2 I3 I4

I1 I2 I3 I4

(a)

(b)

(c)  

Fig. 4-5. Output currents with different communication time delays Tdelay. (a) Tdelay = 10ms. (b) Tdelay = 

20ms. (c) Tdelay = 30ms. 

Key Observations from Fig. 4-5: 

• Stability at Lower Delays: When the communication delay is set to 10ms and 

20ms, the output currents of all DGs remain stable, indicating that the system 

can maintain its operational integrity and perform as expected under these 

conditions. The ability to withstand delays up to 20ms while preserving voltage 

regulation and proportional current sharing demonstrates the designed control 

method's resilience to communication imperfections. 

• Instability at Higher Delay: At a communication delay of 30ms, the system 

exhibits instability, as reflected in the output currents of the DGs. This instability 

is a clear indication that the control strategy's effectiveness is compromised 
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when the delay exceeds a certain threshold, in this case, 20ms. 

• Implications of Communication Delay on Control Performance: The findings 

highlight the significance of communication timeliness in the distributed control 

framework of DC microgrids. A few key implications can be drawn: 1. 

Threshold for Delay Tolerance: The system's ability to sustain stability and 

performance with communication delays of up to 20ms provides a practical 

guideline for the design and implementation of communication networks in DC 

microgrids. Ensuring that the communication infrastructure can support delay 

times within this threshold is essential for reliable microgrid operation. 2. Need 

for Robust Communication Solutions: The sensitivity of the system to delays 

beyond 20ms underscores the importance of robust, high-speed communication 

solutions that can minimize latency, thereby enhancing the overall reliability and 

effectiveness of the control strategy. 3. Design Considerations: System designers 

and operators must consider communication delays in the control strategy 

development and microgrid architecture to ensure that the system can 

accommodate inherent communication latencies without sacrificing stability. 

To sum up, the case study on communication delays reveals that the proposed 

secondary control method for DC microgrids can effectively manage voltage 

regulation and proportional current sharing, provided the communication delay is kept 

below 20ms. This insight is pivotal for ensuring the successful deployment and 

operation of distributed control systems in DC microgrids, particularly in scenarios 

where communication delays are inevitable. 

4.4.4 Case 4: Performance Comparison 

The comparative analysis presented in this case study elucidates the performance of 

the proposed distributed fixed-time secondary control method against two other 

control strategies: the asymptotically stable secondary control method detailed in [88] 

and the fixed-time secondary control technique from [92]. The evaluation focuses on 

the system's response to a step increase in CPL from 2000W to 3000W, mirroring the 

conditions outlined in Case 1. 
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Key Observations from Fig. 4-6: 

• DC Bus Voltage Response (Fig. 4-6 (a)): The enlargement of the transient state 

waveforms reveals that both the proposed control method and the fixed-time 

control from [92] achieve a significantly faster settling of the DC bus voltage 

following the CPL increase compared to the asymptotically stable method in 

[88]. Notably, the proposed method exhibits a marginally quicker convergence to 

the steady-state voltage than the method in [92], indicating a slight performance 

edge in voltage regulation speed. 

• DG#4 Output Current Dynamics (Fig. 4-6 (b)): The focus on DG#4's output 

current demonstrates that with the proposed controller, the current reaches a 

steady state more rapidly than with the other two methods. This quicker response 

underscores the proposed method's effectiveness in ensuring proportional current 

sharing among DGs in the face of load variations. 

• Advantages of the Proposed Control Strategy: 1. Enhanced System Convergence 

Speed: The proposed control method facilitates a faster stabilization of both the 

DC bus voltage and the DGs' output currents following disturbances, such as 

CPL changes. This rapid convergence is crucial for maintaining the reliability 

and stability of the microgrid under dynamic conditions. 2. Reduced 

Communication Overhead: Unlike the fixed-time control method in [92], which 

requires the exchange of two variables among DGs, the proposed method 

achieves its performance improvements while only necessitating the 

transmission of a single variable. This reduction in the number of variables 

significantly eases the communication burden, minimizing the risk of network 

congestion and enhancing the scalability of the control scheme. 

In general, the above comparative analysis underscores the superiority of the 

proposed control strategy in terms of both system convergence speed and 

communication efficiency. By achieving slightly better performance than the method 

in [92] with less information exchange, the proposed method presents a compelling 

solution for managing DC microgrids, particularly in scenarios where rapid response 

to load changes and communication efficiency are paramount. These attributes make 
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the proposed control strategy highly suitable for modern DC microgrids that prioritize 

fast dynamics and low communication overhead. 

Time(s)
(a)

Time(s)
(b)

Vbus(Proposed controller)

Vbus(Controller in [92])

Vbus(Controller in [88])

I4(Proposed controller)

I4(Controller in [92])

I4(Controller in [88])

The seconday 
control is 
activated

CPL=2000W CPL=3000W CPL=2000W

The seconday 
control is 
activated

CPL=2000W CPL=3000W CPL=2000W

 

Fig. 4-6. Performance comparison. (a) DC bus voltage. (b) Output current of DG#4. 

4.5 Conclusion 

The chapter introduces a novel distributed fixed-time secondary control strategy 

specifically designed for islanded DC microgrids. This control approach stands out for 

its ability to ensure precise voltage regulation and proportional current distribution 

among DGs within a predetermined, fixed time frame. Key highlights and 

contributions of the proposed method include: 

1. Fixed-Time Control: Unlike asymptotic methods that only guarantee stability 

over an indefinite period, the proposed strategy ensures that both voltage restoration 

and current sharing objectives are met within a fixed settling time, enhancing the 

predictability and responsiveness of the microgrid's control system. 

2. Reduced Communication Overhead: The method requires the transmission of 

only a single variable between neighboring DGs, significantly reducing the 
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communication load compared to methods that necessitate multiple variables. This 

streamlined communication protocol contributes to a more efficient and scalable 

control architecture, particularly beneficial for larger microgrid systems with 

numerous nodes. 

3. Independence from DC Bus Voltage Information: A distinctive feature of the 

proposed control strategy is its operational independence from direct DC bus voltage 

measurements. This eliminates the need for bus voltage sensors, thereby reducing 

system complexity, lowering costs, and enhancing overall reliability by removing a 

potential point of failure. 

4. Stability Analysis: The stability and effectiveness of the proposed control method 

are rigorously validated using Lyapunov stability theory. This theoretical foundation 

ensures that the system remains stable under the proposed control, even in the face of 

disturbances or operational variances. 

5. Performance Validation: Comparative simulations demonstrate that the proposed 

control strategy outperforms existing methods in terms of dynamic response and 

efficiency. The system exhibits faster voltage and current stabilization following 

disturbances, with significantly fewer data transmissions required for control 

coordination. 

The proposed distributed fixed-time secondary control strategy represents a 

significant advancement in the management of islanded DC microgrids. By 

combining rapid dynamic response with reduced communication requirements and 

enhanced system reliability, the method addresses critical challenges in microgrid 

control, paving the way for more resilient and efficient energy distribution in off-grid 

and remote applications. 
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Chapter 5 Distributed Event-Triggered Fixed-Time Secondary 

Control for DC Microgrids Without Continuous Signal 

Transmission 

5.1 Introduction 

Although the method proposed in Chapter 4 can reduce the number of transmitted 

variables, it requires the continuous periodical signal transmission. To fully eliminate 

the continuous communication, this chapter proposes a novel distributed event-

triggered fixed-time secondary control strategy, which is distinguished by rapid 

convergence speed, reduced communication burden, and non-reliance on DC bus 

voltage measurement [108]. The significant advancements made in this chapter can be 

itemized below:  

1. Reduced Communication Variables: Unlike the method in [92], which 

necessitates the transmission of two variables for achieving fixed-time stability, the 

proposed strategy simplifies communication by requiring only a single variable to be 

conveyed to neighboring nodes. This simplification not only eases the implementation 

process but also substantially diminishes communication traffic, making the system 

more scalable and less prone to network congestion. 

2. Event-Triggered Communication: The proposed method advances the concept of 

fixed-time distributed control by integrating event-triggered communication, wherein 

signal transmissions between DGs occur solely upon the fulfillment of specific event-

triggering conditions. This approach marks a departure from the continuous periodic 

communication model utilized in [92], significantly reducing the frequency of data 

exchanges and, consequently, the overall communication burden on the system. 

Moreover, unlike the approach in [97], which still relies on continuous 

communication for triggering conditions, the proposed event-triggered controller 

achieves fixed-time convergence of system states without any need for continuous 

data exchange, representing a pioneering advancement in continuous-communication-

free event-triggered control for DC microgrids. 
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3. Stability and Zeno Behavior: The stability of the proposed control strategy is 

rigorously validated using the Lyapunov stability theorem, ensuring that the system 

remains stable under the designed control laws. Additionally, the strategy effectively 

addresses and excludes the possibility of Zeno behavior—a phenomenon where an 

infinite number of triggering events occur in a finite time, which could potentially 

destabilize the system or overwhelm the communication network. 

By addressing these critical aspects, the proposed distributed event-triggered fixed-

time secondary control strategy enhances the operational efficiency, scalability, and 

reliability of DC microgrids. The reduction in communication variables, coupled with 

the assurance of system stability and the innovative use of event-triggered control 

mechanisms, positions this approach as a significant contribution to the ongoing 

development of advanced control strategies for modern microgrid systems. 

Discussion: Compared with the static event-triggering control method proposed in 

this chapter, the dynamic event-triggering control method can adjust triggering 

intervals according to the change of system status, thereby further reducing the 

number of communications. However, although dynamic event-triggering control has 

been proposed [109], the fixed-time dynamic event-triggering control to speed up the 

system convergence has seldomly been reported for DC MGs due to the complexity 

of the controller design. On the other hand, dynamic ETC is very complex to 

implement and requires high computational performance of the controller. The trade-

off between dynamic adjustment of triggering intervals and the complexity of 

implementation needs to be considered. In summary, the fixed-time event-triggering 

control is a promising method for DC MGs, but there are not many research results 

yet. It is still an open problem and deserves further study. 

The structure of this chapter provides a systematic exploration of the proposed 

distributed event-triggered fixed-time secondary control strategy for DC microgrids, 

from theoretical development to practical validation. Here's a breakdown of this 

chapter's organization: 

For the DC microgrid model and control objectives, since this chapter focuses on 

the same research object as Chapter 4, detailed descriptions are not repeated here; for 
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specifics, please refer to Section 4.2 of Chapter 4. 

In Section 5.2, we delve into the development of the proposed distributed event-

triggered fixed-time secondary control strategy. It describes the design of the 

distributed event-triggered mechanism, which aims to optimize communication 

efficiency by transmitting signals only when specific conditions are met. The section 

also includes a comprehensive stability analysis using the Lyapunov stability theorem 

to prove that the proposed controller ensures fixed-time convergence to the desired 

state without the occurrence of Zeno behavior. 

Section 5.3 presents detailed simulation studies conducted to evaluate the 

performance of the proposed control strategy under various operational scenarios. The 

simulations help demonstrate the effectiveness of the control in achieving the 

microgrid's control objectives, including the impact of event-triggered communication 

on reducing communication traffic and the system's response to different load 

conditions. 

To validate the practical applicability of the proposed control strategy, Section 5.4 

showcases experimental results obtained from a physical microgrid setup. The 

experiments aim to corroborate the findings from the simulation studies, providing 

tangible evidence of the control strategy's efficacy in real-world conditions. 

In Section 5.5, the key findings and contributions of this chapter are summarized. It 

highlights the advantages of the proposed distributed event-triggered fixed-time 

secondary control strategy, particularly its ability to reduce communication 

requirements while ensuring fast and stable convergence to the desired operational 

state. 

Note: To support the fixed-time stability analysis in the ensuing section, some pre-

knowledges are needed. Since they are the same as those given in Part 4.2.3 (i.e., two 

assumptions and three lemmas), they will not be repeated here. 

5.2 Distributed event-triggered fixed-time secondary controller 

In this section, we introduce a delicate distributed event-triggered fixed-time 

secondary control framework specifically designed for DC microgrids. This 
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innovative approach aims to achieve two primary objectives: precise voltage 

restoration to its nominal values and the implementation of a proportional current 

distribution among DGs within the microgrid, all within a fixed time. What sets this 

control strategy apart is its significant reduction of the communication overhead that 

typically plagues conventional control systems. This is accomplished through the 

adoption of an event-triggered communication mechanism, which smartly dictates the 

transmission of information only when certain system-defined events occur, thereby 

optimizing network traffic and reducing unnecessary information exchange. This 

method stands in stark contrast to traditional continuous communication strategies, 

where data is transmitted at fixed intervals regardless of the system's state, leading to 

inefficiency and increased network load. By integrating the event-triggered 

mechanism, the proposed controller intelligently balances the need for real-time 

control with the imperative of minimizing communication demands, thus enhancing 

the overall efficiency and reliability of the DC microgrid's operation. 

The controller ui(t) with the event-triggered mechanism is designed as follows,  
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where k1 and k2 are positive constants, 
i

kt  is the time instant at which ( )ih t  is updated 

and transmitted to its neighboring converters.  

To determine when to conduct a signal transmission, the following triggering condition 

is designed: 

 1 1 2

ˆ ( ) ( )

ˆ ˆinf  | | ( ) ( ) | ( )| , 

1, 2, ..., .

i

i i i

i i d
k k i i i j i

j N

e h t h t

t t t e k N k h t dt h t dt V t

i N



+



 = −


    
=   + − +   

    
 =


   (5-2) 

where ei is the triggering error, and 0 < θ < 1 is an adjustable parameter that affects 
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the number of triggering times. iN  represents the number of DG i's neighbors. 
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Fig. 5-1. The proposed distributed event-triggered fixed-time secondary control for DG i. 

Fig. 5-1 depicts the complete control framework, integrating primary control with 

the newly introduced distributed event-triggered fixed-time secondary control for DG 

i. 

Next, we give the following Theorems to show how the designed controller in (5-1)and 

the triggering condition (5-2) can make the DC microgrid system achieve fixed-time 

convergence. 

Theorem 1: Given Assumptions 1 and 2, the proposed event-triggered controller (5-1), 

complemented by the condition specified in (5-2), can guarantee simultaneous voltage 

restoration and current sharing within a fixed settling time. 

Theorem 2: Under the framework of the proposed event-triggered control scheme 

for each DG, the occurrence of Zeno behavior, which is defined as the occurrence of 

an infinite number of event triggers in a finite time interval, making the event-

triggered mechanism ineffective and leading to potential system instability, can be 

effectively eliminated. 

To proof the Theorem 1, we firstly define the control error of the ith converter as  

 
*( ) ( ) ( ) ( ),   1,  ...,  .i d
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Adding up the error term yields: 
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For the first term on the right side, since 0T

N =1 e , based on Lemma 1 and Lemma 
3, we have 
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For the second term on the right side, we have 
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where max
1 2max{ , , , }NN N N N= . 

According to Cauchy-Schwarz inequality, we have: 
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Substituting (5-8), (5-9) and (5-10) into (5-7), we have  
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From (5-11), there exists a positive constant 1  satisfying 
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where ( )max
2 / 2N N  . 

Then, k1 can be selected as 
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where k01 > 0 is an arbitrary positive constant. 
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To make the subsequent expressions more concise, we use k02 to represent the 

coefficient of 
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 with appropriately chosen parameter k2 and  . That is, 
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Substitute (5-13) and (5-15) into (5-11), we have 
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Then, according to Lemma 2, the system error e  is globally fixed-time stable, i.e.,  
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Therefore, from (5-3)-(5-6), we have 
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i i
t T t T

e t u t V t
→ →

= − = . 

Subsequently, it can be deduced from 
* d

B i iV V V u= − +  that  

 
*

*lim ,B
t T

V V
→

=  (5-19) 

and the voltage restoration can be fulfilled within the fixed time, satisfying the 

requirements. 

Further, it can be obtained that  

 
* *

lim lim ,  , 1,  ...,  .d d d

i j avg
t T t T

V V V i j N
→ →

= =  =  (5-20) 

Since di is set enough larger than Ri, i.e., i id R , and based on 

( ) ,    1,  ,  ,d

i i i iV d R I i N= + =  and (5-20), we have  

 
*

lim / / ,  , 1,  ,  .i j j i
t T

I I d d i j N
→

=  =  (5-21) 

Consequently, the fulfillment of current sharing control objective (i.e., 

/ / ,  , 1,  ,  i j j iI I d d i j N=  = ) is also attainable in a fixed settling time. 

5.2.2 Proof of Theorem 2 

In this part, it is proved that the proposed event-triggered controller with event-

triggered conditions (5-2) can exclude Zeno behavior.  

According to the triggering error in (5-2), it can be derived that  

 ˆ| ( ) | | ( ) ( ) | | ( ) | | ( ) |,   .i i

i k i i i i kh t h t e t h t e t t t= +  +   (5-22) 

Combining the condition 1 2
ˆ ˆ| | ( ) ( ) | ( )| | ( )|

i

d
i i i j i i

j N

e k N k h t dt h t dt V t h t


 


 
 + − +  

 
   

with (5-22), we have 

 
1ˆ| ( ) | (1 ) | ( ) |i ih t e t


 +  (5-23) 

During 1[ ,  )i i

k kt t t + , assuming no neighbor’s new information is received, then, 

1) When ˆ ˆ( ) ( )i jh t dt h t dt  : 
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The following equation can be obtained based on (5-2): 

 ( ) ( ) ( ),i i ie t h t f t= − = −  (5-24) 

where  

 
2

1

ˆ ˆ( ) ( ( ) ( ) )

ˆ ˆ ˆ ˆ           ( ) ( ) | ( ) ( ) | ( ).
i

i i j

d

i j i j i

j N

f t k sign h t dt h t dt

h t dt h t dt h t h t V t




−



= − −

 − − + 
 

 

  
 (5-25) 

Since ( ) 0i

i ke t = , integrating both sides of (5-24) from 
i

kt  to t, we have  

 ( ) ( )
i
k

t

i i
t

e t f t dt= − . (5-26) 

Furthermore, the proof of the exclusion of Zeno behavior can be divided into two parts:  

(1.1) when ei(t)≠0 at time instant 
i

kt t : 

After 
i

kt t= , when ei(t)≠0 at time instant 
i

kt t , then, there exists a constant M≠0, such 

that (5-26) at time instant t can be rewritten as 

 ( ) ( )
i
k

t
i

i k
t

e t Mdt M t t= − = − −  (5-27) 

where M is a constant. 

Combing (5-23) and (5-27), we have  

 ˆ( ) | | | ( ) |
1

i i

k i kt t M h t



− 

+
 (5-28) 

Next, we prove that ˆ ( ) 0i

i kh t  . 

To verify ˆ ( ) 0i

i kh t  , we firstly introduce the following lemma:  

Lemma 4: If ˆ ( ) 0i

i kh t = , then, at the last triggering time instant, 1
ˆ ( )i

i kh t − is also equal 

to 0. That is, 1
ˆ ˆ( ) ( ) 0i i

i k i kh t h t− = = . 

Next, we prove the above lemma and furthermore show ˆ ( ) 0i

i kh t  by the contradiction 

method. 

Proof: Assume ˆ ( ) 0i

i kh t =  and 1
ˆ ( ) 0i

i kh t −  , then, according to (5-2), we have the 

following inequality:  

 1
ˆ| ( ) | | ( ) ( ) | | ( ) |i

i i k i ie t h t h t h t−= −   (5-29) 

At this point, we can easily conclude that when hi(t) has not yet reached 0, (5-2) 

will be triggered and the signal will be transmitted, that is, ˆ ( ) 0i

i kh t  , this contradicts 
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the previous assumption that ˆ ( ) 0i

i kh t = . Therefore, we have 1
ˆ ˆ( ) ( ) 0i i

i k i kh t h t− = = .  

Furthermore, if 1
ˆ ˆ( ) ( ) 0i i

i k i kh t h t− = =  holds, it means ei(t)=0, then, the triggering 

condition (5-12) is no longer satisfied, that is, no trigger occurs, this contradicts the 

assumption that at time instant 
i

kt , the hi(t) is triggered. Therefore, it can be concluded 

that ˆ ( ) 0ih t  .    

Consequently, it can be obtained from (5-28) that  

 1
ˆ| ( ) | 0

1

i i i

k k k it t t t h t



+ −  −  

+
, (5-30) 

which means that Zeno behavior will not occur. 

(1.2) when ei(t) = 0 at time instant 
i

kt t : 

Since |hi(t)|≥0, when ei(t) = 0, the triggering condition (5-2) will not be satisfied and no 

trigger occurs. Therefore, when ei(t) = 0, the Zeno behavior can be excluded. 

2) When ˆ ˆ( ) ( )i jh t dt h t dt=  : 

If ˆ ˆ( ) ( )i jh t dt h t dt=  , it means that the system has reached the steady state, and 

according to (5-12), the triggering condition will not be satisfied and no signal 

transmission will occur. This means no Zeno behavior. Furthermore, it shows that the 

proposed approach can notably decrease communication traffic, particularly in steady-

state conditions. 

Combining the analysis outlined in parts 1) and 2), it becomes evident that the 

proposed event-triggered control scheme and the corresponding triggering condition 

are strategically crafted to eliminate Zeno behavior effectively.  

Therefore, the proposed event-triggered control scheme not only enhances 

communication efficiency and system responsiveness but also ensures the practical 

viability and stability of the control system by effectively eliminating the risk of Zeno 

behavior. 

5.3 Simulation Case Study 

The effectiveness of the proposed event-triggered control method for DC 

microgrids is thoroughly evaluated through a detailed simulation using 
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MATLAB/Simulink as shown in Fig. 5-2. The simulation setup models an islanded 

DC microgrid comprising four DGs, each equipped with a boost converter to emulate 

power electronic switching behaviors and a DC voltage source to represent the energy 

source. 
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Fig. 5-2. The studied DC microgrid and its communication topology. 

Simulation Model Configuration: 

DG Configuration: The four DGs are configured in parallel, ensuring a 

collaborative power supply to the common DC bus. This parallel arrangement is 

critical for achieving proportional current sharing and voltage stability across the 

microgrid. 

Network Topology: The communication interconnections between the DGs are 

depicted using red dashed lines. This topology defines how information is exchanged 

between DGs, enabling coordinated control actions. 

A comprehensive list of default parameters for the microgrid system and control 

strategies is provided in Table 5-1. These parameters include electrical characteristics, 

control gains, and other system attributes essential for the simulation. 

The simulation studies conducted using this MATLAB/Simulink model are 

designed to validate the performance of the event-triggered control method under 

various operational scenarios, including load changes, DG plug-and-play actions, and 

communication delay impacts. By closely replicating the dynamics and interactions 

within an actual DC microgrid, the simulation provides valuable insights into the 

practical applicability and benefits of the proposed control strategy, highlighting its 

potential to enhance microgrid stability, efficiency, and scalability. 
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Table 5-1 System Parameters 

 DG 1 ~ DG 4 

DC Voltage Source VDC 150 V 

Rated DC Bus Voltage V* 300 V 

Switching Frequency fsw 20 kHz 

Filter Inductor Lf 2 mH 

Filter Capacitor Cf 1 mF 

Line Resistance R1~4 0.01 Ω 

Primary Controller 

Droop Gain d1=1, d2=2, d3=3, d4=4 

Voltage Loop 
KVP 0.9 

KVI 130 

Current Loop 
KIP 0.3 

KII 3 

Secondary Controller 

k1 20 

k2 5 

β 2 

θ 0.8 

5.3.1 Case 1: Constant Power Load and Resistive Load Step Changes 

The control efficacy of the proposed distributed event-triggered fixed-time 

secondary control strategy for DC microgrids is thoroughly evaluated through a 

comprehensive simulation scenario encompassing various load conditions. The 

scenario unfolds in six distinct stages, designed to assess the system's response to both 

CPL and resistive load variations: 

Stage Breakdown: 

Stage 1 (0-2s): The simulation begins with the connection of a CPL PL1 = 3500W 

and a resistive load R1 = 60Ω to the DC bus, with only primary droop control 

operational from the start. 

Stage 2 (2-4s): The secondary control strategy is activated at the 2-second mark to 

assess its impact on system stability and load management. 

Stage 3 (4-6s): An additional CPL PL2 = 2000W is introduced to the DC bus at 4 

seconds to simulate an increase in load demand. 

Stage 4 (6-8s): The PL2 load is disconnected at 6 seconds, testing the system's 

adaptability to decreasing load conditions. 

Stage 5 (8-10s): A second resistive load R2 = 60Ω is added at 8 seconds, further 

challenging the control strategy's load management capabilities. 
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Stage 6 (10-12s): The R2 load is removed at 10 seconds, completing the cycle of 

load variations. 
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Fig. 5-3. Results under constant power load and resistive load steps. (a) DC bus voltage. (b) Output 

currents. (c) Triggering time instants. 

Simulation Outcomes (Fig. 5-3): 

• DC Bus Voltage Stability (Fig. 5-3 (a)): Initial operation under primary control 

exhibits noticeable voltage deviations. However, upon secondary control 

activation, the DC bus voltage stabilizes at its nominal value, showcasing the 

secondary control's ability to maintain voltage stability amidst load changes. 

• Proportional Current Sharing (Fig. 5-3 (b)): The output currents of the four 

converters are effectively managed, maintaining the desired distribution ratio 

throughout the simulation, despite the dynamic load conditions. 

• Event-Triggering Instances (Fig. 5-3 (c)): The triggering instances for event-

triggered communication are displayed, highlighting a sparse distribution with 

an average of 155 triggers over 10 seconds for all DGs. The frequency of 

triggers is higher during transient states, aligning with theoretical expectations, 
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but notably decreases as the system approaches a steady state, reflecting the 

efficiency of the event-triggered mechanism in reducing unnecessary 

communication. 

The simulation results validate the proposed control strategy's effectiveness in 

managing DC bus voltage stability and achieving proportional current sharing among 

DGs under varying load conditions. The event-triggered mechanism's performance, 

particularly in minimizing communication while ensuring timely system responses, 

underscores the proposed strategy's potential to enhance DC microgrid operations. 

The successful management of CPL and resistive load steps, combined with the sparse 

triggering pattern that reduces communication overhead, demonstrates the proposed 

control scheme's efficacy and practical applicability in dynamic microgrid 

environments. 

5.3.2 Case 2: Comparison with Periodic Communication 

The performance comparison between the proposed event-triggered control strategy 

and the conventional periodic communication-based control approach, as 

implemented in [92] under three different periodic communication intervals: T = 5ms, 

13ms, and 16ms, is conducted to highlight the advantages of the event-triggered 

mechanism in terms of communication efficiency and system stability. Utilizing the 

same six-stage scenario as in Case 1, this comparison examines the system's response. 

Key Observations from Simulation Results (Fig. 5-4): 

• Stable System Performance at Shorter Intervals (Fig. 5-4 (a) & Fig. 5-4 (b)): 

When the periodic communication interval T is set to 5ms or 13ms, the 

simulation results reveal that the system's performance, particularly the output 

currents of the four DGs, remains consistent with those observed in Case 1. This 

indicates that at shorter communication intervals, the periodic communication 

mechanism can maintain system stability and performance effectively. 

• System Performance at Longer Interval (Fig. 5-4 (c)): Increasing the 

communication interval to 16ms leads to noticeable fluctuations in the output 

currents of the DGs. While the system remains stable, the larger fluctuations 
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highlight the limitations of the periodic communication mechanism in 

maintaining optimal system performance at longer intervals. 
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• Fig. 5-4. Output currents under the controller in [92] with different periodic communication 

intervals T. (a) T = 5ms. (b) T = 13ms. (c) T = 16ms. 

Comparison of Communication Efficiency: 

• Periodic Communication Demand: With a periodic communication interval of 

less than 16ms, each DG engages in more than 625 communications during the 

[2s, 10s] interval to maintain system stability and performance. This high 

frequency of communication underscores the significant communication burden 

associated with the periodic communication mechanism. 

• Event-Triggered Communication Efficiency: In contrast, the proposed event-

triggered control strategy averages 155 communications across all DGs during 

the same interval. This stark reduction in communication frequency 

demonstrates the event-triggered method's efficiency in minimizing unnecessary 

data transmissions while ensuring system performance. 

The comparison elucidates the substantial advantages of the proposed event-

triggered control strategy over conventional periodic communication methods. 
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Specifically, the event-triggered approach significantly reduces the number of signal 

transmissions required to maintain system stability and performance, thereby 

alleviating the communication burden on the microgrid's control network. This 

reduction in communication frequency not only enhances the scalability and 

efficiency of the microgrid system but also contributes to improved reliability and 

reduced energy consumption associated with communication processes. 

Consequently, the proposed event-triggered secondary control scheme emerges as a 

superior alternative, particularly in scenarios where minimizing communication 

overhead while maintaining desirable system performance is paramount. 

5.3.3 Case 3: Performance under Communication Time Delay 

This case study meticulously examines the impact of communication delays on the 

performance of the proposed event-triggered secondary control strategy for a DC 

microgrid. Following the structured approach of Case 1, the investigation focuses on 

how different levels of communication delay Tdelay affect the stability and 

performance of the microgrid system. Specifically, the delays of 7ms, 12ms, and 17ms 

are evaluated to understand their influence on the system's dynamic response. 
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Fig. 5-5. DC bus voltage with different communication time delays Tdelay. (a) Tdelay = 7ms. (b) Tdelay = 12ms. 

(c) Tdelay = 17ms. 
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Observations from DC Bus Voltage Responses (Fig. 5-5): 

• Stability at Delays up to 12ms: The simulation results indicate that the DC 

microgrid system maintains stability and exhibits satisfactory performance when 

the communication delay is kept at 12ms or below. The DC bus voltage 

responses under these conditions show that the system can effectively manage 

the delays, ensuring that the control objectives are met without significant 

deviations from the desired operational state. 

• Destabilization at a Delay of 17ms: At a communication delay of 17ms, the 

system exhibits signs of destabilization, as evident from the DC bus voltage 

response. This instability highlights the sensitivity of the microgrid control 

system to extended communication delays, underscoring the critical importance 

of maintaining timely communication between the DGs for effective system 

regulation. 

The findings from this case study underscore the robustness of the proposed event-

triggered secondary control strategy within a communication delay threshold of 12ms. 

This threshold provides a valuable benchmark for the design and implementation of 

communication networks in DC microgrid systems, ensuring that the control strategy 

can accommodate inherent delays without compromising system stability. 

In summary, the case study confirms the proposed control strategy's effectiveness in 

managing communication delays, with a notable tolerance up to 12ms. 

5.3.4 Case 4: Plug and Play Performance 

The plug-and-play functionality of the proposed distributed event-triggered fixed-

time secondary control method for DC microgrids is critically assessed in this case 

study. The system initially operates with both primary and secondary controllers 

active, managing a CPL PCPL = 5500W and a resistive load RL = 30Ω on the common 

DC bus. The droop gains for the four DGs are set as d1 = 1, d2 = 3, d3 = 3, and d4 = 2, 

facilitating proportional current sharing based on these values. 

Key Observations from Test Results (Fig. 5-6): 

• DC Bus Voltage Stability (Fig. 5-6 (a)): Throughout the simulation, the DC bus 
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voltage remains at its nominal value, demonstrating the effectiveness of the 

control strategy in maintaining voltage stability despite the dynamic changes 

associated with the plug-and-play operations of DGs. 

• Adaptive Current Sharing (Fig. 5-6 (b)): The system exhibits excellent 

adaptability to the removal and reconnection of DGs. Specifically, when DG4 is 

detached at t = 4s, and similarly when DG2 is removed at t = 9s, the remaining 

DGs automatically adjust their output to maintain the desired current sharing 

ratio. Upon reconnection of DG4 at t = 6s and DG2 at t = 11s, the system swiftly 

reinstates the original current distribution among all four DGs, illustrating the 

seamless plug-and-play capability. 
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• Fig. 5-6. Results under plug-and-play operations. (a) DC bus voltage. (b) Output currents of four 

DGs. (c) Triggering time instants. 

• Secondary Controller Triggering (Fig. 5-6 (c)): Notably, the secondary 

controller for a removed DG (DG4 or DG2) ceases to trigger during its 
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disconnection, eliminating unnecessary control actions. The controller is 

reactivated upon the DG's reintegration into the DC bus, further emphasizing the 

control strategy's efficiency and responsiveness to system configuration changes. 

The proposed control strategy demonstrates exceptional plug-and-play 

functionality, a critical feature for modern DC microgrids that require flexibility in 

accommodating varying numbers of DGs without compromising system 

performance. The ability to maintain stable bus voltage and achieve proportional 

current sharing, even as DGs are dynamically added or removed, highlights the 

strategy's suitability for evolving microgrid environments. Furthermore, the 

efficient management of secondary controller triggers, aligning with the presence of 

DGs, underscores the method's practicality and adaptiveness, ensuring that control 

actions are both relevant and optimized for the current system configuration. This 

plug-and-play capability, combined with the reduced communication burden 

inherent in the event-triggered approach, positions the proposed strategy as a robust 

and efficient solution for the dynamic management of DC microgrids. 

5.3.5 Case 5: Resilience to Communication Link Failure 

This comprehensive case study explores the robustness and adaptability of the 

proposed control strategy for DC microgrids, with a particular emphasis on its 

performance during communication link failures among DGs. By simulating a 

scenario where the communication infrastructure is compromised, the study 

meticulously evaluates the resilience of the microgrid system. It focuses on the 

system's capacity to uphold consistent power sharing ratios and effective voltage 

regulation in the midst of communication fault disturbances, a critical aspect for the 

reliability of microgrid operations. 

The design of the scenario takes into account various types of communication 

disruptions, to provide a thorough understanding of the control strategy's effectiveness 

under different conditions. This analysis is vital for ensuring that the microgrid can 

operate autonomously and efficiently, even when the normal flow of information 

between DGs is interrupted. Moreover, the findings aim to demonstrate that, despite 
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the challenges posed by communication link disruptions, the proposed control 

strategy can maintain a high level of operational integrity, ensuring that the microgrid 

continues to deliver reliable and stable power to its loads. This resilience is key to 

advancing microgrid technologies, making them more viable and dependable for 

widespread use, particularly in areas susceptible to communication uncertainties or in 

critical applications where continuous power supply is essential. 

System Configuration and Event Timeline: 

Initial conditions involve connecting a CPL PCPL = 3500W and a resistive load R = 

60Ω to the DC bus, with droop gains for the four DGs set as d1=1, d2=3, d3 =2, d4 = 4 to 

ensure differentiated response characteristics. 

At t = 2s, the proposed secondary controller is activated, enhancing the system's 

capability to manage load distribution and voltage stability. Communication link 

failures are introduced at t = 4s between DG1 and DG4, and subsequently at t = 7s 

between DG2 and DG3, to simulate potential network disruptions. 

Observations from Simulation Results (Fig. 5-7): 

• Power Sharing Stability (Fig. 5-7 (b)): Despite the breakdown of communication 

links, the system successfully maintains the predefined power sharing ratio 

among the DGs. This resilience is attributed to the secondary controller's 

integrator, which retains the compensating signal ui(t) just before the disruption, 

ensuring continuous adherence to the desired distribution. To show the power 

sharing ratio change, the extra load power disturbances are executed. From Fig. 5-7, 

it can be seen that when the communication link between DG1 and DG4 is broken, 

the system communication network is still fully connected. Consequently, even if 

another CPL PCPL=2000W is added at t=5s and removed at t=6s, the accurate power 

sharing ratio can still be guaranteed. After the communication link between DG2 

and DG3 is also broken, the original communication network is split into two 

separate ones. The power sharing ratio is not affected during [7s, 8s], since the 

compensating signal ui(t) (i = 1, …, 4) prior to the communication link fault is 

recorded and utilized. After another resistive load R = 60Ω at t = 8s is added, the 

original power sharing ratio cannot be guaranteed and the load power is reallocated 



118 

 

among four DGs according to the new communication network topology. 

Specifically, DG1 and DG2 share current with ratio 3:1, and DG3 and DG4 share 

current with ratio 2:1. Therefore, the system's ability to adapt to changes in the 

communication network's topology is evident. Following the severance of links, 

the microgrid effectively reconfigures the power sharing arrangement according 

to the new network structure, showcasing the control strategy's flexibility and 

adaptability. 

• Robust Voltage Regulation (Fig. 5-7 (a)): The DC bus voltage remains stable and 

consistent with its nominal value throughout the simulation, including during 

periods of communication link failure. This demonstrates the voltage regulation 

robustness of the proposed control strategy, independent of the communication 

network's integrity. 
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• Fig. 5-7. Resilience to communication link failure. (a) DC bus voltage. (b) Output currents of 

four DGs. 

The case study highlights the proposed event-triggered secondary control strategy's 

effectiveness in ensuring reliable power sharing and voltage regulation within a DC 

microgrid, even in the face of communication link failures. The control method's 
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resilience to network disruptions, coupled with its adaptability to changing network 

topologies, underscores its suitability for real-world microgrid applications where 

communication uncertainties may be prevalent. This robustness enhances the overall 

reliability and stability of the microgrid system, making the proposed control strategy 

a promising solution for managing distributed energy resources in dynamic and 

uncertain operational environments. 

5.3.6 Case 6: Comparison with the State-of-the-Art Control Strategies 

In this comparative case study, the performance of the proposed event-triggered 

control scheme is meticulously evaluated against two notable control strategies: the 

asymptotically stable event-triggered secondary controller detailed in [95] and the 

fixed-time secondary controller utilizing periodic communication as presented in [92]. 

Both of these comparative methods are designed to operate without the need for direct 

sampling of the bus voltage, aligning them with the proposed strategy in terms of 

reducing reliance on bus voltage information. For the control method in [95], 

parameters are configured with α = 20, β = 10, and each DG has an individual 

triggering threshold εi set to 0.05. This setup aims to optimize the performance of the 

event-triggered asymptotically stable control approach. The parameters for the fixed-

time control strategy in [92] are set to α = 15, β = 15, and μ = 2, with a periodic 

communication interval of 10ms determined to achieve satisfactory control outcomes. 

The evaluation process adheres to the structured approach established in Case 1, 

ensuring a consistent basis for comparison across different control strategies. This 

structured approach facilitates a clear assessment of each method's efficacy in 

maintaining system stability, regulating bus voltage, and ensuring proportional current 

sharing among DGs under various operational scenarios.  

Key Observations from Simulation Results (Fig. 5-8): 

• Settling Time and Voltage Stability (Fig. 5-8 (a)): Both the proposed method and 

the method in [92] exhibit superior performance over the method in [95] 

concerning the settling time for DC bus voltage regulation. This quicker settling 

time is crucial for maintaining system stability and ensuring reliable power 
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supply amidst varying load conditions. Moreover, the proposed method and [92] 

effectively minimize voltage drops or surges during load transitions, 

demonstrating robust voltage control capabilities. 

• Current Sharing Accuracy (Fig. 5-8 (b)): The output current of DG1, 

representing system performance, shows that both the proposed method and the 

one in [92] achieve precise current sharing among the DGs. This accuracy is 

vital for equitable load distribution and optimal utilization of generation 

resources within the microgrid. 
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• Fig. 5-8. Performance comparison. (a) DC bus voltage. (b) Output current of DG1. (c) Triggering 

time instants of the controller in [95]. 

• Communication Efficiency (Fig. 5-8 (c)): While the dynamic and steady-state 

performances of the proposed method and [92] are comparable, a significant 

difference lies in their communication requirements. The proposed event-

triggered control strategy necessitates an average of 155 communications 
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between DGs during the [2s, 10s] interval, substantially fewer than the 1000 

communications required by the periodic communication approach in [92]. The 

method in [95] falls in between, with an average of 318 triggering instances 

during the same interval, which is higher than the proposed method. 

Consequently, the simulation results affirm the efficacy of the proposed event-

triggered fixed-time control strategy in achieving fast and accurate system response 

with considerably reduced communication traffic. Compared to the control methods 

in [95] and [92], the proposed method offers a balanced solution that does not 

compromise on system performance while significantly alleviating the 

communication burden. This balance is critical for scalable and efficient microgrid 

operations, especially in larger systems where communication resources are limited. 

The reduced communication demand not only enhances system scalability but also 

contributes to improved reliability by minimizing the risk of network congestion and 

communication-related failures. 

5.4 Experimental Results 

The experimental validation of the proposed distributed event-triggered fixed-time 

secondary control strategy marks a pivotal moment in affirming its practicality and 

efficiency within real-world scenarios. The intricate experimental framework, as 

depicted in Fig. 5-9, serves as a scaled-down model of a DC microgrid, meticulously 

crafted to emulate the operational dynamics and complexities encountered in full-

scale systems. This scaled model includes multiple DGs and loads, all interconnected 

to replicate the intricate interactions and dependencies found in actual microgrid 

environments. The setup is engineered to test the control strategy under a variety of 

conditions, including fluctuating loads, potential information transmission delays, 

thereby providing comprehensive insights into its performance and resilience. By 

closely mirroring the conditions and challenges inherent in larger systems, the 

experimental model ensures that the findings are both relevant and transferable to 

real-world applications. This holistic approach to validation underscores the potential 

of the control strategy to enhance the reliability, efficiency, and sustainability of DC 
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microgrids, paving the way for more widespread adoption and integration of 

renewable energy sources into the power grid. Through this rigorous experimental 

validation, the proposed control strategy demonstrates its readiness to contribute to 

the advancement of smart grid technologies. 

DG 1~3
R1~3

CPL

Resistive Load

Primary 
Voltage Source

OPAL 4510 Oscilloscope

VB

1

2 3

 

Fig. 5-9. Experimental setup. 

Experimental Setup Overview: 

DC Microgrid Configuration: The laboratory-scale DC microgrid comprises three 

boost converters, which are essential components for stepping up the DC voltage to 

the required levels. These converters represent the DGs in a typical microgrid setup, 

each equipped with power electronic switching capabilities to manage power flow 

efficiently. 

Communication Network: A ring-based communication network interconnects the 

converters, facilitating the exchange of control signals and system information. This 

network topology is chosen for its simplicity and reliability, ensuring robust 

communication among the converters for coordinated control actions. 

Control Implementation: The OPAL 4510, a specialized hardware platform, is 

employed to execute the control algorithms and generate the necessary pulse-width 

modulation (PWM) signals for the boost converters. This platform provides the 

computational power and flexibility needed to implement the proposed control 

strategy in real-time. 

The experimental verification of the proposed control strategy, as detailed in this 

section, is instrumental in bridging the gap between theoretical research and practical 

implementation. By demonstrating the control strategy's effectiveness in a laboratory-

scale DC microgrid, the experiments provide valuable insights into its potential for 
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broader application in larger, more complex microgrid systems. 

The parameters pertaining to the experimental arrangement and primary and 

secondary controllers are detailed in Table 5-2. 

Table 5-2 System parameters in experiment 

 DG 1 ~ DG 3 

DC Voltage Source VDC 24 V 

Rated DC Bus Voltage V* 48 V 

Switching Frequency fsw 20 kHz 

Filter Inductor Lf 3 mH 

Filter Capacitor Cf 2 mF 

Line Resistance R1~3 0.1 Ω 

Primary Controller 

Droop Gain d1=4, d2=4, d3=8 

Voltage 

Loop 

KVP 1.1 

KVI 45 

Current Loop 
KIP 0.2 

KII 30 

Secondary Controller 

k1 30 

k2 10 

β 2 

θ 0.9 

5.4.1 A. Experimental Results with Resistive Load 

In this case, the experimental validation of the proposed distributed event-triggered 

fixed-time secondary control strategy under resistive load conditions offers critical 

insights into its practical applicability and effectiveness. The experiment is 

meticulously designed to assess the controller's performance in maintaining DC bus 

voltage stability and ensuring appropriate current sharing among DGs in response to 

load variations. 

Experimental Procedure and Observations: 

• Initial Setup: The experiment begins with the DC microgrid connected to a 

resistive load of 30Ω, with the primary control mechanism engaged. This initial 

phase allows for the observation of the system's baseline response to load 

conditions without secondary control intervention. 

• Voltage Deviation Under Primary Control: As depicted in Fig. 5-10 (a), the 

engagement of only the primary control results in the DC bus voltage dropping 

to approximately 45V, indicating a noticeable deviation from the nominal 

voltage value V* = 48V. This deviation underscores the limitations of primary 
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control in compensating for load-induced voltage changes. 

• Activation of Secondary Control: The proposed secondary controller is then 

activated, leading to a rapid restoration of the DC bus voltage to its nominal 

value. This swift response highlights the secondary control's capability to 

enhance voltage regulation and stability effectively. 

• Dynamic Load Variation: The resistive load is subsequently modified from 30Ω 

to 15Ω and then reverted to 30Ω, simulating dynamic load conditions. 

Throughout these changes, Fig. 5-10 (a) illustrates that the DC bus voltage is 

promptly regulated back to V* = 48V, and the current sharing among DG1 to 

DG3 is efficiently managed, demonstrating the system's adaptability and 

robustness under varying loads. 

• Triggering Time Instants: Fig. 5-10 (b) presents the triggering time instants for 

DG1 to DG3, indicating the activation of the event-triggered mechanism. The 

occurrence of triggers in the steady state, attributed to measurement errors and 

sensor noise, validates the functionality of the event-triggered control in a real-

world setting, ensuring communication efficiency without compromising control 

objectives. 

• Performance Comparison: To demonstrate the superiority of the proposed 

method, the zoomed-in view of DC bus voltage dynamic responses with the 

proposed method, the method in [92] and the method in [95] when the load 

changes from 30Ω to 15Ω is shown in Fig. 5-10 (c). It can be seen that the settling 

time with the proposed method and the method in [92] is about 110ms, which is 

much shorter than that of 175ms with the method in [95]. For the number of 

triggering communication, we only count the triggers occurring within 2 seconds 

after the load changes from 30Ω to 15Ω for ease of comparison. From Fig. 5-10 

(d), the average communication number of the proposed method is 65 during 2s 

with only one variable transmitted each time, while that in [92] is 200 during 2s 

with two variables transmitted each time. For the method in [95], the average 

triggering number is 97 during 2s, which is larger than the average triggering 

times in our proposed controller. 
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The experimental outcomes provide compelling evidence of the proposed 

secondary controller's efficacy in managing DC bus voltage and current sharing under 

resistive load conditions. The controller's ability to rapidly adjust to nominal voltage 

levels following load changes, coupled with its efficient event-triggered 

communication mechanism, underscores its potential for enhancing the operational 

stability and efficiency of DC microgrids. The successful experimental validation in a 

practical setup reinforces the proposed control strategy's viability for broader 

application in diverse microgrid environments, catering to dynamic operational 

demands and ensuring system resilience. 
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Fig. 5-10. Experiment results with resistive load. (a) DC bus voltage and output current of each DG. (b) 

The triggering time instants of three DGs. (c) The zoomed-in view of DC bus voltages with different 

control methods when the load changes from 30Ω to 15Ω. (d) The triggering time instants under the 

proposed method with the load change from 30Ω to 15Ω. (e) The triggering time instants under the 

method in [95] with the load change from 30Ω to 15Ω. 

5.4.2 B. Experimental Results with CPL 

This experiment is designed to test the controller's ability to regulate DC bus 

voltage and manage current sharing among DGs amidst variations in CPL. 

Experimental Procedure and Observations: 

• Initial Conditions: The experiment commences with the microgrid connected to 

a 30Ω resistive load and a 50W constant power load, while only the primary 

droop control is active. This initial phase sets the baseline for assessing the 
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system's response to CPL changes without the intervention of the secondary 

control. 

48

45

115ms

Vbus (proposed controller)

177ms

46

47

V
o
lt

ag
e 

(V
)

49

81

79

69

113

103

96

Time(s)(d)
0.5 1.0 1.5 2.0

(c)

(b)

1s

The seconday 
control is activated

CPL:
50W->100W

V
o

lt
ag

e(
V

)

0

10

20

30

40

50

60

C
u
rr

en
t(

A
)

0

1

2

3

4

CPL:
100W->50W

Vbus

I1

I2

I3

00.5 1.0 1.5 2.00

(a)

50ms

Time(s)

D
G

 N
u
m

b
er

D
G

 N
u
m

b
er

Vbus (controller in [92])

Vbus (controller in [95])

 

Fig. 5-11. Experimental results with CPLs. (a) DC bus voltage and output current of each DG.  (b) The 

zoomed-in view of DC bus voltages with different control methods when the CPL changes from 50W 

to 100W. (c) The triggering time instants under the proposed method with the CPL change from 50W to 

100W. (d) The triggering time instants under the method in [95] with CPL change from 50W to 100W. 

• Voltage Deviation under Primary Control: Initially, the DC bus voltage measures 

approximately 43V, indicating a significant deviation from the desired 48V. This 

underscores the primary control's limitations in compensating for the effects of 

CPL on bus voltage. 

• Secondary Control Activation: Upon activating the proposed secondary control, 

the DC bus voltage is rapidly regulated back to the nominal 48V, showcasing the 

secondary control's effectiveness in restoring voltage levels in response to CPL-

induced disturbances. 
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• CPL Variation: The constant power load is then adjusted to 100W and 

subsequently reduced back to 50W, simulating a range of load conditions. 

Throughout these variations, as depicted in Fig. 5-11, the system successfully 

maintains voltage stability at 48V and ensures efficient current sharing among 

the DGs, demonstrating adaptability to changing load dynamics. 

• Performance Comparison: The enlarged view of DC bus voltage dynamic 

responses with the proposed method, the method in [92] and the method in [95] 

when the CPL step increases from 50W to 100W is shown in Fig. 5-11 (b) to 

demonstrate the advantage of the proposed method. It is observed that the 

settling time with the proposed method and the method in [92] are about 115ms, 

which is much shorter than that of 177ms with the method in [95]. For the 

communication triggering number, only the triggers occurring within 2 seconds 

after the CPL changes from 50W to 100W are counted to facilitate comparison. 

From Fig. 5-11 (c), the average communication number of the proposed method 

is 76 during 2s with only one variable transmitted each time, while that in [92] is 

200 during 2s with two variables transmitted each time. For the method in [95], 

the average triggering number is 104 during 2s from Fig. 5-11 (d), which results 

in more communication triggering times than our proposed controller. 

The experimental results validate the proposed secondary control strategy's 

capability to effectively manage DC bus voltage and current distribution in the 

presence of CPL variations. The swift and accurate voltage restoration following CPL 

changes, coupled with the maintained current sharing, highlights the controller's 

robustness and reliability.  

5.4.3 Experimental Results with Communication Time Delay 

The evaluation of the proposed control scheme under varying communication time 

delays is crucial to understand its robustness and reliability in real-world scenarios 

where delays are inevitable. This case study specifically investigates the impact of 

communication delays on the control scheme's ability to manage DC bus voltage and 

current sharing in a DC microgrid equipped with resistive and CPLs. 
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Experimental Setup and Procedure: 

The experiment commences with the DC microgrid connected to a 30Ω resistive 

load and a 50W CPL, with the secondary controller already activated to manage the 

system's response. To simulate a dynamic load environment, the CPL is then increased 

to 100W, challenging the control scheme's adaptability. Tests are conducted with three 

different communication delays Tdelay: 8ms, 10ms, and 12ms, to assess the control 

scheme's performance under varying levels of communication latency. 

Observations from Experimental Results (Fig. 5-12): 

• Performance at Tdelay = 8ms: At this communication delay, the control scheme's 

performance closely mirrors the results observed in part 5.4.2 (without 

communication delay), indicating that the controller effectively compensates for 

this level of delay, maintaining near-optimal voltage restoration and current 

sharing. 

• Impact of Increasing Delays: As the communication delay is extended to 10ms 

and further to 12ms, a noticeable degradation in the controller's performance is 

observed. This is manifested in the form of longer transient settling times and 

less precise voltage and current regulation, highlighting the sensitivity of the 

control scheme to communication latencies. 

• Threshold for Communication Delay: Based on the experimental outcomes, it is 

inferred that a communication delay threshold of less than 8ms is essential for 

ensuring the proposed control scheme's satisfactory performance in terms of 

voltage restoration and current sharing under the given experimental conditions. 

The case study underscores the importance of minimizing communication delays in 

the effective implementation of the proposed secondary control scheme for DC 

microgrids. While the control scheme shows resilience to delays up to 8ms, further 

increases in delay time compromise system performance, emphasizing the need for 

efficient communication strategies to support the real-time operation of advanced 

control schemes in microgrids. Addressing communication delays is pivotal in 

enhancing the robustness and reliability of microgrid control systems, ensuring stable 

operation even in dynamically changing load conditions and communication 
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Fig. 5-12. Experimental results with different communication time delays. (a) Tdelay = 8ms. (b) Tdelay = 

10ms. (c) Tdelay = 12ms. 

5.5 Conclusion 

This chapter introduces a novel distributed event-triggered fixed-time secondary 

control strategy tailored for islanded DC microgrids. The strategy stands out due to its 

innovative approach to achieving rapid and reliable voltage recovery and current 

sharing within a predetermined time frame, thereby enhancing the operational 

stability and efficiency of DC microgrids. 

Key Contributions and Findings: 

1. Fixed-Time Stability: Utilizing fixed-time stability theory, the proposed control 

scheme guarantees that critical control objectives—voltage recovery and proportional 

current sharing among DGs—are met within a specified settling time, irrespective of 

initial conditions. 

2. Event-Triggered Communication: The implementation of an event-triggered 
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communication mechanism minimizes the need for continuous signal exchanges 

between DGs. This approach significantly reduces communication traffic, mitigating 

the risk of network congestion and enhancing system scalability without 

compromising control performance. 

3. Independence from DC Bus Voltage Measurement: A distinctive feature of the 

proposed strategy is its operational independence from direct DC bus voltage 

measurements. By eliminating the need for voltage sensors on the DC bus, the control 

method simplifies system architecture and increases reliability by reducing the 

dependency on sensor accuracy and availability. 

4. Stability and Zeno Behavior Prevention: The stability of the proposed controller 

is rigorously validated using Lyapunov stability theory, ensuring that the system 

remains stable under the designed control laws. Additionally, the control strategy 

effectively addresses and prevents the occurrence of Zeno behavior, a critical 

consideration for the practical implementation of event-triggered systems. 

5. Superior Performance: Comparative analyses, both through simulation and 

experimental studies, demonstrate that the proposed control strategy offers a rapid 

dynamic response and requires fewer information exchanges than existing control 

methods. This performance advantage is evident in the system's ability to maintain 

voltage and current regulation under various operational scenarios, including load 

changes and communication delays. 

To sum up, the proposed distributed event-triggered fixed-time secondary control 

strategy represents a significant advancement in the control of islanded DC 

microgrids. By combining fixed-time stability with efficient event-triggered 

communication, the strategy offers a robust solution for enhancing microgrid 

performance while reducing the operational and communication complexities 

traditionally associated with microgrid management. The theoretical foundation, 

coupled with empirical validation, underscores the proposed strategy's potential to 

improve the resilience, efficiency, and scalability of DC microgrid systems, paving 

the way for more reliable and sustainable energy distribution networks. 
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Chapter 6 Conclusions and Future Scope 

6.1 Conclusions 

The effective use of renewable energy stands as a crucial strategy to combat the 

dual threats of energy scarcity and climate change. However, the large-scale 

integration of renewable energy presents new challenges to the existing operational 

control and grid regulation. In view of this, a series of decentralized and distributed 

control strategies are proposed for both power converters and microgrids to support 

renewable energy development in this thesis. Specifically, the thesis focuses on four 

technical aspects: the circulating current suppression in PV grounding faults, the 

circulating current suppression between IPOP inverters, the fast-dynamic response of 

DC microgrids, and the communication overhead reduction in the secondary control 

of DC microgrids. 

The main conclusions are drawn as follows: 

1. A comprehensive decentralized control scheme is proposed for grid-connected 

PV systems to suppress circulating currents caused by the grounding faults in PV 

modules. The control strategy for mitigating circulating currents on the AC side and 

DC side of grid-connected PV systems are both deliberately designed, respectively, to 

achieve the circulating currents suppression in both the steady state and transient 

state. Through this holistic approach, the adverse effects of PV grounding faults are 

effectively mitigated, enabling the system to maintain normal operation without 

isolating the affected sections, even in the event of a grounding fault. The strategy is 

inherently decentralized and scalable, making it suitable for PV systems with N (N > 

2) modules. Finally, the HIL testing is conducted to substantiate the theoretical claims. 

2. A wholly decentralized control approach, utilizing an enhanced 3LNPCI 

topology, is proposed to mitigate circulating currents within IPOP single-phase half-

bridge 3LNPCIs. The mathematical model for the currents in IPOP 3LNPCIs, 

facilitating an extensive examination of the various factors influencing these currents 

and uncovering the dual control objectives inherent to IPOP 3LNPCIs' operation is 
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formulated. The deficiencies of traditional half-bridge 3LNPCIs are also highlights. A 

revised 3LNPCI design featuring dual modulation degrees is proposed and the 

corresponding control strategies are also designed. With the proposed strategy, the CC 

suppression and proportional current sharing can be achieved simultaneously. The 

efficacy of this innovative approach is substantiated through experimental trials, 

demonstrating the viability of the proposed solution. 

3. A distributed fixed-time secondary control approach is proposed for islanded DC 

microgrids to achieve fast dynamic response and less signal transmissions. The 

proposed method is capable of concurrently achieving voltage regulation and desired 

current distribution ratio within a fixed time, demonstrating a fast dynamic response. 

Distinctively, this method necessitates the transmission of only a single variable 

among adjacent nodes, in contrast to previous strategies that required two variables. 

This reduction in communication complexity not only streamlines the control process 

but also enhances the overall system efficiency. The superiority of this approach is 

substantiated through comprehensive simulation tests. 

4. A distributed event-triggered fixed-time secondary control is proposed to further 

reduce communication traffic. Compared to the control scheme proposed in Chapter 4, 

this control strategy can further lessen the communication overhead. The development 

and execution of an event-triggered communication protocol among DGs have been 

meticulously undertaken. The stability of the suggested control mechanism is firmly 

validated, with its practicality underscored through its proven efficacy in averting 

Zeno phenomena. Exhibiting a swift dynamic performance and a reduction in data 

exchange relative to existing approaches, the effectiveness of the proposed controller 

is corroborated by both simulation and experimental findings. 

In summary, in response to the practical challenges associated with large-scale 

development and utilization of renewable energy sources, this thesis has developed a 

range of decentralized and distributed control strategies from the power converter 

level and the microgrid level, respectively. For power converter-level control, the 

proposed methods are entirely decentralized, enabling plug-and-play capability that 

enhances the flexibility and reliability of renewable energy generation systems. 
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Compared with the existing methods, the proposed approaches can effectively address 

issues such as overcurrent and system instability caused by PV grounding faults and 

circulating currents within input-parallel-output-parallel systems, avoiding the 

possible downtime, and thus enabling the maximum utilization of renewable energy 

sources. Moreover, the proposed methods can be extended to different power 

converter topologies and provide a general framework for addressing problems such 

as PV grounding faults and circulating currents in renewable energy generation 

systems. For microgrid-level control, different from existing methods, the proposed 

distributed control approaches can significantly reduce signal transmission and 

communication traffic while ensuring rapid dynamic response of the system, 

simplifying the system’s communication infrastructures and facilitating 

implementation. Consequently, the proposed methods can substantially lower 

communication costs, supporting the future large-scale and low-cost utilization of 

renewable energy resources. 

 

6.2 Future Scope 

Based on the achievements made in this research, several directions for further 

research can be suggested as below:  

1. To demonstrate the instability phenomena of PV systems under grounding faults, 

only the qualitative analysis of the circulating currents caused by PV grounding faults 

is carried out. This is not conducive to the in-depth study of the generation 

mechanism and influencing factors of circulating currents. Therefore, the detailed 

modeling and quantitative analysis of circulating currents are of importance to delve 

into the impact of grounding faults. 

2. To increase the modulation degree of the conventional 3LNPCI, the modified 

3LNPCI topology needs extra switches, which will increase the hardware costs. How 

to design a new inverter topology that has enough modulation freedom to suppress the 

CCs generated in IPOP structure, has fewer switches, and retains the characteristics of 

three-level inverter is worth studying. 
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3. As the scale of microgrids expands and system performance requirements 

become more stringent, the rapidity of convergence emerges as one of the crucial 

metrics for evaluating distributed secondary control methodologies. In this context, 

the evolution of distributed control algorithms within microgrid secondary control has 

progressed from achieving asymptotical convergence, to finite-time convergence, and 

further to fixed-time convergence. However, the upper bound of the convergence time 

of the fixed-time algorithm depends on multiple parameters and is difficult to 

calculate. Therefore, the predefined-time control, whose convergence time depends on 

only one pre-specified time parameter, simplifying the convergence time design, is 

worth investigating in DC microgrids. 

4. The event triggering conditions in the proposed event-triggered fixed-time 

secondary control strategy is static. It means that the signal transmission intervals 

cannot vary along with the varying system state variables. To further reduce the data 

transmission, the dynamic event-triggered control is worth consideration. This method 

can adjust the triggering instants based on changes in system states, thereby further 

reducing the number of communications. Therefore, how to design a dynamic event-

triggered fixed-time secondary control strategy needs further study. 
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