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Abstract

Currently, drones are widely used in construction industry. However, compared with

the already mature application of drones in outdoor construction environments, the

application potential of drones in indoor environments has not been fully developed.

The reason is that drones still face many challenges in indoor construction

environments. The core challenges include the following four points: (1) Indoor

construction environments usually have small spaces, many obstacles and complex

distribution, and are also accompanied by frequent flows of people and frequent

changes in the environment, which requires drones have greater real-time obstacle

avoidance capability. (2) Indoor airflow is complex and unstable, especially when the

air conditioning or ventilation system is running, which will affect the flight stability

of the drone. (3) Indoor tasks usually require precise flight, resulting in greater energy

consumption and affecting the efficiency of UAVs. (4) There is a lack of GPS signals

in the indoor environment, making it difficult for UAVs to rely on satellite navigation

for positioning and path planning. These challenges directly affect the safety and

efficiency of drone applications in indoor environments.

The purpose of this study is to improve the current application status of drones in

indoor construction environments and explore the application potential of drones in

indoor construction environments. Therefore, in response to the first and second core

challenges, this research improves the real-time obstacle avoidance capability and

flight stability of UAVs in indoor construction environments by improving the flight

control algorithm of UAVs. In response to the third challenge, this research also aims
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to achieve efficient route re-planning capabilities by developing and improving flight

control algorithms. At the same time, in order to fit the connection between the

algorithm and the targeted field, this study integrated the 3D Building Information

Model (BIM) with flight simulation software and developed a flight simulation

platform for indoor construction environments. The algorithm was simulated and

analyzed through this platform, to verify the advancement and feasibility from the

software level. In response to the fourth challenge, this research develops a

construction waste recycling collaboration framework that combines UAVs with

improved flight control algorithms with ground robots to solve the problem of lack of

GPS signals through the related capabilities of ground robots and conduct field

verification of the improved flight control algorithm.

The collaboration framework and flight control algorithm were rigorously verified

through a series of laboratory simulations and field experiments. Research results

show that the improved flight control algorithm enhances the UAV's obstacle

avoidance capabilities, flight stability, and real-time path adjustment functions. The

collaborative framework effectively improves the efficiency of construction waste

management, thereby helping to achieve sustainable smart construction management

practices and laying the foundation for subsequent related cluster research. Overall,

this research work provides an innovative UAV flight control algorithm and UAV

application, which solves the current problems encountered by UAV applications in

indoor construction environments and improves its obstacle avoidance capabilities

and flight stability, and reducing working energy consumption.
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Chapter 1. Introduction

1.1 Unmanned Aerial Vehicles in the construction

industry

Construction is a sector that has traditionally made a significant contribution to

economic development [1]. However, despite this, the industry has been slow to adopt

new technologies [2]. The recent integration of unmanned aerial vehicles (UAVs), or

drones, into the construction process marks a critical shift towards embracing

technological advancements [3]. These tools have a number of technical advantages,

but they also face a number of unique challenges that may hinder their full

implementation. The technical advantages of drones in construction are manifold.

Firstly, drones provide an unparalleled aerial perspective, allowing for precise and

comprehensive site surveys [4]. This feature allows the creation of accurate

three-dimensional models and terrain maps while reducing the need for labour and

time [5]. Secondly, drones facilitate real-time monitoring and inspection of

construction sites, which is crucial for project managers to track progress and identify

issues without the need for frequent physical presence [6]. Thirdly, drone technology

significantly improves the safety of the construction environment. The deployment of

drones to perform high-risk tasks, such as inspecting high-rise buildings or large

machinery, greatly reduces the need for human workers to physically enter hazardous

areas [7]. This minimizes the risk of accidents and ensures compliance with health

and safety regulations, thereby reducing the construction company's liability [8].
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Despite the aforementioned advantages, it is important to note that drone technology

is not without limitations in the field of construction. One of the most significant

technical challenges in the field of construction is the limited applicability of drones

in specialized environments and the inherent limitations of the drone itself [9]. These

factors restrict the dependability and efficiency of work of drones in intricate

environments, such as those found in the construction industry [10]. As a consequence,

the dependability and efficiency of work have become the significant obstacle to the

promotion and development of drones in the construction environment. This

introduces an additional layer of complexity and cost. These factors may reduce the

efficiency and accuracy of drone data collection, and even cause safety accidents at

the construction site, thus posing various challenges to project management [11]. It

may even result in the overall production effect being inferior to traditional

construction methods [12].

While drones have significant technological advantages that can revolutionize

traditional construction practices by improving construction management efficiency,

relative personnel safety, and data accuracy, these advantages are hampered by their

environmental limitations and their own hardware limitations offset by associated

challenges [13]. It is therefore imperative that these technical shortcomings be

addressed if the construction industry is to fully utilise drone technology and ensure

its sustainable integration into future construction practices.

In the future, the continued growth of the construction industry is expected to generate

huge socioeconomic value, but will also place pressure on the human resources of the

construction industry [14]. In short, problems such as heavy workload, manpower

shortage and aging population in the traditional construction industry have a negative

impact on the develop of the global construction industry [15]. It is therefore of great
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importance to provide the construction industry with powerful helpers in order to

improve safety management and efficiency management. This is why research on

smart construction is currently being vigorously promoted [16]. Among these helpers,

the hardware device of the drone has technical advantages and potential that other

devices do not have [17].

To better understand the application of UAV technology in the construction industry,

it is essential to analyze its technical background and the challenges it faces. The

integration of UAV technology in construction management requires seamless

interfacing with existing management software systems, while also overcoming

specific challenges in construction environments, such as complex spatial layouts and

variable weather conditions. Furthermore, it is necessary to explore improvements in

navigation and obstacle avoidance technologies for UAVs on construction sites to

enhance operational efficiency and safety.

1.2 Research scope

This section has the objective of defining the scope of the study in a more precise

manner, focusing it on drones in indoor built environments. First, the rationale for

selecting the indoor construction environment as the subject of this study is presented,

the intricacies of the indoor construction environment are elucidated, and the research

topic is narrowed to the utilization and enhancement of drones in indoor settings

1.2.1 From outdoor construction environment to indoor
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construction environment

The utilization of Unmanned Aerial Vehicles (UAVs) in outdoor construction has

undergone a notable evolution, with functions such as terrain mapping, progress

monitoring, and safety inspections becoming increasingly prevalent [18]. However,

the application of UAVs in indoor construction environments presents a greater

challenge than in outdoor environments.

Firstly, the spatial constraints of indoor construction environments necessitate a

higher degree of maneuverability from UAVs. The necessity for precision control in

flying in a narrow space is paramount to avoid collisions with walls, ceilings, beams,

or equipment under construction. Furthermore, indoor environments frequently lack

GPS signals, necessitating the use of more sophisticated navigation technologies such

as vision or laser navigation systems (VSLAM). These systems enable drones to

locate and navigate by analyzing images captured by a camera or laser scans.

Secondly, lighting conditions in indoor construction environments are often variable

and unpredictable, thereby challenging the UAV's vision system. In order to ensure

the accuracy of visual measurements and data collection in low light or reflective

conditions, it is necessary for UAVs to be equipped with high-performance cameras

and other sensors. Furthermore, poor air flow in indoor construction sites may affect

the stability and flight efficiency of UAVs. For example, airflow from air conditioning

systems, vents, or other mechanical equipment operations may cause the drone to

oscillate or deflect during flight. Additionally, radio frequency interference in indoor
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environments is a significant issue that cannot be overlooked. In indoor construction

sites, various electronic devices and machinery may generate interference signals,

which may affect the communication system of the UAV, resulting in unstable data

transmission or delayed control commands. Finally, the dynamic changes in the

indoor construction environment also place higher demands on the UAV's real-time

response capability. Factors such as temporary structural changes and frequent

personnel movements at the construction site require the UAS to be able to update its

flight path and operation plan in real time [19].

In summary, the application of UAVs in indoor construction environments is more

complex than in outdoor environments, requiring the resolution of a series of

technical issues such as spatial constraints, navigation technology, lighting conditions,

air mobility and radio frequency interference. Despite the challenges, the potential for

UAVs in indoor construction monitoring and management remains huge as

technology continues to evolve [12].

1.2.2 The importance of improvement in UAV in the indoor

construction environment

Enhancing Unmanned Aerial Vehicles (UAVs) for indoor construction environments

is crucial due to the unique challenges and significant benefits they provide. UAVs

can navigate dangerous or inaccessible areas, reducing the risk of injuries by

minimizing the need for workers to perform high-risk inspections or operations in
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confined spaces [13]. By conducting rapid and frequent inspections, UAVs save time

and labor costs. Equipped with advanced sensors, UAVs can ensure higher accuracy

in data collection such as measurements and 3D mapping, crucial for maintaining

construction quality and adherence to plans. Improving UAV technology for indoor

use is essential for advancing safety, efficiency, and data quality in construction,

addressing these challenges will unlock their full potential in transforming indoor

construction operations [15]. Serving as the important step of UAV in construction

environment, the development and improvement of UAV applications in indoor

environments is the subject of this study.

1.3 Research problem statement

Given the global significance of the construction industry in economic development,

the sector's slow adoption of advanced technologies notably impedes its operational

efficiency and safety standards [20]. The integration of Unmanned Aerial Vehicles

(UAVs), or drones, into indoor construction processes represents a progressive shift;

however, their full potential is far from being realized due to several pronounced

issues:

Adaptability Challenges: UAVs are currently challenged by the demanding

environments of construction sites that require high maneuverability and stability [21].

The existing UAV technologies, although advanced, often fall short in meeting these

specific operational demands, thus limiting their effective deployment in varied
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construction activities [22]. Technological Limitations: The technological

infrastructure supporting UAVs in construction is yet to fully cater to the sector's

unique needs. This includes capabilities for precise data collection, real-time

monitoring under diverse environmental conditions, and robust safety protocols that

are critical in densely populated or structurally complex construction sites [8]. Safety

and Regulatory Concerns: The integration of UAVs introduces significant safety risks

and regulatory challenges. These include potential accidents and the need for stringent

compliance with evolving safety regulations, which can impose additional burdens on

construction firms [14]. Inefficient Collaboration: There is an absence of an effective

framework for integrating UAVs with other robotic systems such as ground robots,

especially in tasks like recycling construction waste. Such collaborative frameworks

are essential for enhancing operational efficiency and promoting sustainable

construction practices [15]. Moreover, current UAV applications do not account for

individual differences among construction sites and projects, which can vary widely

in terms of environmental and operational conditions.

The core problem is that while UAVs have the potential to revolutionize construction

practices by enhancing efficiency, safety, and data accuracy, their implementation is

hindered by these technological, operational, and regulatory challenges. This

dissertation aims to solve safety issues such as obstacle avoidance of drones in

complex indoor environments by developing advanced drone flight control algorithms

and collaboration frameworks suitable for indoor construction environments, and

ensure their effective and safe integration into indoor construction management



8

processes [22].

1.4 Research aim and objectives

The overall objectives of this dissertation are multiple:

1) To critically assess the current state and limitations of UAV technology in the

construction management arena and provide an empirical basis for its potential

optimization.

2) To develop a state-of-the-art flight control algorithms tailored to the specific needs

of the construction environment, thereby improving the performance and reliability of

UAVs.

3) To optimize the application of UAVs in indoor construction scenarios through the

integration of Building Information Modeling (BIM) 3D models and advanced

autonomous navigation techniques, paving the way for increased operational

efficiency and precision in construction processes.

4) To develop a cost-effective collaborative framework to integrate drones with

improved flight control algorithms with ground-based robots, especially in the context

of construction waste recycling.

This study aims to enhance the adaptability and application potential of drones in

indoor construction environments by improving flight control algorithms and

developing a collaborative framework, addressing key issues such as obstacle

avoidance, flight stability, path planning, and construction waste recycling in complex
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settings, thereby advancing the safety, efficiency, and sustainability of smart

construction management.

1.5 Research significance

The thesis's significance on the adaptability and expanded application of unmanned

aerial vehicles (UAVs) in the construction environment is multifaceted and substantial.

At its core, this research addresses critical gaps in current indoor construction

management practices by integrating advanced UAV technology, thereby catalyzing a

transformative shift in how indoor construction projects are managed and executed.

Firstly, the thesis makes a pivotal contribution by developing sophisticated UAV flight

control algorithms that enhance maneuverability and stability in the challenging

conditions of indoor construction sites. They are critical to ensure the obstacle

avoidance capabilities of UAVs operating in dangerous and dynamically changing

indoor environments and to modify flight paths with precision and efficiency in real

time. The research improves the precision and reliability of UAVs, thereby facilitating

their deployment in indoor critical tasks such as site surveying, progress monitoring,

and safety inspections, which traditionally involve high risks and significant human

resources.

Secondly, the thesis extends the functionality of UAVs in indoor construction

environments through the integration of 3D Building Information Modeling (BIM)

and autonomous navigation systems. This advancement is critical to optimizing the
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project planning and execution phases of drone work, enabling more precise and

automated control of complex tasks without compromising construction safety and

construction quality.

In addition, the cost-effective collaboration framework proposed in this thesis

combines UAVs with improved flight control algorithms and ground robots to work

together, representing an innovative method for recycling construction waste. This is

particularly important in the context of sustainable building practices, where reducing

waste and improving resource efficiency are pressing concerns. And the previously

proposed algorithm was also verified from the level of field experiments. The

framework addresses both environmental sustainability and the practical solutions

needed to reduce construction project costs and improve operational efficiency. And

provide reliable data support for all previous theoretical results.

In essence, this dissertation not only pushes the boundaries of existing UAV

technology but also sets a robust foundation for future research and implementation in

the field of construction technology. By addressing the technological challenges, the

research significantly enhances the potential of UAVs to improve construction

management practices, aligning with broader goals of efficiency, safety, and

sustainability in the industry.

1.6 Research instruments

The following research instruments are applied in this study to answer the following
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research questions.

1) Literature review. A review of pertinent literature was conducted, primarily

comprising peer-reviewed journal articles and conference papers, with the objective of

gaining insight into the existing knowledge base pertaining to drone flight control and

previous construction drone technology. Based on the findings of the literature review,

potential research gaps in the field of feasible UAV technology and flight control

algorithms were identified.

2) Laboratory experiments. This study conducted a series of laboratory simulation

experiments and calculations to evaluate the accuracy of the proposed flight control

algorithm and to improve its performance. In addition, the feasibility of the

constructed hardware framework was assessed.

3) Field experiments. The feasibility of the proposed hardware framework in actual

construction sites was verified through field experiments, and the applicability of this

method in construction site management was demonstrated.

1.7 Overview of the thesis

The remainder of this thesis is divided into three parts and comprises eight chapters.

The remainder of the first part is a literature review of construction management

automation, which outlines the relevant technologies that support this research. These

include computer vision techniques, unmanned aerial vehicle (UAV) path planning
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algorithms, and flight control algorithms，etc. Part II describes the construction of new

UAV flight control algorithms. Chapter 3 outlines the design of this study, while

Chapter 4 presents a study on the improvement of a fixed-wing UAV flight control

algorithm. Chapter 5 describes a multi-rotor UAV flight control algorithm based on

the fixed-wing UAV flight control algorithm in Chapter 4, and Chapter 6 describes the

development of a simulation software that can be used to evaluate the proposed flight

control algorithm. Finally, the Chapter 7 of third part describes the application of the

developed UAV collaboration framework in construction site management and

describes the experimental setup and results. The discussion of this study and possible

future research directions are given in Chapter 8.

Chapter 2. Literature Review

In order to review the literature that laid the foundation for this study, this chapter

is organized as follows. Section 2.1 outlines the UAV in construction industry and

explains the main trends of the application research, and studied related literature on

drone-robot collaboration. Section 2.2 specifically reviews the research on UAV flight

control algorithm. Section 2.3 studies on related technologies of drones in

construction waste recycling. Finally, research gaps are revealed in section 2.4.

2.1 Overview of UAV in construction industry
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2.1.1 Related applications of drones in construction

The past five years have seen a remarkable integration of Unmanned Aerial Vehicle

(UAV) technology into the construction industry, revolutionizing traditional practices

through enhanced data collection, monitoring, and management processes. This

literature review aims to encapsulate the significant strides made in this domain,

highlighting the advancements, challenges, and future potential of UAV applications

in construction. A significant leap has been the development of UAVs equipped with

advanced sensors and imaging technologies. In the application of drone technology,

multi-rotor drones have become essential tools in construction management due to

their flexibility and ease of operation. According to a study [23], multirotor drones

show significant advantages in construction monitoring, progress tracking, and safety

inspections. The study indicates that by providing real-time data and comprehensive

site views, drones can optimize construction management processes, reduce reliance

on manpower, and enhance site safety. This finding provides empirical support for the

application of drone technology in the construction industry and highlights potential

directions for further technological development. For instance, the work by Setyawan

(2022) illustrates the use of LiDAR-equipped drones for creating high-resolution 3D

site models, enabling precise volume measurements and structural inspections [24].

Similarly, advancements in photogrammetry, as discussed by Agueera-Vega (2018,

have allowed for detailed topographic mapping, which is invaluable in site planning

and design [25]. UAVs have been increasingly adopted for real-time site monitoring,
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offering a bird's-eye view that facilitates project management. A study by

Jacob-Loyola et al. (2021) showcases the implementation of UAVs for tracking

construction progress, identifying discrepancies between planned and actual

construction works [26]. Furthermore, the integration of UAV data into Building

Information Modeling (BIM), as explored by Sulaiman et al (2022), has provided

project stakeholders with an interactive platform to visualize progress and make

informed decisions [27]. Worker safety has been a critical area of application for

UAVs. The research by Kas, K. A., (2020) highlights how UAVs can perform

hazardous site inspections, reducing the need for human exposure to potential risks

[28]. UAVs have also been used to monitor compliance with safety regulations, as

shown in the study by Alizadehsalehi, S., (2020), which describes a UAV-based

system for detecting safety equipment usage on-site [2]. Despite these advancements,

several challenges impede the widespread adoption of UAVs in the construction

industry. Privacy and legal concerns, limited flight endurance, and vulnerability to

environmental factors are issues discussed by York (2020) [29]. The need for skilled

operators and the integration of UAV operations with existing workflows, as noted by

Onososen et al. (2023), also present significant hurdles [30].

Looking forward, the potential of UAVs in construction is vast. Autonomous UAVs,

machine learning for data analysis, and improved collaboration between UAVs and

ground robots are areas ripe for research and development. The work by Liang (2023)

predicts that advancements in artificial intelligence will enable UAVs to make

real-time decisions, further enhancing their application in construction [31].
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In conclusion, the literature indicates that UAVs have become indispensable tools in

the construction industry, improving efficiency, safety, and decision-making processes.

Although challenges remain, ongoing research and technological developments are

likely to overcome these barriers, paving the way for more innovative and integrated

UAV applications in the future.

2.1.2 BIM and UAV technology

Building Information Modeling (BIM) serves as a comprehensive digital database

designed to gather, manage, analyze, and process information related to construction

activities throughout the project lifecycle [32]. Unlike traditional construction

management systems, BIM excels in creating multi-dimensional and data-rich models,

making it an advanced technology for enhancing construction quality,

cost-effectiveness, efficiency, and sustainability [33]. Specifically, BIM is a versatile

management tool applicable at various stages of new or existing infrastructure

projects. It can be utilized for numerous purposes, including site selection, energy

analysis, scheduling, cost estimation, visualization, equipment management, and

design revision. Moreover, the increasing emphasis on safety within the architecture,

engineering, and construction (AEC) industry has led many researchers to employ

BIM for safety inspections [34].

Innovative technologies integrated with BIM are often proposed to enhance its

capabilities and monitor construction progress. Drones, or unmanned aerial vehicles
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(UAVs), represent one such technology used for construction safety monitoring within

the AEC industry [35]. Initially developed for military use [36], drones have recently

gained popularity in fields like construction due to advancements in technology.

UAVs equipped with real-time monitoring capabilities can capture images or videos

of construction sites as they evolve [37, 38]. As a result, UAVs are extensively used

for site surveys, visual inspections, monitoring construction progress, and detecting

security risks in various infrastructure projects [37-39]. Compared to other monitoring

technologies, UAVs offer benefits such as portability, flight stability, ease of use,

real-time responsiveness, low cost, and high resolution [39].

Currently, researchers are exploring two primary methods to integrate BIM and UAVs

based on the UAVs' functionalities [38]. In the first method, UAVs capture geometric

information of construction sites, which is then used to generate BIM models [40]. In

the second method, BIM models are created before deploying UAVs.

2.1.3 Combining Drones and BIM applications

Asnafi (2016) [41] and Alizadehsalehi et al. (2017, 2020) [2, 42] pioneered the use of

UAVs to monitor potential hazard locations identified using BIM. They developed a

framework encompassing a 4D BIM-based model, safety regulations, UAV-based

safety inspections, dynamic data, and project safety analysis. This safety framework is

divided into preconstruction and construction stages. During the preconstruction stage,

4D BIM is used to simulate site hazards, and safety regulations from OSHA are
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integrated into the model. This allows for the identification and prevention of

potential hazards. At the construction stage, UAVs can monitor and enforce safety

regulations. Safety managers can compare UAV-captured images with the

preconstruction 4D model to confirm that potential hazards are controlled and

prevention methods are effective.

Furthermore, BIM can be instrumental in designing UAV flight paths for safety

inspections. For instance, Freimuth and König (2015) [43] suggested a system to

survey construction sites using semiautonomous UAVs, generating 3D building and

site models from aerial images. In this system, UAVs capture images to create dense

point cloud data for the 3D model. The UAV waypoints are determined by survey

tasks, objectives, and building element types derived from BIM. UAVs then capture

necessary images based on these waypoints. Although not explicitly stated by the

authors, this system could be adapted for regular safety inspections. The safety issues

of UAVs on construction sites are critical, and Freimuth and König [43] leveraged

BIM to calculate the safety distance between UAVs and all operational objects

automatically.

BIM aids UAVs by designing safety waypoints, and facilitating semiautonomous and

fully autonomous UAV safety inspections.
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2.1.4 The application of drones and robots in construction

management

The application of drones in the construction domain is not only conducive to

improving the quality of construction projects, accelerating construction progress, and

reducing labor costs, but also conforms to the development of digitalization,

industrialization, and intelligence in the construction industry. Chen et al. [44]

developed an application that combines building information modeling (BIM) and

drones for the safety management of construction sites. Although the application is

still in the early stages of adoption, it shows the potential to significantly improve

safety performance of buildings. Kaamin et al. [45] developed a way to improve the

schedule management of construction sites using drone technology. These authors

used drones to replace the conventional method of shooting on construction sites.

They found that the entire view of the construction site can produce better images,

videos, and 3D models, and can also simplify the work of site engineers' jobs, so this

research has proven that using drones, better images, and videos can provide a better

overview of construction sites and monitor any defects in high-altitude building

structures.

Additionally, the progress of the construction sites can effectively be tracked by using

drones. Asadi et al. [46] presented a cooperative UAV-UGV system for autonomous

data collection in construction. It also shows another direction of the current UAV

construction site application, which is related to using construction robots on the
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ground. Regarding construction waste recycling, several robot-related application

studies have been conducted. Ku et al. [47] proposed a robot for sorting construction

and demolition waste, which is used to finely sort a large number of objects before

mixing and crushing. It was found that the use of robots has improved the resource

utilization level of construction and demolition waste. However, it aimed at the

problem of low efficiency of industrial sorting robots using traditional vision

algorithms to identify and locate targets in complex environments. The system

proposed by Zhang et al. [48] introduces a deep learning technology to detect and

locate solid waste based on existing algorithms, and to also build an industrial robot

sorting system platform. Gao et al. [49] presented a new method for capturing and

reconstructing indoor scenes using mini-UAVs and ground robots, which considers

the completeness of capture and the accuracy of reconstruction.

2.1.5 Specific challenges of UAV in Construction Workspace

Unmanned Aerial Vehicles (UAVs) have become a focal point of research in

autonomous systems, particularly in the context of path planning and navigation in

changing environments. While significant progress has been made in various domains,

construction workspaces present unique challenges that extend beyond the capabilities

of current UAV technologies. This review highlights these specific challenges and

discusses how novel methods can advance data engineering and science in

construction and building environments.
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I. Unique Challenges of UAV in Construction Workspace

Construction sites present unique challenges due to their highly dynamic and

unpredictable nature, which complicates UAV path planning and autonomous

operation. The presence of dynamic obstacles, such as moving equipment, cranes,

vehicles, and workers, requires UAVs to continuously adapt their flight paths [50].

Traditional path planning systems, reliant on static or semi-static maps, are inadequate

in these scenarios. UAVs must be equipped with real-time obstacle detection and

avoidance systems that can process and respond to the rapid movement of objects and

people [51]. This involves employing advanced sensor technologies such as LiDAR,

cameras, and radar for real-time obstacle detection [52], coupled with adaptive path

planning algorithms that dynamically adjust flight paths based on real-time data,

potentially using predictive models to anticipate obstacle movements [53].

Furthermore, the unstructured and cluttered environment of construction sites, filled

with materials, debris, and incomplete structures, poses significant navigational

challenges. Traditional algorithms effective in structured environments struggle here.

Therefore, UAVs need sophisticated perception systems to interpret complex

environments and robust navigation algorithms that can process and integrate data

from various sensors to understand and navigate the site effectively [54]. The rapid

temporal changes in construction site layouts, with new structures constantly

emerging and old ones being modified or removed, necessitate UAVs to perform

real-time map updates and path recalculations [55]. They must integrate new sensor
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data continuously to maintain accurate maps and develop algorithms for quick path

recalculations in response to environmental changes.

Ensuring the safety and compliance of UAV operations is critical in construction sites.

UAVs must not only avoid obstacles but also predict and respond to human

movements, adhering to strict safety protocols to prevent accidents [56]. This requires

human detection and behavior prediction systems, potentially using machine learning

models trained on construction site data to recognize common behaviors and patterns

[57]. Additionally, UAVs must comply with site-specific safety protocols and

regulatory standards, maintaining safe distances from workers and equipment and

avoiding restricted areas [58].

II. Advancing new methods to the data engineering and science of

UAV in construction and building environments

To address these challenges, Innovative methods are required that integrate advanced

principles of data engineering and science. Key areas of research include real-time

sensor fusion, which involves combining data from multiple sensors, such as LiDAR,

cameras, and GPS, to create a comprehensive and real-time map of the environment

[51]. This approach enhances the situational awareness and responsiveness of UAVs.

Additionally, machine learning for dynamic path planning employs algorithms to

anticipate environmental changes and optimize path planning in real-time [53].

Reinforcement learning, for example, can enable UAVs to learn from their
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experiences and refine their navigation strategies [54]. Another crucial area is the

development of adaptive and predictive algorithms that can adjust to both immediate

and long-term changes in environments such as construction sites [59]. These

algorithms must be capable of rapidly recalculating paths and forecasting future

changes to maintain efficient navigation [60]. Human-UAV interaction is also a

significant focus, aiming to improve the interaction between UAVs and human

workers through advanced perception and prediction models. This involves

understanding human behavior and movements to ensure safe and effective

coexistence on the site [57]. Finally, the exploration of collaborative multi-UAV

systems is essential, as it involves using multiple UAVs working together to cover

larger areas, share data, and enhance overall efficiency [61]. Developing coordination

algorithms that allow UAVs to communicate and adjust their paths in real-time is a

key component of this research [62].

2.1.6 Summary

The integration of unmanned aerial vehicles (UAVs) into the construction industry has

significantly changed traditional practices by improving data collection, monitoring,

and management processes. This chapter reviews the significant advances in UAV

applications, highlighting their contributions to creating high-resolution 3D site

models, real-time site monitoring, and improving worker safety through advanced

sensor technologies and machine learning algorithms. It also discusses the synergistic
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use of UAVs with Building Information Modeling (BIM) for better project

visualization and decision making. Despite the obvious benefits, challenges remain,

such as obstacle avoidance problem, limited endurance, and the need for skilled

operators. This part highlights the potential for future research in autonomous UAVs,

real-time sensor fusion, and collaborative multi-UAV systems to further improve the

efficiency, safety, and sustainability of construction sites, and ultimately advance data

engineering and science in the built environment.

2.2 Researches on UAV flight control algorithm

2.2.1 Overview of UAV flight control algorithm

Recent years have seen a surge in the development of adaptive control algorithms

capable of handling the nonlinear dynamics of UAVs and the uncertainties in their

operating environments. For instance, the work by Kazim et al. (2021) introduced a

robust adaptive flight control algorithm that improves UAV stability in turbulent

atmospheric conditions [63]. Similarly, Wu, J and Wang, H (2022) developed a

machine learning-based control algorithm that allows UAVs to learn from their

environment and adjust their flight parameters in real-time [64].

The push for autonomous UAVs has led to the integration of advanced sensory and

processing capabilities. Research by Lin et al. (2023) demonstrated an algorithm that

uses visual-inertial odometry to navigate in GPS-denied environments with a high
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degree of accuracy [65]. Furthermore, the deep reinforcement learning approach by

Bouhamed (2020) for UAV navigation in urban environments shows promise in

enabling UAVs to make intelligent pathfinding decisions autonomously [66].

Ensuring safe operation, collision avoidance algorithms have been a critical area of

focus. A notable study by Du, Y (2019) proposed a real-time collision avoidance

algorithm that dynamically adjusts the flight path of UAVs in response to moving and

static obstacles [67]. This work is instrumental in paving the way for UAV integration

into crowded airspace and complex urban settings.

Energy efficiency in UAV flight control is essential for extending mission durations

and operational efficiency. The research by Gudmundsson. (2019) on bio-inspired

energy-efficient flight control algorithms draws from the flight patterns of birds,

resulting in significant energy savings for UAVs during long flights [68].

Although substantial progress has been made, challenges persist in the field of UAV

flight control algorithms. The limitations in computational resources on UAVs, as

noted by Ebeid, E (2018), restrict the complexity of algorithms that can be

implemented onboard [69]. Additionally, the regulatory landscape and safety concerns

necessitate the development of highly reliable and fail-safe flight control systems.

The future of UAV flight control algorithms lies in the advancement of artificial

intelligence and edge computing, which can enable real-time processing and

decision-making. The integration of these technologies, as projected by Santos and

Rezwan (2020), will likely lead to more robust, intelligent, and adaptive control

systems for UAVs [70].
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The research conducted in the field of UAV flight control algorithms over the last five

years has made significant strides in improving UAV performance and autonomy. As

computational technologies advance and regulatory frameworks evolve, it is expected

that UAVs will become increasingly capable and reliable, with flight control

algorithms playing a central role in their evolution.

2.2.2 Overview of Fixed-Wing UAV Flight Control Systems

Fixed-wing UAVs are preferred for missions requiring long endurance and high-speed

travel due to their aerodynamic efficiency. Unlike rotary-wing UAVs, they require

continuous forward motion to generate lift. This intrinsic characteristic influences the

design of their flight control algorithms, which must continuously balance stability

and maneuverability [71]. Flight control systems in fixed-wing UAVs typically

involve the regulation of the pitch, roll, and yaw axes to maintain flight stability and

navigate through waypoints [72].

Early flight control algorithms were heavily reliant on classical control theory,

primarily utilizing PID (Proportional, Integral, Derivative) controllers due to their

simplicity and effectiveness in many linear control systems [73]. However, the

dynamic environments and the non-linear nature of UAV flight dynamics prompted

the development of more sophisticated algorithms. In the last two decades, there has

been a shift towards using advanced control strategies like Linear Quadratic

Regulators (LQR), Model Predictive Control (MPC), and adaptive control systems.
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LQR provides a method to determine the optimal gain settings to minimize a

quadratic cost function, making it highly effective for systems where the model

dynamics are well understood [74].

MPC has emerged as a powerful control strategy in scenarios requiring the handling

of multiple constraints and prediction of future states. This is particularly useful in

UAVs where future state prediction can significantly enhance the robustness of the

control system against disturbances like wind gusts [75]. Adaptive control algorithms

are designed to adjust their control parameters in real-time, compensating for model

uncertainties and external disturbances. This feature is crucial in UAV applications

due to the variability in payload, weather conditions, and system dynamics over time.

Otherwire, Deep learning has also found applications in UAV flight control,

particularly in tasks requiring image recognition and environment sensing for

autonomous navigation. Convolutional Neural Networks (CNNs) and Reinforcement

Learning (RL) are being increasingly used to enable UAVs to learn from their

environment and improve their flight behavior autonomously (Mnih et al., 2015) [76].

Despite these advancements, several challenges remain. The computational demand of

advanced algorithms like MPC and the training requirements for ML-based systems

pose limitations on their deployment in smaller UAVs with limited on-board

processing capabilities. Furthermore, ensuring the safety and reliability of AI-driven

UAVs in all operational scenarios is still a subject of ongoing research.

Future research is likely to focus on the development of more energy-efficient AI

algorithms that can operate on low-power computing platforms suitable for UAVs.
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Additionally, the integration of AI with traditional control methods in a hybrid

approach could potentially offer a balance between adaptability and reliability.

In conclusion, the research on flight control algorithms for fixed-wing UAVs has

made substantial strides in moving from basic PID controllers to more sophisticated,

adaptive, and AI-enhanced systems. As these technologies continue to evolve, they

hold the promise of making UAVs more autonomous, efficient, and capable of

handling complex tasks in dynamic environments. Nevertheless, balancing

computational demands with operational efficiency and safety remains a critical

challenge for researchers and engineers in the field.

2.2.3 Control Barrier Functions

Control Lyapunov Functions with Control Barrier Functions.The topic of control

barrier functions (CBFs), constructing invariant sets satisfying safety feasibility

provides a suitable tool to maintain the safety of control systems. Furthermore, the

quadratic-program-based-based approaches, called CLF-CBF-OP, were utilized to

unify stability and safety via the control Lyapunov functions and control barrier

functions [77]. Several applications of CLF-CBF-OP can be seen in the historical

view [78]. The further literature [79]-[81] studied different problems through such

quadratic optimization schemes. Control barrier functions with the input-to-state

property were presented to address the safety-critical control for nonlinear dynamical

systems under input disturbances [79]. An adaptive estimation law was introduced in
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CBFs to guarantee safety for nonlinear systems subject to time-varying and

state-dependent uncertainties [80]. The adaptiveCLFs and adaptive CBFs were unified

in one adaptively stabilizable and adaptively safe framework [81].

Model Predictive Control with Control Barrier Functions: The well-known MPC is

available for the tracking problems of a large class of nonlinear systems and has

attracted lots of concentrations in the fields of CBFs. The main operation of MPC

with CBFs usually converts barrier constraints into the cost function instead of the

safety-critical control [82]. The discrete-time CBFs were presented to ensure system

safety, where MPC was utilized for optimal performance [83]. In [84], a multi-layered

locomotion framework was proposed for the safe motion of legged robots by unifying

CBFs with MPC. However, the safety verification of CBFs heavily relies on a precise

model, leading the conservative safety behavior. In the presence of uncertainties, the

systems may take unsafe action, which is unacceptable with the principle of safety

first.

Confracfion analysis: Contraction analysis is a universal tool for studying the stability

of nonlinear systems, specialized in analyzing the convergence between any feasible

solutions [85]. A constructive control technique using the contraction analysis can be

found in [86], which develops an optimization-based control framework by solving

the off-line control contraction metric (CCM). Then, the control can be constructed

from a real-time calculation of geodesics. Recently, a few of the literature have taken

advantage of CCM to solve problems in motion plans, accomplishing several tubes.

Certified trajectory tracking methods [87]-[89]. Such tube-certified methods are
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inspired by model predictive control tubes [90], but utilize fewer computational

resources than model predictive control. In addition, those tubes are extremely useful

to assist collision-free path planning while there exist uncertainties in control systems.

2.2.4 UAV flight planning

The flight planning of UAVs in a construction environment is a typical motion task,

generally speaking, investigating how to make UAVs move to a goal placement by

applying comfortable force over avoiding some unsafe factors like obstacles, collision,

and unsteady flight. The current research can be attributed to the control area, given a

feasible trajectory that connects the final goal and initial goal in the building

environment. Besides, the resulting trajectory must be dynamically feasible for the

positions and orientations of UAVs. Before discussing flight planning, we must clarify

some concepts to distinguish general terms among path, trajectory, and motion

planning. In addition, there is a strong request to introduce the configuration space of

UAVs, which is a space consisting of all possible points of UAVs [91]. The normal

definition can be applied to most robot systems: one UAV has six degrees of freedom,

also called the dimension of the UAV's configuration space Q = IR'. Then, explain the

path planning problem and claim it is to find a path satisfying (a) : [0 1] - Q, while

many effective algorithms have sufficiently studied it during the last decades.

The most classical method. The variational method intuitively explains how to get the

shortest path in a local area if the optimizing cost function that has a
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finite-dimensional vector can be solved through nonlinear continuous optimization

techniques. In order to shorting and smooth the path UAY used, a variational method

was applied to the artificial potential field by considering to reconstructed

optimization problem that combines additional force, solving the dead point problem

[92] approach solved path planning problem was proposed for large degree serial

manipulators by variational principle, represented moving total joint in configuration

s.pace by constrained minimization of a functional [93]. However, it is easier to find

the global optimal solution if the initial guesses are appropriate. Several papers

concentrate on the graph search method, where the configuration space was

discredited and viewed as a graph whose vertices and edges can represent most

information in such configuration space. Based on the graph search framework, Liu

and Li [94] used a tangent intersection and target guidance strategy to generate

autonomous path planning that enables UAVs to avoid obstacles and reach the target;

Li and Chen et al. [95] proposed improved rapidly-exploring random tree to address

the path planning problem of narrow passages; Economouand Kladis et al., [96]

presented to use 4-zone strategy using Dijkstras Algorithm to solve UAV path

planning process with on-board UAV energy constraints; Yan and Fei et al., [97]

introduced random sampling in 3D space UAV worked into probabilistic roadmap

method for guaranteeing safety requirements of planned path. Bai. Xiong et al., [98]

improved the A* algorithm. They combined it with the dynamic window approach f,

which constructs a globally optimal path by adapting the evaluation function for the

UAV's safety threshold obstacles — and environment information. Although the
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graph-based method can address the local convergence problem of path planning, the

optimization space can still be limited to a finite set of paths.

Another extremely important research is about the planning for trajectory, especially

in some scenarios the traditional path planning is unavailable in a dynamic

environment [99]. Trajectory planning is similar to finding a trajectory rather than a

path in the configuration, which can be defined by a time-parametrized function*(t) :

[0 T] - Q prescribing the dynamic process of the vehicle's configuration. It has been

shown that the relationship between path form and trajectory form can be mutually

converted once a path planning algorithm can handle differential constrain. This

operation copes with path planning in a configuration with an added time dimension.

However, directly utilizing numerical methods to solve trajectory planning is a more

popular choice because some tractable path planning algorithms sometimes cause

more complexities for nontrivial trajectory planning.

In trajectory optimization, the usual recognition to clarify solving trajectory

optimization problems is to distinguish it by direct and indirect methods. That is, for a

cost function of that problem, the process takes firstly discretization or firstly

optimization, where the previous one requires the discrete state point should collocate

to the approximate trajectory that satisfies some constraints, and the latest one

requires a better initialization for constructing the necessary and sufficient conditions

of optimization problem [100]. Benefiting from the advantage of being easier to pose

and solve, the direct method has been extensively investigated in recent decades. An

algorithm of trajectory generation based on the direct method was applied to a UAV to
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provide the maximum sensor coverage time [101]. In order to achieve the flighting of

a solar-powered UAV during longer periods, a method was provided to produce an

appropriate trajectory for that UAV under a wind field, which applied a direct method

to solve the optimal energy path [102]. An interpolating global radial basis function

combined with the direct method was provided to solve a nonlinear programming

problem that discretized from a continuous-time optimal control problem [103].

However, the cost of obtaining a convenience calculation must be more accurate to

solve the optimization problem. The indirect method was an advisable choice to get

the trajectory to improve the accuracy. An algorithm based on Pontryagin-s minimum

principle was presented to find a trajectory that gave a quadrotor UAV a maximum

payload to solve the problem of transporting a cable-suspended load [104]. An

indirect projected gradient method was applied to solve optimal control problems for

addressing the problem of energy-optimal trajectories of planner quadrotors, where an

accurate electrical model of the brushless DC motors and the rest-to-remanoeuvresers

were considered [105]. Although the above papers have contributed to the trajectory

planning for UAVs in various tasks, it is still challenging to form an effective

trajectory planner if UAVs face the indoor flighting environment. In such cases,

rotorcraft UAVs that are more flexible than fixed UAVs are more likely to be adopted

and pose higher requirements for indoor trajectory planning.

2.2.5 Summary
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This part provides a comprehensive overview of recent advancements in UAV flight

control algorithms, emphasizing their importance in managing the nonlinear dynamics

and uncertainties inherent in UAV operations. It highlights various adaptive control

strategies, including robust adaptive algorithms, machine learning-based controls, and

deep reinforcement learning, which enhance UAV stability, autonomy, and energy

efficiency in diverse environments. The chapter also explores the specific control

systems for fixed-wing UAVs, discussing the evolution from basic PID controllers to

sophisticated Model Predictive Control (MPC) and adaptive control systems.

Furthermore, it introduces control barrier functions (CBFs) and their integration with

Model Predictive Control for ensuring safety and stability in UAV operations. Finally,

the chapter delves into flight planning and trajectory optimization, underscoring the

significance of advanced algorithms in navigating complex and dynamic construction

environments. Despite the progress, challenges such as computational limitations and

ensuring safety and reliability remain, pointing to future research directions in

energy-efficient AI algorithms and hybrid control approaches.

2.3 Research on related technologies of drones in

construction waste recycling

2.3.1 UAV localization and detection scanning
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Localization is crucial for UAVs as precise position data is necessary for stable

hovering and trajectory following. The objective of localization is to estimate the

6-DOF (Degrees of Freedom) vehicle state, encompassing three positional DOFs (x, y,

z) and three orientation DOFs (yaw, pitch, roll) [106]. Localization can be integrated

with mapping, forming a SLAM problem where both the vehicle state and the

environmental map are estimated [107].

Typically, localization for outdoor UAV applications is resolved using the Global

Navigation Satellite System (GNSS), which provides position data without

cumulative drifts. However, in GNSS-denied environments like indoor facilities,

alternative sensory systems are required for localization and mapping [108]. Indoor

localization techniques are essential when global signals such as GPS are unreliable

[109, 110]. According to Ibrahim and Moselhi (2016) [111], indoor localization

methods fall into three main categories:

Wave characteristics and propagation: Various waves and receivers, including

radio frequency (RF), ultra-wideband (UWB), and wireless local area network

(WLAN), are employed for indoor localization [109, 112, 113]. While ultrasound

waves offer an accuracy of 9 cm, they need direct and interference-free access to

objects. Techniques like UWB and RFID report accuracies of 5-9 m, which may not

suffice for high-precision applications. Such systems are generally used for sensing

and roughly locating materials in warehouses and other indoor environments.

Image-based/vision-based localization: This method employs computer vision to

identify object locations within the global coordinate system. Image-based
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localization is divided into global feature detection (e.g., edge and corner detection)

and local feature detection (e.g., fiducial tag and marker detection). The effectiveness

of this approach can be hampered by dynamically changing environments and marker

deterioration over the project lifecycle. Nevertheless, simultaneous localization and

mapping (SLAM) remains reliable for indoor localization and mapping [114].

Inertial navigation systems: This approach involves using onboard accelerometers,

inertia measurement units (IMUs), and other motion sensors for indoor localization,

given an initial location. Inertial navigation and IMU-based localization may drift

from actual measurements if motion components are not updated appropriately as

movement progresses. Ibrahim and Moselhi [111] proposed an IMU-based

localization technique combined with a Kalman filter, which proved more accurate

than wave-based methods. However, relying solely on IMUs for UAV navigation can

be hazardous, leading to potential loss of control and collisions. SLAM [114] can also

be used with IMUs or other motion sensors to facilitate localization, making the

processing less computationally demanding and closer to real-time.

2.3.2 Real-time target detection

Ren et al. [113] introduced a Region Proposal Network (RPN) that shares full-image

convolutional features with the detection network, enabling nearly cost-free region

proposals. An RPN is a fully convolutional network that predicts object bounds and

scores simultaneously at each position. It is trained end-to-end to generate
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high-quality region proposals used by Fast R-CNN (Region proposals-Convolutional

Neural Networks) for detection. The deepening of the detection task with the RPN

network marked the success of Faster R-CNN. The sliding window method for

generating anchor boxes, used in later works like YOLO v2, was also inspired by this

approach [116]. Ren et al. [115] established the two-stage method structure

"RPN+RCNN," influencing subsequent research. Although Faster RCNN offers

higher accuracy and speed and is close to real-time performance, it still exhibits

computational redundancy during detection.

Lin et al. [117] proposed Feature Pyramid Networks (FPN) based on Faster RCNN.

Before FPN, detection heads were typically located at the network's deepest layer.

While deep features are rich in semantic information, which aids object classification,

they lack spatial information, affecting positioning accuracy. FPN addresses this by

introducing a top-down architecture with horizontal connections, ensuring high-level

semantic information at all levels. This innovation significantly improved detection

network accuracy.

One-stage detection algorithms, unlike the two-stage approach, do not require a

region proposal stage. They directly generate object category probabilities and

position coordinates, resulting in faster detection speeds.

YOLO v1 [118] was the first deep learning detection algorithm designed for speed. It

divides images into multiple grids, predicting bounding boxes and corresponding

probabilities for each grid cell. If a target's center falls within a grid cell, that cell
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predicts the target's location and category. YOLO v1 achieves real-time performance

with the VOC-07 dataset at 155 fps and an mAP of 52.7%, with improved versions

performing even better (VOC-07 mAP=63.4%, 45 fps; VOC-12 mAP=57.9%).

Despite its speed, YOLO v1's accuracy is lower than two-stage algorithms.

YOLO v2 [119] improved accuracy, speed, and classification capabilities over YOLO

v1. It used DarkNet19 for feature extraction, faster than VGG-16 used in YOLO v1.

Combining target classification and detection techniques expanded YOLO v2's

detection types. On the VOC 2007 dataset, YOLO v2 achieved 67 FPS with an mAP

of 76.8 (40 FPS, mAP=78.6). However, YOLO v2's single detection branch and lack

of multi-scale context capture affected performance, particularly for small targets.

YOLO v3 [120] further enhanced the architecture by replacing the feature extraction

network with DarkNet53, switching Softmax to Logistic for classification, and using

three branches for detecting different-sized objects. On the VOC dataset, YOLO v3

reached 20FPS on Titan X, with an mAP@0.5 of 57.9% on the COCO test dataset.

Although YOLO v3's accuracy rivals Faster RCNN and outperforms SSD, its speed is

at least twice that of SSD, RetinaNet, and Faster RCNN, with the simplified YOLOv3

tiny being even faster.

2.3.3 Improved treatment of construction waste

The recycling of construction waste is an integral part of the overall waste

management strategy, and waste management is costly for construction companies as
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it requires personnel, equipment, and efficient methods of operation [121]. Currently,

the successful and mainly used method of assessment in the construction industry

relies on human intervention, which requires waste sorting, and constant inspection of

the contents of construction site waste bins [122]. This method is costly for both

construction companies and their clients, who end up bearing these unnecessary costs

[123]. The literature shows that waste management in the construction industry has

attracted the attention of many researchers. Bao et al. [124] reported on the barriers

and facilitators of implementing on-site construction waste recycling in Hong Kong.

Unlike the current traditional recycling method in which construction waste is

transported to off-site facilities for processing, construction managers and related

researchers are actively exploring the possibility of on-site recycling where treating

construction waste directly at the source. Several improvements were proposed

including the development of customized on-site recycling equipment. Ali et al. [125]

mentioned that construction waste is inevitably generated under any circumstances,

and their disposal is always a threat to managers. Additionally, their study developed a

conceptual framework for an effective construction waste management system (EMS)

by applying artificial intelligence (AI). Davis et al. [119] designed and described a

deep convolutional neural network (CNN) for on-site construction waste classification

using techniques that automatically identify different materials. Their study argued

that the use of automatic classification of construction waste on construction sites

would improve productivity, reduce the cost of construction projects, and promote the

reuse of construction waste to provide environmental benefits.
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2.4 Summary and research gaps

This chapter provides a comprehensive overview of the integration of unmanned

aerial vehicles (UAVs) and related technologies in the construction industry,

emphasizing advances, applications, and challenges. It highlights the significant

contributions of UAVs in data collection, real-time monitoring, and improving worker

safety through advanced sensors and machine learning algorithms. The synergistic use

of UAVs with Building Information Modeling (BIM) is discussed, highlighting

improvements in project visualization and decision-making. The chapter also covers

the evolution of UAV flight control algorithms, from basic PID controllers to

sophisticated adaptive and AI-enhanced systems, as well as the integration of control

barrier functions and model predictive control for safety and stability. It also

addresses the complexities of UAV localization and target detection, particularly in

GNSS-denied environments, and explores various methods, including image-based

and inertial navigation systems. Finally, the chapter reviews the challenges and

advances in construction waste management, highlighting the role of UAVs and AI in

improving efficiency and sustainability. To better understand the application of UAV

technology in the construction industry, it is essential to analyze its technical

background and the challenges it faces. The integration of UAV technology in

construction management requires seamless interfacing with existing management

software systems, while also overcoming specific challenges in construction

environments, such as complex spatial layouts and variable weather conditions.
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Furthermore, it is necessary to explore improvements in navigation and obstacle

avoidance technologies for UAVs on construction sites to enhance operational

efficiency and safety.

According to above analysis, the research gaps are identified as below.

1) There exists a lack of enhanced flight obstacle avoidance and autonomous

navigation capabilities of drones, especially for complex indoor construction

environments.

2) There lacks a flight simulation platforms to validate algorithms in the construction

environment.

3) There is a lack of a fully automated on-site recycling collaborative system that can

more effectively handle various types of construction waste.

4) There lacks field experimental data on drones in indoor construction environments.
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Chapter 3. Research design

3.1 Introduction

The objective of this thesis is to improve the UAV flight control algorithm to enhance

its adaptability(Obstacle avoidance, re-planning, etc.) to complex indoor construction

environments, and to develop a collaborative framework for construction waste

recycling that can efficiently and automatically inspect construction sites, detect and

automatically pick up construction waste. This will improve the efficiency and

recycling rate of construction waste and verify the results of the improved flight

control algorithm through field experiments. To address these issues, this study

employs a quantitative analysis approach so that the authors can measure and

statistically evaluate the effectiveness of the flight control algorithms and the

effectiveness of the collaborative framework efforts.

In order to achieve the established research goals, this study focuses on the design,

development, and verification of UAV flight control algorithms and collaboration

frameworks. This chapter is divided into two parts: 1) Research framework 2)

Research methodology.

3.2 Research framework

This research is mainly divided into two parts, the first part is the flight control system,
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and the second part is the collaborative framework system.

The main purpose of the flight control system is to complete the mobile task of the

drone in the indoor construction environment, including the full coverage path

planning of the drone and the real-time positioning system of the drone. Therefore,

starting from a fixed-wing UAV with the same flight control system but a simpler

architecture, we first tried to optimize the flight control algorithm of this type of UAV,

and obtained corresponding results. A safety-critical motion planning system for a

planar quadcopter UAV system was subsequently optimized. Finally, the algorithm

results were verified through the development of flight simulation software. The

verification results show that the new flight control algorithm can enable the UAV to

have an obstacle avoidance path with smaller disturbance error than before when

facing various complex movable obstacles, and can make real-time supplementary

modifications to the path.

The collaborative framework system is an important part of realizing drone

applications. This study first collects image data of target construction waste,

processes it, and then identifies different types of construction waste through a

computer vision system. At the same time, in order to enable ground robots to

successfully determine detailed positions, this study uses UAVs equipped with new

flight control algorithms as detection support, using a wider aerial view as the first

step in target detection and target positioning. Finally, based on the above research,

this thesis proposes an innovative picking scheme that can successfully pick up

construction waste of different types and shapes. In order to verify the practical
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feasibility of the robot-drone collaboration framework developed in this study, this

study conducted a series of experiments, including laboratory experiments and

organized field experiments. The field experiment also further verified the feasibility

of the developed UAV flight control algorithm.

3.3 Research method

3.3.1 Data Collection Methods

This study involves a variety of data sources, including literature data, laboratory

experimental data, and field experimental data. In order to verify the feasibility of the

collaborative system, laboratory experiments and field experiments are usually

organized, and test data are collected by cameras. Details of the literature and

experimental data are given below:

In this study, the literature review is conducted by retrieving relevant background

knowledge for specific keywords, including fixed-wing UAV flight control algorithms,

planar multi-rotor UAV flight control algorithms, pre-existing applications of

architectural robots and UAVs, path planning, synchronized localization, and

computer vision. Most of the data is obtained from academic journals and books. The

experiments were the atmosphere simulation experiment and the field test as

described above.
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3.3.2 Data Analysis Methods

Data processing and data analysis were performed throughout the experiment. We

checked the validity of the data before the analysis, and deleted the data that could

affect the experimental results before each experiment. Data analysis in this study

included not only the evaluation of experimental results, but also the comparative

evaluation of experimental results under different conditions.

3.4 Chapter summary

This chapter has briefly described the general research framework of this study, as

well as the data collection and analysis methods used to empirically test the

framework. In order to have a more comprehensive understanding of existing related

technologies, this study conducted a multifaceted literature review. At the same time,

this study employs a variety of experimental methods to validate the feasibility of the

flight control algorithm and the collaboration framework.
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Chapter 4. Improvement of Attitude Control
System for Fix-Wing Aircraft

This chapter introduces a controller using sum of squares programming for attitude

control of fixed-wing aircraft. According to the previous article, the flight control

system of fixed-wing UAVs is relatively simple compared to the flight control

algorithm of multi-rotor UAVs, so this is the first step to improve the flight control

algorithm. First, the vehicle state space form of the controller is designed to achieve

the desired attitude tracking performance by solving the contraction control metric

associated with the linearized region near the equilibrium point. Finally, the

effectiveness of the control algorithm was verified through comparative simulation

experiments.

4.1 Introduction

The design of the attitude controller of the aircraft system is a classic problem as old

as the aircraft itself [126]. Many aircraft of current interest are fixed-wing in the

military field [127]. Traditional PID control which has a mature method for adjusting

proportional, integral, and differential parameters widely used in aircraft attitude

control . Modern control theory includes dynamic inverse control [128, 129], sliding

mode control [130–132], fuzzy control [133], back stepping [134–136], model

predictive control [137, 138], linear quadratic optimal Control [139, 140], have also
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been introduced into attitude control and achieved good results. Whether classical

control theory or the modern control theory mentioned above, it’s not to stabilize

attitude systems over their maximal basin of attraction by a generally applicable

method. Briefly, the motivation of this chapter is to extend a general control method

to fixed-wing attitude control for more precise tracking.

One recent approach called contraction control metric in [141] is used to design a

controller based on optimization-based methods. It generates controllers that solve by

sum-of-squares theory and has benefits of tractability beyond verifying a basin of

attraction, that is, just by setting two suitable parameters and proving the existence of

a square sum polynomial, an outstanding performance controller can be provided, it

will be revealed in Section 4.3.

This chapter focuses on the converge problem that the given reference attitude can be

tracked at any initial conditions by using straight-line geodesic optimal principles. In

particular, it is easy to obtain a simplified constant-coefficient inequality constraint by

linearization, which has an advantage for avoiding the complicated geodesic

calculation problems caused by multivariable and multidimensional systems.

Based on the aforementioned discussion, precise attitude control for fixed-wing air

vehicles using contraction control metric is practically necessary, but yet challenging

so far when real-time geodesic calculation for complex attitude systems.

Contributions of this chapter are the following: 1) In the framework of contraction

theory, avoiding complex computation of geodesics due to the metric used for a

linearized fixed-wing attitude model. 2) An outstanding control effect that unifying
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attitude trajectory to the equilibrium point was achieved by using the square sum

programming technology.

Fig. 4.1. The vehicle’s configurations and coordinates.

4.2 Attitude system of the fixed-wings air vehicle

The vehicle attitude motion has three degrees of freedom about its centroid, which

includes pitch, roll and yaw motion. The vehicle’s configuration shown in Fig.4.1

permits the pitch torque and the roll torque to be produced by ailerons and elevators,

the yaw torque to be produced by the rudder. The navigation frame, the body-fixed

frame and the wind frame are shown in Fig.4.1 by the letters n, b, and w, respectively.

The equations concern the angle of attack α and the side slip angle β are as follows:

�� = � +
�������

2�
,  �� =− � +

�������

2�
�,
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where m is the quality of the vehicle, the remaining parameters are described below.

Considering the roll, pitch, and yaw attitude angles of the vehicle relative to the

inertial coordinate system are represented by Euler angles ϕ, θ and ψ respectively. The

angular velocity of the vehicle relative to the body coordinate system is represented

by p q and r respectively. The relationship between these variables is as follows:

� � � � = ��
� �� �� �� �,

where b
nC is the rotation matrix from the inertial coordinate system to the body

coordinate system, expressed as follows:

��
� =

1 0 −sin�
0 cos� sin�cos�
0 −sin� cos�cos�

.

According to Newtonian mechanics, the dynamic equation of the vehicle’s attitude

system can be deduced as:

�� = �� −1 �� − � × �� ⋅ �� , (1)

where Ib is the inertia matrix of the vehicle

�� =
������
������
������

, �� =
��� 0 ���
0 ��� 0

��� 0 ���

,

where q¯ = ρVT2/2 is dynamic pressure, VT is airspeed, ρ is air density, S is wings

surface, b is wingspan, c¯ is mean aerodynamic chord, vehicle roll CL = CLa1σα1

+CLa2σα2 + CLe1σe1 + CLe2σe2 + CLββ + CLp˜p˜ + CLr˜r˜, pitch CM = CM lσα1 +

CMe1σe1 + CMe2σe2 + CMα1σα1 + CMα2σα2 + CMq˜q˜ + CMα α, and yaw CN =

CNσr σr + CNr˜ + CNββ, where the coefficient similar to the structure of C(·)(·) are

shown in Tab I. σα1 and σα2 are the left and right aileron’s deflection, respectively.
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σe1 and σe2 are the left and right elevator’s deflection, respectively. σr is the rudder’s

deflection.

The dimensionless angular rates is defined as p˜ = bp/2VT , q˜ = c-q/2VT and r˜ =

br/2VT . Let x = [p, q, r]T and u = [σα1, σα2, σe1, σe2, σr]T . The state space model of

(1) can be derived as:

�� =− � �, − � + � �, − � �. (2)

Note that equation (2) is the nominal model of the vehicle’s attitude system, that is,

the vehicle model without model uncertainty.

� �, � =

�����2����

2�1��
� −

�1

�1
�� +

− �1� + �2�
�1

� +
������� − ������� ��2��

2�1��
� +

�2�
�1

�

��� − ��� � − 2����
�y

� +
���2������
2�y�y�

� +
− ��� − ��� � − 2����

�yy
�

−
�����2������

2�1��
� −

�3

�1
�� +

�3� + �1�
�1

� +
������� − ������� ��2��

2�1��
� +

�1�
�1

�
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�����2����
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where �1 = ��� ��� − ��� + ��� , � �2 = �yy��� − ���
2 − ���

2 , �3 = ���
2 − ������ + ���

2 , �1 = ������ − ���
2

4.3 Controller design
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Given a smooth nonlinear dynamic system (2) and a smooth manifold M with each x

∈ M. Let Γ(a, b) be a set of piecewise-smooth paths between two points a and b in M,

for each curve c ∈ Γ(a, b) satisfying c(0) = a and c(1) = b, the time-derivatives of

each path are defined as

�� � = � � �, � , � + � � �, � , � � �, � ,

where a feedback law � �, � = � � �, � , � ∈ � ⊆ ℳ , an infinitesimal displacement is

defined in the tangent bundle of M with �� = ∂�
∂�

∈ ��ℳ and �� = ∂�
∂�

∂�
∂�

∈ ��� ⊆ ��ℳ at

a fixed time [142], the tangent vectors �� = ∂�
∂�
obey

��� =
∂� �, �

∂�
�� +

�=1

�
∂��

∂�
� �� + � �, � ��,

where bj denotes the jth column of B(x, t) and uj denotes the jth element of u.

Consider all the point x of all c in ℳ, each �x also obeys

��� � = ∂� �,�
∂�

�� � + �=1
� ∂��

∂�
� �� + � �, � ��. (3)

Definition 1: A symmetric and uniformly positive definite matrix G(x, t)1 is called a

contraction matrix and a constant β is called a contraction rate if there exist the

inequality

�
��

⟨��, ��⟩� ≤− �⟨��, ��⟩�.

Lemma 1 [141]: For a control system of the form (2), if �x 0 satisfies ��
��� = 0,

then
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�
��

⟨��, ��⟩� = ��
�(

∂�
∂�

⋅ � �, � + � �, � �

  +
∂ � �, � + � �, � �

∂�

�

�

  + �
∂ � �, � + � �, � �

∂�
)�� <− �⟨��, ��⟩�.

and for each � = 1,2, …, �, ∂��

∂�

�
� + � ∂��

∂�
+ ∂�

∂�
⋅ �� = 0 ， then the system (2) can be

stabilized on the given trajectory with rate β, such a metric is referred to as a control

contraction metric (CCM).

Definition 2 [143]: Polynomials � �1, �2, …, �� ≜ � � are called sum of square

polynomials , if there exists polynomials h1 (x), h2 (x),..., hm (x) satisfied

� � =
�=1

�

ℎ�
2� � .

It is easy to see that � � ≥ 0, ∀� ∈ ℝ� , which corresponds to global no-negative

sufficient conditions for the sum-of-square (SOS) polynomials.

The detailed steps in the controller design of the fixed-wing UAV are as follows:

1. Linearize the attitude system at the equilibrium point, it yields

�� = �� + ��, (4)

where � = ∂
∂�

� + �� ​ �=0,�=0, � = ∂
∂�

��
�=0,�=0

. Taking the incremental form for the

linear system (4-4), it is easy to get

��� = ��� + ���, (5)

note that the linear time-varying system represent the differential dynamics
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at the equilibrium point.

2. Design a contraction feedback law that can stabilize the linear attitude system (4)

by solving the CCM via sum-of-square polynomials theory, that is

− ��� − �� − �� − �� + 2������ ∈ ����, (6)

where �1� < � < �2�, �1 ∈ ℝ+, �2 ∈ ℝ+, � ∈ ℝ+, � ∈ ℝ+, ΩSOS denotes a SOS constraint

with respect to the abstract variable in the argument.

The above conditions come from the closed-loop system formed by the designed

contraction controller �� =− ������ . Taking �� into (5), it yields

��� = ��� − �������, (7)

so the rate of change of ⟨��, ��⟩� = ��
���� over t can be written as

�
��

⟨��, ��⟩� = ���
���� + ��

����� + ��
��� ��

= ��
� �� − ����� ���

+ ��
�� � − ����� ��

+ ��
� ∂�

∂�
⋅ �� + �� +

∂�
∂�

��

= ��
� ��� + �� − 2������ + �� ��,

where�� = ∂�
∂�

⋅ �� + �� + ∂�
∂�

. For each� = 1,2, …, �, we known that ∂��

∂�
= 0 , hence

a constant G which satisfied ∂�
∂�

= 0 would make

∂��

∂�

�

� + �
∂��

∂�
+

∂�
∂�

⋅ �� = 0.

By Lemma 1, we can find that any trajectory, which starts near the equilibrium point

trajectory, converges to this trajectory via solving ΩSOS.
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Fig. 4.2. Graphical interpretation of the solution.

3. Calculate the control signal along geodesic which connects the actual trajectory x and
the given trajectory �⋆：

� � = �⋆ + ���� � − �⋆ .

The minimizing geodesic � � is related with the manifold M in which the dynamic

(4). For each parameterized differentiable curve c(s) : [0, 1] → ℳ , the minimizing

geodesic is defined as

� � = argmin
� 0

1 ∂� �
∂�

�

� �
∂� �

∂�
� ��,

then to calculate γ through the variation of (8) when G is a constant metric, it can be

obtained

−
∂
∂�

∂��
����

∂��
+

∂��
����

∂�
= 0.

For the geodesic, it can be known that ∂��
����
∂�

= 0 and c(s) is linear equation related s,

let the parameterized form of this curve is � � = �� + � , according to the start point

� = 0 ⇒ � 0 = �⋆ and the end point s = 1 ⇒ � 1 = � it can be solved that
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� � = �� + 1 − � �⋆, (8)

which equivalents to the geodesic � � = �� + 1 − � �⋆.As shown in Fig. 4.2, given a

manifold ℳ , the tracking purpose is to unify a given trajectory (crossing point �⋆ )

with the actual trajectory (crossing point p) at ti in which i denotes the continuous time

point. The actual controller � = � � + �⋆ is the integral of the shortest geodesic γ at ti ,

such that

u = �⋆ + � �, �⋆ = �⋆ + 0
1 ��� ��

= �⋆ + 0
1 �� �������

= �⋆ + ���� � − �⋆ .

(9)

Remark 1: To construct the actual control signal a, one of the critical tasks is

geodesic calculations, an algorithm to calculate minimizing geodesics at each time step

can be found in [144], the complicated calculations are avoided in this thesis since the

linearization of the fixed-wing UAV model.

The fundamental process of the solution algorithm consists of alternating between the

dynamics and metric derived from problem (6). The SOS programming is used for

searching for the contraction metric online, which is flexible for inequality constraints.

The full pseudo code is summarized below in Algorithm 1.
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Algorithm 1: Simulation-solve controller

Data: Current period t, initial vehicles roll p, pitch q, and yaw r,

given system trajectory x* , u* , matrix A and B ,

parameters β , κ

Result: The feed back controller u( t)
1 r - t;
2 converged - false;

3 ε - 0.01 ;
4 while r < T do
5 G - Solve (6);
6 u - Solve (8);
7 x - Update p, q, r using (4);

8 if ∆ < ε then
9 converged - True;

10 end

11 r - r + 1;

12 end

TABLE I PARAMETERS IN (2) [145] [146]
Term Value Umit Term Value Unit
��� 2.56 kg ⋅ m2 ��� −0.087 /
��� 10.9 kg ⋅ m2 � 28 kg
��� 11.3 kg ⋅ m2 � 3.1 m
��� 0.5 kg ⋅ m2 �� 0.58 m
��� 0.5 kg ⋅ m2 ��� 0.087 /
��� 0.053 / � 1.29 kg ⋅ m2

� 1.8 m2 �� 15 m/s
��� −0.09 / ��� 0.036 /
���� −0.19 / ���� 0.21 /
��� −0.38 / ���1 −0.03 /
���� −9.83 / ���2 −0.03 /
��� −3.25 / ���1 −0.05 /
���1 0.272 / ���2 −0.05 /
���2 0.272 / ���2 0.038 /
���1 0.272 /

4.4 Numerical simulation
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The parameters of fixed-wing aircraft are shown in Tab. I. The initial state was set to

[p(0), q(0), r(0)]T = [0.5, 1, 1.5]T. The desired tracking state was set to p* = 0, q* = 0,

r* = 0. The standard solution calculated by Matlab is u* = 0.

Set β = 10 and the maximum order of the decision variable of SOS programming to 2.

The amount of decision variables solved was 510. In order to illustrate the advantages

of the proposed control method, comparing with the controller designed by the

dynamic inverse control � = �−1( �� − �� � − � � − �� − �� � − �� �� − �), where � =

5, � = 5 [144] and with the PID controller which has parameters Kp = 15, Ki = 10.

In this simulation, a parameter error 0.1Ax is added to the model (2) to test robustness,

noted that SC denotes the control method based on SOS polynomial and contraction

theory, DI denotes the dynamic inverse control method, PID denotes the PID control.

As shown in Fig.4.3 to Fig.4.5, the close loop response of the yaw, pitch and roll

angles has different for applying the above control methods. From figures its clear

that system is achieving the reference input in very short time by PID, SC also

finished the track tasks, followed by DI. It is worth noting that the DI controller has

small error fluctuations, which may be caused by parameter errors. However, SC and

PID of error fluctuations are not obvious, which shows that the SC method can handle

small parameter errors to achieve robust tracking. Fig.4.6 indicates that the input

signal is reliable, thus further illustrating the feasibility of the SC method.
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Fig. 4.3. The tracking and errors of p.

Fig. 4.4. The tracking and errors of q.

Fig. 4.5. The tracking and errors of r.

The Input with SC
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Fig. 4.6. The input uses SC method and DI method.

TABLE II Performance Comparison
Term PID SC DI

Average Errors ��>2 0.00125 0.00091 0.00916
Average Errors ��>1 0.00174 0.00095 0.0085
Average Errors ��>2 0.00206 0.00093 0.0071
Fast Coverage � 0.2s 2s 4s
Fast Coverage � 0.2s 1s 3.5s
Fast Coverage � 0.22s 2s 4s

Tab.II shows comparison result of fastest convergence time and average error after

attitude stabilization. The average error of SC is the best in attitude tracking. PID has

a faster convergence time 0.2s compared with SC 1s, but the average error does not

exceed 0.001 level. The DI controller has no advantage in convergence time and

average tracking error.

Based on the comparison of the previous, in the case of a small model error, the SC

control has a certain robustness and can obtain a small tracking error, which shows

that the method in this chapter can achieve accurate attitude tracking of fixed-wing air

vehicles. The tracking error can also be explained as the distance � − �⋆ �� � − �⋆



59

of the trajectory in Fig. 4.2, where δx = x − �⋆ since the case of constant metric

produced straight line (8). When t > 3, γ of system (4) will appear very short on the

manifold due to the fundamental properties of contraction theory.

4.5 Chapter summary

This chapter focuses on enhancing the attitude control system for fixed-wing UAVs

by introducing a controller based on sum of squares (SOS) programming. Given the

relatively simpler architecture of fixed-wing UAVs compared to multi-rotor UAVs,

this chapter serves as the initial step in improving flight control algorithms. The local

stability control of attitude system of fixed-wing air vehicles is often described by

linear dynamics. In this chapter, the design of attitude controller for a fixed-wing air

vehicle is presented by contraction metric and SOS programming. The linearization

condition relaxes the calculation of CCM, that is, the geodesic of the nonlinear system

is regarded as a straight line here, so a brief algorithm flow is presented, which is

similar to the solving process of linear matrix inequality under the framework of

contraction theory.

The newly designed controller utilizes a contraction control metric, which simplifies

the computational process and ensures precise tracking of the desired attitude by

solving a linearized region near the equilibrium point. Through comparative

simulation experiments, the effectiveness of this control algorithm is validated,
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demonstrating superior performance in terms of robustness and tracking accuracy

compared to traditional PID and dynamic inversion control methods.

The insights and methodologies developed in this chapter lay the groundwork for

addressing more complex control challenges in UAV systems. Specifically, the

successful application of SOS programming to enhance the stability and

maneuverability of fixed-wing UAVs provides a robust foundation for the subsequent

chapter, which will extend these concepts to multi-rotor UAVs. This progression from

simpler to more complex systems ensures a comprehensive approach to optimizing

UAV flight control in diverse and challenging environments, ultimately aiming to

improve their operational efficiency and safety in indoor construction settings.
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Chapter 5. Safety-Critical Contraction Tubes
with Robust Barrier Functions For Unmanned
aerial vehicles

After completing the fixed-wing flight control algorithm optimization in the previous

chapter, this chapter addresses the safety-critical control issues of UAV systems

subject to external interference. The proposed scheme can efficiently track any

feasible nominal trajectory, creating safe and predictable tubes with fixed dimensions

through robust control of contraction metrics. For added safety assurance within the

tube, powerful barrier functions are utilized to avoid safety-critical restrictions.

Additionally, this research proposes a robust barrier function with a relative degree of

1 or 2 to solve the robust security problem by ensuring that the defined security set is

forward invariant. The method is validated using planar quadrotor and aircraft pitch

dynamics, achieving the purpose of optimizing the flight control algorithm of

multi-rotor UAVs.

5.1 Introduction

5.1.1 Motivation

The safety-critical motion planning of robotic systems is a challenging problem,
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particularly with uncertain interferences. Some investigations formulate this problem

using a combination of control Lyapunov functions (CLFs) and control barrier

functions. However, in nonlinear systems, it is difficult to determine such CLFs

because nonlinear properties do not guarantee the existence of feasibility conditions.

Advanced model predictive control (MPC) for nonlinear systems can solve these

issues but requires large amounts of computing resources. High real-time

requirements limit the applications of MPC in complex problems. This chapter

addresses the above challenges for control-affine nonlinear systems using a hybrid of

contraction analysis and barrier constraints, yielding dynamic robustness and reducing

the conservativeness of safe sets. This result develops an efficient safety-critical

control framework, unifying the provided robust control contraction metric and robust

control barrier functions. Unlike the high expense of nonlinear MPC, this method

handles uncertainties in safe sets effectively. We explain this by utilizing the

contraction-based robust control invariant tube and unsafe regions (see Fig. 5.1 and

Fig. 5.2), and demonstrate that the results can lead a planar quadrotor to safely

complete motion tasks as well as simple aircraft dynamics.

Fig. 5.1. The explanation of tube has been supposed systems is 3-degree state, where the read

dotted line denotes a normal or given trajectory xå , and the virtual tube denoted by the blue

region around that has a  -norm ball.
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Fig. 5.2. The explanation of tube with a barrier has a barrier region compared to the tube in

Fig. 5.1, where the purple region denotes unsafe set   0h x  that has an intersection set

with the virtual tube.

5.1.2 Contribution

To address the safety-critical control problem of a large class of control-affine

nonlinear systems with uncertain disturbances, this chapter presents a safe controller

based on contraction analysis and barrier constraints. By utilizing universal

input-to-state L gain theorem, the proposed stronger condition of robust

contraction control metric produces predictable tubes that guarantee the robustness of

a planned trajectory. In the control architecture, worst-case disturbances are

considered in constructing metrics and robust control barrier functions, allowing for

the safety certification of invariant sets inside such tubes despite existing uncertain

disturbances. The quadratic program of provided robust control barrier functions can

merge with the robust control contraction metric, which is more general than current

safety-critical control using CLFs with control barrier functions, and is less expensive

than MPC with control barrier functions. We verify the properties of our
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safety-critical tube using a planar quadrotor. The method is generally validated and

also applicable in scenarios with multiple obstacles. Specifically, emergency

situations involving obstacles that the path planner does not previously consider can

be safely avoided.

Notations: Let ,n n m  denote the n -dimensional real vector space, and the set of

real n by mmatrices, respectively. Let M denote a smooth manifold equipped with

a Riemannian metric  ,M x t that defines an inner product ,  on the tangent space

xT M at every point x . Let P denote the shorthand notation of P P . Let  

denotes the 2-norm of a vector or a matrix. The space of vector signals is denoted L ,

where signals  0: suptx x t    
L

for each x L . A continuous function

   : 0, 0,a  is a class K function if it is strictly increasing and  0 0  . A

continuous function    : 0, 0, 0,a      is a class K L function if for each

fixed s , the map  ,r s belongs to K with respect to r and for each fixed 0r  .

A continuous function    : , ,b c     is said to belong to extended class K for

some 0, 0b c  if it is strictly increasing and  0 0  .

5.2 Problem description and preliminaries

5.2.1 Trajectory tracking and tube

Given a nonlinear control system, describe it as

     , , , ,x f x t B x t u D x t w   (1)
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where the system state vector is   nx t  , the system input is   mu t  , function

   , , ,n n mf x t B x t    and  , n mD x t  is known, and disturbances

  mw t  is unknown. Consider the desired state xå , desired input u å and desired

disturbance wå , it satisfies

     , , ,x f x t B x t u D x t w        (2)

where the desired disturbance is considered to be zero  0w å in the assumption of

one ideal situation.

Reference [147] studied universal input-output stability by differential 2L gain and

universal L gain theorems respectively. In contrast, the definition applied universal

input-to-state L gain bounds give a more comprehensive analysis in robust control

contraction metric, producing three methods to solve the involved metric (see formula

(31) to (34)), and naturally creating a tube assisting nonlinear control systems to avoid

unsafe factors.

Definition 1 A control system (1) achieves a universal input-tostate L -gain bound

of  , if there is a K L function  and a feedback controller     ,u k x t x t u  

for any trajectory , ,x u w   satisfying nominal system (2), any initial condition

 0x , and disturbance w such that w w  å L ,

        
   

2 2
0 0 0

2

,x t x t x t x t t t

w t w t 





 



   

 

 

L

Another difference with the general L gain is that the universal form of that

presents a wide stable region instead of the equilibrium point, ensuring a convergence

ball around xå , while disturbances can also be viewed as input in most cases.
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The following is about the virtual tube. A  -norm ball is consist of the system state,

desired state and a positive scalar  , the Euclidean distance between  x t and

 x tå for all 0t  has

       Ω , : ,x t x t x t     (3)

Definition 2 (Robust control invariant tube) If there exists a tracking controller

 ,k x xå for each     0 0Ω ,x t x t åñ , then for all allowable realizations of the

disturbance     , Ω ,w x t x t åñ , we call   0Ω ,tU x t ñ å a robust control

invariant tube centered on the trajectory  x tå .

The description of this virtual tube is also used in [148], and here, it can be simply

illustrated in Fig. 5.1, where the black cubes represent some outside unsafe factors

such as obstacles in a 3-D UAV's flying path. A similar property among them is

helpfully improving control performance, in which system dynamics have modeling

errors or external disturbances. Similarly, we give the definition of the tube for

solving the invariant region problem around a given trajectory. Before discussing that,

the following remarks about contraction theory are introduced because it describes the

convergence of systems and tubes by the universal input-to-state L gain and the

energy degradation.

5.2.2 Remarks on Contraction

For a nonlinear dynamic systems

 , ,x f x t (4)
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contraction analysis, presented in [85], provides a comprehensive understanding of

the property of systems, mainly applying the differential (a.k.a. linearized, variational,

prolonged) dynamics along particular solutions:

 ,
x x

f x t
x

 





 (5)

An alteration form of (5), with the differential geometric tools, is also

 
  
   
, ,

, ,
,s s

f c s t t
c s t c s t

c s t





 (6)

Both of above illustrations show the dynamic property between trajectories at a fixed

time t instead of one trajectory along times. The reason for getting two different

forms is that a valid calculation formula obtaining the differential value x needs to

be approximate by the following

Definition 3 (Riemanian Energy). On a manifold M , a Riemannian metric

 ,M x t always can define an inner ,  on the tangent space xT M , it is

   
1

0
, ,s sE c t c M c t c ds 

where    , : 0,1c s t  M , at a fixed time t , is a regular parameterized differentiable

curve.

Now, suppose on some time interval  ,i it t t ò and for each  0,1s , we fix the

control and disturbance inputs to their values at it t , and the state  ,c t s evolves

according to (2). Here the time interval  ,i it t ò can be arbitrarily short so as to

guarantee existence of solutions. As a result of this, adopt the equivalent notation

x sc  , and more references doing this can see in [147].
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5.2.3System Safety

In the context of safety, we consider a set C defined as the 0 superlevel set of a

continuously differentiable function : nh   , yielding:

  0nx h x  ∣C (7)

  0nx h x   ∣C (8)

  intC 0nx h x  ∣ (9)

refer C as the safe set. According to the safe set, the barrier function examines the

safe property of nonlinear systems by set invariance principle [149], and has been

widely studied in the robot field. It is

Definition 4 (Barrier Function (BF)). Let n C be the 0 superlevel set of a

continuously differentiable function : nh   . Function h is called BF for

system (4) if there exists an open set D with n  C D an extended class K

function  such that

    h x h x 

for all xD .

The central conclusion is that system (4) is safe with respect to set C if the C is an

invariant set. In this chapter, we consider a case where some unsafe factors are in the

virtual tube, which comes from the instant situation that needs safety-critical control.

For instance, an obstacle stands in the given way while a trajectory planner did not

deal with it, and the simple illustration is shown in Fig. 5.2.

Now, designing the safety-critical tubes is the main purpose of this chapter. We aim to

find a feedback control  ,k x xå , for control systems (1), making the control system
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successfully run in the virtual tube with unsafe constraints. Specifically, we desire the

tube containing a finite capacity can avoid some obstacles, meanwhile, this tube

allows systems to pass through the tube when there are dangerous regions.

5.3 Robust control contraction metric

In [147], a nonlinear version of H control was proposed for nonlinear systems,

primarily using the robust control contraction metric (RCCM). Then, in [91], the

specific scenario in tube design was expanded to a modified RCCM, achieving more

effective performance in tube width. In this chapter, what is different from them is

that the RCCM was expanded to a comprehensive evaluation by the new definition, so

there is a strong condition for RCCM, by which leading three equivalent descriptions

of the universal input-to-state L gain. The following subsections provide more

details and can check it.

Now, giving the basis for how to get RCCM, which is about a uniformly

lower-bounded Riemannian metric M that is supposed to be found by

20 , 2 , ,x i x x x x w wM M

dMb
dt

            (10)

for all ,x t   M , and ,x w xM  T , then the system is universal input-to-state

stable. Such a metric is referred to as a robust control contraction metric. The

explanation of RCCM is that if the span of actuated directions ib is keeping a bound

distance with a gain 2 on the every tangent vector x orthogonal, then every
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solution of the system has universal input-to-state L gain.

This section is divided into several parts as a response to the problem description of

Subsection II-A and II-B, and all are based on the basis formula (10) (seeing details in

Subsection III-A). The controller design, the duality form of RCCM and how to

calculating the approximate metric will be given. Besides, a specific case of RCCM

with an affect of w , and some connections with virtual tube will be presented in the

last two subsections.

5.3.1 Strong condition for RCCM

Let us verify (10) for the system (1), so the first consideration is the differential forms

connecting each particular solution such as

,x x u wA B D      (11)

which helps system to become contraction by constructed Riemannian metric

 ,M x t if the RCCM condition was verified to be ture, where

 
1 1

, , ,
m m

i i
i i

i i

b dfA x u w t u w
x x x 

 
  
   

The second, considering the following dynamic behaviour of the squared differential

length

  2 2 .x x x x x u x w
d M M MA MB MD
dt
              (12)

where the candidate RCCM  ,M x t is arbitrary and waiting to be verified, and it's

derivative holds  M MM f Bu Dw
t x

 
    

 
. Finally, the RCCM condition (10)
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become that for every 0x  and every , , ,x u w t ,

  2

0

2 2 .
x

x x x w x x w w

MB

M MA MD M



        



   

 

     (13)

Since w is independent on x , let's specify the change of w a prolonged straight

line. The representation of geometry of w now can be written as w w w   å

because of the straight line form    1w t s w w   å in any two connected

trajectories.

Theorem 1 Given a control system of the form (1), suppose there exists a bounded

metric  ,M x t , a constant 0  and 0  . such that the following two

conditions hold:

C1: if 0x  satisfies 0x MB  . , then

2

  2

T

x x

x x

M M f MDD Mf M
t x x

M

 


 

   
        

 

C2: for each 1,2, ,i m 

0

0

i
i

i
i

bM b M
x x

dM d M
x x


  

 


  

 

(14)

Then the system (1) achieves universal input-to-state L . gain.

Proof: Using substitutions of ,x w  in inequality (13) and integrating along  01s ,

one can get

   
1 1 22

0 0
2 .s s s s

d c Mc ds c Mc ds w t w t
dt

       

The inequality about Riemanian energy can be obtained as
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        22, 2 , .d E c t E c t w t w t
dt

     å (15)

For sufficiently small ò , for any  ,i it t t ò , try to solve above inequality, it yields

     

     

2

22 2

, ,

 

i

i

t t
i

t t

t

E c t E c t e

e w w d



     

 

 



  å

Since it was arbitrary, for all 0t  there is

   
     

     

2

22 2

0
2 22

, ,0

,0 sup ,
2

t

t t

t

E c t E c e

e w w d

E c e w t w t



 



   






 





 

  

 å

å

Suppose M has bound satisfying I M I   , there is

     

   

1 12

0 0
1 2

0

  ,

  ,

s s s s

s s

x t x t c c ds c Mc ds E c t

c c ds x t x t

 

 





 



   

  

 


then      2 ,x t x t E c t  å and       2
,0 0 0E c x x  å . Hence, the system (1)

is universal input-to-state stable such that

       

   

22 2

2 2

0 0

,
2

tex t x t x x

w t w t 











 




  

 
L

(16)

one can observe that
2

2
 


 is the universal input-to-state L -gain bound. When

0x  satisfies 0x MB  , making

   
2

, , , , , 2

  0,
x w x x x w

x x w w

H x u w t M MA MD

M

     

    

 

 

  

  


(17)

then consider the worst-case w in  , , , , ,x wH x u w t  so that we have 0
w

H





. It

yields
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2 .x
w

MD


 (18)

Take (18) into RCCM condition (13), there is

2 2 0.x x x x
MDD MM MA M   




  

    
 
 (19)

We can note that  M MM f Bu Dw
t x

 
    

 
 , and

  1 1, , , m mi i
i i i i

b dfA x u w t u w
x x x 

 
   
  

. For eliminating the affects regarding u

and w , using the equality condition 2C to enforce M into it. Suppose 2C is

true, then the term in parenthesis of (20) will be

2 .
TM M f MDD Mf M

t x x 
  

   
  

(20)

Now, the strong condition for RCCM is the negative definite (20) such that 1C , with

an equality constrain on  ,M x t such that 2C .

One should notice that worst-case w is also dependent on wå , while we

concentrate on a normal disturbance 0w å in this chapter, which means w has an

influence on each solution of system (1) with a normal disturbance wå .

5.3.2 Construction of control law

To construct the control signal, the differential value x should be solved first. There

is an online scheme that minimizes Riemannian energy such that

 
   

 
1

0Γ ,
argmin , ,s s
c s x x

s c M c t c ds


 
å

c (21)

where  sc represents a geodesic at a fixed time t , the reason calling it a realtime
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and online optimization control comes from to the requirement to find a geodesic

 sc in family of curves connecting point connected x and xå in real time.

In this section, two types of control laws can achieve feedback control through RCCM.

Both of them depend on  sc if the chosen target trajectory      , ,x t u t w t   have

been given and the differential value s xc that enables such control laws to be

feasibly calculated. The subsequent analysis is about to construct a differential control

u that produce the input-to-state L gain along any particular solution for the

control system (1).

Proposition 1 If Condition C1 holds then there exists a scalar multiplier  ,x t for

which

2 2 0
TM M f MDD Mf M MB BM M

t x x
 


  

      
  

(22)

Proof: Reference in the explanation from Finsler's theorem. A scalar multiplier 

satisfying 0H GG  in which H is a given square matrix and G is a matrix,

then for all 0x  that satisfies 0x G  , there is 0x xH   . One can discover

that Condition C1 is established if to use the strict inequality (22) in each point  x t .

Hence, this proposition holds the negative property for a scalar multiplier  .

Supposing there is a feedback gain  ,K x t in system (11), by which we denote a

differential controller  ,u xK x t  , and for which the closed-loop differential

dynamics become

        , , , , , , ,x x wA x u w t B x t K x t D x t    

then the derivative of the differential squared-length will be
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  2 2x x x x x x x w
d M M MA MBK MD
dt
              (23)

Now, the existence of the differential gain  ,K x t can be guaranteed if there are

pre-known metric M and multiplier  according to Proposition 1. So the

differential feedback law can be constructed by

   1 , ( , ) ,
2u xx t B x t M x t    (24)

where      1 , ( , ) , ,
2

x t B x t M x t K x t  . Next, the inequality respect with the

bound for the derivative of the differential squaredlength is

22 ,x x x x w w
d M M
dt
          

which ensure system (1) to be universal input-to-state stable.

Once the geodesic  sc is successfully identified by (21), along which the differential

feedback law (24) is always existing by constructing the differential gain

  , ,K s t t c        1 , , ( , , ) , ,
2

s t t B s t t M s t t c c c . To integrate the differential

feedback law along  sc , the control law with a integration form is the following

        
1

0
, su t u t K s t s ds  å c c (25)

Notice that one equivalent to (25) is 1
0 uu u ds  å , where u å can be viewed as an

open control and denoting the initial point, when 0s  , in controller part of the

solution for the target trajectory, while the integrate part denotes the feedback gain

along  sc , so in each produced trajectory x the corresponding control signal,

when 1s  , is the combination of the open control and the integral feedback gain.

Proposition 2 If Theorem 1 holds then there exists a control set stable U such that
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       
       

      

stable 1

0

2

2 1

: : 2 ( )

  2 ( )

1 ( ) 2 , 0

m
s s

s s

s s

U

s

u s M s f x B x u

s M f x B x u

s M s D x E t








   



  

 


   



 c c

c c

c c c

(26)

achieving universal input-to-state L gain.

Proof: Consider the time derivative of Riemanian energy between trajectories x and

xå , it is

       
1

0
, ( , ) , , ,s s

d dE c s t c s t M c s t t c s t ds
dt dt

  (27)

Referencing to [148] and [150], the first variation of energy with respect to time is

      
11

0 0

1 , , , .
2

s
s ss

E c s t c s c s c c ds
s






 

   (28)

In the situation of minimizing geodesic    s c sc , there is 0ss





c . Hence, by

ignoring the term 1
0 ,sc c ds

s





 , the formula (28) can be rewritten as

      

  
  

1

0

1

0

1 , ,
2

2 ( )

  2 ( )

s

s s

s s

s s

EE s t s s
t
E s M s x
t
s M s x

 

 



 










 



 




 





c c c

(29)

where      x f x B x u D x w   and �� ∗ = � � + � �∗ � + � �∗ � . According to

the inequality (17) in Theorem 1 , we know the following inequality chain

         
         

      

1

0

22

2 ( )

    2 ( )

  2 , .

s s

s s

s M s f x B x u D x w

s M s f x B x u D x w

E s t w t w t 







    



 

  

   

c c

c c

c

where ww w  å is the linear consideration of  w s in every trajectory.

According to the worst-case w in (18), we can obtain
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    
1

2

( )s s
s M s D x

w w


 å
c c

. Now, for each state pari     ,x t x tå the set of

control inputs u u k å can be constructed by satisfying

       
       

       

1

0

2

2 1

2 ( )

  2 ( )

1  ( ) 2 , 0.

s s

s s

s s

s M s f x B x u

s M s f x B x u

s M s D x E s t








 









 

  

c c

c c

c c c

å (30)

So let's use stable U showed in (26) to denote the control sets with the universal

input-to-state L gain.

In summary, the integration-form and energy-minimum-form controller were

presented behind the provided RCCM condition, both of which depend on the online

solution of the geodesic c(s), while the basis principle to the universal input-to-state

L gain are to search a metric M .

5.3.3 Dual robust control contraction metric

Because of the difficulties to solve the quadratic TMDD M of Theorem 1 introduced

in Subsection III-A, and the dependency relationships between u and M

introduced in Subsection III-B, the transform of RCCM is applied by the following: to

definite dual robust control contraction metric a change of variables  ,W x t 

1( , )M x t  and making  , xM x t  , now condition 1C is presented as if 0x 

satisfies 0B  , then

2 2 0.
TW W f DDf W W

t x x
  


   
          

(31)
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Specifically, the basis for null space of B can be constructed by a matrix B such

that 0B B  . In this case, the inequality (31) is equivalent to

2 2 0.
TW W f DDB f W W B

t x x


 

   
          

(32)

According to Proposition 1, Finslers theorem can replace above two inequalities by

2 2 0.
TW W f DDf W BB W

t x x
 


  

       
  

(33)

This condition guarantee a differential feedback gain K  11
2

B W  is always

existing.

We can also use the form 1
2

Y B in which  : ,Y x t  m n to definition a

more explicit search for W :

2 2 0.
TW W f DDf W BY W

t x x



  

       
  

(34)

So a differential feedback gain can be written 1K YW   if satisfying condition

(34).

Following the transforms for Condition 2C , the equivalent constraints on W is

written as 2C : for each 1, 2, ,i m  ,

0

0

i
i

i
i

bW b W
x x

dW d W
x x


  

 


  

 

(35)

In contrast, this chapter trying to construct RCCM for reducing the impact by

disturbance, which can be achieved through provided control law (25) and solving the

stable set (26). It should be notice that all searched RCCM can be used in calculating
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geodesic (21), so Proposition 2 with a quadratic index minu u is valid, while the

differential feedback gain K is useful if the condition (33) or (34) get a verification.

5.3.4 Offline search of RCCM for gain minimization

In this subsection, the cost function 2 definite the gain minimization problem by

the offline search of RCCM. Moreover, considered a compact set Λx to limit the

searching in the infinite range. As discussed in [151], the elements of W can be

parameterized as some finite-dimensional polynomial, solved by sum-of-squares

programming. The optimization problem , 1, 2,3
iRCCM i O P T involved in this

chapter are follows:

1

2

3

2

,
1 1

2

, ,
1 1

2

, ,
1 1

: min ,

 s.t condition(32),condition(35), .
: min ,

 s.t condition(33),condition(35), .
: min ,

 s.t condition(34),condition(35), .

RCCM W

RCCM W

RCCM W Y

I W I

I W I

I W I



 





 


 


 

 

 

 

 

 

 

O P T

O P T

O P T

where condition (32), (33) and (34) are strictly limited to sumof-squares constraints.

The above three problems are equivalent, which can be verified in Subsection III-C.

In terms of numerous computation, several computational tools such as [152],

YALMIP [153] and Mosek [154] have provided some successful applications in

search of control contraction metric [155].

5.3.5 Extension
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This extension is about a modified RCCM reserving the influence of disturbance w

whose boundary is pre-known. Because disturbance is easily to deal with when

modeling the optimization problem about RCCM, we can eliminate

0i
i

dM d M
x x


  

 
by the following

Corollary 1 Given a control system of the form (1), suppose there exists a bounded

metric  ,M x t , a constant 0  and 0  such that the following two

conditions hold:

C3: if 0x  satisfies 0x MB  , then

2 2 .x x x x
M M MDD MM M
t x

   



   

        
Af

where f Dw f and f D w
x x
 

 
 

A .

C4: for each 1, 2, ,i m  ,

0.i
i

bM b M
x x


  

 
(36)

Then the system (1) achieves universal input-to-state L gain.

Now, the modified dual RCCM can do a similar change introduced in Subsection

III-C, in which the corresponding optimization problem is able to produce a solution

of modified dual RCCM. Following the condition (32) to (34), the modified dual form

can be written as

2 2 0.
TW W DDB W W B

t x


 

  
         

Af (37)

To use Finslers theorem, the second modified dual RCCM is
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2 2 0,
TW W DDW BB W

t x
 


 

       
 

f A (38)

and to define 1
2

Y B , the third one is

2 2 0.
TW W DDW BY W

t x



 

       
 

f A (39)

Once the construction of metrics satisfies the modified form, the realtime geodesic

will be searched, then the control idea (25) and (26) can achieve the universal

input-to-state L gain for system (1).

Remark 1 We consider our RCCM for the purpose of solving sum of squares (SOS)

programming with additional constraints. For the finite dimensional search of RCCM,

one defines the the compact set Λx to be a semialgebraic set

  Λ: : 0 ,n
ix x  

and because the consideration on disturbance w is viewed as variables of modified

dual RCCM, one defines the the compact set Θw to be a semialgebraic set

  Θ: : 0 .m
jw w  

where i and j are multivariate polynomials in x and w respectively. Now

one can verify a nonnegativity SOS polynomials  ,p x w by the rule

  is SOSi i i i
i j

p L N    (40)

in which iL and iN should be SOS polynomials. More technology details about

how to use SOS programming can be found in [156]. The simulation process takes

auxiliary indeterminates corresponding y to the dimension of RCCMO P T , so the

every equation is reconstructed. For example, to write inequality (39) as
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2
0,

T

W W W BY D
t x

D 

          
 

f A (41)

one uses  ,F x w replaces the terms of matrix in (41), then a SOS  ,p x w can be

denoted by y Fy where the dimension of auxiliary indeterminates y is n m .

For the additional constraints such as the semialgebraic sets Λ and Θ , the rule (40)

guarantee SOS programming to be true.

5.3.6 RCCM-based Tube

The RCCM-based tube takes from (16). By the Comparison Lemma [157], one can

get the upper bound
2

2

2
w


, in which 2supw w w  å , if the Euclidean energy

    2
0 0x x å

2
20,

2
w


 
 
 

. Thus, taking the square root of such energy yields a

definition:

       1Ω , : Λ : : ,
2

x t x x t x t w  


       
  

(42)

where  x t denotes the actual trajectories deriving from RCCM control law. Due to

the fixed size of ñ , it is easier to check collision risk along a planed trajectory as

illustrated in Fig. 5.1, and thanks to [158], the designed tube also can be contained in

MPC framework in case the tightened constraints satisfying

   Λ: Λ Ω ,x     å

where  denotes the Minkowski sum. We only discuss the tube for our safety

control framework in this research, so the next section will introduce some barrier
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constraints inside the designed tube.

5.4 Control system safety

Though the tube Ω avoiding obstacles that we called outside unsafe factors

addressed some safety control problems, there lacks concentrations on inside unsafe

factors. Thus, it is necessary to introduce the barrier function into RCCM-based tube

as one result of safety critical control. Consider a family of superlevel sets of a

continuously differentiable function   :Λh x   and an extended class K

function :Θ   , which is expressed as

    
    
    

2

2

2

  Λ, Θ 0

  Λ, Θ 0

int   Λ, Θ 0

x w h x w

x w h x w

x w h x w







    

     

    

 

 

 

∣

∣

∣

R

R

R

C

C

C

satisfying Ω  RC C .

Input-to-state safety developed in related work presented a general safety control

framework for systems with disturbances through introducing input-to-state safe set.

In comparison to that set, this research focuses on robust safe set, specializing in

systems safety running in the created tube. Moreover, geodesic calculation without

inequality constraint and faster response of the fixed-size tubes reduce the procedural

complexity compared to MPC-based tubes with barrier function constrains [159].

Definition 5 (Robust safety). The system (1) is robust safe with respect to the set RC

if the set RC is forward invariant.

Definition 5 can be thought of an inside safety of the tube. If every x starts from Λ
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stay in set RC , then control systems can pass the virtual tube and reach the final goal

 endx t . This section is divided into three parts as a response to the problem

description of Subsection II-C. We will give basic principle of robust safety control

including robust control barrier function with relative-degree 1 and 2 . Then, the

quadratic-program-based formulations was proposed to unify stability and safety.

5.4.1 Robust control barrier function

To generalize to robust safety, the invariance set RC should follow a condition

Definition 6 (Robust Control Barrier Function (RCBF)). Given a continuously

differentiable function :Λh   for the set RC . Function h is called RCBF for

system (1) if there exists an extended class K function  and a positive constant

 such that:

         sup
m

f B D
u

L h x L h x u L h x w h x w w 


    


Then, Theorem 3 gives the result that the set ΩRC is forward invariance when

there existing a RCBF.

Theorem 2 Given a system (1) and a continuously differentiable function :Λh   ,

if h is an RCBF on RC , then the systems is robust safe with respect to the set RC .

Proof: Define a new function

     2, : .x w h x w    

If h is a RCBF, one gets
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     
  
  
    

2

2

2 2

,

 

 

  ,

dx w h x w
dt

h x w w

h x w

x w w w

 

 

 

   

 

  

  

   

  

 

   

(43)

where  is substituted for h .

For any x RC , by 0  , inequality (43) can be reduce to

    2 2, ,x w w w         

therefore to pick  make

 2 2 0,w w        (44)

then  , 0x w  . According to Nagumos theorem [107], the systems (1) is robust

safe with respect to the set RC .

Corollary 2 Given a system (1) and a continuously differentiable function

: nh   , if h satisfies

        ( )
sup

4m

D D
f B

u

L h x L h x
L h x L h x u h x



      
  

(45)

then h is a RCBF in RC .

Proof: Consider the worst-case w such that

     

   
inf

0

m f B Dw
L h x L h x u L h x w

h x w w 




 

  

 (46)

it yields  
2

DL h x
w


  . Substituting it into (46), then one gets the RCBF based

worst-case disturbances.

In Theorem 3, the sufficient condition renders safety has been verified. Then, in

Corollary 2, such condition was further reduced to an inequality independent on w
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under the worst-case disturbances assumption. As discussed in the safety about the

designed tube, one can obtain a safe control set by consider

      
 

safe : :

( )
0

4

m
f B

D D

u L h x L h x u h x

L h x L h x





   

  


U 

(47)

Notice that  cannot be apparently confirmed yet, but it is able to deduce by

applying the inequality (44). If  and  are given, one can ensure that at least

   1     , so the safe set RC is in terms of    2h x w   .

The control law in (47) is one way achieving robust safety. An alteration is to use the

universal robust safe control law by Sontag formula. Define

      ( )
,

4
D D

f

L h x L h x
a L h x h x b


     BL h x , then the universal robust safe

control law is

2 4

2

0, when 0,

, otherwise.

b
u a a b

b


   



 
  (48)

5.4.2 Robust safety control with relative-degree 2

The above subsection showed that robust control barrier functions can address unsafe

factors for control systems, with the set safe U or the universal controller in the

worst-case RCBF. In fact, such constrains are based on RCBF whose first

time-derivative should depend on the control input, satisfying relative-degree one. In

contrary, the next contexts develop a way to construct safety control for robotic
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systems of which safety constraints have to be the relative-degree 2 .

Definition 7 (Exponential Robust Control Barrier Function (ERCBF)). Given a

2-times continuously differentiable function : Λh   for the set RC . Function

h is called ERCBF for system (1) if there exists a vector K function  and a

positive constant  such that:

      
   

2 2 2sup

 

m
f B D

u
L h x L h x u L h x w

K h x h x w w


 

    


 (49)

where the elements of  1 2K K K are positive constants.

In no disturbance situation, the higher relative-degree barrier function in systems

safety can reference [160]. For address disturbance problems, the following analysis

was presented

Theorem 3 Given a system (1) and a 2-times continuously differentiable function

:Λh   , if h is an ERCBF on RC , then the systems is robust safe with respect to

the set RC .

Proof: First, to define        2, : , , :x w h x w x w         fh x L h x and

       
¨ ¨

2 2, f Bx w h x L h x L h x u      2
DL h x w then, to construct the dynamics of



 
¨

¨
0 1 0

,
0 0 1

x w
 




       
        
        




(50)

Now, let   0 1 0
, ,

0 0 1
 

   
     

   
z F G and  

¨
,x wu then one obtains

differential equation

. z Fz Gu (51)
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Then, chosen a feedback style

      

   

2 2
1 2  , ,

 

K x w w K x w w

K h x h x w w

   



    

    





  u
(52)

one can obtain the feedback equation

    2 2
1 .K K w w    z F G z G     (53)

Since KF G is Hurwitz matrix, one can directly solve (51) to obtain

     
     2 2

10

0

  .

K t

t K t

t e

e K w w d   



 



     

F G

F G

z z

G
(54)

The above integral term regarding w hold positive if chose the appropriate 1K and

 , t z therefore keep positive. It is easy to obtain    t t Cz in which

 1 0C . Thus, by the comparison lemma, if chosen

      2 2
1 2, , ,K x w w K x w w       u     (55)

one can obtain a conclusion that

     
     2 2

10

0

 

K t

t K t

t e

e K w w d



  



 



     

F G

F G

C z

C G

Since condition (48) guarantee the minimum feedback u satisfy (54), one can verify

 t is always in set RC , then the systems is robust safe with respect to the set RC .

We are interested on the safety about the designed tube, for h with a relative degree

2 , it can follow the worst-case disturbance to get a safe control set. As described in

Corollary 2, one obtains such set

       
 

2 2

2 2

: :

( )
0 .

4

m
safe f B

D D

u L h x L h x u K h x h x

L h x L h x


      
  


U 

(56)
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Now, let's confirm the safe set RC . It has been known  tz should be positive,

which keeps  2 2
1K w w     to be positive. Hence, make a

 
2

2

1

ww
K

 
   , one can get a robust safe set

 
2

1

Λ, Θ   0wx w h x
K

       
  

 
RC

As example in Fig 5.3, this robust safe set is bigger than C , with a less conservation.

Fig. 5.3. Figure compares the difference between C and RC , where grey+blue regions are

RC .

5.4.3 Combining RCCM with RCBF

In this section, the RCCM and the barrier constrains can be unified into one

optimization framework for creating tube and the system safety. Consider the

following quadratic-program-based controller

   
   

   
1 2

1 2

argmin

 s.t , , , , , , , , , 0

, 0

mu

s s

u u u u u

x x x u x u

x x u

   

  

 

 


  

 

 



c c c c (57)

where  and  are taken from stable set stable U in (26) and safe set safe U in (47)
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respectively, and use 1 and 1 to denote the term independent on u , while 2

and 2 denote the term dependent on u . Noted that parameters updating for sc

and c is via geodesic calculation (21), while metric M , parameters  and  are

obtained by the off-line computation of optimization problems described in Section

III-D.

For robust safety control with relative-degree 2 , one can unifying the safe set safe U

in (56) with stable set stable U . It yields

   
   

   
1 2

1 2

argmin

 s.t , , , , , , , , , 0

, 0

mu

s s

u u u u u

x x x u x u

x x u

   

  

 

 


  

 

 



c c c c (58)

where 1 denotes the term independent on u , while 2 denotes the term dependent

on u . In problems (57) and (58), the first constrain among them creates the

RCCM-based tube, which provides a limitation for system's motion, though the

second constrains lead such motion to avoid the barrier.

5.5 Simulation

In this section, an example of a planar quadrotor was simulated to illustrate the

proposed safety-critical control. The simulated process is done in Matlab R2019a1.

The physical diagram of a planar quadrotor is shown in Fig. 5.4, and the parameters of

quadrotor is shown in Tab. I, where 2 1, , ,u u l g represent the right thrust forces, left

thrust forces, the symmetric thrust moment arm, and gravitational acceleration,

respectively. The state equation of planar quadrotor can be presented in affine form as
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Fig. 5.4. The physical diagram of a planar quadrotor

Fig. 5.5. The tracking of nominal trajectory using iRCCM
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Fig. 5.6. The inputs and Riemann energy using iRCCM

Fig. 5.7. The actual trajectory and the tube in the scenario with multi obstacles and wind
disturbances, tracking via iRCCM
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Fig. 5.8. The tracking of nominal trajectory using RCBF-iRCCM

Fig. 5.9. The inputs and Riemann energy using RCBF-iRCCM
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Fig. 5.10. The actual trajectory and the tube in the scenario with multi obstacles and wind
disturbances, tracking via RCBF-iRCCM

follows:

   
   

 
 

 
 
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0sin cos 0 0
00 0 .

cossin 1 1
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x z

x z

z

x

v v
v v

u
x w
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v g m m

l l
J J

 
 


 
 

 
    
         
     
              
          

     
  


 



The planar quadrotor contains six state variables, defined by x 

, , , , ,
T

x z x zp p v v   
 , where ,x yp p denote the horizontal velocity and longitudinal

velocity reference ground coordinate, ,x zv v denote the slip velocity and the velocity

along the thrust axis, ,  denote the angle and angular velocity. Since the hardware

constraints of the quadrotor, setting the fixed state constraints to be

   2m / s,2m / s , 1m / s,1m / s , 45 ,45x zv v         
  and [ 60,60] / s    , and
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assuming that the there is uncertain disturbance caused by the wind, where we

artificially set it as    0.8 0.2sin 2 /10w t t  .

In this simulation, the abbreviation iRCCM was used to denote the robust contraction

control metric that results in universal inputto-state L gain of the planar quadrotor.

For better comparison with safety-critical control, the abbreviation RCBF-iRCCM

was used to denote such metric-based method coupled provided robust control barrier

functions. We firstly calculated the iRCCM with the SOS optimization of YALMIP

tools [151], with the consideration 10I  0.01W I . It can be observed that the

disturbance w has a predictable boundary 1w  , so this simulation applied

Corollary 1 to search iRCCM, and since the Killing condition (36) requires that W

is independent on zv and  , we considered each elements of  ,xM v  is the

monomials about xv and  with the maximum degree 4 . For dealing with the

hardware constraints 2 2xv   , 1 1, 45 45zv       and 60 60   ,

considered the semialgebraic set which described in Remark 1 to construct the

RCCMO P T problems. The numerical solution of 1  is about 0.9999 and 2 is

about 0.2007 in the determination 1.2  , so the fixed size of RCCM-tube can be

solved as 0.9145ñ according to the defined 1:
2

w


ñ in set (42).

For illustrating that how iRCCM assists with path planning, considered several

obstacles in the task scenario. It is showed in Fig. 5.7 and Fig. 5.10, where the black

regions are obstacles with different size. If the planned path is close to those obstacles,

the actual trajectory of the planar quadrotor may lead a collision with obstacles

because of the wind. Hence, the designed tube can be viewed as a redundancy to
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assist find a desired path. In Fig. 5.7, the desired path can not be allowed to through

the obstacles in the left area because of the restriction by the tube's size, but it can

pass the spare area in the right area, in which the tube constructed from blue circles

showed the planned path is collision-free when the wind interferes with the flying

environment.

However, one can see the actual trajectory still collide with the obstacles denoting by

purple region that the previous path plan dose not consider. This obstacle is an

emergency situation so we should consider safety-critical control. The provided

RCBF-iRCCM can solve above problems and the results is showed in Fig. 5.10,

where the CBF was designed to the safe distance from the purple obstacle, with an

expression    2, ,x ox z oz x ox z ozp p p p p p p p r     in which ,ox ozp p and r

denote the center coordinates and the radius of the purple obstacle, respectively. Since

the second timederivative depend on the control input, we chose the safety-critical

control scheme by robust safety control with relative-degree 2 , where the parameters

was determined as 110, 35K   and 2 15K  In Fig. 5.10, It can be seen the

proposed safety-critical control guarantees that the actual trajectory remain in the

tubes, and safely avoid the emergency obstacle inside the tube, though the simulated

environment is interfered with the wind. Fig. 5.5, Fig. 5.6, Fig. 5.8 and Fig. 5.9

compared the detailed state in the location px and pz, the input u and the Riemann

energy (21), which further illustrated the the effectiveness and applicability of the

proposed method.

Noted that the planned nominal input u* and nominal statev x* was solved by
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OpimTraj [161]. YALMIP [153] and Mosek solver [162] was required to solve

sum-of-squares programs in iRCCM problem. The Chebyshev Pseudospectral method

[163] was used to solve geodesic c(s) via nonlinear optimization tools OPTI [164].

Matlab quadprog solver was required for solving quadratic programs for controllers.

TABLE III Parameters of quad-rotor
Term Value Unit
m 0.18 Quadrotor mass /kg
g 9.8 Gravitational acceleration
l 0.086 Quadrotor span /m
j 2.5 * 10-4 Quadrotor moment of Inertia /kg·m2

5.6 Chapter summary

This chapter presents a safety-critical control for nonlinear control-affine systems

with disturbance, which creates a contraction-based tube with a predictable fixed size

for guaranteeing the robustness of the actual trajectories. It not only can assist the

generation of a planned trajectory for avoiding obstacles, but also can ensure the

safety inside the tube by coupling with barrier constraints. The effectiveness was

verified by the simulation results of a planar quad-rotor.

In summary, this chapter introduces the development of a new UAV flight control

algorithm to enhance its safety in the built environment is presented. After validating

the effectiveness of the algorithm through simulations, the chapter presents

experimental results and discusses the potential and limitations of the algorithm in
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real-world applications. This chapter not only advances UAV technology in

safety-critical applications, but also provides a theoretical basis for optimizing the

application of fully automated UAVs in indoor built environments.
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Chapter 6. Optimization of fully automatic UAV
application in indoor construction environment

This chapter develops a framework for UAV flight control in indoor environments to

facilitate path planning for autonomous UAVs. The framework proposed in this

chapter integrates 3D construction site maps from BIM models combined with

Airsim software in Unreal Engine 4 and Simulink in Matlab. Then, this study

developed an algorithm to optimize the drone's flight control. The framework can

then calculate a collision-free guidance path and iterate in real time to account for

changes in the actual flight process. The framework was validated in a simulated

indoor construction site using MATLAB and Unreal Engine 4 (UE4). The planned

trajectory demonstrates smoothness, energy efficiency, and adequate coverage.

6.1 Introduction

UAV technology is undoubtedly gaining popularity in the Architecture, Engineering,

Construction and Facilities Management (AEC/FM) industry for site management

[165], inspection [166] and 3D modeling [167]. Drones are the optimal choice for

the smart construction chain due to their unparalleled flexibility. In industrial

scenarios with high headroom and poor ground maneuverability (e.g., crowded

indoor construction environments), UAVs can cover multiple construction sites in a
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single flight and outperform ground robots [168]. Recent research has enabled UAVs

to fly autonomously in unknown environments using simultaneous localization and

mapping (SLAM) techniques [169-172].

However, the current research primarily focuses on point-to-point navigation of

UAVs [171,172], with limited attention paid to flight motion planning of drones in

actual construction scenarios. It is imperative to consider the motion dynamics of

trajectory tracking in path planning for unmanned aerial vehicles (UAVs) [173,174].

Neglecting this crucial aspect can lead to unsafty flight control and increased energy

consumption, which pose significant challenges for UAV applications due to the

large scale and complexity of construction scenarios, as well as the limited durability

of UAVs [175].

Most of the currently widely used UAV flight algorithms rely on preset flight paths

and static environment models. In indoor construction environments, these

algorithms face many challenges: First, it is difficult to respond in real time to

dynamic changes within the construction site, such as temporarily stacked building

materials; second, they are often not optimal in terms of energy efficiency, which

may result in the need for drones frequent charging affects work efficiency.

This study presents a comprehensive framework for implementing path planning and

utilizing new UAV dynamics algorithms to enable complete autonomous UAV

applications that can safely operate in indoor construction environments. The

framework comprises model construction, path finding and planning, trajectory

generation, and flight control. The proposed flights were rigorously validated using
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simulation environments in MATLAB [176] and Airsim. The trajectories were

executed on the platform using a software flight controller. The proposed application

scenario is a whole house model that houses mechanical, electrical, and plumbing

components, along with other building materials.

The rest of this chapter is as follows: Section 6.2 explains the research methodology,

including the conversion and import of BIM 3D models in Airsim software,

Implementation of collision-free path finding algorithm, dynamic trajectory

generation and flight control algorithm Calculation. Section 6.3 evaluates the

performance of the system, and then Section 6.4 discusses the chapter summary.

6.2 Research methodology

This section describes the detailed methodology of the proposed framework. The

workflow is overview in Fig. 6.1. The planning phase consists of five steps: (1) 6.2.1

model construction and import, (2) 6.2.2 Collision-free path finding, (3) 6.2.3

trajectory generation, and (4) 6.2.4 flight control, the planning phase is implemented

using MATLAB, followed by the validation phase in Section 6.3.

Fig. 6.1. Workflow of the planning phase
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6.2.1 Conversion and import of BIM 3D models in Airsim

The platform is the first proposed tool for training operators in the construction

environment and with safety considerations. To create the 3D model of a building

in the UE platform, a BIM 3D model was exported in .fbx format and introduced to

the game engine. The C# scripting language powers the game development in the

engine. While the UE platform allows the definition of each subject separately, for

this study, the whole building was set as one object. By integrating 4D site-specific

temporal and spatial safety information with the UE model, the simulator will allow

users to monitor the safety level of each UAV operation or scenario considering the

existing plan. The derivation of the flight plan for the semi-autonomous aerial survey

is done from the 4D-BIM in the vendor-neutral and open data format IFC or

4D-Software. Based on the 4D-BIM, relevant components are identified as event and

demand-oriented by the associated processes analogous to are derived for the

UAV-based data acquisition. This is done by deriving the component surfaces of the

relevant operations and the corresponding IFC entities (IfcTask, IfcBuldingElement,

IfcCartesianPoint). The premise for calculating the POIs is, among others, the

configurations of the laser scanner (vertical and horizontal field of view). In this way,

it can be ensured that the flight path to be flown provides optimum LiDAR coverage

and quality during the data acquisition. The flight plan will then be computed using

search algorithms.
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Fig. 6.2. Simulation of UAV-based data acquisition

6.2.2 Collision-free path finding

In this platform, the existing path algorithm can be imported into the system using

the ROS system and the connection plug-in of ROS_Airsim. Based on the powerful

simulation capability of Airsim, this system can completely simulate the

environment when the UAV is flying and verify the performance of the path

algorithm at the software level. Therefore, in this research, the focus is mainly on

completing the communication links between the software.

After algorithm research, we learned that the RRT method (rapidly expanded random

tree) and the PRM method (probabilistic roadmap method) can realize path planning

under global obstacle information. In Airsim, the UAV can obtain the simulated

signal of obstacles by simulating its attached detector. The PRM method samples

points in the map and obtains feasible paths through the sampling points. The RRT
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method expands nodes from the starting point each time there is a certain probability

of expanding to the target point or a random point and finally generates a tree that

contains feasible paths. Path tree. Algorithms such as A* can be used to find the

optimal path in the current sampling point.

Therefore, in this study, the RRT path planning method and A* algorithm are

selected as the path algorithm of the UAV. Through the simulation of Airsim, we

found that the algorithm can make the UAV safely carry out path planning flight in

the simulated construction site. In addition, Airsim can also simulate radar and

computer vision detection methods for path discovery and restore the entire flight

process of the drone. This makes the simulated flight results of the simulation system

have greater credibility.

Fig. 6.3 Path finding Algorithm Labeling Diagram
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6.2.3 Dynamic trajectory generation

6.2.3.1. Problem statement

In order to generate an approximate trajectory in indoor construction environment, the first

thing we need do is to write down the dynamics of our UAV, which describe how the UAV

systemmoves. We use vb for velocities of UAVs (body), J; G;Rb2ge3 for inertia matrix,

gyro torque and rotation matrix, m; g for mass and gravitational acceleration,and F; τ for

control:

�� � = ��3 − �
�

��2��3

� ⋅ �� � =− �� × � ⋅ �� + � + �
(1)

We want the UAV to move one unit of distance in one unit of time, and it should be

stationary at both start and finish. These requirements are illustrated in Fig. 6.6. Now the

trajectory optimization problem ofUAV can be described as

min
�0,��,� � ,� �

�� �0, ��, � �0 , � �� +
�

��

��� �, � � , � � ��

subsject to

�� � = � �, � � , � �
�� �, � � , � � ≤ 0

�� �0, ��, � �0 , � �� ≤ 0
�low ≤ � � ≤ �up

�low ≤ � � ≤ �up

�0,low ≤ � �0 ≤ �0,up

��,low ≤ � �� ≤ ��,up

�low ≤ �0 ≤ �� ≤ �up



106

Discrete The time t and function x(t) and u(t) to the discrete sets of real numbers

� →   �0, �1, . . . , ��

� � →   �0, �1, . . . , ��

� � →   �0, �1, . . . , ��

where N denotes the number of grid points. For finding the optimal trajectories x(t)* and

u(t)*, it is reliable to use the scheme of collocation using trapezoid method. To use

trapezoid method, therefore, rewrites the discrete form of above problem as an approximate

NLP

����0,…,��
�0,…,��

�0
��

� (�0, ��, �0, ��)�
�=0

�−1
ℎ�

2
� � (��, ��, ��)�

�������� ��
ℎ�

2
(��+1 + ��) = ��+1 − ��

� (��, ��, ��)� 0
� (�0, ��, �0, ��)� 0
���� ≤ �� ≤ ���
���� ≤ �� ≤ ���

�0, ��� ≤ �0 ≤ �0, ��
��, ��� ≤ �� ≤ ��, ��
���� ≤ �0 ≤ �� ≤ ���

where ℎ� = ��+1 − �� denotes the time interval and � ∈ 0, � − 1 .
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Fig. 6.4.Flight trajectory labeling diagram in 3D BIM models

Fig. 6.5. Illustration of the boundary conditions for the UAV, where state denote the position
px, py, pz specifically

Remark 1. It should be noticed that the dynamics system for constrain is

converted to collocation constrain which enforces the decision variables are at the

collocation points. The details of such transformation come from the integration

expression of dynamics system. Assume dynamics and control are linear between

grid points, then let it
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�� � = � �, � � , � �

⇒ � ��+1 = � �� +
�

��+1

�� �, � � , � � ��

Applying trapezoid method for the integral part of above equation, then we have

��

��+1 �� �, � � , � � �� = ℎ�

2
��+1 + �� .

6.2.3.2 UAVExample: Trapezoidal Collocation

Dynamics system (1) is a bit complicated, so let us use a simple model to reduce the

complexity of our optimization problem. The parameters see Table IV. To linearize the

nonlinear dynamics to get

�� � = �� � + �� � + � (2)

where � = ��������������� ��� �� ⊤
, � = ��1�2�3

⊤, � = 05×1�06×1
⊤ and

The estimate linear dynamic (2) now can be approximated using trapezoidal quadrature, it

yields

�

��+1

��� � �� =
�

��+1

�� � + �� � + �� ��

⟹ ��+1 − �� ≈
ℎ�

2
���+1 + ���+1 + ��� + ��� + 2�
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Here, we use a common cost function. It is an integral of control efort squared:

min
� � ,� � ,�0,�� �

��

�� � 2��

This integral also can be approximated using trapezoidal quadrature as

min�0,...,��
�0,...,��

�0
��

�=0

�−1
ℎ�

2
� ��+1

2 + ��
2

Let us consider the additional constrains including state and control, boundary constrains. It

should be note that there is an assumption, that is, the UAV can fly freely so the path

constraints does not exist in our optimization problem. For the purpose of simulation,

configuring state and control limitation, which is

−∞
−∞
−∞
0/s
0/s
0/s

− 40∘

− 40∘

− 40∘

− 40∘/s
− 40∘/s
− 40∘/s

≤ �� ≤

∞
∞
∞

2m/s
2m/s
2m/s
40∘

40∘

40∘

40∘/s
40∘/s
40∘/s

 for ∀�

Configuring boundary limitations, which are

�0 = 000000000000 �,
�� = 101010000000000 �.

Finally, we need to solve above NLP.
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TABLE IV Parameters

Mass � kg 1.4 Moment of inertia ��, ��, �2 (kg/
�2)

[0.05 0.05
50.24]

Wheelbase
� �

0.56 Attitude angle �, �, � −40 ∼ 40

Velocity of
attitude angle

�� , �� , �� ∘/�

−40 ∼ 40
Torque �1, �2 N. m

-6.25 ∼ 6.25

Pull force � ℕ
0 ∼ 43.5 Torque �3 N. m

−2.25 ∼ 2.25

Velocity of body

��, ��, �� m/s

0∼2

6.2.3.3 Constructing a standardform of NLP

In section 6.2.3.2, we make an example explaining the trajectory optimization of UAV.

In this section, our aim is to construct a standard form of above NLP. The reason is to

make program conveniently.

min
�

� � subsject to

� � ≤ 0
� � = 0
���� ≤ � ≤ ���

We now known the decision variable is � = �0, ��, ��
⊤, ��

⊤ ⊤, where � ∈ ℝ2+� �+� .

It should be noted that each � ∈ � and hence �1
⊤, . . . , ��

⊤ ⊤ ∈

ℝ�� and  �1
⊤, . . . , ��

⊤ ⊤ ∈ ℝ��.
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6.2.4 Flight control system

The PID control, widely used in the automatic system field, usually requires a

demanding skills on choosing parameter. Therefore, a valid tool called contraction

theory was utilized for executing the generated trajectory in this thesis, it has several

advantages to analysis the stability of UAV system so that adjusting parameters has been

changed easier. The more detailed description on contraction theory can be found in

[177,178] and in this section the main design process and some basic conception are

provided to illustrate how to track planned trajectories. The definition about contraction

matrix is a symmetric and uniformly positive matrix G(x; t) satisfying

�
��

⟨��, ��⟩� ≤− �⟨��, ��⟩�

where β denote contraction rete, and the notation ⟨��, ��⟩� = ��
⊤� �, � �� . The δx is a

variation around any given trajectory in a control system, which means the planned

trajectory denoted by x* can be connected to the actual trajectory x by a curve produced

in the manifold of that system. For a simple linear case, the curve should be a straight

line, so δx can be approximated as x - x* : In this chapter, we use the linearized model

of UAV and design contraction theory-based controller to achieve the track purpose. A

double-loop control framework was taken and it is shown in Fig. 6.6, where inputs p* ;

v* generated from the previous trajectory planning.
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Fig. 6.6 Workflow of flight control

6.2.4.1 Position Control

To execute the desired path, position control is used to create the desired attitude.

Meanwhile, it forms an outer loop feedback, by which the thrust f reach the module

of control allocation to further produce rotor command to release voltage for control

the rotation of four rotors. Finally, the motion along the perpendicular direction of the

UAVwas executed.

Consider the altitude model around equilibrium point

�� � = ��,  �� � = � − �
�

(3)

The z-axis direction control on Earth coordinate is

f = f * + mg + m(λpz (pz 一 p
*

z) + λvz (vz 一 v
*

z))

where, the parameters λ( ·) was choose as an appropriate value to lead the stability. We

given a simple derivation about the controller, for avoiding repeating of derivation, only

to take the altitude control as an example. Taking the diferential dynamic of system (3),
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it yields

�� �� = ���,  �� �� = � −
��

�

which can be denoted by matrix form

�� ��

�� ��

= 0 1
0 0

���

���
+ 0

� +
0

− 1
�

�� (4)

So, to choose δf to make equation (4) negative, one selection is δf = m(g + λpz δpz +

λvz δvz ). The actual controller can be written as

� = �∗ +
0

1
��� �� = �∗ + � � + ������ + ������ )

Consider the horizon model around equilibrium point

�� ℎ = �ℎ,  �� ℎ =− ����ℎ�

Similarly, the x-axis and y-axis direction control on Earth coordinate are

�ℎ� = �ℎ
∗ + �−1��

−1 ��� �� − ��
∗ + ��� �� − ��

∗

The desired attitude Θhd reaches the module of attitude control, leading to the desired

torque, which further provide data to forms the feedback control in the inter loop.

6.2.4.2 Attitude Control

The goal of attitude control ensures that desired attitude �� = �ℎ�
⊤ ��

⊤ can be

tracked, thereby converging to the desired path of UAV. In this chapter, Θhd is

given by the module of position control and ψd is a constant given by control panel

desired path of UAV. In this thesis, Θhd is given by the module of position control and
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ψd is a constant given by control panel.

Consider the attitude model around equilibrium point

�� = �,  �� = �

Similarly, the required torque that adjusting attitudes is

� = �∗ − �� � − �� − �� � − � − ��

Fig. 6.7 Workflow of flight control

6.3 Experiment and Evaluation

6.3.1MATLAB simulation

The MATLAB/Simulink simulation was designed to ensure the physical feasibility

of the trajectory and provide convenient visualization. The Simulink simulator was

created based on the desired states, true states, flight controller.and dynamic model

referring to Fig. 6.8. The desired states were published from the trajectory generator
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(Section 6.2.3) at a frequency of 200 Hz, and the true states were obtained from

numerical integration using the Ode3 solver. The flight controller was programmed

following the contraction-based controller described in Section 6.2.4, where the gain

parameters of the flight controller were tuned manually to obtain the best

performance.

In comparison to PID controller, the contraction-based controller exhibits advantages

in controlling the fight of unmanned aerial vehicles (UAVs), as it effectively

mitigates position errors in x, y, and z coordinates. This is based on the results of the

UAV trajectory in the simulation shown in Fig. 6.8(b), 6.8(c), 6.8(d). According to

the specific data given in Fig. 6.8, it can be concluded that during this simulation

process, desired_position is 17.32 units in length, PID_position is 19.05 units in

length, and contraction_position is 18.18 units in length. And at position XYZ,

contraction_position has smaller perturbation performance than PID_position,

especially at position Z. The specific data is shown as Table V.

Therefore, based on experimental data, the new algorithm improves energy

efficiency optimization and real-time path update efficiency by 5% from the

perspective of simulation experiments.

TABLE V Contraction_position and PID_position data contrast
Term Contraction_position PID_position Unit
Average response speed 0.188 0.2 s
Stability error 0.24 0.5 /
Actual flight distance 18.18 19.05 /
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6.3.2 Display of multi-data results of flight simulation

experiments

In order to evaluate the performance of the collaborative software system and

determine the success of UAV simulation output data and calculations, the system

was tested using the actual construction BIM model as the simulated site. Fig. 6.8 and

Fig. 6.9 is a recorded image of the collaboration software system. As expected, in the

collaborative software, when the UAV performs a simulated flight in Airsim, its flight

control algorithm, and path planning algorithm can produce the same effect as set,

and the flight data required for the experiment can be transmitted synchronously in

real-time into Matlab for use with Simulink.

Therefore, the collaborative system has met the basic requirements of the initial

development, which can simulate the flight state of the UAV in the indoor

environment to the greatest extent and can import the improved algorithm and verify

it.
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Fig. 6.8. Simulation Result

Fig. 6.9. 3D scene simulation of UAV flight with trajectory supported by Airsim software
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6.4 Chapter summary

This chapter describes developing and testing a flight simulation system for a

collaborative indoor environment. The system mainly consists of Airsim software

based on UE4 and Simulink based on Matlab. The Airsim software is responsible for

simulating the indoor environment based on the BIM model and the simulated flight

of the drone. Simulink is responsible for adjusting the flight control algorithm and

obtaining the experimental data of the simulated flight. The ROS software system is

responsible for linking these two software platforms. Airsim can use its powerful

simulation capabilities to improve the simulation of the flight simulation experiment

environment and UAV flight by importing the BIM model and providing a guarantee

for the simulation experiment results for reference in subsequent actual aircraft

experiments. At the same time, we use ROS as a tool to import the UAV path

planning algorithm and transfer the flight data from Airsim to Matlab. In Simulink,

we developed a new UAV flight control algorithm and conducted flight simulation

experiments through Airsim for performance verification, and finally got the data

and

results. This algorithm improves the flight control of UAVs in indoor building

environments, improves the accuracy of flight routes, and reduces the extra energy

required by UAVs in complex environments to ensure their flight attitude and other

factors consumption. The system is an improvement and integration of existing UAV

simulation software and UAV development software. Compared with other methods
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using a single simulation software, the method proposed in this study is more

accurate and reliable. The feasibility of the developed system can be illustrated by

experimental verification using the newly developed algorithm. Improving drones

flying in indoor construction environments through simulation software is a new

development in smart building construction. Based on this system, drones can

participate in various construction tasks faster. In addition, the UAV simulation

system developed by this research institute can also be embedded into the building

digital twin system in the future, making the function of the building digital twin

system more perfect and powerful.

Of course, this needs further research and exploration. In future work, the first is to

combine the simulation experiment with the real machine experiment to provide

more reliable and sufficient experimental data. A more powerful experimental

platform is needed to carry out simultaneous experiments of simulation and real

machines. Therefore, future research must develop a software platform that can

simultaneously conduct real UAV flight experiments while conducting simulated

flight experiments at the construction site that provides the BIM model.
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Chapter 7. Cost-effective collaborative framework
between UAV and robot for recycling construction
waste

Construction and demolition waste (CDW) significantly impedes the progress,

productivity, and safety of construction activities. Traditional CDW treatment

methods, which rely heavily on manual labor, are inefficient and resource-intensive.

This chapter introduces a cost-effective, autonomous recycling system for

construction waste, leveraging the combined capabilities of automated robots and

unmanned aerial vehicles (UAVs). By integrating neural network-based computer

vision technology, UAVs and robots can identify construction waste in real-time

within complex construction environments. Additionally, coordinate positioning

technology enables precise localization and collection of waste by robots, the

improved flight algorithm enables the drone to fly safely and smoothly in indoor

environments. Unlike conventional ground-based robots, drones offer a

comprehensive aerial perspective, enhancing the detection and localization of waste

that might otherwise be missed. Field tests demonstrate that this UAV-robot system

mitigates the limitations of purely vision-based robots and provides a more effective

waste management solution. This innovative system not only promises significant

improvements in automated waste recycling but also lays the groundwork for broader

applications in construction automation, potentially revolutionizing the industry.
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7.1 Introduction

Construction waste is defined as garbage generated from construction activities and

abandoned whether or not processing has been adopted [179]. One of the traditional

ways to handle construction waste is through landfill. This method generally

consumes tremendous land resources and may be harmful to the entire ecosystem in

toxic industrial products. Dealing with construction waste efficiently and

environmentally has become an essential issue in many countries and regions such as

the United States, China, and South Korea [180]. Such an environmental issue is

especially urgent for Hong Kong. According to the report from the Environmental

Protection Agency of Hong Kong [181], about 25% of all kinds of waste are

construction wastes, and lands available for landfill may be exhausted in the next few

decades. Thus, it is necessary to explore more efficient ways to deal with construction

waste. Generally, there are five strategies in Hong Kong to handle issues of

construction waste [182], including “avoid”, “minimize”, “recycle”, “treat” and

“dispose”. Among these five strategies, “avoid” and “minimize” are two top-ranking

strategies according to their desirability. These two strategies may solve or alleviate

construction waste from the source and save the further cost of treatment. However,

due to the current level of onsite construction management, avoiding construction

waste is ideal while efficient minimization is also comparatively difficult. For other

strategies like “treat” and “dispose”, additional cost is usually needed, and direct

disposal may lead to severe environmental issues in extreme cases. Thus, the “recycle”

strategy is an optimal option compared to the other four strategies, which may balance

efficiency and cost.

From the perspective of project management, construction waste generated during the
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construction process would have a great impact on construction site environment

[183]. For current construction site management, construction wastes are regularly

cleared and transported. However, construction wastes are still available during the

construction process, which makes them inevitable. Various construction wastes, such

as broken bricks, nails, concrete, etc., may cause harm to workers on construction site

[184]. At the same time, these wastes would also affect the construction status of

workers, requiring them to spend extra energy to pay attention and avoid them during

the construction process [185,186]. These factors could affect the safety management

and schedule management of construction. Given the above, timely recycling of

construction wastes on the construction site is critically necessary and should be

investigated.

With the recent concepts of information-based automated construction, robots have a

greater advantage in recycling on-site construction wastes as compared with

traditional methods (e.g., manpower) [187]. However, most construction sites are still

recycling waste through manual working processes (e.g., workers). Relying on on-site

workers or allocating extra manpower to dispose of construction waste would cause

inefficient manpower resources and unsatisfactory recycling processes [188].

The construction site environment is very complex and changeable [189]. As such, it

is difficult for automated robots to complete the recycling work independently when a

fixed path cannot be set. Although many researchers have improved construction

waste recycling robots. For example, Wang et al. [190] improved the computer vision

function and path planning function of construction waste recycling robot. Xiao et al.

[191] developed of an automatic sorting robot for construction and demolition waste

and use of height maps and near-infrared (NIR) hyperspectral images to locate the

ROI of objects and to do online statistic pixel-based classification in contours. Chen et
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al. [192] developed a novel simultaneous localization and mapping (SLAM) method

for high efficiency and high accuracy robot localization.

However, these studies also demonstrate that researchers usually focus on how robots

detect CDWs to improve automated recycling robots. For this reason, this study chose

to improve the automatic construction waste recycling robot through other external

support.

Therefore, this chapter proposes a combined system based on drones and automated

construction waste collection robots. This is actually a way to improve the detection

methods and capabilities of robots. Compared with ground robots, drones that work in

the air have a better field of vision, and can be used as the "eyes" of automated robots

to quickly identify and locate garbage, and plan the work path in real-time. In the

proposed system, drones and robots need to use computer vision technology to

identify construction waste, and can transmit positioning coordinates through image

positioning technology. Therefore, Yolov3 training is used to create a dedicated

training data set to recycle the system. It can convert real-time environmental

information into neural activities to ensure efficient recognition.

The rest of this chapter is as follows: Section 7.2 explains the design of the system,

including the hardware equipment information of the robot and UAV and the target

detection and positioning method. Section 7.3 evaluates the performance of the

system, and then Section 7.4 discusses the conclusions of this research and future

works.

7.2 Collaboration between robot and UAV
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The construction waste recycling system faces two main challenges. First, although

drones can help robots obtain target information more quickly and comprehensively, it

is necessary to convert the target location information from the drone's perspective

into coordinate positioning information that the robot can understand. Secondly, in

this system, the robot completes the final recycling operation, which requires the

robot to be able to recognize all kinds of construction waste in real-time. To meet

these challenges, it is necessary to refine the robot's hardware and software in more

detail and choose a coordinated conversion method that can meet the conditions of

use.

7.2.1 Robot system

A four-wheel-drive robotics platform is used in the project. this robotics platform is

specially tailored for outdoor applications such as the construction site where terrain

maneuverability is required. It is configured with large torque stepper motors, 8-inch

pneumatic wheels, and high chassis. This design ensures a maximum carrying

capacity of 50kg while running at full speed.

On the other hand, the robot utilizes ROS (Robot Operating System) to organize all

the SLAM (Simultaneous localization and mapping) and navigation functions. With

all the data from the mounted sensors, the running ROS can locate the robot and

continuously conduct a path planner to find an optimal route and generate surrounding

environment models.
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An Integrated PC is specialized in AI computing and vision-based solutions. Plenty of

sensors are adopted and mounted on the proposed platform, including four proximity

sensors, three RGB cameras, one 2D Lidar, one depth camera, and one global

positioning system (GPS) module. All these sensors and the Integrated PC constitute

the navigation, guidance and control system and endow the robotics platform with

intelligence. The ROS robot key node relationship and vision detection system are

shown in Fig. 7.1 and the robot vision detection system is shown in Fig. 7.2.

Fig. 7.1 Key node relationship of ROS robot
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Fig. 7.2 Robot Vision Detection System

7.2.2 UAV system

The construction site is a complex environment. As a result, the drones working in

this environment must be small and portable. In order to cope with increasingly

stringent drone aviation control regulations in Hong Kong, this thesis chooses the DJI

(Da-Jiang Innovations) Mavic drone as UAV hardware equipment of the combined

system. To further use the UAV to identify and locate the construction waste, it is

necessary to use computer vision technology to identify the video pictures taken by

the UAV and calibrate the related camera parameters of the UAV. After obtaining the

correlation matrix information data, the following section will discuss the conversion

formula of pixel coordinates and world coordinates for subsequent positioning.

As a light civilian drone shown in Fig. 7.3, the DJI Mavic's single maximum flight

time can basically meet the requirements of automatic waypoint flight in this project.

Otherwise, the drone is equipped with the newly developed flight control algorithm in

the previous chapter. This algorithm improves the drone's stability and navigation
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within confined and complex spaces.

Fig. 7.3. Drone flying on construction site

7.2.3 Collaborative framework between robot and UAV

In this research, the UAV and the robot are combined into a complete cooperative

system by using the computer as the ground base station. The cooperative framework

is shown in Fig. 7.4 and schematic diagram is shown in Fig. 7.5. In this combined

system, the computer will act as the central station of the cooperative system to

connect the drones in the air with the robots on the ground.
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Fig. 7.4. Collaborative framework between UAV and robotics

Fig. 7.5. Schematic diagram of the drone-robot collaboration system

According to the preceding section, the GPS is widely used for device positioning in

the UAV and robot collaboration framework relying on its powerful functions and

economical equipment cost. However, the civil GPS has an absolute error of 2.5-5

meters inaccuracy [193], which reduces the precision of cooperation work. To make

up for such limitation of the civil GPS, it is necessary to use a new positioning
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method.

The new method contains three main steps. In the first step, automatic waypoint flight

of the UAV is arranged, which will obtain the GPS coordinates of each waypoint

shooting point shown in Fig. 7.6. Take the current DJI UAV as an example, this

function can be realized by extracting GPS information from the photo taken by the

automatic positioning waypoint. The accuracy of the GPS information of coordinates

does not need to be particularly precise. This is because the GPS information is only

used as a reference coefficient.

Fig. 7.6. UAV automatic waypoint flight

Furthermore, the indoor environment is insufficiently spacious for the drone to fly in a

straight line in accordance with the automatic cruise path. Consequently, obstacles on

the flight path are likely to affect the drone's data collection. To mitigate the impact of
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this issue, the enhanced flight control algorithm, as previously outlined, can be

employed in conjunction with the obstacle avoidance sensor on the DJI drone to

address the interference. Furthermore, the drone equipped with the new flight control

algorithm can also be utilized to assess the efficacy and viability of the flight control

algorithm in subsequent field trials of the collaborative framework.

Along with obtaining GPS information data, the number of detected construction

waste based on computer vision techniques can also be determined, which can be used

to draw a heat point map. Such heat-point map will provide main distribution

information of construction waste, as shown in Fig. 7.7. As a result, the cleaning robot

can plan a cleaning route in advance, which may effectively boost the entire cleaning

efficiency.

Fig. 7.7. Waypoint hotspot map for construction waste

For the second step, the drone will choose the most densely distributed area to hover

over it according to the obtained the GPS coordinates. For the third step, the cleaning
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robot on the ground will enter the surveillance area where the drone is hovering. The

hovering drone will take pictures at a certain interval. Both construction waste and

cleaning robot will be detected in the picture. As a result, the cleaning robot will get

the direction information of waste from the hovering UAV. In addition, according to

the calibration of the drone camera lens, the Pixel position coordinates of the location

of the robot and construction waste can be converted to real world position, which

will also provide the approximate distance between the robot and construction waste.

Such information will help the cleaning robot determine whether the battery is

sufficient to accomplish the cleaning task. Since both robot and construction waste are

simultaneously detected in the taken picture, the relative direction from the robot to

construction waste can be determined without knowing the exact GPS coordinates.

Thus, the limited precision of civil GPS information will not affect the normal

working of the entire system. More details will be described in details in the following

sections.

7.3 Experiments and Evaluation

7.3.1 Vision program

Considering the overall balance between accuracy and efficiency of detection, a deep

learning convolutional neural network called YOLO is used [194]. The third version

of YOLO is applied, which will be abbreviated as YOLOv3 throughout the whole
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thesis. In this section, the related training, testing, and application process of the

model will be introduced. A large number of diversified training and test data are

established to ensure the reliability and stability of the model. After the model is

validated, it is used for real-time videosto ensure the feasibility of the model in the

real-time detection process.

There are many types of construction waste. To achieve an efficient test on the

proposed system, bricks and nails are used as prototype targets for target detection.

The underlying theories of detection for other types of construction waste are similar

to the chosen two types of waste, which will not affect the overall reliability of the

model.

7.3.1.1 Data Collection and Description

The data set for this study comes from aerial videos of drones in different construction

site scenarios. The videos that make up the data set vary greatly in quality, height, and

scenes. They contain images of common construction waste from various construction

site environments in the real world and provide us with various objects in different

occlusions and different background environments. In addition, the quality of light

during the shooting also varies with scene factors. This allows us to create a training

data set that fits real-world conditions very well.

Our training data comes from videos marked as containing construction waste. From

this part of the data, we further selected all video clips that seemed to contain scraps
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such as different kinds of nails and bricks. Part of the reason for this is to reduce the

scope of waste types to a manageable scale. At this point, each video is sampled at a

rate of 30 frames per second to generate images that can be annotated in preparation

for use in the learning model. This sampling produced more than 6000 frames, which

were searched for the best examples of construction waste and then labeled. The final

training data set consists of 2000 images.

Fig. 7.8. Prepossessing the training datasets
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7.3.1.2 YOLOv3 Model Training and Testing

After collecting the data, we manually annotated the data using the graphical image

annotation tool. The prepossessing of the prepared data set is shown in Fig. 7.8. Then

we saved the file in the specified directory and trained the model using YOLOv3. To

ensure the reliability of the model, we set the stage for YOLOv3 to 20,000 iterations.

The result shows that the model's mean average precision for brick and nail is 95%.

We tested the model repeatedly with video and images. Typical results are shown in

Fig. 7.9. Using the YOLOv3 model, the UAV camera can accurately identify the

target object and provide an accurate relative position. Hence, we can convert the

relative position coordinate taken by the UAV into the absolute position of the object

and control the robot to pick it up. The specific coordinate conversion method will be

explained below.
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Fig. 7.9. Video frame and object detection results

7.3.2 Coordinate transformation and positioning between

robot and UAV

With the accomplished real-time target detection on images, the next step is to obtain

the accurate position information of the target. As mentioned above, the first step is to

convert the pixel coordinates of the located garbage and the robot itself into world
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coordinates through coordinate system conversion formula [195]. After obtaining the

world coordinates of both parties, the specific distance and angle vector of the locked

construction waste is calculated by the vector calculation formula and transmitted to

the robot.

7.3.2.1 Coordinate transformation process

The image sensor of the DJI Mavic drone camera uses 1/2.3 inch CMOS, and its

effective pixels are 12 million, which can fully meet the requirements for aerial target

recognition of UAVs. A well-trained YOLOv3 model can detect object classes and

coordinates of pixel boxes in drone footage [196] However, the bounding box of the

detected object cannot be easily used for localization.

The first reason is the drone footage needs calibrate. There are four coordinate

systems in the camera [197], namely: world coordinate system (Xw, Yw, Zw), camera

coordinate system (Xc, Yc, Zc), image coordinate system (x, y), and pixel coordinate

system (u, v). After calibrating the camera to obtain the internal and external

parameter matrix, these coordinates can be transformed. Therefore, it is necessary to

calibrate the drone camera.

By using Matlab camera calibration experiment method, we can find the internal and

external parameters of the camera [198], as well as the distortion parameters. Using

the calibration method as Fig 7.10 shown, we obtained the internal and external

parameters of the UAV camera, as shown in the following formulas(1).
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0

0

1/ 0 0 0 699.06 0 327.60
0 1/ 0 0 0 698.05 245.64
0 0 1 0 0 1 0 0 1

dx u f
K dy v f

     
           
          

(1)

Fig. 7.10. Conveniently calibrated with chess-board process

After that, the transformation formula Eq. (2) is used to convert the pixel coordinates

and the world coordinates [199]. In Eq. (2), the first matrix on the right is the camera

internal parameter matrix, and the second matrix is the camera external parameter

matrix.

1/ 0 0 0 11 12 13 1
0 1/ 0 0 21 22 23 2

1 0 0 1 0 0 1 31 32 33 3
1

W
x

W
y

W

X
u dx c f r r r t

Y
z v dy c f r r r t

Z
r r r t

 
         
                  
                

 

(2)

The second reason is the output of the YOLOv3 detection needs to be projected from

the drone view into the orthogonal grid system, this mathematical transformation can

be determined by the pixel position of the centroid point of the bounding box (in the

view of the drone) of waste and robot. For pixel coordinates, with the uppermost left

pixel of the image serving as the origin, rows parallel to the X-axis, and columns

parallel to the Y-axis, the pixel coordinates of the centroid of the detected bounding

box are determined. Using the following multiple formulas, the pixel coordinates of

the detection target and the robot can be converted into a grid system, which is
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determined based on the fixed shooting angle and shooting height of the drone.

Using the formula Eq. (3) described below, the pixel coordinates of the target

construction waste and the robot captured by the drone can be converted into camera

coordinates.

0
z 0
1 0 0 1 1 1

x x

y y

u f c x x
v f c y K y
       
               
              

(3)

Multiplying both sides by the inverse of K derives get Eq(4):

1

1 1

x u
y K v

   
      
      

(4)

The next step is to transform from the camera coordinate system to the world

coordinate system using formula (5):

c

c

c

X X
Y R Y t
Z Z

   
       
      

(5)

7.3.2.2 The vector positioning process

This method is designed based on the fixed flying height of the drone during aerial

photography and a constant shooting angle of 90 degrees perpendicular to the ground.

Based on the vertical perspective, there is no error in the traveling angle of the robot

under the observation of the drone. Let the ground space be a 2-dimension space

denoted by the notation ℝ2, in which both drone and robot are viewed as rigid bodies
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that have different coordinate systems. We mainly utilize a Cartesian coordinate

system to denote the location of each body. For conveniently distinguishing the drone

from robot, the fixed frame � was introduced to represent the coordinate of the

drone such that ��, �� �
is a location in frame � , where �� and �� are

straight-line distances on the rotation � and � in frame �, respectively. The fixed

frame ℬ was introduced to represent the coordinate of the robot such that ��, �� ℬ
is

a location in frame ℬ . Particularly, we use ℬ�(�) , to denote the frame at time �(�),

� = 1,2, ∙∙∙ , � for distinguishing the location of the target garbage in the frame ℬ at

different times.

The standard coordinate transformation was introduced in our image-based method to

calculate the location where construction waste is relatively referenced to the drone.

The angle was observed by the drone, the traveling angle of the robot directly in front

of the robot’s head, which is denoted by a notation � and represents the degree from

rotation �. So at time �(�), if the location of robot reference to frame � is obtained

as ��, �� �
, and the location of garbage reference to the frame ℬ�(�) is obtained as

��, �� ℬ�(�)
, we can get a formula, which is shown as follows.

��
��

=
��
��

+ cos � − sin �
sin � cos �

��
��

,

Where �� �� � denotes the location of garbage reference to frame � at time �(�).

After the theoretical calculation formula is obtained, the specific orientation method is:

Let the drone hover over the target waypoint and take pictures every n second. The

robot is also recognized by the deep learning network. Then calculate the position of

the robot at different times in each picture, and determine the specific position

information by calculating the vector angle and the distance to the target.
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Fig. 7.11. Examples of coordinate system of the construction site experiment.

Fig. 7.12. Calculate position of robot at times t0 and t1
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Fig. 7.13. Calculate process at a real construction site

7.3.3 Collaborative system pick-up test

To evaluate the performance of the collaborative system and determine how

successful the robot is in picking up the construction waste, and verify the feasibility

of the flight algorithm. The system conducted a real-world pick-up experiment on an

actual construction site. To give the collaborative system a realistic construction site

working environment, the construction trashes were spread on the construction site

beforehand, Fig. 7.14(a) is the recorded image of the experiment. Guided by the

trained YOLO model, the drones and robots detected the target garbage distributed on

the construction in the air and the ground. Moreover, in this complex environment, the

drone successfully performed obstacle avoidance flight and automatically planned the

flight route, which proves the real feasibility of using computer vision technology to
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identify trash on the construction site and the feasibility of the developed flight

algorithm at the practical level. With the help of the self-developed positioning

technology, the robot reached the location of the garbage without any failure and

carried out a successful pick-up operation, as shown in Fig. 7.14(b).

Fig. 7.14(a). Construction site experiment Fig. 7.14(b). The robotic garbage pick-up

process

7.4 Chapter summary

This chapter describes the development and testing of a collaboration construction

waste recycling system. The system consists of two parts: a drone and a robot. The

drone is responsible for identifying and locating construction waste. The robot is

responsible for going to the target location for recycling construction waste. The

drone can use its wide field of view to improve the detection and location capability

of construction waste. We utilize YOLOv3 as a computer vision algorithm to
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implement these functions and developed a new vector positioning formula. This

positioning formula realizes the positioning and guidance of the drone between the

construction waste and the robot. The robot is equipped with cameras and a robotic

arm, which can collect and classify target objects at close range.

This system only requires software improvements to existing drones and robots,

compared with other methods that need to be improved on hardware, the method

proposed in this research is more stable and convenient. The feasibility and efficiency

of the developed system are verified and illustrated by going to a real construction site

to conduct experiments.

The research presented in this chapter has the potential to significantly reduce the

most critical cost issue associated with intelligent construction, extend the service life

of automation equipment, enhance the flexibility and adaptability of the equipment,

and improve the performance and efficiency of the equipment by optimizing

algorithms and improving codes. Should new requirements emerge in conjunction

with this system, additional hardware can be incorporated to enhance its functionality.

This method encourages technological innovation, facilitates rapid distribution and

deployment, and benefits a greater number of practitioners. Concurrently, it conserves

resources for the fabrication and conveyance of hardware, while curbing the

consumption of physical resources. Moreover, through the implementation of

software updates, potential vulnerabilities can be promptly addressed, thereby

enhancing the overall security and stability of the system. In light of the

aforementioned advantages, it is evident that the method presented in this chapter

offers a compelling alternative in terms of cost-effectiveness, resource utilization,

environmental protection, innovation, and popularity.

In regard to computer vision algorithms, our findings indicated that enhancements
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were necessary for real-time detection algorithms to be effectively implemented in the

context of drones in indoor construction environments. The construction site

environment is characterized by a high degree of complexity and variability, with a

multitude of both moving and stationary objects. The algorithm must be capable of

efficiently detecting and identifying multiple categories of objects. Furthermore, as

the operation of the system on the construction site necessitates a high degree of

real-time performance, the algorithm's reasoning speed must be capable of meeting

the demands of real-time detection and response. Furthermore, the construction site

environment is distinctive and necessitates rigorous safety standards and

uninterrupted operation. Consequently, the algorithm must demonstrate robust

detection capabilities in low-light and low-resolution conditions.

Chapter 8. Discussion and Conclusion

A comprehensive simulation software framework and a collaborative framework for

combining drones with ground robots were developed to improve the adaptability and

applicability of unmanned aerial vehicles (UAVs) in indoor construction

environments. This study addressed major challenges such as obstacle avoidance,

flight stability, energy efficiency, and navigation without GPS signals. Laboratory

experiments and field tests in real construction environments validated the

effectiveness of the proposed solutions. The results showed that the UAV flight

control algorithm and the integration of drones with ground robots for construction

waste recovery were significantly improved.
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8.1 Contributions

This study makes several theoretical and practical contributions to the field of indoor

construction management and UAV technology. Firstly, it introduces an advanced

flight control algorithm tailored to the specific needs of indoor construction

environments. Unlike previous methods, the proposed algorithm enhances real-time

obstacle avoidance and flight stability, crucial for navigating complex and dynamic

indoor spaces. This improvement significantly reduces the risk of collisions and flight

disruptions, ensuring safer and more efficient operations in confined construction

sites.

Secondly, the integration of Building Information Modeling (BIM) with flight

simulation software, such as Airsim and MATLAB/Simulink, represents a significant

advancement. This integration allows for the creation of a realistic simulation

environment where UAV algorithms can be tested and optimized before deployment,

ensuring higher accuracy and feasibility. The use of these sophisticated simulation

tools enables comprehensive pre-deployment testing, which minimizes potential

errors and enhances the reliability of UAV operations in actual construction

environments.

Thirdly, this research develops a novel collaborative framework for UAVs and ground

robots to efficiently manage construction waste. The framework leverages the UAV's

aerial perspective for comprehensive site surveillance and the robot's ground

capabilities for precise waste collection. This collaboration enhances the efficiency
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and effectiveness of construction waste management, promoting sustainable

construction practices. By combining the strengths of both aerial and ground robotics,

the system ensures thorough coverage and efficient waste removal, contributing to

cleaner and safer construction sites.

Compared to previous research on UAV applications in construction, this study offers

several distinct advantages. The use of advanced algorithms and simulation models

ensures that the results are objective and quantifiable, enabling precise assessments

and improvements. This methodological rigor provides a solid foundation for future

research and development in UAV technology. Unlike earlier methods that were

limited to specific tasks or environments, the proposed approach can adapt to various

construction scenarios, making it more versatile and applicable to different project

needs. This adaptability is crucial for addressing the diverse and dynamic challenges

encountered in modern construction projects.

Furthermore, the integration of multiple factors such as UAV flight stability, obstacle

avoidance, and energy efficiency provides a comprehensive solution that addresses

several critical aspects of UAV deployment in construction. This holistic approach

ensures that the UAVs perform optimally across a range of operational conditions,

enhancing their utility and effectiveness. The continuous and non-invasive data

collection enabled by the developed framework allows for ongoing monitoring of

construction sites without disrupting ongoing activities. This capability is essential for

maintaining real-time oversight and ensuring timely interventions when necessary.

In addition, the collaborative framework between UAVs and ground robots facilitates
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a seamless integration of aerial and terrestrial operations, leading to more coordinated

and effective construction site management. This synergy enhances the overall

efficiency of construction processes and contributes to better resource utilization. The

proposed system's ability to generate objective and quantifiable results through

advanced simulation and data analysis tools ensures that improvements are based on

robust empirical evidence. This scientific rigor enhances the credibility and reliability

of the findings, paving the way for wider acceptance and adoption of UAV

technologies in the construction industry.

8.2 Limitations

Despite the significant contributions, this study has a few limitations. First, the

simulation framework, while robust, may not fully capture the variability and

unpredictability of real-world construction environments. Although it can simulate

various construction scenarios, there may still be unforeseen challenges when

deploying UAVs in different real-world conditions. The dynamic and ever-changing

nature of construction sites, with frequent layout changes and unexpected obstacles,

can pose significant challenges that are difficult to replicate accurately in a simulated

environment. To mitigate this, future research should focus on enhancing the

simulation framework to incorporate more sophisticated modeling techniques and

real-time data integration from actual construction sites.
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Second, the reliance on computer vision for target detection may face challenges in

low-light conditions or environments with significant visual obstructions. While the

integration with ground robots mitigates some of these issues, the overall system

performance could be affected by factors such as poor lighting, dust, and debris,

which are common in construction sites. Improving the robustness of the computer

vision system through the incorporation of additional sensors, such as thermal

cameras and LIDAR, could help address these challenges and enhance the system's

reliability in various environmental conditions.

Thirdly, the training dataset for the UAV's computer vision system is limited to a

specific set of construction waste types (e.g., bricks and nails). This limitation may

affect the system's generalization ability to detect and manage other types of

construction waste not included in the training data. Expanding the training dataset to

include a wider variety of waste types and environmental conditions would improve

the system's adaptability and effectiveness in diverse construction scenarios.

Additionally, the development of more advanced machine learning algorithms capable

of generalizing from limited data could further enhance the system's performance.

Privacy concerns may also arise from the use of cameras and sensors to monitor

construction sites. Workers may feel uncomfortable being constantly observed, and

regulations in some regions may restrict the use of such technologies, impacting the

deployment of the proposed system. Addressing these concerns through the

development of privacy-preserving data collection methods and ensuring compliance
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with relevant regulations will be crucial for the broader acceptance and

implementation of the system.

Lastly, the experimental validation was conducted in controlled environments and

selected construction sites. While the results are promising, further large-scale field

tests are necessary to fully understand the system's robustness and scalability in

diverse indoor construction scenarios. Conducting extensive field trials across

different types of construction sites, including large-scale infrastructure projects and

smaller residential developments, would provide valuable insights into the system's

performance and identify areas for further improvement.

8.3 Discussion and suggestions on future research

directions

The findings of this research highlight the transformative potential of UAV

technology when applied to indoor construction environments. By addressing unique

challenges such as real-time obstacle avoidance, flight stability, and collaboration

with ground robots, this study provides a significant step toward the practical

integration of UAVs in construction management. However, several aspects merit

further exploration to ensure broader adoption and sustained impact.

The practical integration of UAV systems into real-world construction projects

presents challenges related to scalability. Construction sites are highly dynamic, with
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frequent layout changes, temporary obstructions, and varying environmental

conditions that are difficult to fully replicate in simulations. For instance, the

unpredictability of worker movement or the placement of materials may require

further refinement of path planning and positioning systems. To overcome these

limitations, future efforts should focus on testing the system across larger, more

diverse construction sites to better understand its constraints and adaptability.

Another area for improvement lies in enhancing UAV perception systems. The

reliance on computer vision as the primary sensing modality, although effective under

controlled conditions, reveals limitations in environments with poor lighting, heavy

dust, or significant occlusions. While integrating LiDAR or thermal imaging sensors

could improve robustness, such additions may increase system complexity and cost. A

hybrid perception system that combines multiple sensing technologies could be a

promising direction for future research. Such an approach would compensate for the

shortcomings of individual methods, significantly improving detection accuracy and

operational reliability in challenging environments.

The collaboration between UAVs and ground robots, which proved successful in

construction waste management, also has room for optimization. The UAV’s aerial

perspective enhances waste detection, while the robot’s precision enables effective

collection. However, the coordination between the two systems currently relies on

periodic data exchange, which may introduce delays in dynamic environments.

Developing real-time communication protocols and joint decision-making algorithms



151

would enable seamless interaction between UAVs and robots, resulting in faster and

more efficient task execution.

In addition to technical challenges, ethical and regulatory considerations must also be

addressed to ensure the successful adoption of UAVs in construction. Privacy

concerns related to continuous site surveillance, data security issues, and compliance

with aviation regulations could hinder deployment. Proactively engaging with

regulatory bodies and industry stakeholders to establish clear guidelines and standards

for UAV use is essential. Furthermore, ensuring transparency in UAV operations and

addressing worker concerns about privacy and safety will foster greater acceptance of

the technology.

This study opens several avenues for future research. For example, integrating UAVs

with digital twin technologies could allow real-time UAV data to continuously update

virtual construction models, enabling construction managers to dynamically monitor

progress and make informed decisions. Additionally, applying advanced machine

learning algorithms for autonomous decision-making would enable UAVs to adapt to

unforeseen challenges in real time without human intervention. Expanding the

collaborative framework to include multiple UAVs and robots could also address

tasks requiring extensive coverage or simultaneous operations, such as large-scale site

monitoring or waste segregation. Research into multi-agent systems and swarm

robotics could provide valuable insights into achieving such coordination.
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Lastly, long-term studies evaluating the environmental and economic impacts of UAV

integration in construction would offer a more comprehensive understanding of their

benefits. Quantifying cost savings, reductions in material waste, and improvements in

worker safety could help build a stronger case for widespread adoption.

In summary, this discussion emphasizes the practical significance of the proposed

UAV systems while acknowledging the challenges that remain. By addressing

scalability, perception limitations, ethical concerns, and exploring innovative research

directions, UAVs have the potential to become an integral part of the construction

industry, driving it toward greater efficiency, sustainability, and safety.
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