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Abstract 

Water leakage in the water distribution network (WDN) is a significant issue leading to 

infrastructure damage, economic loss, and potential health hazards, emphasizing 

effective solutions. Among the various leak detection and localization methods, 

acoustic-based approaches are widely employed for their comprehensive capabilities. 

However, their effectiveness depends heavily on signal quality and is susceptible to 

external factors, requiring substantial prior knowledge. Given the remarkable 

performance of machine learning (ML) techniques, they have been introduced into leak 

diagnosis, offering significant benefits while also introducing new challenges. 

This study aims to propose an acoustic ML leak diagnosis framework and complete the 

following objectives: 1) Propose a generative approach that augments the leak detection 

dataset, addressing the data scarcity-related problems for WDNs. 2) Establish an 

explainable leak detection model, enhancing the interpretability and entailing 

comprehensive analysis of collected signals. 3) Develop an effective and robust time-

series leak detection model for WDN, and facilitate smart leak detection in real 

scenarios. 4) Develop a robust time-delay estimation deep learning leak localization 

model for WDN.  

The key findings can be concluded as four points. First, an innovative data augmentation 

approach has been proposed to enhance the vibroacoustic datasets. The generated 

samples have been demonstrated to have similar acoustic features to real samples, 

contributing to improving leak detection accuracy. Second, an explainable deep 

learning framework has been proposed to enhance interpretability during leak detection 
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modeling and deepen the understanding of the decision-making mechanism of deep 

learning models. 

Third, the Time-Transformer leak detection model has been proposed to enhance 

detection accuracy. The proposed model utilizes the attention mechanism, capturing the 

temporal patterns inherent in signals. The empirical results demonstrate that the Time-

Transformer outperforms alternative models, achieving 88.46% accuracy in out-of-

sample validation. Fourth, a time-delay-based leak localization model has been 

proposed. The model harnesses the complex pattern recognition capabilities of deep 

learning techniques to deduce the time delay of signal pairs. The deep learning leak 

localization model exhibits reduced prediction error compared to basic cross-correlation, 

particularly in low signal-to-noise ratio (SNR) conditions. 

This study contributes to the development of ML-based acoustic leak diagnosis. 

Theoretically, it expands the knowledge of water leak diagnosis by providing a 

comprehensive review of ML applications in acoustic leak detection and proposing 

advanced data augmentation techniques for acoustic data. Additionally, this study is the 

first to reveal the underlying mechanisms of acoustic leak detection models, thereby 

enhancing their interpretability. The experiments validate the effectiveness of one- and 

two-dimensional data for leak detection and introduce a novel deep-learning model to 

estimate the time delay of signal pairs for leak localization. Practically, this study 

contributes to developing a smart acoustic leak detection system, improving the 

accuracy and reliability of leak diagnosis, reducing maintenance costs and resource 

waste, advancing the understanding and acceptance of ML techniques for leak detection, 

and facilitating the progress of smart leak management systems. 
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CHAPTER 1  Introduction 

1.1 Introduction 

This chapter lays down the foundational aspects of the present research. Initially, the 

research background is presented, followed by the definition of the research scope and 

problem statement. Subsequently, the research objectives and methodologies are 

depicted. Lastly, an overview of the thesis design and structure is provided. 

1.2 Background 

Water resources are essential to human life, influencing food supply, economic 

development, and ecosystems (Taylor et al., 2013; Yin et al., 2017; H. Zhao et al., 2020). 

With the increasing urban population and climate change, water shortages have become 

increasingly prominent (J. Li et al., 2017), and more than half of human-inhabited areas 

are suffering from water scarcity problems (Boretti & Rosa, 2019). However, a third of 

the water provided by the water distribution system (WDS) has been wasted because of 

pipe leaks (Puust et al., 2010; Vrachimis et al., 2021). Meanwhile,  leakages in the water 

network have also caused enormous resource and economic loss, becoming a 

challenging problem for city development (Rajani & Kleiner, 2001). Therefore, 

accurate leak diagnosis methods are necessary to minimize these issues and ensure 

efficient water management.  

Leak diagnosis involves a systematic approach divided into two problems: leak 

detection and localization. Leak detection is widely acknowledged as the foundation for 

developing effective leak detection systems (El-Zahab et al., 2016), distinguishing leaks 

from other potential noise that could affect the identification. In contrast to the binary 
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classification task of leak detection, leak localization is more complex and involves 

predicting the exact leak location by determining its distance along the WDN. 

Several approaches have been applied to achieve effective leak detection and 

localization, including mass/volume equilibrium, transient-based methods, and acoustic 

methods. Measurements from the traditional hydraulic balance method and minimum 

flow method obtained in district meter areas facilitate proactive strategies for leak 

detection and localization. Farah and Shahrour (2017) utilized real-time sensor 

recordings and hydraulic parameters to estimate water loss and locate pipe faults by 

generating leakage alarms based on flow thresholds. Li et al. (2022) adopted the data-

driven approach utilizing hydraulic models to identify the precise location of the 

leakage effectively. Meanwhile, the transient analysis relies on the pressure transient 

wave reflection principle. Srirangarajan et al. (2010) presented a wavelet-based and 

local search to accurately determine the arrival time of the pressure front, which was 

verified through leak-off experiments on the test bed in Singapore. Jara-Arriagada et al. 

(2024) tackled the challenge of uncertain network connectivity in localizing pressure 

transient sources. The findings demonstrate a significant enhancement in accurately 

detecting and localizing the source of a transient, even when faced with unknown valve 

closures or pipe blockages.  

Compared to other techniques, the acoustic methods employed in leak detection and 

localization have demonstrated comprehensive capabilities regarding sensitivity, 

accuracy, false alarm rate, and response time (Hu et al., 2021; LI & LIU, 2017). Due to 

these benefits, acoustic-based approaches have garnered widespread attention and 

interest in the field.  

https://www-sciencedirect-com.ezproxy.lb.polyu.edu.hk/topics/earth-and-planetary-sciences/transient-pressure
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The acoustic method is achieved based on the vibration sound waves generated by leaks, 

and then leak detection and localization analysis are performed based on the collected 

signal (X. Cui et al., 2022). Conventional acoustic methods for water leak detection 

involve establishing reference indexes and utilizing statistical indicators from signals to 

identify leaks. Martini et al. (2017) introduced the Monitoring Index Efficiency, which 

utilized the standard deviation of the signal to differentiate between leak and non-leak 

status. Yazdekhasti et al. (2018) proposed a leak detection index based on changes in 

cross-spectral density caused by leaks. Fabbiano et al. (2020) employed the Root Mean 

Square (RMS) to indicate signal energy content for leak detection. Similarly, Gong et 

al. (2020) employed RMS and median frequency as indicators, incorporating smart 

technologies for detecting leaks from the urban level. Furthermore, Ahmad et al. (2023) 

developed a multiscale Mann-Whitney test for fluid pipe, and the output is regarded as 

the indicator for pipeline leak states. However, these statistical indicators heavily rely 

on signal information, and the complexities of real-world water distribution networks 

and ambient noise levels influence their effectiveness. 

For localization, the cross-correlation-based acoustic methods are the most widely 

applied (X. Cui et al., 2023), primarily deducing the leak distance considering time 

delay. Gao et al. (2004) developed an analytical model of the cross-correlation function. 

Then, they used it to study the impact of bandpass filtering on detecting leaks in buried 

plastic water pipes. Ozevin and Harding (2012) introduced geometric connectivity into 

the cross-correlation function to determine the time-of-arrival difference, which 

facilitated the localization of leak points within the two-dimensional pipeline network 

configuration, thereby enhancing the applicability scope of the technique. Building 
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upon this, Almeida et al. (2018) proposed a method to compensate for the time delay 

error caused by resonant behavior. They demonstrated its superior performance 

compared to the basic-cross-correlation (BCC) function-based approach. Nevertheless, 

the BCC is heavily dependent on the quality of the collected signals and is vulnerable 

to degradation by noise and signal distortion,  

In recent years, the emergence of ML has promoted the development of novel methods 

for water leak diagnosis, presenting significant advantages over conventional 

approaches (Kammoun et al., 2022). The ML-based techniques exhibit rapid processing 

capabilities and advanced pattern recognition (Nikos Fakotakis et al., 2023), effectively 

recognizing specific sound or vibration patterns associated with leaks and analyzing 

these patterns. ML-based methods demonstrate enhanced accuracy and efficiency in 

leak diagnosis operations (Tariq et al., 2022; Tijani & Zayed, 2022). These approaches 

possess remarkable adaptability and the capacity to continuously learn from newly 

acquired data, augmenting their performance over time (Vanijjirattikhan et al., 2022). 

Such adaptability ensures their efficacy across diverse water distribution systems, thus 

facilitating effective water management practices and contributing to substantial cost 

savings for water utilities while promoting environmental sustainability by conserving 

invaluable water resources (Mwelase, 2016). 

Therefore, with the capabilities of ML, it has been introduced into the field of leak 

diagnosis, which has not only promoted effective and rapid leak diagnosis but also 

brought new challenges. 
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1.3 Research Scope and Problem Statement 

However, ML-based acoustic leak diagnosis research remains in its early stages. 

Previous studies have yet to comprehensively explore the full potential of ML 

methodologies and have largely overlooked the challenges associated with applying ML 

techniques to acoustic leak diagnosis in WDNs. 

First, though machine learning has offered several advantages and significantly 

influenced various research areas, building a comprehensive training dataset for leakage 

detection model training in practical engineering projects is challenging. Collecting 

leakage data consumes significant time and resources and requires authorization from 

local authorities (Sousa et al., 2023; Tariq et al., 2021). Although several studies employ 

laboratory-based data collection, the data do not represent actual engineering practice 

in leak detection. It has been observed that field leak signals are influenced by various 

factors, including pipe characteristics (e.g., diameter, thickness, and material) 

(Abdulshaheed et al., 2018; J. D. Butterfield et al., 2017, 2018; Khulief et al., 2012a), 

pipe topology (e.g., bends and branches) (M. Liu et al., 2021; Yazdekhasti et al., 2018), 

hydraulic parameters (e.g., pipe pressure and flow rate) (R. A. Cody & Narasimhan, 

2020; Khulief et al., 2012a), and properties of the surrounding soil (Brennan et al., 

2018a; Scussel et al., 2023; Shukla et al., 2020). Besides, leak signals experience 

significant attenuation as they propagate along the pipes, further complicating the 

detection process.  

Simulating all conditions in the lab is impractical, and collecting signals from real 

WDNs requires substantial effort. The limited test site attributes result in a subset of 

data that may not fully capture leak pattern diversity, affecting model capacity for new 



6 

 

sites. Consequently, models developed based on such datasets may have limited 

capacity when applied to signals collected from new sites that have not been previously 

encountered. Therefore, it is urgent to utilize generative techniques to augment the 

dataset, providing an economical and effective solution to enhance the dataset for water 

leak diagnosis. 

Second, despite deep learning models potentially improving leak detection performance, 

they are often regarded as ‘black box’ models due to their inherent opacity in internal 

operations and decision-making processes (Guidotti et al., 2019). As a result, 

comprehending the specific variables and features that drive the model's predictions 

becomes a challenge (Q. Zhang et al., 2018). The lack of interpretability poses a 

significant obstacle to understanding the underlying mechanisms and justifications 

behind the model's outputs. The inability to explain how and why the leak detection 

model arrives at its predictions hinders the trust and acceptance of these models by 

maintenance companies. Therefore, the model's interpretability needs to be enhanced 

through explainable techniques. 

Third, two primary types of inputs are commonly employed when implementing deep 

learning (DL) algorithms for water leak detection: two-dimensional data in the form of 

time-frequency spectrograms and one-dimensional data represented as time-series 

signals. For two-dimensional data, techniques such as the Short-Time Fourier 

Transform (STFT) (G. Guo et al., 2021a), Continuous Wavelet Transform (CWT) 

(Sitaropoulos et al., 2023a), and recurrence plots (Y. Nam et al., 2021) are utilized to 

convert the input signal into image representations. However, it is essential to 

acknowledge that a part of the information may be lost during the signal transformation 
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process. In contrast, the application of time-series models specifically for water leak 

detection remains an underexplored area. Consequently, there is a need to investigate 

the effectiveness of time-series models in leak detection within water distribution 

networks.  

Fourth, the traditional acoustic method for water leak localization relies on the analysis 

of vibration sound waves generated by leaks, followed by the estimation of leak location 

based on the time delay of wave arrival (X. Cui et al., 2022). However, the accuracy of 

this method is heavily dependent on the quality of the acquired signals and is susceptible 

to degradation caused by noise and signal distortion, necessitating improvement (Azaria 

& Hertz, 1984). Despite the promising potential of machine learning techniques in water 

leak detection, their application in leak localization remains largely unexplored. 

Consequently, it is worthwhile to explore using deep learning algorithms to estimate 

the time delay of signals collected by the correlator, enhancing robustness and requiring 

less prior knowledge than existing techniques. 

1.4 Research Objectives 

This research is motivated by the growing significance and rapid development of leak 

diagnosis management systems and the promising potential of ML in revolutionizing 

leak diagnosis practices. The study aims to explore the benefits and address the 

challenges of integrating ML into leak diagnosis systems while establishing robust and 

effective leak detection and localization models for WDN, thereby facilitating 

sustainable development in water management practices.  

The research objectives include: 
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i. Proposed a generative approach to augment the dataset, effectively addressing data 

scarcity issues while enhancing the quality, volume, and diversity of the leak 

dataset. 

ii. Establish an explainable leak detection model, enhancing the model interpretability 

and entailing a comprehensive analysis of collected signals to discern significant 

features that distinguish different leak conditions. 

iii. Develop an effective time-series leak detection model for WDN based on 

vibroacoustic signals. The model leverages advanced time-series analysis and 

attention mechanisms to enhance robustness and generalization, improve 

performances across various leak scenarios, and facilitate effective leak detection 

in real scenarios. 

iv. Develop a robust time-delay deep learning leak localization model for WDN. By 

incorporating temporal characteristics of signal pair, the time-delay estimation deep 

learning models have the potential to enhance leak localization accuracy, enabling 

prompt maintenance of leaks in WDNs. 

By addressing these research objectives, this research aims to advance the field of water 

leak diagnosis by applying comprehensive ML-based leak diagnosis techniques, 

ultimately contributing to an accurate, efficient, and sustainable water distribution 

network management system. 

1.5 Research Methodology 

According to Figure 1.1, the following methodologies have been adopted to achieve the 

previous objectives. 
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i. A systematic review of studies that utilize ML-related methods to enhance leak 

diagnosis in WDN is conducted. The research development trend and main research 

theme are pointed out by conducting content and bibliometrics of relevant previous 

works. Next, the limitations of current studies and corresponding future directions 

were analyzed and discussed. The result points out the potential research direction 

and methods that form the foundations for subsequent analysis. 

ii. A generative adversarial network is established to enrich the leakage dataset. The 

generative adversarial network (GAN) is a machine-learning-based generative 

approach that enables in-depth analysis of the collected signals and generates 

customized amounts of signals. First, an initial dataset was collected and established 

to train the generative adversarial network, consisting of two submodels, the 

generator and the discriminator. The model is trained through competition between 

the generator and the discriminator. After training, the generator enables capturing 

the acoustic pattern of input samples and generates new samples. The quality and 

validity of generated samples were evaluated through different perspectives, 

including t-distributed stochastic neighbor embedding (t-SNE), acoustic features, 

and model augmentation validation. The research outcome assists in establishing a 

comprehensive leak dataset for further analysis and provides insights to solve the 

data scarcity in the vibroacoustic domain. (Objective 1) 

iii. The Gradient-weighted Class Activation Mapping (Grad-CAM) algorithm and two-

dimensional Convolutional Neural Network (CNN) were incorporated to propose 

an explainable deep-learning model for leak detection. Initially, the Variational 

Mode Decomposition (VMD) was employed to denoise the signals, mitigating the 
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impact of external noise. Subsequently, a series of CNNs were utilized for the leak 

detection. During the evaluation phase, the Grad-CAM was integrated to visualize 

the gradient flow, elucidating the model's decision-making process. By comparing 

these visualization results, the underlying workings of the model were revealed, 

offering valuable insights into the analysis of leak-related signal components. 

(Objective 2) 

iv. A time-series modeling approach (Time-Transformer) was devised to enhance 

model accuracy and robustness to address the complexities and practicality of leak 

scenarios. Initially, a comprehensive training dataset was meticulously assembled, 

incorporating data samples from field experiments and employing data 

augmentation algorithms. Furthermore, VMD was used to denoise the samples, 

effectively mitigating the influence of outliers. Subsequently, the Time-transformer 

model was developed specifically to cater to leak detection tasks. The performance 

of the Time-transformer model was then compared with other prevalent time-series 

models 1D-CNN and long-short-term-memory CNN (Conv-LSTM), and the 

features were visualized using t-SNE. The proposed model's validation and 

practicality were assessed through various evaluations and case studies, ultimately 

providing a robust and effective alternative for accurately identifying the leak point. 

(Objective 3).  

v. To enable robust and efficient leak localization in WDNs, a residual 1D-CNN 

(Res1D CNN) is employed to infer the time delay between signal pairs. By 

incorporating the physical principles of wave propagation and considering various 

physical factors such as diameter and material properties, leak samples from two 
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sites are simulated to train the model. The performance of the proposed model is 

subsequently compared to basic cross-correlation from diverse perspectives to 

validate its capabilities for accurate leak localization. (Objective 4).   

1.6 Structure of The Thesis 

Chapter 1 introduces and highlights the whole research picture, including the 

background, overall research aim, and specific objectives and significance. Chapter 2 

reviews the existing literature on water pipe leak research, establishing the foundation 

for the current study. Chapter 3 introduces the present research framework, including 

methods and algorithms applied in this research. Chapter 4 presents the details of the 

proposed generative adversarial network for enriching the data for deep learning 

modeling. Chapter 5 describes the procedures for developing explainable CNN models 

for leak detection, revealing leak fault-related features and working mechanisms. 

Chapter 6 proposes the time-series-based deep learning model for facilitating robust and 

effective leak detection for WDN. Chapter 7 proposes the time-delay-estimation deep 

learning model for localizing leak points within WDN. Chapter 8 summarizes the main 

research findings, discusses limitations, provides recommendations for future work, and 

highlights the research's significance and contributions. 
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Figure 1.1 Research objectives, methods, and outcome
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CHAPTER 2  Literature Review  

2.1 Introduction 

This chapter provides a holistic and comprehensive literature review of leak diagnosis 

research utilizing ML techniques. The chapter starts by reviewing studies on current 

applied data augmentation approaches for enriching leak signals. Then, the feature 

analysis approach for leak pattern identification was discussed. Furthermore, previous 

efforts to improve the leak diagnosis performance have been compared and analyzed. 

Finally, the chapter highlights research gaps and proposes future direction. 

2.2 Overall Development Trend 

The literature review concentrated on ML-based acoustic water pipe leak diagnosis 

using Scopus and WoS (Web of Science) databases. These databases are widely 

regarded as comprehensive, multidisciplinary research literature repositories, indexing 

a vast number of academic articles across various fields, especially for natural sciences 

and engineering (Falagas et al., 2008; Mongeon & Paul-Hus, 2016). By utilizing these 

databases, this review ensures access to a rich and diverse range of academic resources 

to provide a thorough examination of the field. 

The search targeted engineering subjects, including peer-reviewed journals and 

conference proceedings using artificial intelligence techniques for acoustic water pipe 

leak diagnosis. Considering related review studies (Dawood et al., 2020; Fan et al., 2022; 

Hu et al., 2021), an extensive search was conducted with the following search query: 

TITLE-ABS-KEY(( 'accelerometer' OR 'noise logger' OR 'acoustic 

sensor') AND ('pipe*' OR 'supply*' OR 'distribut*' OR 'main*' ) AND ('Leak*' OR 

'Failure' OR 'Crack*' OR 'break' OR 'burst' OR 'defect') AND ('water') AND ('machine 
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learning' OR 'artificial intelligen*' OR 'deep learning' OR 'ANN' OR 'neur*' OR 'random 

forest' OR 'decision tree' OR 'KNN' OR 'Support vector machine' OR 'SVM' OR 'Data 

driven' OR 'supervisi*' OR 'unsupervisi*' OR 'CNN' OR 'RNN') ). 

 

Figure 2.1 The trend of published ML-based acoustic leak diagnosis papers 

The selected publications were academic papers published between 2000 and Jan 2024. 

After the initial search, irrelevant documents were excluded. This review included 

articles with data collected from non-acoustic instruments and research from other 

fields, such as gas or oil pipeline detection applications. Ultimately, 57 journal articles 

and 13 conference articles were collected for further analysis. Figure 2.2 demonstrates 

the growth trend in published papers within a specific domain, with a significant surge 

since 2017, showcasing the increase in conventional and deep learning model-based 

studies. The popularity of deep learning models has gradually increased, resulting in a 

shift towards more sophisticated models in recent years, while conventional model-

based studies remain prevalent. 

A bibliographic analysis was conducted on journals using information extracted from a 

database with the aid of VOSviewer (van Eck & Waltman, 2010). Figure 2.2 visualizes 
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the citation network, with edges and colors representing citation relationship and 

strength. The node size indicated the number of papers published in each corresponding 

journal. The analysis revealed that three journals, namely Measurement, Sensors, and 

Mechanical Systems and Signal Processing, have published the highest number of 

related studies, suggesting their higher propensity to publish articles on the topic. 

 

Figure 2.2 Mapping of mainstream journals in the domain of ML-based water leak detection 

However, the analysis also found that in terms of influence, Mechanical Systems and 

Signal Processing, Automation in Construction, and IEEE Transactions on Industrial 

Electronics had a relatively higher impact on the field than other journals. This suggests 

that these journals may still be frequently cited in the area despite their relatively lower 

publication volume. In general, the analysis offers essential insights into the distribution 

of research within the field, identifying the journals likely to have higher influence and 

relevance in this particular area of study. 
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2.3 Leak Signal Management and Enhancement 

This section will examine the methods used to obtain data from different sources, 

including sensor networks, and outline the necessary steps for data preparation before 

analysis. It will focus on preprocessing techniques such as data balance, filtering, and 

decomposition. 

2.3.1 Leak Signal Collection 

The ML-based innovative diagnostic system was widely applied to classify and predict 

the leak status of the water supply distribution, which is a data-driven methodology that 

requires a certain amount of data for training, testing, and validation. The most 

commonly used sensors for data collection are accelerometers, hydrophones, geophones, 

and acoustic emission sensors (Hu et al., 2021). Herein, hydrophones are used to 

measure the acoustic waves propagated in the water column inside the pipe (Khulief et 

al., 2012b), while the other three devices sense the vibration of the pipe wall (F. Almeida 

et al., 2014a; R. Li et al., 2015). Considering the portability and installation 

requirements, accelerometers and AE sensors are used the most.  

The data collection practices can generally be divided into field measurements and 

laboratory experiments. Figure 2.3 depicts the trend of various types of experiments 

over time. In the initial stage, field measurements-based studies are more prevalent. At 

the same time, laboratory experiments show an increasing proportion as time progresses. 

The rising proportion of laboratory experiments over time suggests their growing 

popularity. However, selecting the research method should depend on the research 

question and the phenomenon under study, considering the pros and cons of field 

measurements and laboratory experiments. 
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Figure 2.3 The number of studies applied field measurements and laboratory experiments (a) 

The trend of annual published papers (b) The proportion for all published papers 

The laboratory experiments were applied due to 1) cost efficiency, 2) control influence 

factors, and 3) accessibility. However, laboratory experiments have a limited 

experiment scale, and it is hard to reveal the impacts of background noise and the 

complex structure of the water pipe system on collected signals. In comparison, field 

measurements are the most promising means of developing practical models for leak 

diagnosis in water pipes and helping to verify the performance of various technologies. 

Likewise, field measurements face several constraints in practical application. For 

example, the government or authorized enterprises maintain urban water distribution 

networks that are inaccessible to the public. Additionally, background noise, such as 

traffic, construction, and street noise, are collected simultaneously, which might 

interfere with identifying water leaks. In this case, advanced signal processing 

techniques are needed to remove unwanted noise. 

2.3.2 Data Preprocessing 

The measured signals generally need to be preprocessed for subsequent analysis. One 

prevalent issue is the imbalance in data, as leak signals are typically less frequent than 
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non-leak signals. Consequently, specific techniques need to be performed to address 

this challenge. Besides, filtering and signal decomposition are two essential techniques 

commonly used for preprocessing collected signals in acoustic leak diagnosis, aiming 

to remove unwanted noise from signals before ML modeling.  

2.3.2.1 Data Balance 

The performance of the ML model hugely relied on the quality of training data (Chuang 

et al., 2019). Since water leaks occur infrequently, leak signals are significantly less 

than non-leak signals, resulting in an imbalanced dataset. The imbalanced datasets are 

often challenging for almost all machine learning algorithms, as they ignore minority 

cases (López et al., 2013). Therefore, it is necessary to perform appropriate techniques 

on imbalanced data to generate a class-balanced dataset (Tariq et al., 2022). For most 

imbalanced data sets, sampling techniques aid in improved performance and can be 

roughly divided into two main categories: undersampling and oversampling (Haibo He 

& Garcia, 2009a). 

i. Undersampling 

Primarily, undersampling tackles the problem of imbalanced datasets by aiming to 

achieve balance within the dataset and enhance its capacity for generalization. It is 

accomplished by eliminating some data from the more abundant class (Haibo He & 

Garcia, 2009b). However, data is always valuable, and discarding it might lead to partial 

information loss. Therefore, this method is not widely used and is only used in the study 

by Yu et al. (2023) to address the imbalance of the dataset. 
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ii. Oversampling 

Oversampling is mainly used to enhance data by generating new data based on existing 

data. One example of oversampling is bootstrapping, which is used by Ravichandran et 

al. to generate acoustic instances using sampling with a replacement representative of 

the original sample distribution (Ravichandran, Gavahi, Ponnambalam, Burtea, & 

Mousavi, 2021). It is easy to operate but suffers from the overfitting problem and 

requires rigorous statistical assumptions to ensure accuracy. The synthetic minority 

oversampling technique (SMOTE) uses random oversamples. It aims to interpolate a 

new data sample between a specific actual sample and one of its nearest neighbors 

(Chawla et al., 2002). SMOTE can capture the signal's inherent distribution; therefore, 

the non-linear transformation-based augmentation can simulate signals that fit the actual 

scenario (G. Guo et al., 2020; Harmouche & Narasimhan, 2020). In literature, Tariq et 

al. (2022) applied SMOTE to increase the vibration dataset and address the class 

imbalance problem. Other studies have also used interpolation methods, such as bicubic 

interpolation, which considers the influence of neighboring points on the sampling 

point's value to increase data. Nam et al. (2021) applied bicubic interpolation to enhance 

leak data and transform one-dimensional data into two-dimensional recurrence plots of 

64×64 dimensions. 

However, undersampling and oversampling might lead to the over-fitting problem and 

decrease the applicability of developed models. Undersampling might not cater to the 

context of data scarcity of water leak diagnosis, while oversampling might not consider 

the minority class distribution and can generate synthetic samples that are not 

representative of the original minority class distribution. Overall, sampling techniques 
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contribute to establishing a water leak dataset. It is essential to carefully consider its 

limitations and use them in combination with influence factors, such as selected features 

or model characteristics, to improve the performance of a machine learning model. 

2.3.2.2 Signal Filtering 

Filtering refers to removing specific frequency components while retaining the 

interesting components from signals. In acoustic leak diagnosis, filters can remove 

noise and interference from collected signals. Several filters are commonly used, 

including high-pass, low-pass, band-pass, and notch filters classified based on the 

frequency response (F. Almeida et al., 2014b; Zeng et al., 2022).  

Generally, leak signals exhibit variations in frequency distribution patterns, fluctuations, 

and internal pressure, which can be attributed to diverse conditions arising from factors 

such as pipeline structures, materials, sizes, leak openings, fluid flow rates, etc. When 

selecting a specific filter, signal pre-analysis is often implemented as the basis for 

subsequent analysis. For example, spectral analysis was performed first to determine 

the main frequency range of water leak signals, which was found to be within 0-10 kHz, 

followed by introducing a low-pass filter below 15 kHz to preprocess the raw signals in 

the study by Li et al.  (S. Li et al., 2018). Alternatively, reference can be made to other 

studies on applying filters in acoustic leak diagnosis.  

Table 2.1 summarizes the filters used in ML-based leak diagnosis research for 

consideration. Filters should be selected based on the frequency information of leak 

signals to avoid unnecessary signal distortion and over-filtering by the filter. Note that 

filters are not effective in handling non-stationary and transient data (Basu & 

RoyChaudhuri, 2016) 
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Table 2.1 Applied filter in ML-based leak diagnosis studies 

Ref Pipe characteristics 
Device/ 

Sensor 

Sensor 

placement 

Sample 

Frequency 

(Hz) 

Filter type 

(T. Yu et 

al., 2023) 

DN15 to DN 500 

Galvanized steel, 

Steel, Ductile cast 

iron, 

Cast iron; 

De 2 to De 200  

PE, PPR, UPVC, 

PVC 

Accelero

meter 
Valve 8192 

Band-pass filter  

100 to 1500 Hz  

(Y. Nam 

et al., 

2021) 

 

Ductile Iron Pipe, 

Vinyl Lined Steel 

Pipe, 

Unplasticized Vinyl 

Chloride Pipe, 

Polyethylene Pipe, 

Lead Pipe 

Correlat

or 

Fire 

hydrant 

gate valve 

1×e4 
Low-pass filter 

1500 Hz  

(G. Guo et 

al., 2021b) 

DN50 to DN 300 

Cast iron pipe and 

steel pipe 

Accelero

meter 

Pipe 

surface in 

the 

chamber 

4800 
Band-pass filter  

100 to 2000 Hz  

(Harmouc

he & 

Narasimh

an, 2020) 

Grey Scale 80 PVC 

pipes with a 6-inch 

inner diameter 

Hydroph

one 

Fire 

hydrant 
2048 

High-pass filter  

2 Hz 

(S. Li et 

al., 2018) 

200 mm inside 

diameter ductile 

iron pipe  

AE 

sensor 

Pipe 

surface 
1×e6 

Low-pass filter 

15 kHz  

(Kang et 

al., 2018) 

DN 80 to DN 300 

ductile iron 

Accelero

meter 
Valve 2048 

Band-pass filter  

100 to 800 Hz  

(J. 

Butterfiel

d et al., 

2018) 

DN80 to DN 300 

ductile cast iron 

pipe 

Accelero

meter 

Pipe 

surface 

close to 

valve 

2500 

4th Order 

Butterworth 

bandpass filter s 

10 to 1,000 Hz  

 

2.3.2.3 Signal Decomposition 

Signal decomposition is a powerful technique separating a signal into components or 

modes, each representing a specific physical phenomenon or source. In leak diagnosis, 

signal decomposition techniques have been widely used to separate leak signals from 

background noise or interference signals. However, proper signal decomposition 

techniques should be selected based on signal characteristics and modeling 
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requirements. To date, Singular Value Decomposition (SVD), Wavelet Transform 

(WT), Empirical Mode Decomposition (EMD), and Variational mode decomposition 

(VMD) have been widely used in ML-based water pipe leak diagnosis research. 

i. Singular Value Decomposition 

SVD is a linear transformation of the data to the reduced eigenarray space where data 

are diagonalized. It can be applied to a wide range of signal and data types, but its noise 

reduction ability is limited as it does not consider signal nonlinearity and non-

stationarity (Klema & Laub, 1980). For water leak diagnosis, R. Cody et al. (2018) and 

Tijani & Zayed (2022) used SVD to decompose and reconstruct acoustic data collected 

by hydrophones and noise loggers for denoising.  

ii. Wavelet Transform 

Wavelet Transform (WT) is a signal processing technique that simultaneously explores 

signals in both time and frequency domains by breaking down the signal into different 

frequency components at varying scales. It has many applications in image processing, 

data compression, and noise reduction (Daubechies, 1992; Mallat, 2009). Luong and 

Kim (2020) applied wavelet packet transform to decomposite leak signals, and Shannon 

entropy was used as the basis to select interested sub-bands. Tijani et al. (2022) used 

Haar wavelet and applied threshold-based denoising techniques to the signal, choosing 

the best wavelet denoising level based on standards such as SNR and RMSE. However, 

the choice of inappropriate wavelet functions may lead to information overlap and 

redundancy, affecting the effectiveness of signal processing. Kumar et al. (2017) 

investigated the significance of selecting the mother wavelet to extract the features in 
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leak acoustic signals, and the “Morlet” mother wavelet exhibited the maximum 

correlation and robustly localized the leak signal features.  

iii. Empirical Mode Decomposition 

EMD is used to decompose a signal into a set of intrinsic mode functions (IMFs), which 

represent the different frequency components of the original signal without assuming 

any predefined basis functions based on the local characteristics of signals, and it is 

widely used in analyzing non-stationary and nonlinear data (N. E. Huang et al., 1998). 

In literature, Pan et al. (2018) used both EMD and WT to denoise measured signals to 

improve the accuracy of subsequent correlation analysis. Feature extraction is mainly 

performed on the IMFs decomposed by EMD. For example, Y. Liu et al. (2019) used 

EMD to decompose the signal and calculated the mean power spectrum of each IMF as 

the frequency domain feature of leak signals. Similarly, Butterfield et al. (J. Butterfield 

et al., 2018) extracted features such as RMS and Shannon entropy from IMF obtained 

by the decomposition. Furthermore, Guo et al. (2021b). transformed IMFs into time-

frequency representations, similar to the RGB image, facilitating two-dimensional data 

recognition by CNN.  

iv. Variational Mode Decomposition 

VMD decomposes a signal into a set of narrowband frequency components with time-

varying amplitudes and frequencies, and the decomposition is achieved by minimizing 

a cost function using a set of essential functions adaptively (Dragomiretskiy & Zosso, 

2014a). In literature, Diao et al. (2020) integrated the particle swarm optimization 

algorithm with VMD to optimize the governing parameters, i.e., the penalty term and 

the number of IMFs, and features were extracted from sub-modes for leak diagnosis. 
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Similarly, Wang et al. (2022) selected the top four correlated IMFs based on signal 

energy and correlation, respectively, and features were extracted from these key IMFs. 

Xu et al. (2021) decomposed signals collected by a spherical detector inside the water 

pipe using VMD to remove low-correlated noise based on the correlation coefficient. 

Table 2.2 summarizes the specialities of decomposition techniques, along with 

corresponding references. In signal analysis, careful consideration of signal 

characteristics is crucial when selecting appropriate filters and signal decomposition 

techniques. Factors such as signal non-stationarity, noise levels, and desired 

decomposition accuracy should be taken into account when making this selection. Each 

signal decomposition technique has unique advantages and limitations, as the table 

outlines, and should be chosen based on specific application scenarios. Moreover, in 

practical applications, it is imperative to thoroughly validate and optimize the chosen 

techniques to ensure the reliability and accuracy of the obtained results. 

Table 2.2 Summary of signal decomposition methods in acoustic water leak diagnosis 

Decomposition 

techniques 
Specialties References 

SVD 

• Use for dimension reduction 

• Not useful in problems that require adaptive 

procedures 

• Computationally expensive 

SVD (R. Cody et 

al., 2018; Tijani 

& Zayed, 2022) 

WT 

• Simultaneous localization ability for covering the 

time domain and frequency domain 

• Multiresolution capability to separate the fine 

detail in signals 

• Depending on the decomposition structure 

formed by wavelet function and decomposition 

levels 

WT (Kumar et 

al., 2017; Luong 

& Kim, 2020; 

Tijani et al., 

2022)  

EMD 

• Suitable for analyzing nonlinear and non-

stationary signals 

• Lack of theoretical basis and limitation of 

frequency resolution 

• Phenomenon of endpoint and mode mixing 

EMD (G. Guo et 

al., 2021b; Y. 

Liu et al., 2019), 

EEMD (J. 

Butterfield et al., 

2018), 
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• Improved versions, such as EEMD and CEEMD, 

were proposed to solve the mode-mixing and 

suppress the residue 

EMD+WT (Pan 

et al., 2018) 

VMD 

• Solid theoretical foundation and good noise 

robustness 

• Allow adaptive decomposition of signals into 

various modes 

• Suffer from the limitation of the Fourier spectrum  

VMD (Z. Wang 

et al., 2022; T. 

Xu et al., 2021), 

PSO-VMD (Diao 

et al., 2020) 

 

2.4 Leak Pattern Extraction and Analysis 

Feature extraction improves detection accuracy by extracting relevant information, 

reducing noise and dimensionality, and selecting meaningful features. Feature 

engineering includes two main parts: feature extraction and feature selection. Feature 

extraction involves transforming signals into more valuable forms and choosing the 

most relevant information for leak diagnosis, while feature selection involves 

eliminating irrelevant and redundant information. The goal of feature selection is to find 

a compact and informative set of features that can represent the original signal 

meaningfully. 

2.4.1 Leak Feature Extraction 

ML-based studies on acoustic leak diagnosis face challenges due to the high 

dimensionality of raw acoustic signals (H. Jin et al., 2014). Before developing ML-

based models for leak diagnosis, one of the tasks is to extract useful features from 

measured acoustic signals, which are high-dimensional time series. It is performed to 

compress original signals and keep important target information, aiming to speed up 

model training and yield better results. Generally, Table 2.3 summarizes the extracted 

features that can be divided into two categories: 1) Statistical features, typically the time 
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and frequency domain features and 2) Model/technique-based features, for example, the 

fitted parameters of the time series models or time-frequency feature are obtained from 

decomposition results using EMD or WT.  

Table 2.3 The applied features for ML-based modeling 

  Feature Ref 

S
ta

ti
st

ic
al

 F
ea

tu
re

 

Time Domain 

Maximum 
(R. Cody et al., 2017; Fares et al., 2022; S. Li et al., 

2018; Luong & Kim, 2020) 

Minimum (J. Butterfield et al., 2018; R. Cody et al., 2017) 

Mean 

(J. Butterfield et al., 2018; Fares et al., 2022; G. Guo et 

al., 2021b; S. Li et al., 2018; Pan et al., 2018; T. B. Quy 

et al., 2019; T. Quy & Kim, 2019; Singh et al., 2021; 

Tijani et al., 2022; Tijani & Zayed, 2022; W. Xu et al., 

2022) 

Standard Deviation 
(J. Butterfield et al., 2018; R. Cody et al., 2017; S. Li et 

al., 2018; T. Quy & Kim, 2019) 

Root Mean Square 

(J. Butterfield et al., 2018; R. Cody et al., 2017, 2018; G. 

Guo et al., 2021b; S. Li et al., 2018; Luong & Kim, 

2020; Muller et al., 2021; Pan et al., 2018; T. B. Quy et 

al., 2019; T. Quy & Kim, 2019; Singh et al., 2021; Tijani 

et al., 2022; W. Xu et al., 2022; T. Yu et al., 2023; C. 

Zhang et al., 2022) 

Skewness 

(J. Butterfield et al., 2018; S. Li et al., 2018; Luong & 

Kim, 2020; Tijani et al., 2022; Tijani & Zayed, 2022; W. 

Xu et al., 2022) 

Kurtosis 

(J. Butterfield et al., 2018; Diao et al., 2020; S. Li et al., 

2018; Luong & Kim, 2020; T. Quy & Kim, 2019; Tijani 

et al., 2022; Tijani & Zayed, 2022; Z. Wang et al., 2022; 

W. Xu et al., 2022; T. Yu et al., 2023) 

Margin Factor (Luong & Kim, 2020) 

Clearance Factor (Diao et al., 2020; Luong & Kim, 2020) 

Shape Factor (Luong & Kim, 2020) 

Crest Factor 
(J. Butterfield et al., 2018; S. Li et al., 2018; Luong & 

Kim, 2020; Tijani et al., 2022; Tijani & Zayed, 2022) 

ZCR 
(G. Guo et al., 2021b; Muller et al., 2021; T. Quy & 

Kim, 2019; T. Yu et al., 2023; C. Zhang et al., 2022) 

Skewness 

(J. Butterfield et al., 2018; S. Li et al., 2018; Luong & 

Kim, 2020; Tijani et al., 2022; Tijani & Zayed, 2022; W. 

Xu et al., 2022) 

Frequency 

Frequency Centroid 

(S. Li et al., 2018; Luong & Kim, 2020; Muller et al., 

2021; T. Quy & Kim, 2019; Tijani et al., 2022; Tijani & 

Zayed, 2022; Z. Wang et al., 2022; W. Xu et al., 2022; 

C. Zhang et al., 2022) 

Spectral Roll-Off (Muller et al., 2021; C. Zhang et al., 2022) 

Spectral Flatness 
(Muller et al., 2021; T. Quy & Kim, 2019; C. Zhang et 

al., 2022) 

Spectral Spread 
(T. Quy & Kim, 2019; Tijani et al., 2022; Tijani & 

Zayed, 2022; C. Zhang et al., 2022) 

Energy 
(R. Cody et al., 2017; S. Li et al., 2018; Luong & Kim, 

2020; Pan et al., 2018; T. B. Quy et al., 2019; T. Quy & 
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Kim, 2019; Singh et al., 2021; Tijani et al., 2022; Tijani 

& Zayed, 2022; W. Xu et al., 2022) 

Other  MIE (El-Zahab et al., 2018, 2022; Tariq et al., 2022) 
M
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d
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ec
h
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iq
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e-
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ed
 

F
ea

tu
re

s Entropy 

Shannon entropy 
(J. Butterfield et al., 2018; R. Cody et al., 2018; G. Guo 

et al., 2021b; Luong & Kim, 2020) 

Approximate 

Entropy 
(Y. Liu et al., 2019; Yang et al., 2008, 2013) 

Sample Entropy 
(Z. Wang et al., 2022; W. Xu et al., 2022; T. Yu et al., 

2023) 

MLE (Fares et al., 2022; Tijani et al., 2022) 

Autocorrelation 

Autocorrelation 2023/6/25 

Autocorrelation 

MLE 
(Tijani et al., 2022) 

 

2.4.1.1 Statistical Features 

Statistical features and other features are mainly extracted from time or frequency 

domains. 

i. Time Domain Features 

In the time domain, the typical features are maximum and minimum values, mean value, 

standard deviation, and RMS. The minimum and maximum values provide information 

about the lowest and highest values in the signal. The mean value provides a central 

value that reflects the signal trend in time. The standard deviation measures the 

distribution of data around the mean. RMS characterizes the variation of the 

instantaneous signal amplitude within a sampling period and is a time-averaged value. 

The above features are universal and can be applied to various signals and signal types. 

Moreover, these features are straightforward and can assist in quickly and easily 

understanding a part of the characteristics of the signal, and therefore, have been 

commonly used for leak diagnosis in water pipes (Fan et al., 2022). 

The water leak might induce variations in the signal waveform or shape, which can be 

depicted by several features, including skewness, kurtosis, margin factor, clearance 

factor, shape factor, crest factor, and Zero Crossing Rate (ZCR). Skewness and kurtosis 
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can indicate the presence of non-Gaussian noise, which can help to detect the leak status. 

The margin factor can reveal the "flatness" or lack of kurtosis of the signal, which helps 

distinguish the leak sound from other ambient sounds. The clearance factor can help 

detect the duration and pulse width of the leak sound, respectively. The shape factor can 

indicate the symmetry of the sound waveform, which can aid in identifying the leak 

source (Luong & Kim, 2020). The crest factor is effective for measuring the dynamic 

range or peaks of the signal. ZCR measures the number of times a signal crosses the 

zero axis in a unit of time, which can be used to distinguish leak and non-leak signals 

based on their temporal behavior. Based on waveform or shape features, the variations 

of acoustic signals induced by water leaks can be better described, potentially increasing 

the performance of developed water leak diagnosis models.  

ii. Frequency Domain  

In the frequency domain, features such as frequency centroid, spectral roll-off, and 

spectral flatness provide information about the harmonic structure, fundamental 

frequency, and energy distribution of the signal. The frequency centroid is commonly 

used to estimate the primary frequency of leak signals. At the same time, spectral roll-

off measures the shape of the sound signal, indicating the frequency below which a 

specified percentage of the total spectral energy lies. Spectral spread is calculated as the 

difference between the upper and lower frequency limits that contain a specified 

percentage of the total signal power, which provides the components of signals that 

assist models in differentiating leak signals from normal signals. Spectral flatness 

measures the relative balance of the energy across the frequency spectrum of a signal. 

It is calculated as the ratio of the geometric mean to the arithmetic mean of the power 
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spectrum. Energy refers to the power or strength in a signal over a given period. Severe 

leaks produce more energy and stronger sound waves than normal conditions or minor 

leaks. Thus, energy as the feature can assist in distinguishing the leak and non-leak 

signals.  

iii.Other Features  

Apart from the traditional statistical features, several studies proposed new features 

based on the statistical analysis of leak signals. For example, Martini et al. (Martini et 

al., 2015) established a feature called Monitor Index Efficiency (MIE), a vital tool in 

determining the proper operation of water pipes. It collects acoustic data during standard 

pipe operations and establishes a baseline for normal conditions. The ratio between the 

measured signal and the baseline is analyzed to identify any irregularities or abnormal 

behavior in the pipe (El-Zahab et al., 2018, 2022; Tariq et al., 2022).  

Statistical features used in ML-based models for water leak diagnosis are summarized 

in Table 2.3. In short, traditional features may not fully capture the dynamic range of 

signal behavior nor provide a complete picture or other aspects of the signal. Meanwhile, 

they have difficulty describing complex signals and are sensitive to outliers, which can 

be significantly affected by signal spikes or sudden drops.  

2.4.1.2 Model/Technique-based Features 

Model/technique-based features are parameters of time-series models or the new 

indicator derived from specific techniques. For example, the degree of chaos in a signal 

refers to the level of disorder or randomness in the signal and can be described using 

the concept of entropy. Shannon entropy will increase as the level of disorder and 

randomness in a system increases. Leak signals within pipelines typically exhibit 
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instability, complexity, and non-linearity (Sun et al., 2016). Guo et al. (G. Guo et al., 

2021b) and Butterfield et al. (J. Butterfield et al., 2018) considered that chaotic signals 

are more likely to be associated with leaks and applied Shannon entropy to detect leaks.  

In addition, the level of chaos in sound signals was considered to provide information 

about the size and severity of leaks. Approximate Entropy (ApEn) quantifies the 

likelihood of similar data point patterns repeating, which is robust to low-level noise 

that can extract meaningful information from certain data points (Pincus, 1995). Yu et 

al. (T. Yu et al., 2023) and Liu et al. (Y. Liu et al., 2019) applied ApEn to measure 

irregularity in acoustic signals. Meanwhile, Sample entropy (SampEn) is proposed 

based on ApEn. It has the advantage of data length independence and is less noise-

sensitive (Richman & Moorman, 2000). The maximum Lyapunov exponent (MLE) is 

another tool to determine chaos. In the leaked state, MLE is generally positive and 

belongs to chaotic systems (J. Liu et al., 2018) and has proven to be a practical feature 

for ML-based models (Fares et al., 2022; Tijani et al., 2022).  

Autocorrelation analyzes the periodicity or regularity of the sound signal. It shows a 

high correlation between the repeated signal pulses in the presence of a leak. Conversely, 

autocorrelation is reduced in a non-leak signal that exhibits more random or irregular 

fluctuations. It serves as the basis for a characteristic feature applied by Yang et al. 

(Yang et al., 2013) and incorporated with ApEn to capture the leaks in the presence of 

non-leak noise inside and outside the pipeline. The autocorrelation energy ratio, which 

is the energy in a certain range divided by the total energy of the autocorrelation 

function, was also adopted by Guo et al. (G. Guo et al., 2021b) for water leak diagnosis. 



31 

 

The signal decomposition technique introduced above is commonly used in signal 

preprocessing, the decomposition results of which can be used to propose features, 

which will be discussed in the following section. Similarly, the above traditional 

features can be extracted from the decomposed sub-components. To avoid confusion, 

such features are included in this category. For instance, RMS was extracted from IMFs 

of acoustic features decomposed using EMD to enhance the accuracy (J. Butterfield et 

al., 2018; G. Guo et al., 2021b), kurtosis vector and the frequency information were 

extracted from IMFs of VMD, then recombined into a new feature vector to enrich 

acoustic information (Z. Wang et al., 2022). In addition, several studies proposed new 

features based on the decomposition results. For instance, the “Morlet” wavelet 

coefficients were used by Luong and Kim (Luong & Kim, 2020) to establish machine 

learning models for leak diagnosis. Other features include the energy ratio and entropy-

based features based on decomposed components. 

2.4.1.3 Multi-Dimension Representation Data 

Although one-dimensional features have the advantages of simplicity and lower 

computational complexity, they may not fully capture the complexity and structure of 

audio data. In comparison, multi-dimensional features can provide comprehensive 

information and representation of audio data. Table 2.4 highlights the use of multi-

dimensional data with CNN models in existing research, attributed to the superior 

processing capabilities of CNN for such data. 

Time-frequency domain analysis merges time and frequency-domain analysis to 

represent changing signals and locate frequency components over time, which is 

suitable for scrutinizing non-stationary signals from leak diagnosis. Time-frequency 
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domain techniques such as STFT, WT, and Mel plot are commonly used in leak 

diagnosis to extract relevant features from the signal. 

Table 2.4 Applied Multi-Dimension Representation Processing for Leak Detection Studies  

Plot Advantage Limitation Model Ref 

Short Time 

Fourier 

Transform 

• Easy to implement and 

interpret.  

• Suitable for stationary 

signals. 

• Fixed time-frequency 

resolution, is not optimal 

for non-stationary 

signals. 

• Require window function 

selection, affecting the 

representation 

CNN-VAE 
(R. A. Cody 

et al., 2020) 

CNN 
(T. Yu et al., 

2023) 

CNN 
(G. Guo et 

al., 2021b) 

Continuous 

Wavelet 

Transform 

• Variable time-frequency 

resolution and 

improvement of the 

representation of non-

stationary signals. 

• Suitable for detecting 

transient features in 

acoustic signals. 

• Computationally 

intensive, making it 

slower for real-time 

applications. 

• Require selection of 

the mother wavelet, 

affecting the 

representation. 

Not given 

(Shukla & 

Piratla, 

2020b) 

CNN 

(Shukla & 

Piratla, 

2019, 

2020a) 

Mel plot 

• Mimic human auditory 

perception, emphasizes 

frequency bands relevant 

to human hearing. 

• Reduce dimensionality 

while preserving relevant 

information. 

• Information loss when 

dimensionality reduction 

• Require selection of 

parameters such as 

window size and Mel 

filter bank. 

• Fixed time resolution, 

misses the rapid changing 

of signals occurring over 

the short time scale 

CNN 
(Chuang et 

al., 2019) 

DCAE 
(Muller et 

al., 2021) 

CNN 
(Tsai et al., 

2022) 

Siamese 

CNN 

(C. Zhang et 

al., n.d.) 

Recurrence 

plot 

• Reveal underlying 

dynamics and chaos in 

acoustic signals. 

• Applicable to both 

stationary and non-

stationary signals. 

• Require parameter 

tuning, affecting the 

representation 

• Interpretation can be 

subjective. 

CNN 
(Y. Nam et 

al., 2021) 

RGB 

format plot 

• Represent up to three 

dimensions of data 

simultaneously using 

color channels. 

• Visually intuitive, easier 

to interpret the data. 

• Limited to three 

dimensions. 

• Require normalization 

and color mapping, 

which may result in 

information loss. 

CNN 
(Vankov et 

al., 2020) 

CNN 
(P. Liu et 

al., 2023) 

*CNN-convolutional neural network; VAE-Variational Autoencoder; DCAE-Deep 

Convolutional Auto Encoder; RGB image - Red, green and blue image 

2.4.1.3.1 Short-Time Fourier Transform 

STFT enables the analysis of time-varying signals in the frequency domain and involves 

dividing a signal into overlapping short segments, computing the Fourier Transform 
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(FT) of each segment, and then stitching them together to obtain a time-frequency 

representation of the signal (Boashash, 2016). In leak diagnosis, STFT can be used to 

analyze the frequency components of the sound signal captured from the pipeline, which 

generates a spectrogram as the input for a CNN, allowing the extraction of multi-

dimensions features from the data. Related studies include R. A. Cody et al. (2020) and 

Yu et al. (2023), who used STFT to decompose acoustic signals into time-varying 

spectral components and extract the overall features of the 2D data, which can then be 

fed into a CNN for subsequent modeling. 

2.4.1.3.2 Continuous Wavelet Transform 

Unlike WT used in conventional machine learning models to denoise signals or extract 

features, WT referred to here is the Continuous Wavelet Transform (CWT) that 

simultaneously enables the analysis of non-stationary signals in both time and 

frequency domains. It involves convolving a signal with a family of scaled and 

translated wavelets to obtain a representation of the signal as a function of time and 

scale (Mallat, 2009). CWT offers improved time-frequency resolution compared to 

STFT and allows variable frequency resolution by decomposing signals into wavelet 

coefficients at different scales, making it useful for detecting and analyzing transient 

events. It is mainly applied in studies of Shukla & Piratla’s research team (Shukla & 

Piratla, 2019, 2020a, 2020b), where Morse Wavelet was utilized to convert and analyze 

acoustic signals with complex structures.  

2.4.1.3.3 Mel Spectrogram 

Mel Spectrogram is a signal processing technique that accounts for the non-linear 

human perception of frequency. It involves transforming a signal into the frequency 
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domain using the Short-Time Fourier Transform and mapping the resulting spectrogram 

onto a Mel-frequency scale. This scale emphasizes important acoustic features of the 

audio, allowing for more effective analysis and interpretation (M. Xu et al., 2005). The 

representation is often more effective than traditional Fourier analysis because it can 

capture the nonlinearity of human hearing, emphasizing lower-frequency signals, which 

is essential for detecting subtle changes in acoustic signals that may indicate leaks. 

Chuang et al. (Chuang et al., 2019) and Muller et al. (Muller et al., 2021) have shown 

that the Mel spectrogram can extract multi-dimensional data for improved models. 

However, Mel spectrograms may lose some high-frequency information in the acoustic 

signals. 

2.4.1.3.4 Other Techniques 

Several techniques can be used to transform time series into multi-dimensional data 

beyond time-frequency analysis. One simple transformation method is to convert one-

dimensional time-series data into a matrix format based on time steps (J. Choi & Im, 

2023). However, this approach may result in loss of frequency and time-frequency 

information and may not perform better than one-dimensional signals. A recurrence plot 

is expressed on a multi-dimensional plane to visualize the characteristics of time series 

data (ECKMANN et al., 1995). Nam et al. (Y. Nam et al., 2021) used recurrence plots 

to find patterns in time series data. However, RP loses the components of high-

frequency information, which STFT and CWT can detect. In addition, for RGB space, 

Vankov et al. (Vankov et al., 2020) utilized the characteristics of experimental 

instruments to construct multi-dimensional data. They arranged the data into a matrix 

according to the regularity of time and used a vibration transducer to collect the 
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vibration data of the x and y axes. The values from the x-axis, y-axis, and timestamp 

represent the red, green, and blue channels in an RGB image. Meanwhile, Liu et al. (P. 

Liu et al., 2023) also proposed an innovative transformation approach. It first transforms 

the one-direction signal to a two-dimensional grayscale image based on time series, then 

converts the greyscale to three-channel RGB. This approach minimizes reliance on 

expert knowledge. However, the former approach has particular prerequisites for the 

data acquisition instrument. Furthermore, as the multi-dimensional data is organized in 

rows and columns based on time series, there is a risk of information loss during the 

transformation process. 

Overall, time-frequency domain analysis is essential for analyzing non-stationary 

signals like those encountered in leak diagnosis. STFT, CWT, and Mel spectrogram are 

commonly used techniques to extract signal features. These techniques have broad 

applicability in signal analysis, can extract multi-dimensional data for CNN and 

improved models, provide valuable insights into leak diagnosis, and contribute to 

developing more accurate and efficient detection methods. It is also important to note 

that intrinsic patterns of leak acoustic signals need to be considered when choosing the 

appropriate processing technique to enhance the information representation.  

2.4.2 Feature Selection 

Feature selection is crucial in creating robust pattern recognition or leak detection 

classifiers. Redundant features can impede classifier efficiency and accuracy and 

increase the computational burden and expense if the input features cannot distinguish 

between samples. The process of feature selection involves identifying relevant features 

https://www.sciencedirect.com/topics/engineering/grayscale-image
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and discarding irrelevant ones. Feature selection methods can generally be categorized 

into three types: wrapper, embedded, and filter methods (Chandrashekar & Sahin, 2014). 

i. Filter Methods 

Filter methods use a suitable ranking criterion to score variables and a threshold to 

remove irrelevant ones. These ranking methods, applied before classification, are 

effective in practical applications and filter out variables with low feature relevance, 

which is a fundamental property of unique features in the data. One of the conventional 

filter methods employed in ML-based water leak diagnosis is the Kullback-Leibler 

distance. This method evaluates the importance of features by analyzing their 

probability distribution in scenarios with and without water leaks (S. Li et al., 2018; T. 

B. Quy et al., 2019; Tijani & Zayed, 2022). Another typical method is Mutual 

Information (MI), which was applied by R. Cody et al. (R. Cody et al., 2017) to extract 

features as it measures the degree of mutual dependence between two variables. 

Additionally, correlation analysis was applied by Tijani et al. (Tijani et al., 2022) to 

evaluate the linear relationship between pairs of features, and it can further remove 

redundant features with high correlation values. Yu et al. (T. Yu et al., 2023) adopted 

the Analysis of variance (ANOVA) to calculate the variance of features between and 

within classes. The feature is statistically significant once the between-classes variance 

is higher than the within-class variance. 

ii. Wrapper Methods 

Wrapper approaches employ the performance of predictive models as a criterion to 

select subsets of variables. However, evaluating all possible subsets is computationally 

infeasible. Hence, search algorithms are implemented to identify optimal subsets 
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heuristically. Simplified algorithms such as sequential search or evolutionary 

algorithms (e.g., genetic algorithm and particle swarm optimization) are mainly utilized 

to produce computationally feasible and satisfactory results for large datasets. Several 

studies have used wrapper methods to select essential features for subsequent model 

development. For instance, Boruta, a wrapper method, uses a simple model to identify 

and remove irrelevant or redundant features from a dataset and iteratively compares the 

importance of original features with that of shadow features. The consistently more 

essential features than their shadow counterparts are considered significant and selected 

for further analysis. W. Xu et al. (W. Xu et al., 2022) used Boruta to classify acoustic 

features into tentative, confirmed and rejected. Meanwhile, Xu et al. (W. Xu et al., 2022) 

and Zhang et al. (C. Zhang et al., 2022) have used Shapley Additive explanations 

(SHAP), a game-theory-based and ‘select from model’ approach, to explain the 

contribution of features through outputs from machine learning models. The 

contribution can then be used as a basis for feature selection. 

iii. Embedded Methods and Others 

Embedded methods seamlessly integrate feature selection into the training process of 

machine learning models, often by imposing regularization terms on the optimization 

objectives of classifiers. Upon completion of the training process, these methods 

automatically select relevant features. The computational demands, the complexity of 

implementation, and reliance on specialized models may limit their application across 

various detection techniques. Nevertheless, embedded methods offer the potential for 

improved performance and interpretability. Exploring these methods further in acoustic 

leak diagnosis could lead to more efficient and accurate algorithms in the future. 
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PCA has been employed in several studies, including those by Y. Liu et al. (2019), 

Ravichandran et al. (2021), and Terao & Mita (2008), to extract potential acoustic 

features from the data. PCA forms new features that retain the original information by 

projecting the data onto a hyperplane. However, interpreting the meaning of individual 

principal components is challenging, especially when faced with high-dimensional data. 

Table 2.5 summarizes the applied algorithms for selecting acoustic features and their 

limitations. In conclusion, feature selection is essential in creating robust classifiers for 

water leak diagnosis. Various algorithms have been developed to evaluate the quality 

of collected signal features and select relevant features for further analysis. Each of 

these methods has its advantages and limitations. Researchers should choose the 

appropriate feature selection method based on the data type, sample size, and research 

question. Current research does not have a vast data set and does not require high 

computing power. Therefore, it is recommended that performance- and accuracy-based 

methods, such as Boruta and SHAP, be used.  

Table 2.5 The applied feature selection indicator 

Applied study 
Feature 

selection 
Selection method Limitation 

(S. Li et al., 

2018; T. B. 

Quy et al., 

2019; Tijani & 

Zayed, 2022) 

Filter method 
Kullback-Leibler 

distance 

• Sensitive to outliers  

• Influenced by the comparison 

of probability distributions. 

(R. Cody et 

al., 2017) 
Filter method 

Mutual information 

algorithm 

• Sensitive to outliers 

• Computationally intensive 

(Tijani et al., 

2022) 
Filter method 

Correlation 

analysis 

• Limited to linear relationships 

• No causation identification 

(T. Yu et al., 

2023) 
Filter method ANOVA 

• Sensitive to outliers 

• Poor with missing data 

(W. Xu et al., 

2022; C. 
Wrapper 

Shapley Additive 

exPlanations 

(SHAP) 

• Computationally expensive 

• Interpretation challenge 

• Correlated feature sensitivity 
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Zhang et al., 

2022) 

(W. Xu et al., 

2022) 
Wrapper Boruta 

• Computationally intensive 

• Incomplete feature 

identification 

• No causation, only correlation 

(Y. Liu et al., 

2019; 

Ravichandran, 

Gavahi, 

Ponnambalam, 

Burtea, & 

Mousavi, 

2021; Yuriko 

Terao & Akira 

Mita, 2008) 

Other PCA 

• Interpretation challenge 

• Outlier sensitivity 

• Limited to linear relationships 

• Information loss possible 

 

2.5 Acoustic-based Water Leak Detection Models 

Capitalizing on the advantages of ML models, including their interpretability, simplicity, 

and computational efficiency, these models play a critical role in data-driven water pipe 

leak detection. The modeling process primarily encompasses feature extraction, feature 

selection, and the implementation of various modeling techniques. This section 

examines the crucial models, including handcrafted feature-based (HFB) and deep 

learning models. 

2.5.1 Development of HFB Models 

ML-based acoustic leak detection models analyze sound waves emitted by leaks and 

provide accurate information to prevent environmental contamination and financial 

losses. In water leak detection, HFB models refer to ML models that utilize manually 

designed acoustic features extracted from the collected signals. It requires expertise in 

feature selection and design and offers competitive performance. These models have 

become increasingly crucial for establishing efficient water management. Figure 2.4 



40 

 

depicts the main categories of handcrafted feature-based (HFB) models for water leak 

detection. The following section provides a detailed discussion of the applied 

handcrafted feature-based models. 

 

Figure 2.4 Applied HFB models for water pipe leak detection 

2.5.1.1 Artificial Neural Network 

Artificial Neural Network (ANN) is inspired by the human brain (McCulloch & Pitts, 

1943). It consists of interconnected nodes processing information through weighted 

connections solving non-linear relationships by adjusting connections during training 

to minimize prediction error (Krogh, 2008). As illustrated in Equation (2.1), neurons of 

one layer connect only to neurons of the preceding and following layers, for the l th 

layer, the activation 𝑎𝑗
𝑙 of the j th neuron is a sum of the activations in the (l − 1) th layer. 
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where 𝑏𝑗
𝑙 is the bias of the j th neuron, 𝜔𝑗𝑘

𝑙  is the weight from the k-th neuron in the (l − 

1) th layer to the j th layer, and  is the activation function. The training of ANN involves 

adjusting the weights to improve the accuracy of the result by minimizing the observed 

errors. 

In the literature, Kumar et al. (Kumar et al., 2017) early applied ANN to water pipe leak 

detection, using the maximum correlation between the leak signals and background 

noise and feeding the coefficients into an ANN for classification. Subsequent studies 

focused on enhancing the model by adopting various data inputs and modifying the 

model structure. For example, Wang et al. (W. Wang et al., 2021) utilized the attributes 

of ANN, directly inputting 1000 data points corresponding to 1000 input layer neurons 

into the ANN for anomaly recognition. Li et al. (S. Li et al., 2018) used acoustic features 

from time and frequency domains. Furthermore, El-Zahab et al. (El-Zahab et al., 2022) 

utilized MIE to extract the acoustic characteristics of leak signals and background noise 

in water pipes. Regarding model structure, various approaches have been taken to 

improve the overall performance of anomaly recognition models. For example, some 

researchers have focused on enhancing the network architecture using deep learning 

techniques such as CNN and DNN, which will be discussed in Section 2.5.2. 

2.5.1.2 Support Vector Machine (SVM) 

SVM is a supervised ML algorithm commonly used for classification and regression 

tasks (Cortes & Vapnik, 1995). It aims to find the maximum margin separating the 

hyperplane by solving the optimization problem, as illustrated in Equation (2.2) 
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where ||w|| is the L2 norm of the weight vector, and yi is the class label of the i th data 

point. 

Water leak detection works by finding the best decision boundary, called hyperplane, 

to separate the leak samples in the input data with the maximum margin. SVM is 

appropriate for solving leak detection problems with small sample sizes (Z. Wang et al., 

2022). R. Cody et al. (R. Cody et al., 2017, 2018) introduced one-class SVM, a semi-

supervision model that caters to anomaly detection. One-class SVM detects leak 

samples outside of the normal acoustic boundary. It can handle different leak signals 

but requires normal data of high quality. However, it cannot handle multiple-class 

problems and may generate false alarms due to noise. 

2.5.1.3 K-Nearest Neighbors (KNN) 

KNN uses distance metrics to measure similarity among samples, classifying instances 

or performing regression based on the K closest neighbors in the feature space. The 

main advantages of KNN are simplicity, ease of implementation, and adaptability. 

However, according to the results of studies, its performance may be inferior to other 

methods and sensitive to the choice of parameters and the quality of training data. For 

instance, in the context of MEMS accelerometer data, KNN demonstrates the least 

identification capability compared to other methods, such as decision trees and random 

forests for both metal and non-metal material (Tariq et al., 2022). Meanwhile, KNN 

performed worse than SVM and DT in detecting leaks of different sizes in the study of 

Virk et al. (Virk et al., 2020). 
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2.5.1.4 K-means Clustering 

Inspired by the concept of distance metrics and clustering of data points, K-means 

clustering is an unsupervised technique that partitions a dataset into K-clusters based 

on similarity (MacQueen, 1967). El-Zahab et al. (El-Zahab et al., 2019) applied it to 

clustering collected samples into different leak statuses. While it discovers data patterns 

without labeled examples, K-means struggles with scarce leak signals, unbalanced 

clustering sizes, and sensitivity to outliers, which may affect centroid locations and 

cluster assignments (Berkhin, 2006). Additionally, noise in acoustic signals from field 

experiments can influence model performance. 

2.5.1.5 Gaussian Mixture Model (GMM) 

As a family of probabilistic machine-learning algorithms, GMM is also a clustering 

algorithm. Compared to K-means clustering, GMM provides benefits such as 

adaptability in modeling diverse cluster shapes and sizes, increased outlier resilience, 

and enhanced fitting to the underlying data distribution. However, these advantages 

come with the trade-offs of higher computational complexity and susceptibility to 

parameter initialization issues. To strengthen model performance further, multi-scale 

Kolmogorov-Smirnov was applied to extract important features (Rai & Kim, 2021). 

Furthermore, Liu et al. (2022) proposed an ensemble model that generates several 

weights to reduce outlier sensitivities.  

2.5.1.6 Naive Bayes 

Naive Bayes classifiers, grounded in the Bayes theorem, are a family of probabilistic 

machine-learning algorithms that operate under the assumption of feature independence 
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(H. Zhang, 2004). As shown in Equation (2.3) the naive Bayes classifier predicts that x 

belongs to the class that has the highest posterior probability 
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where p(Ck) is the class prior probability, p(x|Ck) is the likelihood, and p(x) is the 

predictor prior probability. 

It is proposed based on the independence assumption, but the extracted acoustic features 

might correlate, potentially impacting the classification accuracy (Domingos & Pazzani, 

1997). Thus, Naïve Bayes was not widely applied for water leak detection, even though 

it achieved good performance in leak detection (El-Zahab et al., 2018; Fares et al., 2022) 

and leak size identification (El-Zahab et al., 2018). 

2.5.1.7 Tree-based Model 

Decision tree (DT) is a popular supervised learning algorithm for classification and 

regression. However, its performance in water leak detection is often inferior to other 

ML models (Tijani et al., 2022; T. Yu et al., 2023) due to its sensitivity to the dataset 

and overfitting.  

To overcome this issue, ensemble methods were applied, including Random Forest (RF), 

Gradient boosting tree, and XGBoost have been proposed. These methods combine 

multiple decision trees to improve accuracy and robustness, making them practical for 

handling complex non-linear relationships between features and the target variable. 

Ensemble methods handle high-dimensional datasets with complex non-linear 

relationships and provide a measure of feature importance, making them widely used 

for various classification and regression tasks (Rayaroth & G, 2019). Therefore, they 

have been widely adopted for leak detection (J. Butterfield et al., 2018; G. Guo et al., 
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2021b; Singh et al., 2021; Tariq et al., 2022; W. Xu et al., 2022), with studies showing 

excellent performance among different models. The details and advantages and 

disadvantages of each algorithm can be referred to following studies (T. Chen & 

Guestrin, 2016; Friedman, 2001; Tin Kam Ho, 1998). 

2.5.1.8 Summary 

Overall, the ML model selection should be based on the specific requirements and 

constraints of the problem rather than solely on the latest or best model available 

(Provost & Fawcett, 2013). Table 2.6 provides detailed adopted HFB leak detection 

models for water pipes, including advantages and disadvantages, for reference. 

Table 2.6 A summary of HFB models for water leak detection using acoustic signals 

Model Advantages Disadvantages Ref 

ANN 

• Ability to model 

complex 

nonlinear 

relationships 

between inputs 

and outputs 

• Be able to learn 

from large 

datasets and 

improve 

performance over 

time 

• Black box in nature and 

hard to explain 

• Be prone to overfitting 

• Be computationally 

intensive, particularly for 

large-scale applications 

(Bohorquez et al., 2020; El-

Zahab et al., 2022; Fares et 

al., 2022; Kumar et al., 

2017; S. Li et al., 2018; 

Ravichandran, Gavahi, 

Ponnambalam, Burtea, & 

Mousavi, 2021; Tijani et 

al., 2022; W. Wang et al., 

2021) 

SVM 

• Perform well in 

high-dimensional 

spaces 

• Be robust to 

outliers in the data 

• Ability to model 

nonlinear 

relationships 

between inputs 

and outputs using 

kernel technique 

• Sensitive to the choice of 

parameters 

• The decision boundary 

created by SVMs can be 

difficult to interpret 

(Ayati et al., 2022; Banjara 

et al., 2020; Chi et al., 

2022; Chuang et al., 2019; 

R. Cody et al., 2017, 2018; 

Diao et al., 2020; Duong & 

Kim, 2018; El-Zahab et al., 

2018; Fares et al., 2022; G. 

Guo et al., 2021b; X. Guo 

et al., 2024; Y. Liu et al., 

2019; Luong & Kim, 2020; 

Pan et al., 2018; T. Quy & 

Kim, 2019; Rashid et al., 

2014; Saravanabalaji et al., 

2023; Singh et al., 2021; 

Tijani et al., 2022; 

Vanijjirattikhan et al., 

2022; Virk et al., 2020; Z. 

Wang et al., 2022; T. Xu et 

al., 2021; Yang et al., 2010; 

T. Yu et al., 2023; Yuriko 
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Terao & Akira Mita, 2008; 

C. Zhang et al., 2022; S.-L. 

Zhao et al., 2023) 

KNN 

• Easy to 

understand and 

implement 

• No need to make 

any assumptions 

about the 

underlying data 

distribution 

• Sensitive to the choice of 

distance metric 

• Struggle with imbalanced 

classes 

(Chuang et al., 2019; 

Levinas et al., 2021; T. B. 

Quy et al., 2019; Singh et 

al., 2021; Tariq et al., 2022; 

Tijani et al., 2022; Ullah et 

al., 2023; Virk et al., 2020; 

T. Yu et al., 2023) 

K-means 

clustering 

• Simple and easy-

to-implement 

• Computationally 

efficient and can 

converge quickly 

• Sensitive to the initial 

choice of centroids and 

outliers 

• Require prior knowledge of 

the number of clusters 

(El-Zahab et al., 2019) 

GMM 

• Able to model 

complex 

distributions by 

combining 

multiple Gaussian 

distributions 

• Ability to handle 

overlapping 

clusters 

• Sensitive to the initial 

choice of parameters 

• The number of components 

in GMMs can be difficult to 

interpret 

• Require Prior Knowledge 

of the number of 

components 

(M. Liu, Yang, et al., 2022; 

Muller et al., 2021; Rai & 

Kim, 2021; Rashid et al., 

2014) 

Naïve 

Bayes 

• Easy to 

understand and 

implement 

• Require less 

training data 

• Robust to 

Irrelevant 

Features 

• Assumption of the 

independence of features 

• Limited model flexibility 

and sensitivity to outliers 

(El-Zahab et al., 2018; 

Fares et al., 2022; T. Quy & 

Kim, 2019) 

Decision 

Tree 

• Easy to interpret 

and visualize 

• Able to handle 

both categorical 

and numerical 

data 

• Ability to handle 

missing data 

• Prone to overfitting 

• Sensitive to small changes 

in the data 

• Possible bias in imbalanced 

data. 

(El-Zahab et al., 2018; 

Fares et al., 2022; G. Guo 

et al., 2021b; Harmouche & 

Narasimhan, 2020; Tariq et 

al., 2022; Tijani et al., 

2022; Virk et al., 2020; T. 

Yu et al., 2023) 

Ensemble 

Tree 

Model 

• Able to handle 

non-linear and 

complex data 

• Provide a measure 

of feature 

importance 

• Computation is expensive. 

• Interpretation can be 

challenging. 

• Possible bias in imbalanced 

data. 

(J. Butterfield et al., 2018; 

Fares et al., 2022; G. Guo 

et al., 2021b; Harmouche & 

Narasimhan, 2020; 

Saravanabalaji et al., 2023; 

Tariq et al., 2022; W. Xu et 

al., 2022) 

 

2.5.2 Development of Deep Learning Model 

In acoustic leak detection, HFB models, such as ANN, have been widely used to analyze 

acoustic data and identify leaks. However, deep learning models have emerged as an 
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advanced technique that handles large and high-dimensional datasets with complex 

patterns and features. As an illustration, Vanijjirattikhan et al. (2022) used deep neural 

networks (DNN) to process thousands of acoustic data samples from the leak detection 

system. They were incorporated with genetic algorithms to optimize their structure 

(Duong & Kim, 2018). Despite being a deeper iteration of ANN, DNN exhibits 

significantly higher complexity and demands substantial computational resources. 

In contrast to DNN, CNN is a type of deep learning that automatically extracts and 

suppresses meaningful features from input data using convolutional layers. CNN has 

revolutionized the field of acoustic leak detection by capturing time-frequency features 

and local patterns in data, significantly improving the identification performance 

(LeCun et al., 2015). Therefore, the following section focuses on CNN and describes 

improvements to the applied model. 

CNN is the most applied deep learning model for acoustic water leak detection, as it 

analyzes and extracts features from complex data such as spectrograms. Other deep 

learning models, such as RNN and LSTM, have been utilized in different applications 

but have not been widely explored for acoustic water leak detection. Therefore, this 

section describes the attempts applied on CNN, including the adopted optimizer and 

structures, as shown in Table 2.7. 

Table 2.7 Applied optimization techniques and improved structure for CNN 

  Details Ref 

Input Data 

1-D 

CNN 

• Analyzes time pattern characteristics 

• Detects local time-series 

characteristics 

• Less capable of capturing frequency 

(Z. Ahmad, Nguyen, & Kim, 2023; 

Bohorquez et al., 2020; Boujelben et al., 

2023; Kang et al., 2018; Vanijjirattikhan 

et al., 2022; W. Wang & Gao, 2023; M. 

Zhou et al., 2021) 

2-D 

CNN 
• Captures both time and frequency 

features 

(Bykerk & Valls Miro, 2022; J. Choi & 

Im, 2023; Chuang et al., 2019; R. A. 
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• Handles multi-dimensional input data Cody et al., 2020; G. Guo et al., 2021b; 

P. Liu et al., 2023; Y. Nam et al., 2021; 

Ravichandran, Gavahi, Ponnambalam, 

Burtea, Mousavi, et al., 2021; Shukla & 

Piratla, 2020a; Siddique, Ahmad, Ullah, 

et al., 2023; Tsai et al., 2022; Vankov et 

al., 2020; Wu et al., 2023; T. Yu et al., 

2023; B. Zhou et al., 2020) 

Main 

structure 

LeNet-5 

• Suitable for small-scale 2-D data 

recognition. 

• Simple and effective structure. 

(J. Choi & Im, 2023) 

Squeeze

Net 

• Lightweight model with smaller size 

and parameters. 

• Parameter compression reduces 

storage and computation. 

• Achieves a good balance between 

model size and accuracy 

(T. Yu et al., 2023) 

AlexNet 

• Introduces ReLU activation and GPU 

parallel computing. 

• Requires significant resources and 

training time. 

(Shukla & Piratla, 2020a) 

VGG 

• Simple and unified structure for easy 

implementation. 

• Uses small kernels and pooling for 

improved performance. 

(C. Zhang et al., 2023) 

Residua

l 

Networ

k 

• Reduces vanishing gradient problem 

• Increase model complexity 

• Require more training data 

(G. Guo et al., 2021b; Mei et al., 2022; 

Peng et al., 2023); 

CS-ResNet (Mei et al., 2022); ResNet 

V2 (Vankov et al., 2020) 

Optimizer 

Transfer 

Learnin

g 

• Faster training and higher robustness 

• Not suitable for a new task 

• Limited flexibility in modifying the 

architecture 

(G. Guo et al., 2021b; P. Liu et al., 

2023; M. Zhou et al., 2021) 

Autoenc

oder 

• Extract features without labeled data 

• Reduce the dimensionality of data 

• Generate new data 

(R. A. Cody et al., 2020; Kingma & 

Welling, 2013; Ravichandran, Gavahi, 

Ponnambalam, Burtea, Mousavi, et al., 

2021; Siddique, Ahmad, & Kim, 2023; 

Tsai et al., 2022) 

Data 

fusion 
• Utilize the signals from multiple 

sources to enhance validity and accuracy. 
(W. Wang & Gao, 2023) 

Siamese 

CNN 

• Identifies identical or different 

objects 

• Trains on a few samples 

(C. Zhang et al., 2023); Pseudo-siamese 

(P. Zhang et al., 2023) 

 

Figure 2.5 provides the comprehensive optimization efforts of studies that utilized 

CNN to detect water pipe leaks. According to the dimension of the input data, CNN 

leak detection models can be mainly divided into 2D-CNN and 1D-CNN. Many studies 

have adopted the structure of 2D-CNN, primarily extracting time-frequency 

information from the 2D data using convolutional kernels. Meanwhile, 1-D CNN 
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intends to directly analyze the time pattern characteristics and attributes in one-

dimensional acoustic signals generated by water leakage. The input one-dimensional 

signals were obtained using an acoustic rod, AE sensors, and accelerometers deployed 

along the pipeline (Z. Ahmad, Nguyen, & Kim, 2023; Kang et al., 2018; Vanijjirattikhan 

et al., 2022). The proposed 1-D CNN can detect the local time characteristics for fault 

identification without signal transformation. Meanwhile, data fusion was adopted to 

enrich the information. Wang and Guo (2023) used pressure and acoustic to reconstruct 

the data matrix, providing more reliable data support for the diagnosis algorithm. 

However, 1-D CNN can capture fewer features in the frequency domain and time-

frequency characteristics.  

 

Figure 2.5 General workflow of cnn for water pipe leak detection 

Researchers have adopted classic CNN models and explored various modifications to 

enhance model performance in acoustic data analysis for the main structure of CNN. 

LeNet-5 pioneered CNN for small-scale image recognition (LeCun et al., 1998). Choi 

and Im (2023) applied it to analyze short vectors, transforming the magnitude spectrum 
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vector of 1*512 to a matrix of 32*16 as input for the CNN detection model. AlexNet 

revolutionized image classification with its deep architecture (Krizhevsky et al., 2017), 

incorporating multiple convolutional and fully connected layers and introducing key 

techniques such as ReLU activation functions, local response normalization, and 

dropout to address training challenges and enhance generalization. Shukla and Piratla 

(2020a) utilized AlexNet to analyze the more complex scalogram with 227 * 227 size, 

which might not be suitable for LeNet-5. Visual Geometry Group (VGG) is known for 

its simple, effective deep architecture with multiple convolutional layers (Simonyan & 

Zisserman, 2014). It uses small 3x3 filters, allowing for variations by adjusting the 

network depth. It is acknowledged to be an effective tool for audio classification 

(Hershey et al., 2017). Thus, it has been used to process 96*64 mel spectrogram for leak 

detection. ResNet is a deep neural network with skip connections designed to address 

the vanishing gradient problem (He et al., 2016), facilitating the training of deeper 

models. ResNet offers improved gradient flow, easier optimization, and enhanced 

performance in capturing complex signal patterns in acoustic-based water leak detection. 

However, ResNet is limited by increased architectural complexity and potential 

overfitting on small or unrepresentative datasets. To cover this, Mei et al. (2022) utilized 

compressed sensing to achieve relatively high leakage identification accuracy while 

significantly reducing model training time. 

On the other hand, SqueezeNet achieved high accuracy while reducing the number of 

parameters, making it well-suited for resource-constrained environments like mobile 

devices (Iandola et al., 2016). Yu et al. (2023) compared SqueezeNet with other HFB 
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classifiers and found that SqueezeNet is an effective and powerful tool for identifying 

leaks in water pipe networks. 

Meanwhile, the Siamese structure is incorporated with CNN to compare the similarity 

of input signals. It is more robust to the class imbalance in datasets because it focuses 

on learning pairwise relationships rather than class-specific features (Koch et al., 2015). 

When given the baseline, the model can determine whether the collected data relates to 

scheduled/unscheduled events. Zhang et al. (2023) adopted the Siamese CNN model, 

classifying acoustic files into anomalies, background, or environmental noise. When 

detecting anomalous status, a field investigation will be conducted if the waveform is 

classified as an anomaly unrelated to predetermined events. The model has been 

validated using data from Adelaide's recordings. Besides, Zhang et al. (2023) adopted 

the pseudo-siamese CNN that uses two parallel convolutional structures for processing 

the handcrafted features and collected signals, achieving feature fusion. 

Transfer learning (TL) has also been introduced in the main structure of the CNN leak 

detection model to enhance performance. Research on water pipe leakage detection 

predominantly relies on parameter-based and feature-based transfers. Parameter-based 

TL is commonly utilized when applying classical CNN models. Liu et al. (2023) 

adopted several pre-trained models (e.g., ResNet, VGG) and replaced the final fully 

connected layers for fine adjustment. Similarly, Zhang et al. (2023) also conducted a 

similar TL process on VGG to establish Siamese models. Besides, Guo et al. (2021b) 

applied parameter-based TL, pre-trained the model parameters using water leakage data 

from Chengdu, and then transferred it to the cases in Changzhou. On the other hand, 

feature-based TL transfers feature representation from source to target data, enabling 
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traditional ML approaches to perform better. Liu et al. (2023) transferred the trained 

HFB networks as the feature layers for the subsequent classification model. The result 

reveals that the feature-based classification methods significantly outperform 

parameter-based and traditional CNN. 

The previous convolutional layers or main structure can be regarded as performing 

feature extraction, wherein they extract relevant information and feed it into the 

classification part. In acoustic leak detection, most traditional CNN employs multi-layer 

perceptron (also known as a type of feedforward ANN (Haykin & Network, 2004)) for 

classification purposes. Shukla & Piratla (2020a) applied the typical 2-D CNN for fault 

identification. The proposed model captures the time-frequency characteristics and 

condenses them into each perceptron neuron, revealing the impact of external physical 

factors.  Alternatively, Kang et al. (2018) proposed an ensemble classification method 

that respectively feeds the features from convolution into the MLP and SVM for cross-

classification. The proposed CNN-SVM model improves the classification accuracy 

compared to one-dimensional feature extraction and traditional deep learning 

architectures. 

Autoencoders compress and reconstruct data by minimizing the discrepancy between 

the original and reconstructed data, thereby enhancing flexibility and capabilities in the 

training process when combined with CNN. Convolutional autoencoder (CAE) is 

designed to handle grid-like data, applied by Tsai et al. (2022) to suppress multi-

dimensions matrix, preserving the correlation between the timing information on the 

compression matrix and the sensor. Siddique et al. (2023) and Ahmad et al. (2022) 

utilized Convolutional Autoencoders (CAE) to extract global features, which were then 
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combined with the local features extracted by the traditional CNN structure. This fusion 

of global and local features offers a comprehensive information representation for 

accurate acoustic leak detection. Meanwhile, the variational autoencoder (VAE) is a 

probabilistic autoencoder that learns the parameters of latent space distribution, 

enabling new sample generation and unsupervised learning tasks (Kingma & Welling, 

2013). In literature, Cody et al. (2020) insert VAE into CNN. The model is built based 

on the non-leak scenario, thus establishing a semi-supervision detection system. In 

acoustic leak detection, VAEs enable unsupervised learning and identify anomaly 

patterns. Meanwhile, CAE efficiently captures multi-dimensional patterns and 

relationships in acoustic data, making them suitable for feature extraction related to leak 

detection. 

2.6 Research Gaps 

 

Figure 2.6 Summary of limitations and potential future directions 
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In addition to the progress reviewed in the previous sections, limitations and gaps still 

require further investigation. Figure 2.6 analyzes the principal limitations and gaps of 

the proposed approaches and outlines potential avenues for future research to mitigate 

them. 

2.6.1 Limitation and Gaps 

2.6.1.1 Data Scarcity and Integrity 

Water leak diagnosis research needs to build a laboratory-simulated testbed or collect 

data from the field measurements, which requires a lot of capital investment and long-

term experiments. Most existing research contains limited samples, especially when 

using complex models (e.g., CNN). In several studies (G. Guo et al., 2021b; Y. Nam et 

al., 2021; T. Yu et al., 2023), data segmentation or enhancement techniques were used 

to divide data samples into sub-samples with similar acoustic characteristics. A part of 

the experimental studies was based on data from a single location, and all data was 

generated in one location. During training, the sound recorded in a region was also used 

to verify the model's performance in the same area. Consequently, if data is present in 

both the training and testing sets, it may result in overfitting or inflated accuracy, 

violating the requirement for independence between training and testing sets (Y. Nam 

et al., 2021). 

Notably, the authors noticed that data sharing was rare in the relevant research area, and 

there is no such open database similar to the one in computer vision. This implies that 

researchers who want to replicate or advance the studies should spend additional time 

on data collection, preprocessing, and labeling. It is also not feasible, and there is no 

benchmark to validate the performance of models developed by different researchers 
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on another water pipe network with distinct characteristics. Moreover, only Guo et al. 

(G. Guo et al., 2021b) shared the code for developing CNN, allowing other researchers 

to build on their work. A possible reason for the lack of data sharing is that researchers 

wanted to protect their intellectual property rights and competitive advantage in 

developing novel detection techniques (Stieglitz et al., 2020). It may lead to a research 

monopoly by a few researchers who have access to the data, which hinders the healthy 

development and progress of the field. Therefore, the authors encourage the researchers 

in this research area to establish an open dataset. For example, Aghashahi et 

al.(Aghashahi et al., 2023) provided the benchmarking dataset for leak diagnosis, 

properly facilitating relevant studies, which can contribute to academic and industrial 

development.  

2.6.1.2 Limited Generalizability of Model 

Although numerous studies have reported high accuracy, 90% or even 100% of the 

developed ML-based models for leak diagnosis in water pipes, the generality of current 

ML-based leak diagnosis models is limited due to their significant dependence on the 

training dataset. Generally, the acoustic signal induced by water leaks is associated with 

various factors, including pipe diameter, pipe thickness, pipe material, pipe pressure, 

leak size, backfill soil, and so on (J. Butterfield et al., 2018; Sitaropoulos et al., 2023b). 

It has been found that leaks generated different acoustic responses, even with the same 

flow rate and distance to the sensor but different topology (Sitaropoulos et al., 2023a). 

However, it is not practical to simulate all scenarios in laboratory conditions, not even 

in field measurements. The signals used for model development are a subset of the 

complete dataset, whose representativeness is limited, posing challenges in capturing 
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the true diversity of leak scenarios in water pipe signals. In addition, the attenuation of 

leak signals in the propagation from the leak source to the sensor locations leads to a 

loss of partial leak information. Therefore, the data collected at different locations are 

different. Existing studies have not treated the attenuation of leak signals in much detail 

in developing ML-based models. As a result, the developed models may exhibit poor 

performance in areas where data has not been collected, thereby hindering their 

generalizability to new employment sites. Clear evidence is the work conducted by 

Terao and Mita (Yuriko Terao & Akira Mita, 2008), who applied the newly collected 

data to the previous research, which only obtained 53.6% accuracy.  

From the perspective of model complexity, a simple model may not be able to learn 

complex acoustic patterns in leak signals. In contrast, an overly complicated model may 

overfit the training data, leading to decreased performance in new areas (Goodfellow et 

al., 2016). Factors such as overfitting, underfitting, and inadequate model selection can 

contribute to poor generalization. In particular, for DNN and CNN, the numerous 

parameters and complex model structure might exacerbate the overfitting problem.  

2.6.1.3 Constrained Theoretical Foundations And Innovations 

The limited theoretical foundation of ML models poses inherent limitations, leading to 

a greater emphasis on empirical rules and experimentation in water pipe leak models. 

Most studies rely on parametric studies to determine appropriate data segmentation 

methods and employ optimization methods such as grid search to optimize model 

parameters. The model lacks a solid theoretical basis and has poor interpretability. 

Therefore, the model may not be able to detect or correct its errors or biases, which may 
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lead to inaccurate, unfair, or harmful results. Users or stakeholders might not easily 

understand and accept ML techniques. 

Meanwhile, the research on water leak diagnosis using ML is mainly based on applying 

existing models. The modeling phase of each study is almost similar, especially for the 

traditional machine learning models. At the same time, the innovation is mainly 

concentrated in the data preparation stage (for example, applying different data 

processing techniques), which is relatively similar. There is a lack of innovative 

research related to water leak diagnosis. Last, ML-based water leak diagnosis studies 

prioritize the development of intricate algorithms, overlooking the integration of 

sufficient domain knowledge, such as the generation of leak acoustic signals and their 

propagation characteristics along water pipes. Such oversights may result in models that 

fail to capture the core principles that govern the phenomena under study, thereby 

imposing limitations on both the theoretical foundation and innovation potential. 

2.6.1.4 Constraints in Acoustic Feature 

Most ML-based leak diagnosis models are based on insufficient features because the 

features of leak signals have not been fully understood. As mentioned, the acoustic 

signals collected under different conditions may have other acoustic characteristics. The 

difference is even more pronounced when considering the attenuation of leak signals in 

the propagation along water pipes. Evidence found by Hunaidi & Chu (Hunaidi & Chu, 

1999) demonstrates that the acoustic noise generated by leaks in plastic pipes suffered 

rapid attenuation after propagating over long distances, and the frequency components 

of collected signals presented great variability. As a result, the leak noise signature 

could become indistinguishable from the acoustic characteristics of non-leak data. 
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Therefore, further research is needed to study and understand the features of leak signals 

and incorporate pipe characteristics and attenuation patterns into the feature engineering 

to explain the acoustic signal better. 

2.6.1.5 Insufficient Real-World Applicability 

In the current body of ML-based modeling research, while models can differentiate 

between leaks and noleak signals, there is a lack of specifically developed leak 

diagnosis models for practical applications. Several studies (El-Zahab et al., 2022; S. Li 

et al., 2018) deployed sensors on the surfaces of pipes. However, this approach is less 

feasible in real-world situations, as water pipes are typically underground, making 

sensor attachment challenging. Optional deployment places are generally valves that 

can be opened and used to attach sensors, which are also used in practical applications 

(Kang et al., 2018; Tariq et al., 2022; Tijani & Zayed, 2022). Although ML models can 

determine leak status, they do not provide information about which pipe is experiencing 

the leak since the sensor can sense the possible leak noise propagated from all pipes that 

it is connected to, diminishing the practical value of ML detection models.  

Furthermore, while some studies have examined the model's ability to identify varying 

leak sizes (Duong & Kim, 2018; W. Wang et al., 2021), there is limited information on 

the maximum detectable leak distance for ML-based models. It’s been confirmed that 

leak signals attenuated much more quickly in plastic pipes than in steel pipes (J. M. 

Muggleton et al., 2004), and the attenuation pattern also differs in pipes with different 

characteristics (F. Almeida et al., 2014a; Brennan et al., 2018b). Consequently, during 

practical implementation, it is hard to optimally configure the detection network based 

on the model's performance or to efficiently schedule inspection and maintenance work, 
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ultimately affecting the effectiveness of the model. Therefore, much more effort is 

suggested to examine the detectable capability of developed models, which can help 

optimize the sensor deployment in the field water pipe network.  

2.6.2 Future Directions 

2.6.2.1 Data Project 

To deal with the problem of data scarcity, techniques such as data augmentation and 

synthesis can be used to enrich the dataset. Meanwhile, data sharing is encouraged to 

establish a benchmark dataset for the research area. 

i. Data Augmentation 

Data augmentation is a technique used to increase the diversity and size of a dataset by 

creating new samples through various transformations applied to the existing dataset. 

Previous studies were mainly applied to the time domain, and future work can focus on 

frequency and time-frequency domains, including frequency masking and filter 

augmenting. Herein, frequency masking randomly obscures some frequency bands in 

the signals to emulate diverse acoustic environments and noises (Park et al., 2019), 

increasing the model's resilience to frequency variations. Filter augment randomly 

assigns different weights to frequency bands in the signals to imitate acoustic filters (H. 

Nam et al., 2022), which allows the model to extract relevant information from broader 

frequency regions. 

ii. Data Synthesis 

Data synthesis is used to generate new samples that can be used for data simulation and 

testing in acoustic water leak diagnosis. Various techniques can be employed to enhance 
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the comprehensiveness of a dataset, such as waveform concatenation, generative 

adversarial networks, Variational Autoencoders, and WaveNet.  

Waveform concatenation refers to dividing time series into several segments and 

recombining them to generate new samples (Z. Meng et al., 2019). GAN involves a 

generator and a discriminator, working together in a competitive game-like manner to 

generate realistic data similar to the training data (Creswell et al., 2018). GAN can 

create approximately realistic and high-quality acoustic or vibration leak signals, 

augment existing datasets, and improve the performance of ML-based models.  

VAE uses the encoder and decoder networks to learn and generate data while 

encouraging a learned latent distribution to follow a pre-defined probability distribution 

for diverse outputs (Doersch, 2016). VAE can model the underlying structure of 

acoustic data and generate new samples with similar characteristics (Nishizaki, 2017). 

Regarding water pipe leak diagnosis, VAE can be trained to reconstruct clean versions 

of noisy input signals with a denoising objective. WaveNet is a self-regressive model 

that generates one sample at a time and adjusts each new sample based on the previously 

generated samples (Oord et al., 2016). It employs dilated causal convolutions, which 

allow the model to capture both short-term and long-term dependencies in the audio 

waveform. Other cutting-edge methods for data synthesis are also suggested to be 

implemented, and a comparative study is worth carrying out to determine the 

appropriate approach for water leak diagnosis. 

iii. Data Sharing 

To promote collaboration, establishing benchmark datasets is an effective solution to 

help academic studies by offering data that is hard or expensive to collect. This will also 
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support research in this area by allowing verification, replication, extension, and 

comparison of studies. Especially in the ML-based domain, the famed Neural 

Information Processing Systems, for example, will propose a dataset and establish 

competition annually, which promotes the invention of Transformer (Vaswani et al., 

2017). For water leak diagnosis, Vrachimis et al. (Vrachimis et al., 2022) have 

publicized a dataset of pressure and flow signals collected from L-town and appealed 

to international institutions to detect and localize the defects. It promotes the 

development of techniques for defect detection using pressure or flow information. 

Therefore, it is urgent to establish a benchmark dataset of acoustic signals for water leak 

diagnosis, which facilitate the development of technologies in the research area. The 

public dataset is expected to contain sufficient information about physical 

characteristics of target water pipes and have massive validation data to test the 

proposed models thoroughly.  

2.6.2.2 Model Enhancement and Interpretability 

i. Model Enhancement 

Water pipe leaks change acoustic and pressure waves, temperature, and soil properties 

in the vicinity. Relying on a single type of signal provides limited information. Data 

fusion integrates data and knowledge from various sources, improving the reliability 

and robustness of models (Castanedo, 2013). Data fusion also includes the fusion of 

overlapping measurements obtained from the same sensor at different times to improve 

the model's representation, accuracy, certainty, and completeness (Bellot et al., 2002). 

In water pipe detection, current studies primarily use data fusion of multiple sensors of 

the same type. Fusion and utilizing the advantages of different sources of information, 
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such as pressure signals, ground penetrating radar, and electromagnetic induction 

sensors, might help to improve detection accuracy and reduce false alarms (Misiunas et 

al., 2005). In particular, hydraulic information is easier to obtain in water pipe networks 

through the equipped supervisory control and data acquisition system compared to other 

types of signals (Murvay & Silea, 2012), but fewer studies have integrated acoustic and 

hydraulic information for water leak diagnosis. Future research can use data fusion 

techniques in this direction to improve the robustness and accuracy of the model.  

ii. Model Interpretability 

Machine learning models are commonly considered a “black box”, and their results are 

hard to interpret, making it difficult for researchers or industrial practitioners to 

understand the model's inner workings and ensure its reliability.  

Several techniques are proposed to improve interpretability and remove redundant 

features or data. SHAP and Boruta have been utilized to assign weights to each feature 

and enhance interpretability in machinery fault detection (Brito et al., 2022) and water 

pipe leak detection (W. Xu et al., 2022).  

Local sensitivity analysis methods, such as individual conditional expectation plots 

(Goldstein et al., 2015) and partial dependence plots (Friedman, 2001), can be used to 

visualize and analyze interactions between the target response and input features of 

interest. Global sensitivity analysis, which involves changing multiple input features 

simultaneously and measuring the model's response, can also be applied. Techniques, 

including the Morris method and variance-based sensitivity analysis (Homma & Saltelli, 

1996), can quantify the contribution of each input feature and its interaction with the 

model output variance. The intricate models, such as CNN, can be better understood by 
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visualizing filters and activation maps in future research. It is beneficial for detection 

models that rely on the time-frequency spectrum, as it can reveal the acoustic patterns 

or areas to which the model is sensitive. 

2.6.2.3 Enhanced Model 

It is acknowledged that machine learning methods are still in rapid development, and 

new algorithms are constantly being proposed. No algorithm has been considered the 

most appropriate for water leak diagnosis. It is suggested to keep utilizing and 

comparing newly developed models for water leak diagnosis in the future. The 

following are some potential choices for future studies.  

i.  Leak Localization Deep Learning Modeling 

Despite the promising potential of machine learning in water leak detection, its 

application in water leak localization has been largely unexplored. Only one study by 

El-Abbasy et al. (2016) has employed machine learning for water leak localization using 

the acoustic method. This study conducted experiments on a small-scale pipeline, 

utilizing noise loggers to measure signals. The noise levels were used as inputs to train 

an artificial neural network, treating leak localization as a regression problem. However, 

the feasibility of this method in practical engineering applications is uncertain due to 

susceptibility to interference from background noise and the non-linear behavior of leak 

signal attenuation along the pipeline. To address these challenges and leverage recent 

advances in deep learning for time series data, developing an ML-based approach for 

water leak localization would be a meaningful and promising endeavor, focusing on 

achieving efficient and reliable performance. 
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Furthermore, machine learning has found widespread application in sound source 

localization based on time delay. Vera-Diaz et al. (2021) combined a CNN with 

generalized cross-correlation to estimate a Gaussian shape function representing the 

time delay between signals received by a pair of microphones. Wang et al. (2018) 

utilized deep learning-based time-frequency masking to improve speaker localization 

algorithms in noisy and reverberant environments. Bai et al. (2018) employed sparsely 

distributed microphone arrays and artificial intelligent systems that utilized time 

difference of arrival-based localization and beamforming, followed by Conv-LSTM-

based machine learning, for sound source localization. These studies demonstrate that 

machine learning models can effectively identify and extract time-delay-related features 

from pairs of signals. 

By integrating the knowledge gained from these studies, it is possible to develop a deep 

learning-based approach for water leak localization that overcomes the limitations of 

traditional methods, improves accuracy, and enhances the efficiency and reliability of 

leak detection and localization in practical scenarios. 

ii. Few-shot models 

Few-shot models are a kind of machine learning model that can effectively learn from 

limited training examples, often called "shots". In the context of few-shot learning, 

"shot" denotes the number of available training examples or instances for a specific task 

or category. Few-shot learning is beneficial in acoustic-based or vibration-based 

detection because obtaining enough labeled defect or anomaly examples can be 

challenging. 
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Models based on metric learning focus on learning similarity measures between 

instances. Siamese models are a specific type of neural network architecture designed 

to learn similarity measures between input data. As a result, Siamese models only 

require one or a few samples within each class to identify new objects. Currently, there 

are models combining CNN with Siamese models; however, recurrent neural networks 

(RNN) can recognize sequential signals more effectively but have not been fully 

explored. Therefore, Siamese-RNN was used to capture the temporal structure of 

acoustic signals (Kong et al., 2019). To date, networks have also been improved from 

Siamese networks to triple networks (Hoffer & Ailon, 2015) to enhance the recognition 

accuracy of specific categories, and it is a potential alternative for water leak diagnosis. 

Meta-learning is a subfield of machine learning that focuses on developing models that 

can learn and adapt quickly to new tasks with limited datasets. It aims to understand the 

optimal learning strategy from multiple tasks or problems, allowing them to generalize 

and adapt to new, unseen functions with a small amount of training data. This is 

particularly useful in cases where acquiring labeled data is expensive or time-

consuming (Y. Wang et al., 2020), as in the case of water leak diagnosis. Currently, 

meta-learning techniques have been used to learn from multiple defect types and 

quickly adapt to detect mechanical faults with only a few labeled examples (Y. Zhang 

et al., 2023). By learning generalizable feature representations and optimization 

strategies, meta-learning can perform better on novel tasks with limited data than 

traditional supervised learning methods. 
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iii. Transfer Learning 

Transfer learning is a machine learning technique that leverages knowledge from one 

problem or dataset to improve parameter-based and feature-based transfer learning. 

To the authors’ knowledge, transfer learning has been less used for water leak diagnosis 

and might be a solution in the future. Considering Guo et al. (2021b) have publicized 

their model, subsequent studies can utilize the developed model to improve its 

robustness using a benchmark dataset. Furthermore, transfer learning can be applied 

when there is some similarity or relationship between the source and target tasks or 

domains. Supposing the acoustic characteristics of gas leak signals are relevant to the 

water leak problem, the existing studies on gas leak diagnosis might provide many pre-

trained models for water pipe leak diagnosis. 

2.6.2.4 Practice Investigation, Analysis, and Improvement 

In addition, existing research rarely examines the application of technologies or the 

practical needs of the water detection industry. Some hydraulic sensor companies, 

Gutermann (Water Leak Detection Technology and Products, 2023) and Aquarius 

Spectrum (Leak Detection Systems Home, 2023), have asserted that they can create 

intelligent acoustic leak diagnosis systems incorporating various novel technologies. 

The existing application systems may have already greatly improved detection 

efficiency. However, it is unclear what technologies are most needed by the industry 

and what aspects require breakthroughs. There is a need for more purposeful solutions 

to address the current problems. Hence, future research could benefit from surveying 

and reviewing the existing methods and patents in the market or industry, enabling them 
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to understand the current industry needs and design or refine models more specifically 

and effectively. 

Future ML-based research should assess the performance boundaries of acoustic 

detection models by combining controlled experiments and field experiments. 

Controlled experiments can test the performance boundaries of fault detection models, 

including the maximum detection distance, the smallest detectable leak size, model 

performance under different pipeline pressure conditions, and so forth. Field 

experiments can test the model's robustness in complex situations. This comprehensive 

approach will provide valuable insights into the capabilities and limitations of acoustic 

detection models, guiding further improvements and refinements for real-world 

applications. 

2.7 Chapter Summary 

This chapter thoroughly evaluates machine learning-based methodologies for leak 

diagnosis in WDNs. The primary objective is to elucidate the existing gaps and 

limitations within the ML modeling framework, thereby proposing future research 

avenues to expedite the advancement of leak diagnosis capabilities. This comprehensive 

review analyzed a corpus of 70 peer-reviewed publications on ML-based acoustic leak 

detection, spanning 2000 to 2024. The key research limitations and shortcomings are 

meticulously summarized following the in-depth review, complemented by the 

proposition of potential future research directions. 
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CHAPTER 3  Research Design and Methodology  

3.1 Introduction 

This chapter offers a comprehensive exposition of the research framework devised to 

accomplish the research objectives effectively. The framework represents the 

interconnections between the objectives and outlines the research methods employed to 

attain each specific purpose. Furthermore, this chapter provides an extensive elucidation 

of these methods, highlighting their integration and demonstrating their concerted 

application in achieving the intended aims of the study. 

3.2 The Framework of Methodology 

Based on the specific research objectives outlined in Chapter 1, the ML-based water 

leak diagnosis research follows the process depicted in Figure 3.1. The research process 

can be summarized as follows: 

(1) The first step in the research process is thoroughly reviewing the current state of 

ML-based acoustic leak diagnosis. This involves examining existing literature, 

technologies, and methodologies used in this field. The goal is to understand the 

strengths and weaknesses of current ML-based water leak diagnosis approaches, 

identify existing knowledge gaps, and determine areas where further research could 

lead to improvements. 

(2) Following a thorough review of the current ML landscape, the subsequent step 

involves enhancing the dataset and assembling a comprehensive dataset of diverse 

acoustic leak signals. The dataset is enriched upon collection using an advanced 

model, generative adversarial networks, and long-and-short-term memory. The 

generative results are evaluated through t-SNE, acoustic feature, and model 
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enhancement testing. After validating the effectiveness of the proposed technique, it 

provides generated samples for subsequent modeling and tasks. (Objective I) 

(3) Grad-CAM will be applied to visualize the working mechanism of deep learning to 

enhance the model's interpretability. The short-time Fourier transform has been used 

to transform the signals into the time-frequency spectrum and, therefore, fed into 

CNN-based models for leak detection. The visualization results provide insights into 

the underlying working mechanism and elucidate the critical regions of the leak 

detection process. These findings can deepen the understanding of CNN and guide 

the denoising procedures, enhancing overall denoising performance. (Objective II) 

(4) A time-series-based approach will be applied to develop robust and accurate models. 

The transformer incorporating the Attention mechanisms will focus on relevant 

input data, allowing for selective processing and analysis. Time-series enhanced 

models will be leveraged to handle temporal data, effectively capturing crucial 

dynamics and dependencies. Combining these techniques aims to handle complex 

data structures and scenarios effectively.  (Objective III) 

(5) In parallel, deep learning techniques are employed to capture the temporal patterns 

present in the signal pairs. It enables the model to estimate the time delay between 

the signals accurately, which can be used to deduce the distance to the leak. By 

leveraging the capabilities of deep learning, the model can effectively analyze the 

temporal characteristics of the signals and provide valuable insights into the location 

and extent of the leak within the system. (Objective IV) 
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Figure 3.1 Framework of the overall research methodology 
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3.3 Research Method 

This section provides an overview of the research methodologies employed in the study, 

which encompasses various research methods classified into two groups: machine 

learning modeling algorithms and analytical tools.  

3.3.1 Machine Learning Model 

3.3.1.1 Convolutional Neural Networks 

CNN is a specialized deep learning model designed to effectively handle data, such as 

images and audio, with a grid-like structure. It has emerged as the prevailing structure 

for numerous computer vision tasks, primarily because it possesses the inherent 

capability to learn and extract features from two-dimensional data (Alzubaidi et al., 

2021; T. Liu et al., 2023) 

 

Figure 3.2 Typical framework for CNN. 

The typical framework of CNN is illustrated in Figure 3.2. The convolutional layers 

enable CNN to capture spatial dependencies in the data. These layers apply a set of 

learnable filters to local regions of the input data, allowing the network to detect and 

extract relevant features at different spatial scales. Additionally, activation functions 

introduce non-linearities to the network, enabling it to learn intricate relationships 

between the input and output. By stacking multiple convolutional layers, CNN can learn 
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hierarchical representations of the input data, allowing them to capture both low-level 

and high-level features (Guidotti et al., 2016). Moreover, pooling layers are often placed 

after convolutional layers to reduce the spatial dimensions of the feature maps while 

retaining the essential features. Max pooling is the most common pooling operation, 

selecting the maximum value from each local region of the feature map and discarding 

the rest. This downsampling helps reduce the network's computational complexity and 

makes it more robust to minor spatial variations (Scherer et al., 2010). After several 

convolutional and pooling layers, the neural network extracts essential features from 

the input data. These features are then used for further processing and making 

predictions.  

 

Figure 3.3 The typical model structure of AlexNet. 

Figure 3.3 introduces the general structure of AlexNet, which was introduced in 2012 

and revolutionized computer vision by introducing key architectural innovations 

(Krizhevsky et al., 2017), including increased depth, smaller receptive fields, Rectified 

Linear Unit (ReLU) activation, overlapping pooling, local response normalization, and 

dropout regularization. These advancements allowed the model to capture complex 



73 

 

hierarchical features, exploit spatial hierarchies, generalize better, and reduce 

overfitting. 

 

Figure 3.4 The typical model structure of VGGs. 

The general structure of the Visual Geometry Group (VGG) is depicted in Figure 3.4. 

VGGs are another widely used CNN architecture emphasising a more straightforward 

and uniform structure (Simonyan & Zisserman, 2014). It employs smaller convolutional 

kernels but deeper layers than AlexNet, which enhances its ability to capture complex 

nonlinear representations. VGG networks have shown excellent performance in grid-

data classification tasks but require more computational resources due to their larger 

structure. 
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Figure 3.5 The typical structure of Residual blocks. 

Residual Network (ResNet) introduces the concept of residual block, addressing the 

challenge of training intense networks (He et al., 2016). As illustrated in Figure 3.5, the 

optimal function is recorded as H(x), then the objective function we fit is defined as 

F(x):= H(x) − x, and the function is defined as the residual function. ResNet assumes 

that the optimal function is similar to a linear function, allowing it to model the residual 

of the identity function, leading to faster training and easier optimization, as well as 

gradient vanishing and exploding that occur in deep neural networks. ResNet has been 

widely adopted for grid-data recognition tasks and has achieved state-of-the-art results 

in various benchmarks (Wen et al., 2020). However, it requires more computational 

resources and longer training times than shallower architectures. 

In summary, CNNs have had a transformative impact on two-dimensional data analysis 

and have been successfully applied to various audio and signal tasks, including speech 

audio recognition (Hema & Garcia Marquez, 2023), machine fault diagnosis (Jiao et al., 
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2020; Ruan et al., 2023), and also leak detection for WDNs (Y. Nam et al., 2021). 

Therefore, 1D-CNN functions as the backbone for generative modeling (Objective I) 

and leak localization (Objective IV) compared to other leak detection models for 

Objective II. Meanwhile, 2D-CNN is designated to process spectrograms and provide 

the basis for model interpretability enhancement (Objective III). 

3.3.1.2 Long Short-Term Memory 

Time-series models analyze and predict time-dependent data by capturing temporal 

dependencies and trends, leveraging previous observations to make accurate predictions 

based on historical information. However, the traditional time series models, including 

ARIMA, exponential smoothing, and state-space models, have limitations in capturing 

non-linear relationships and might not have intricate dependencies and long-term 

patterns within time-series data (G. P. Zhang, 2003). 

In contrast, LSTM, an improved variant of RNN, has emerged as a potent tool for 

modeling time-series data (Hochreiter & Schmidhuber, 1997). LSTM addresses the 

challenges of capturing long-term dependencies and mitigating vanishing gradients in 

RNN, making it well-suited for time-series analysis. It extends the theoretical 

foundation of RNN by incorporating memory cells with gate mechanisms to process 

sequential data effectively. 
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Figure 3.6 A concept diagram for the long short-term memory model 

Figure 3.6 depicts the critical concept underlying LSTM, which allows the network to 

selectively remember or forget information at each time step. The mechanism is 

achieved through the forget, input, and output gates. These gates control the flow of 

information, enabling LSTM to retain crucial information, discard irrelevant 

information, and output relevant predictions.  

Specifically, the forget gate acts on the LSTM state vector 𝑐 to control the impact of the 

previous timestamp's memory 𝑐𝑡−1on the current timestamp. The control variable 𝑔
𝑓
 of 

the forget gate is generated by Equation (3.1), where 𝑤𝑓 and 
fb  are parameter tensors 

of the forget gate. 𝜎 represents the activation function, typically the Sigmoid function. 

After passing through the forget gate, the state vector becomes 
1f tg c − . 

As shown in Equations (3.2) and (3.3), the input gate governs the degree to which 

LSTM receives input. wi, wc, and 𝑏𝑖, 𝑏𝑐 are parameter tensors of the input gate. 

Subsequently, after passing through the input gate, 𝑔𝑖 is the vector to be written to 
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memory. Under the control of the forget gate and input gate, LSTM selectively 

incorporates the previous timestamp memory 𝑐𝑡−1 and the new input 𝑐𝑡. The update of 

the state vector 𝑐𝑡 is determined by Equation (3.1). 

Similarly, the output gate 𝑔𝑂 selectively determines which state vector components will 

be output, as shown in Equation (3.5) . wi, wc, and 𝑏𝑖, 𝑏𝑐 are parameter tensors of the 

forget gate. Ultimately, the output of LSTM is depicted in Equation (3.6),. 𝑐𝑡 passes 

through the tanh activation function and acts on the input gate to obtain the output of 

LSTM. 
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As mentioned, LSTM models have proven their efficacy in capturing long-term 

dependencies in time-series data by incorporating memory cells and gate mechanisms. 

These mechanisms enable LSTM to learn complex patterns, handle noise, and make 

accurate predictions based on available information. The superiority makes LSTM a 

valuable tool that has been applied across various time-series tasks, including stock 

market prediction (Moghar & Hamiche, 2020), epidemic spread (Chimmula & Zhang, 

https://www.sciencedirect.com/science/article/pii/S0043135424003361#eqn0007
https://www.sciencedirect.com/science/article/pii/S0043135424003361#eqn0008
https://www.sciencedirect.com/science/article/pii/S0043135424003361#eqn0009
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2020), energy load forecasting (Bashir et al., 2022), biohazard prediction (M. Liu, He, 

et al., 2022) and anomaly detection (Lyu et al., 2020). Therefore, LSTM was utilized 

for data generation (Objective I) and was compared to other leak detection models 

(Objective III).  

3.3.1.3 Generative Adverbial Network 

GAN is a groundbreaking approach to machine learning that combines game theory, 

probabilistic modeling, and information theory (Goodfellow et al., 2014). The typical 

GAN structure consists of two neural networks, the generator and the discriminator, 

which are trained in an adversarial manner to generate realistic data. 

As shown in Figure 3.7, the training process of GAN can be regarded as a minimax 

game. In this game, the generator and discriminator engage in a competitive and 

adversarial relationship (J. Wang et al., 2017). The generator aims to minimize the 

discriminator's ability to distinguish between real and synthetic samples, while the 

discriminator aims to maximize its discriminatory performance. 

 

Figure 3.7 A typical structure of the generative adversarial neural network 

The whole process can be summarized as Equation (3.7) (Goodfellow et al., 2014). The 

G and D, respectively, represent the generator and the discriminator. The 𝑆 (𝐷, 𝐺) refers 

to the disparity between the generated sample and the actual sample. 𝑃𝑑𝑎𝑡𝑎  and 𝑃𝑧 

represents the actual samples and samples from Gaussian distribution. D (x) denotes the 
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probability that the input sample x is real. Meanwhile, G (z) represents the fake samples 

synthesized by the generator when inputting a noise vector z. 

 ( ) ( ) ( )( )( )~ ~    , log 1
data zx P z P

G D
minmax S D G E D x E log D G z = + −    

 (3.7) 

 ( )( )( )~ log 1
zG z PL E D G Z = −
 

 (3.8) 

 ( ) ( )( )( )~ ~log 1
data zD x P z PL E D x E log D G z = + −    

 (3.9) 

The generator and discriminator networks are trained iteratively, with the generator 

minimizing its loss function, as defined in Equation (3.8), while the discriminator 

maximizing its loss function, as defined in Equation (3.9). Through the adversarial 

processes between the generator and the discriminator, GAN enables mutual 

improvement, with the generator learning to generate realistic samples, and the 

discriminator enhances its ability to differentiate between real and generated data. This 

iterative process drives convergence and capturing higher-level features, resulting in a 

robust and effective generative model. 

However, GAN is originally designated to process image data and is susceptible to 

pattern collapse when dealing with long-time series data. Specifically, it struggles to 

capture complex feature patterns and trends, and maintaining balance between the 

generator and discriminator during training becomes challenging (Brophy et al., 2023). 

LSTM-GAN represents an advanced iteration of the traditional GAN. Figure 3.8 

illustrates the distinctive feature of LSTM-GAN, which sets it apart from conventional 

GAN architectures. LSTM-GAN incorporates Long Short-Term Memory units within 

its generator or discriminator networks. This integration of LSTM units enhances the 
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model's ability to generate coherent and realistic sequential data, surpassing the 

capabilities of standard GAN models. 

 

Figure 3.8 A concept diagram for the LSTM-GAN model 

The LSTM-GAN exhibits broad applications in generating samples across domains 

with significant temporal dynamics and dependencies. It proves exceptionally 

advantageous in tasks involving time-series or sequential generative, including 

synthetic biomedical signals (Brophy et al., 2023), music composition (Y. Yu et al., 

2021), and natural language processing (Y. Yu et al., 2021). Its exceptional capability 

to capture long-term dependencies makes it well-suited for generating acoustic leak 

signals. Therefore, it is employed as the training framework, capturing the distribution 

of input signals for data augmentation for Objective I. 

3.3.1.4 Time-Series Transformer 

Transformer is a DL model architecture that revolutionized the field of natural language 

processing (Vaswani et al., 2017). It has been widely adopted in various applications, 

including speech recognition (Dong et al., 2018), machine fault diagnosis (Ding et al., 

2022), bioelectric signal recognition (L. Meng et al., 2022), and more. The Time-

Transformer architecture is based on basic Transformer architecture and comprises 

several vital components, including time-series tokenizer, Transformer layer, and 

classification layer. Notably, in subsequent contents, the Time-Transformer employed 



81 

 

in this study is referred to as the 'Transformer', as it shares a majority of mechanisms 

and structures with the original Transformer model. 

 

Figure 3.9 The main components of the time-series tokenizer 

The time-series tokenizer is a fundamental component of the Transformer architecture, 

segmenting the input time-series signal into discrete tokens. This process involves 

breaking down the continuous time series into primary units, allowing for effective 

analysis and comprehension by the model. The tokenizer transforms the time-series data 

into a sequence of distinct tokens, facilitating the model in capturing and interpreting 

the underlying temporal patterns and dependencies inherent in the signal. As illustrated 

in Figure 3.9, the tokenizer consists of time-series embedding, class token, and position 

encoding. 

Specifically, within the scope of this study, the linear layers are employed as the time 

series embedding, trimming the input time-series input into Ns distinct subsequences 
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and are denoted as 𝑠 ∈ ℝ𝐵𝑎𝑡𝑐ℎ×𝑁𝑠×(𝐿/𝑁𝑠)
, where L is the length of the input acoustic signal. 

Subsequently, time series embedding adopted the linear projection 
 embeddingW , mapping 

the sequence onto the dimension (dim), which can be depicted as Equation (3.10). 

 1 2 3

0 , , , , s sN Batch N dim

embeddingz s s s s W
  =     (3.10) 

As given in Equation (3.11), the class token dim

classs   extracts features from the token 

sequence. After the computation of the multi-head attention mechanism, the class token 

contains the information of all subsequences, allowing it to fuse features from all parts 

of the sequence. Consequently, the output of the class token is adopted as the feature 

map, representing the combined information from the entire sequence. 

 
( 1)1 2 3

0 ; , , , , s sN Batch N dim

class embeddingz s s s s s W
 +   =       (3.11) 

As denoted in Equation (3.12), position encoding incorporates positional information 

into the input data. It addresses the lack of inherent order or position in the attention 

mechanism. Assigning unique encoding vectors, denoted as 
( 1)sN dim

posE
+ 

 position 

encoding, empowers the model to differentiate tokens based on their sequence order. 

Consequently, the model can capture dependencies and patterns that rely on the order 

of elements in the sequence, leading to improved understanding and processing of time-

series signals. 

 
( 1)1 2 3

0 ; , , , , s sN Batch N dim

class embedding posz s s s s s W E
 +   =   +     (3.12) 

The transformer layer is the core part of the proposed Time-Transformer for feature 

extraction and representation, consisting of N Transformer basic blocks. The form of 

the applied Time-Transformer layer is similar to the basic Transformer and mainly 

includes a multi-head self-attention mechanism and multilayer perceptron blocks.  

https://www.sciencedirect.com/topics/neuroscience/perceptron
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Figure 3.10 A typical structure of multi-head attention 

The attention mechanism can be expressed in Figure 3.10 and Equation (3.13). The 

input sequence 𝑧0 is transformed to obtain query (Q), key (K), and value (V) vectors 

using linear projections. VQKT is applied to extract the similarity between the inputs. 

Then, scaling factor 
1

√dk

 is introduced for stabilizing the gradient, where 𝑑𝑘  is the 

dimension of queries and keys. 

 ( )  , ,
T

k

QK
Attention Q K V softmax V

d

 
=  

 
 

 (3.13) 

The model is expected to learn different insights based on the same attention mechanism 

when given the same set of queries, keys, and values. These insights are then combined 

as knowledge to capture dependencies of various scopes within sequences, such as 

short-term and long-term dependencies. To achieve this, multi-head attention is 

introduced, converting queries, keys, and values through h sets of linear projection. 

Then, the transformed queries, keys, and values are simultaneously processed. The 

outputs are concatenated and further transformed to produce the final output. The 

mechanism of multi-head attention can be given as Equation (3.14), where 𝑊𝑂 ∈

 ℝℎ𝑑𝑣×𝑑𝑖𝑚, 𝑊𝑖
𝑄 ∈  ℝ𝑑𝑖𝑚×𝑑𝑘, 𝑊𝑖

𝐾 ∈  ℝ𝑑𝑖𝑚×𝑑𝑘,   vdim di

VW


 . h is the number of heads, 

and dv is the dimension of values. 
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Multilayer Perceptron (MLP) blocks are an ML model based on the feedforward neural 

network. It consists of multiple layers of interconnected neurons, each fully connected 

to the preceding layer. 

 
( ) ( ) ( ) ( )( )1l l l l

h Activiation W h b
−

= +  (3.15) 

In Equation (3.15), the output of the hidden layers in the l-the hidden layer is denoted 

as h(l), while hl represents the output of the first hidden layer. Each hidden layer is 

associated with a bias term, b, which can be adjusted to impact the model's output. By 

modifying the value of b, the model's output can be brought closer to the true values, 

enhancing model performance and accuracy. 

Additionally, "Activation" refers to the activation functions employed in the MLP 

blocks. Commonly used activation functions include the Rectified Linear Unit (ReLU) 

(Nair & Hinton, 2010) and the Gaussian Error Linear Unit (GeLU) (Hendrycks & 

Gimpel, 2016). These activation functions introduce nonlinearity to the model, allowing 

it to learn complex relationships and capture intricate patterns in the data. By 

introducing nonlinearity, the Time-Transformer learns intricate patterns and extracts 

high-level features from the input data, enhancing the leak detection capabilities. The 

size and depth of the multi-layer perceptron (MLP) blocks can be adjusted as 

hyperparameters to suit the task and complexity of the data. 

After the input time-series signals have been processed through the self-attention 

mechanism and other components of the Transformer, the classification layer is applied 

to produce the desired output. Typically, as denoted in Equation (3.16), the 
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classification layer consists of a fully connected layer followed by a softmax activation 

function, mapping the extracted features from the preceding layers to the appropriate 

number of output classes (leak, noleak). In Equation (3.16), y represents the input data, 

and 𝑦𝑙𝑒𝑎𝑘 refers to the leak conditions, W are the weights of neuron parameters and b is 

the bias.  

 ( ) ( )ClassLayer Softmaxleaky y y W b= =  +  (3.16) 

During training, the classification layer is optimized using a suitable loss function. The 

loss function used in this study is cross-entropy (Martinez & Stiefelhagen, 2019), 

commonly employed in leak detection research (S. Li et al., 2018; Y. W. Nam et al., 

2021). The formula is defined as Equation (3.17), where yi represents the target label, 

and �̂�𝑖 represents the output value. 

 
1

ˆlog
m

i i

i

Loss y y
=

= −  (3.17) 

Due to its capability, this study employed a Time-Transformer for leak detection to 

reach higher accuracy and robustness (Objective III). 

3.3.2 Analytical and Process Tools 

3.3.2.1 Short-Time Fourier Transform 

Among time-frequency transformation methods, STFT demonstrates distinct 

advantages when dealing with signals of short duration (Santos et al., 2009). By 

dividing the signal into multiple windows and applying the Fourier transform to each 

window, the STFT yields valuable frequency and time information. This approach 

facilitates a more refined analysis of the signal's spectral properties while preserving a 
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reasonable level of time resolution. The calculation equation of the STFT method is as 

Equation (3.18). 

 ( ) ( ) ( ) j2, dfX t f x w t e


 


  −

−
= −  (3.18) 

where,  𝑋(𝑡, 𝑓)  is a complex-valued function in the time-frequency domain, 

representing the amplitude and phase information of a signal at time t and frequency f. 

𝑥(𝜏) is the input signal, which is a function over the entire time domain. 𝑤(𝜏 − 𝑡) is the 

window function, a non-zero function in the local time range in the time domain, and is 

used to extract the regional segment of the signal. 𝑒−j2𝜋𝑓𝜏 is the complex exponential 

function representing the phase of a sinusoidal wave with frequency f at time t. 

Among them, the type and width of the window function are the keys to the construction 

of the STFT time-frequency maps, and the width of the window function determines 

the resolution of the STFT. Meanwhile, Continuous Wavelet Transform (CWT) has 

better time-frequency adaptability (Qu et al., 2019). However, its resulting matrices are 

frequently huge, demanding substantial computational resources when dealing with 

many signal CWT spectrograms. Consequently, it becomes necessary to resize the 

CWT spectrograms for input (Shukla & Piratla, 2020a). However, this step inevitably 

leads to the loss of the intricate information derived from CWT, undermining its 

fundamental significance. Hence, this study adopts STFT as the data transformation 

algorithm in Objective II, as it provides a slight spectrogram matrix that is less required 

for the power of selected equipment. 

3.3.2.2 Variational Mode Decomposition 

VMD is a signal analysis technique that decomposes complex signals into distinct 

modes based on their time-frequency characteristics (Dragomiretskiy & Zosso, 2014b). 

https://zhuanlan.zhihu.com/p/66898788
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It achieves this decomposition by formulating an optimization problem that minimizes 

the total variation of the decomposed modes while satisfying a constraint on the signal's 

energy. The optimization process iteratively updates the modes and their corresponding 

time-varying frequencies until convergence is reached. 

The specific process of VMD decomposition can be understood as the optimal solution 

to a variational problem. It can be correspondingly transformed into constructing and 

solving a variational problem. 

VMD assumed that the multi-component signal is composed of K-modal components 

𝑣𝑘(𝑡), each with a finite bandwidth, and each Intrinsic Mode Function (IMF) has a 

central frequency of 𝜔(𝑡), the constraint is that the sum of all modes equals the input 

signal. The specific construction steps are as follows:  

First, the Hilbert transform is employed to obtain the signal of 𝑣𝑘(𝑡) and calculate the 

one-sided spectrum. Subsequently, as illustrated in Equation (3.19), 𝑣𝑘(𝑡) multiply with 

the operator 𝑒−j𝜔𝑘𝑡 to shift the central band of 𝑣𝑘(𝑡), to the corresponding baseband: 

 ( ) ( ) jj
*

 
k t

kt v t e
t




−  
+  

  
 (3.19) 

where j is the imaginary unit. 

Secondly, Equation (3.20) is applied to calculate the square norm L2 of the 

demodulation gradient and estimate the bandwidth of each modal component. 
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where {v} = {v1, v2, ..., vK} represents the decomposed IMF components, and {ω} = 

{ω1, ω2, ..., ωK} represents the central frequencies of each component, ∂t is the partial 

derivative concerning time. 

To find the optimal solution for the constrained variational problem, we first introduce 

the Lagrange multiplier (τ) and the second-order penalty factor α to transform the 

constrained variational problem into an unconstrained variational problem. The second-

order penalty factor α ensures signal reconstruction accuracy in a Gaussian noise 

environment. The extended Lagrange expression is as Equtaion (3.21). 
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 (3.21) 

Then, the Alternating Direction Method of Multipliers (ADMM) is applied to iteratively 

update each component and its corresponding central frequency to obtain the 

unconstrained model's saddle point, representing the optimal solution to the original 

problem. All components can be obtained based on the frequency domain space using 

Equation (3.22). 
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here �̂�𝑘
𝑛+1

(𝜔), �̂�𝑖(𝜔), 𝜏(𝜔) is the Fourier transformation of 𝑣𝑘
𝑛+1(𝑡), ( )îv t , ( )t .  

The remaining components are used to estimate the centroid frequency ωk based on the 

power spectrum centroid for each element, using Equation (3.23) to Equation (3.24). 
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The specific process is repeated until reaching the set condition as illustrated in 

Equation (3.25). 
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One of the key advantages of VMD is its ability to handle nonstationary signals with 

time-varying frequency content (Yao et al., 2022). Unlike traditional Fourier-based 

methods, VMD simultaneously captures time and frequency variations (F. Li et al., 

2019). This makes it suitable for analyzing signals with rapidly changing spectral 

characteristics, such as time-series energy consumption prediction (H. Song et al., 2023), 

biomedical signals (Smruthy & Suchetha, 2017), vibration signals in machinery (Z. Li 

et al., 2017) and also for acoustic leak detection (Z. Wang et al., 2022). Thus, it has also 

been applied to denoise signals during data preparation in Objectives II and III. 

3.3.2.3 Gradient-weighted Class Activation Mapping 

CNN is a powerful deep-learning model used for various grid-structure tasks. While 

they are known for their high accuracy, they are often considered black boxes, making 

it challenging to understand how models make their predictions (Azam et al., 2023; 

Szandała, 2023). Class Activation Mapping (CAM) and Grad-CAM address this issue 

by providing visual explanations highlighting the regions of input data that are 

important for the network's decision-making process and contributing to the 

interpretability and understanding of CNN in classification tasks (T. Liu et al., 2023). 

CAM was introduced to localize the most discriminative parts of input data by 

leveraging the spatial information learned by the network (C. L. Choi, 2020). It 
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generates a heatmap that reveals the regions that contributed significantly to the 

predicted class. CAM provides an interpretable visualisation that highlights the 

important regions by focusing on the last convolutional layer and combining the feature 

maps with the weights of the fully connected layer. However, the original CAM 

technique has limitations when used with CNN architectures that employ global average 

pooling instead of fully connected layers and can only apply to ResNet and MobileNet. 

And it can't be applied to fully connected models. 

To solve this limitation, Grad-CAM was proposed to utilize the gradients of the 

predicted class concerning the feature maps (Selvaraju et al., 2020). It computes the 

importance of each feature map by considering the gradients. Grad-CAM can work with 

any CNN architecture, providing a more flexible and general approach for generating 

class activation maps. The work procedures can be summarized as Equations (3.26) to 

(3.27). 

 Grad-CAM

c c k

k

k

L ReLU A
 

=  
 
  (3.26) 

 .
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c

k k
i j ij

y

Z A



=


 .  (3.27) 

`where, A represents a certain feature layer, which generally refers to the last 

convolutional layer. k represents the k-th channel in the feature layer. c represents the 

output category c. Ak represents channel k in feature layer A. data. 𝛼𝑘
𝑐  represents the 

weight for Ak. yc represents the score predicted by the network for category c. 𝐴𝑖𝑗
𝑘

 

represents the data of feature layer A in channel k, with coordinates at the positions i, j. 

Z is equal to the width and height of the feature layer.  
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According to Equation (3.27), it can be determined that  𝛼𝑘
𝑐   is obtained through 

backpropagation using the predicted score yc for category c. Then, the gradient 

information propagated to the feature layer A is used to calculate the importance of each 

channel k in the feature layer A. Afterwards, the data of each channel in the feature layer 

A is weighted sum using α, and finally, the Grad-CAM is obtained by applying the 

activation function. Overall, Grad-CAM represents an advancement of CAM as it 

provides greater flexibility and does not require modifications to the network 

architecture or retraining (S. Li et al., 2009). The study prioritizes the utilization of 

Grad-CAM due to its ease of implementation and interpretability for Objective II. 

3.3.2.4 t-SNE analysis 

Specifically, t-SNE starts by calculating pairwise similarities between high-dimension 

data points using a Gaussian kernel, as shown in Equations (3.28) and (3.29) capturing 

their relationships in the high-dimensional space. i and j represent two different samples. 

𝜎 represents the bandwidth of the Gaussian kernel. N represents the number of samples. 
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Equation (3.30) measures the similarity between samples from low-dimension samples. 

yi and yj represent the low-dimension samples. Data points are assigned to random initial 

positions in the lower-dimensional map. The algorithm iteratively adjusts its positions 
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to minimize the Kullback–Leibler divergence of the distribution P from the distribution 

Q, as shown in Equation (3.31). By emphasizing the preservation of the local structure, 

t-SNE retains the relative distances between neighboring points, effectively 

highlighting clusters and local patterns in the lower-dimensional representation. It is, 

therefore, utilized in visualizing generated samples (Objective I) and feature vectors 

(Objective III). 

3.4 Chapter Summary 

This chapter provides an overview of the research framework, algorithm, and methods 

used. The machine learning modeling algorithms focus on leak detection and 

localization, incorporating state-of-the-art deep learning models such as CNN 

(Objectives I, II, III, and IV), LSTM (Objectives I and III), GAN (Objective  I), and 

Transformer (Objective III). These models are applied to address the research objectives 

effectively. On the other hand, the analytical tools refer to techniques used for signal 

analysis and enhancing model performance. VMD is used for decomposition, selecting 

principal components to reconstruct signals, and reducing noise and outliers (Objective 

II and III). Grad-CAM is employed to extract the activation regions of the models, 

visualizing the model's emphasis and enhancing interpretability (Objective II). 

Additionally, t-SNE projects high-dimensional vectors into a lower-dimensional 

subspace, enabling effective visualization of the samples (Objective I and III). These 

combined methods and tools contribute to the overall effectiveness and understanding 

of the research outcomes.   
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CHAPTER 4  Generative Approach for Data Augmentation and 

Enhancement  

4.1 Introduction 

Generative data augmentation offers an economical and effective solution to enhance 

the dataset for water leak detection. This chapter proposes a long- short-term memory 

GAN (LSTM-GAN) approach to improve water leak detection in WDNs. The main 

objectives of this study are: i). propose a generative approach to enrich leak datasets, 

ii). improve the diversity of the dataset to enhance leak detection capability. The 

proposed generative methodology for enriching and diversifying the dataset contributes 

to advancing deep learning models for water pipe leak detection, benefiting researchers 

and practitioners in water infrastructure management. 

4.2 The framework for the generative model for data augmentation 

The detailed process of the framework is shown below in Figure 4.1. The entire 

generative framework comprises three main parts: data collection, LSTM-GAN 

modeling, and model result evaluation.  

First, the data collection phase requires establishing the primary acoustic leak datasets 

for generative models. This necessitates conducting field experiments to deploy sensors 

that collect acoustic signals under different scenarios, thereby enhancing the robustness 

of datasets. Based on the collected dataset, the generated and original data are employed 

for subsequent generative algorithm modeling and leak detection model evaluations. 

Second, the LSTM-GAN model generates acoustic signals through an adversarial 

process between two neural networks. The modeling process entails establishing a 

generator and a discriminator. A series of model structure and hyper-parameters 
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experiments are required to balance the capability of two models during the training 

process and optimize the performance. Through an iterative process of competition and 

feedback between two models, the generator improves its ability to produce 

increasingly realistic acoustic signal data. The generated samples then undergo further 

evaluation and validation. 

 

Figure 4.1 The framework of the proposed method. 

Third, after generating synthetic data, the distribution of the generated and original 

datasets is visualized by t-SNE. Simultaneously, the acoustic features of the two 

datasets will be extracted and compared through kernel distribution estimation (KDE). 

Subsequently, the generated samples are used to enhance the original datasets. The 

enhanced dataset, tailored to specific objectives, will be used to train the leak detection 

classifier. Using the improved dataset enables evaluating the quality of the generated 
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acoustic signals, assessing the sensitivity of the generated samples, and comparing 

LSTM-GAN with other generative methods. 

4.2.1 Data Collection 

Field experiments were conducted to collect on-site signals from Hong Kong's water 

distribution network to assess the efficiency and practicality of the proposed framework. 

Meanwhile, previous generative approach is also employed to enhance the training 

dataset, 

Figure 4.2 depicts the procedures for the data preprocessing phase, which entails 

acquiring representative sample signals to facilitate model training. Noise loggers were 

strategically placed in the on-site chamber of underground water pipelines at diverse 

locations within Hong Kong's water distribution network, with authorization from the 

local water authority. Once the leaks occur, the research team will go to the target 

location to deploy noise loggers to collect the signals. The noise loggers are 

programmed to collect signals for 10 seconds. The data collection is predominantly 

scheduled at midnight to minimize human activities and traffic noise influences. The 

signals are captured at a sampling rate of 4096Hz, ensuring a detailed representation of 

the acoustic data. 

 

Figure 4.2 Phase I: Data Collection and Preprocessing Roadmap  
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Through an extensive experiment, 1003 audio signals were collected, consisting of 439 

leak signals and 564 no-leak signals. The generated data is split from 10 seconds to 1 

second to enrich the data volume for subsequent generative and modeling. In other 

words, a 1-s duration signal is defined as one sample. Ultimately, this study collects 

4390 leak samples and 5640 noleak samples. The collected samples were gathered from 

various scenarios, covering pipe diameters ranging from DN 25 to DN 1000, pipes made 

from cement, iron, steel, and polyethene, and multiple fittings, elbows, branches, etc.  

The STFT technique was employed to draw spectrograms of the collected signals, 

aiming to distinguish the differences between signals originating from leak states (G. 

Guo et al., 2021a). It divides the time-domain signal into smaller segments and applies 

the Fast Fourier Transform to each segment, capturing information based on time 

resolution and frequency resolution. The parameters of STFT were chosen considering 

the study of Yu et al. (2023). Figure 4.3 presents the spectrogram outcomes, with Figure 

4.3 (a) representing the leak signal and Figure 4.3 (b) representing the normal no-leak 

signal. As illustrated in Figure 4.3 (a), leak signals exhibit pronounced amplitudes in 

the high-frequency range and noticeable distinctions among the different leakage 

signals. The components of the no-leak signals predominantly exhibit lower frequency 

content, as depicted in Figure 4.3 (b). Significantly, there are discernible differences 

between leak and non-leak signals, and distinct variations are also evident among 

different categories of leak signals. 

Furthermore, given the scarcity of available leak samples in the water leak detection 

domain, this study emphasized explicitly generating synthetic leak samples. Therefore, 

the research employed a primary leak dataset comprising 4390 leak signals as the core 
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input for training generative neural networks and synthesizing new samples in Phase II. 

Furthermore, all the generated and original data were evaluated to reflect the 

performance of the proposed generative model in Phase III. 

 

Figure 4.3 Spectrogram images of the acoustic signals from leak statues (a) leak signals; (b) 

noleak signals 

4.2.2 LSTM-GAN for Enhancing Acoustic Dataset 

This study proposes a leak signals generative model based on LSTM-GAN. The GAN 

model is responsible for generating the signals. Meanwhile, introducing LSTM 

guarantees the acoustic characteristics of generated signals. In acoustic water leak 
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detection, most collected signals are noleak signals, while only a tiny proportion are 

leak signals. Therefore, the proposed model focuses on generating the leak signals to 

solve the data scarcity of leak signals and enhance diversity.  

The neural structures of the generator and the discriminator are shown in Figure 4.4. 

Four convolutional layers are the main structure of the generator. Specifically, 1-D 

CNN (Conv1D) is used to extract the time-series characteristics of data. Then, batch 

normalization is adopted to normalize the input data within a batch, stabilizing the 

learning process and enhancing the model generalization. Leaky Relu is adopted to 

realize learning under the inverse gradient of the neurons. An LSTM neural layer is 

appended to the discriminator network to extract the characteristics of time-series data. 

The generator model consists of four transposed convolutional layers. The input noise 

for the generator is a 500-dimensional vector with a Gaussian distribution. This input 

vector is projected to the length required for generating the samples through transposed 

convolutional layers.  

Moreover, the RMSprop optimizer is utilized with a learning rate of 1e-3 for the 

generator and 5e-4 for the discriminator to balance the generation and discrimination 

capabilities of the two models. Meanwhile, the binary cross-entropy (BCE) loss 

function is employed and designated for binary classification problems (including leak 

statute identification). The calculation of BCE is shown in Equation (4.1), where y 

represents the actual distribution of the sample, and �̂� represents the output of the model; 

n means the number of classification classes; for binary problem, n equals 2, i represents 

the i-th sample in the dataset.  
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Figure 4.4 The neural structures of GAN (a) Discriminator (b) Generator 

The pseudocode expresses the proposed LSTM-GAN algorithm in Table 4.1. In the 

Pseudocode, 'gen' and 'dis' represent the generator and the discriminator. 'z' represents 

the Gaussian noise with a mean of 0 and a variance of 1. During the LSTM-GAN 

training phase, actual data samples and the generated samples (also named fake samples) 

from random Gaussian noises are first used as the training data for the discriminator. 

Based on the empirical rules, the discriminator will be trained first, allowing the 

discriminator to provide accurate feedback to guide the generator toward producing 

more realistic samples. Then, the generator will be trained based on discriminator 

results. This training process will continue until the training epochs are completed. 

Ultimately, the generator is extracted to output the generated leak samples for 

subsequent model result evaluation. 
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Table 4.1 Pseudocode of LSTM-GAN for generating leak signals 

Inputs: training data, training epochs 

Outputs: Generated Samples 

LSTM-GAN Train (training data, training epochs ): 

While current_epoch < training epochs do 

z =uniform(0,1) 

gen_data ← gen(z)   

dis_real_loss←discriminator (training_data)   

dis_ fake_loss←discriminator (gen_data) 

dis_loss=dis_real_loss+dis_fake_loss  

Train discriminator 

 

gen_data ← genr(z) 

gen_ fake_loss←discriminator (gen_data) 

Train generator 

Output Generated Leak Samples→Phase III: Model Result 

Evaluation 

 

4.2.3 Generative Result Evaluation 

This section evaluates the generated dataset through three indicators: t-SNE analysis, 

acoustic feature analysis, and model generative validation. 

4.2.3.1 t-SNE Analysis 

Firstly, the distribution and clustering patterns of the generated samples can be assessed 

using t-SNE analysis, comparing the distribution of the original and the enhanced 

datasets. t-SNE is a widely used dimensionality reduction technique (Van der Maaten 

& Hinton, 2008) that visualizes high-dimensional data in lower-dimensional space. It 

calculates pairwise similarities between data points, constructs a probability distribution 

over the high-dimensional data, and optimizes the positions of points in the lower-

dimensional space to preserve both local and global structure.  
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Overall, t-SNE enables visualization and reveals clusters, patterns, and relationships in 

the acoustic signals that are not apparent in the original high-dimensional space. Its 

capability has been widely applied across various domains, including financial data 

(Santoro & Grilli, 2022), machine fault diagnosis (M. Li et al., 2022), and biomedical 

signal processing (Svantesson et al., 2023). By leveraging t-SNE results, this study 

enables the identification of similarities between the generated signals and actual leak 

signals, providing valuable insights into the performance of the generative approach. 

4.2.3.2 Acoustic Characteristics Analysis 

This section objectively evaluates the quality of generated samples by comparing the 

acoustic characteristics. The comparison is made by extracting various time, spectral, 

and frequency features from both datasets. Subsequently, kernel density estimation 

(KDE) is employed to facilitate the comparison of these extracted features. It is a 

statistical technique used to provide a non-parametric, data-driven approach to estimate 

the probability density function of data. 

KDE works by placing a kernel (e.g., Gaussian or uniform function) on each data point 

and summing them to create a smooth and continuous density estimate. Thus, the above 

acoustic features will be extracted, presented, and visualized through KDE. Specifically, 

given a set of observations x1, x2, ..., xn, the formula for kernel density estimation can 

be expressed as Equation (4.2), where 𝑓n(x) is the probability density function estimated 

given the observations. 𝑘 is the kernel function, usually Gaussian kernel function 

(normal distribution). 𝑛 is the number of observations. xi is the i-th sample in the dataset. 

h  is the bandwidth used to control the width of the kernel function and affect the 

smoothness of the estimate. 
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Acoustic features play a vital role in detecting water leakage using acoustic-based 

methods, capturing various features associated with water leakage. Researchers and 

professionals can evaluate the quality and effectiveness of generated leakage signals for 

water leak detection by analyzing and incorporating these features into generated 

datasets. 

A set of critical features that effectively capture the acoustic characteristics of water 

leakage detection were selected based on previous studies (Fan et al., 2022; Fares et al., 

2022; Tariq et al., 2022). These features include spread, max amplitude, kurtosis, root 

mean square (RMS), energy, peak frequency, frequency spread, average amplitude in 

the frequency domain (FD. average amp), and frequency centroid. Then, the feature 

value distributions of generated and original leak samples are compared and visualized 

through KDE.  

4.2.3.3 Model Augmentation Validation 

Model augmentation validation was conducted to assess the effectiveness of the 

generated leak samples in enhancing the accuracy and robustness of the water leak 

detection models. The quality of the generated dataset is evaluated by comparing the 

leak detection performances of models trained on different datasets. Depending on the 

analysis purposes, it can be divided into i) the sensitivity analysis of generated samples, 

comparing the model performance with different numbers of generated samples; ii) 

Model comparison analysis for illustrating the superiority of LSGM-GAN compared to 

other generative methods. 
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As illustrated in Figure 4.5, sensitivity and model comparison analyses would generate 

the additional leak samples and employ t-SNE to capture the generated samples' 

distribution easily. Then, the generated samples would be used to enhance training data 

for subsequent modeling. Specifically, the original data is split into training (80%) and 

testing (20%) datasets using the hold-out method in the data preparation phase. 

Meanwhile, the original training dataset is enhanced by generated leak samples to form 

another dataset, named the enhanced training dataset. The two training datasets train 

models whose leak detection capability is evaluated based on testing and validation 

datasets. Moreover, case investigations were conducted to collect 65 new independent 

leak audio samples from 14 sites for further model validation. 

 

Figure 4.5 Data split for model testing and validation 

In the model training and comparison phase, LSTM is chosen as the leak detection 

model to assess the quality of generated 1-D acoustic leak signals. The selection is made 

based on the capability of LSTM to process sequential data, capture temporal 
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dependencies, analyze variable-length acoustic signals, extract features, and learn from 

labeled data (X. Zhang et al., 2023). It enables accurate and effective leak detection.  

As depicted in Figure 4.5, the original training dataset (containing 4512 noleak samples 

and 3512 leak samples) was used for training the LSTM model and regarded as the 

'origin' model or baseline for subsequent comparison. Meanwhile, the enhanced training 

dataset was used to train another LSTM model with the same structure and 

hyperparameter to evaluate the effectiveness of the proposed generative method. The 

training epoch is 1000, and the learning rate is 5e-4, using the Adam optimizer. After 

training, the model's performance on testing and validation datasets would be assessed 

and compared under different scenarios, evaluating whether the generative approach 

enhances the water leak detection capability. 

4.3 Generative Results Evaluations and Discussion 

The generated dataset is extensively evaluated using t-SNE analysis, acoustic feature 

analysis, and model augmentation validation, which assess the generative capability of 

LSTM-GAN in developing realistic and representative leak samples for water leak 

detection. 

4.3.1 t-SNE Results 

Leveraging t-SNE results assists in gaining insight into the generated signal 

performance and identifying similarities and differences to actual leak and noleak 

instances through mapping the samples into the 2-D dimension. Figure 4.6 presents t-

SNE visualizations of 1300 randomly generated samples (red nodes), 5640 samples 

from the noleak scenario (green nodes), and 4360 samples from the leak scenario (blue 
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nodes), showcasing the distributions and highlighting the similarities and differences 

among datasets.  

As shown in Figure 4.6 (a), noticeable differences are observed between the noleak 

signals and the leak and generated samples. The noleak signals' green samples exhibit 

a wide distribution, suggesting distinct characteristics. On the other hand,  Figure 4.6 

(b) indicates that the distribution of the generated samples falls within the distribution 

of the original dataset. This observation highlights the effectiveness of the generated 

samples in preserving the overall distribution of the original data. 

 

Figure 4.6 t-SNE results for comparing generated and original datasets (a) Comparison 

among leak, noleak, and generated data (b) Comparison between leak and generated data 

Additionally, it can be found that the red points can cover voids or empty regions 

between the blue points. These voids might represent leak signals from other scenarios, 

which are not adequately represented or captured by the original dataset. Thus, red 

points in the void areas might represent valuable information or patterns not previously 

observed or captured by the original dataset. In short, the generated samples exhibit a 

distribution similar to the original dataset while maintaining distinct characteristics. The 

red points (generated samples) filling void areas suggest the potential presence of new 
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or previously uncollected signal points that contribute additional information to the 

overall data distribution. 

4.3.2 Acoustic Characteristics Analysis Results 

In Figure 4.7, the density distributions of acoustic features are depicted for three 

different sample sets: leak, noleak, and generated samples. Generally, the density 

distributions of the noleak signals (orange) exhibit distinct patterns compared to both 

the leak signals (green) and the generated leak signals (blue), particularly in the features 

of Level and FD Avg. Amp., the noleak signals exhibit significant differences from the 

other signals, highlighting their discriminative nature. 

 

Figure 4.7 KDE results for acoustic characteristics of original and enhanced datasets 

Furthermore, there is a noteworthy similarity between the leak data and the generated 

leak data. Features such as TD Avg. Amp, Spread, RMS, Kurtosis, and FD Avg. Amp 
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exhibit similar probability distributions, suggesting that the generated signals 

effectively capture the statistical characteristics of the original leak signals. However, 

certain features like Crest Factor, Skewness, and Max are observed. Amp may display 

slightly different maximum density values, indicating variations between the generated 

and original signals in these aspects. 

In summary, this analysis confirms the quality of the generated leak signals by utilizing 

KDE results to compare the extracted features. It becomes evident that the generated 

signals successfully capture the essential characteristics of the original signals while 

preserving their statistical properties. It reaffirms the reliability and accuracy of the 

generated signals in capturing the crucial attributes of the original leak signals. 

4.3.3 Model Augmentation Validation Analysis 

As discussed in Section 4.2.3.3, the effectiveness of the generative adversarial network 

is evaluated by examining whether the generated data can enhance the water leak 

detection capability. 

4.3.3.1 Sensitivity Analysis of Generated Samples 

The generation of samples plays a crucial role in assessing the performance and 

robustness of various methods and algorithms. Understanding the sensitivity of a 

method to the number of generated samples is essential for evaluating its reliability and 

generalizability. Thus, this section presents a sensitivity analysis of generated leak 

samples, explicitly focusing on their impact on the distribution of generated samples 

and the performance of the LSTM-GAN method. To further validate the performance 

of generated samples, the numbers of generated samples are selected as 1000, 1500, 

2000, 2500, 3000, 3500, 4000, 4500, and 5000 for further sensitivity analysis.  
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Figure 4.8 Sensitivity analysis of generated samples through t-SNE results 

The generated samples were initially visually analyzed using t-SNE, as illustrated in 

Figure 4.8. As the number of generated samples increased, they gradually filled the gaps 

in the original signal distribution without exhibiting significantly concentrated points. 

However, with the increasing quantity, some generated points began to focus outside 

the original signal distribution, and this concentration became more pronounced as the 

number of generated samples grew. Additionally, there was a gradual increase in 

overlap between the generated samples and the distribution of original samples. This 

phenomenon indicates that there is no apparent bias within a specific range of generated 

sample quantities. However, as the number of generated samples increases, some 

outliers may potentially impact the overall training performance. 
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The impact of generated samples was further evaluated through model practice analysis. 

The testing dataset includes 2006 samples (1128 noleak samples, 878 leak samples). 

Furthermore, additional case investigations were employed to collect leak signals from 

other independent water leakage cases. The research team has cooperated with the local 

water supply contractor to collect new leak samples from eight leak cases and a total 

collection of 68 1-second leak signals. The signals are functioned as the validation set 

for subsequent evaluation. 

Figure 4.9 depicts the testing and validation results of the model enhanced by different 

volumes of generated samples. Notably, the origin indicates the original data without 

using generated samples, and the number represents the volume of generated samples. 

Based on the results above, the performance of the models on both the validation and 

test sets demonstrates a general consistency. This consistency suggests that the model 

did not overfit the specific features of the validation set during training and could 

generalize the unseen test data effectively. 

Specifically, the "origin" model represents the baseline model trained without the 

enhanced dataset and achieved a validation accuracy of 81.54% and a testing accuracy 

of 91.92%. The models' performance varies as the number of generated samples 

increases. For example, the model trained with 1000 generated samples showed 

improved validation (87.01%) and testing (92.58%) accuracies compared to the baseline 

model. However, the model's performance fluctuates as more generated samples are 

added. The model trained with 1500 generated samples had lower validation (81.07%) 

and testing (85.59%) accuracies than the model trained with 1000 generated samples. 

Meanwhile, the model trained with 2500 generated samples achieved the highest 
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validation accuracy of 90.61% and testing accuracy of 94.02%. Meanwhile, increasing 

the generated samples cannot improve the model's performance. The final model trained 

with 5000 generated samples had a validation accuracy of 86.15% and a testing 

accuracy of 90.38%, which is lower than the model trained with 2500 generated samples. 

 

Figure 4.9 The testing and validation results of models trained with various enhanced dataset 

The results demonstrate the impact of using different numbers of generated samples 

during training. Generally, augmenting the number of generated samples enhances 

model performance. However, it does not guarantee the corresponding increase in 

model accuracy. The model trained with 2500 generated samples achieved the optimal 

balance between accuracy and generalization to validation data, outperforming the other 

models in this evaluation. Therefore, LSTM-GAN with 2500 generated samples is 

selected for subsequent comparison. 
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4.4 Model Comparison  

This section compares the LSTM-GAN model and other generative models to validate 

its effectiveness further. Specifically, three additional generative methods were 

employed, including i) adding noise, ii). overlapping windows, iii) SMOTE. 

For adding noise, white noise was added to the original signal with the signal-to-noise 

ratio of 20 dB. Additionally, overlapping windows were introduced, with a start split 

time at 0.5 s and a window step of 1 s, to generate additional samples for data 

augmentation. Besides, SMOTE was employed with five nearest neighbor samples 

selected for subsequent enhancement. Adding noise and overlapping windows 

generated 3510 leak samples, while SMOTE and LSTM-GAN generated 2500 leak 

samples for subsequent comparison. 

 

Figure 4.10 t-SNE results from various generative methods 
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Figure 4.10 depicts the t-SNE results of adding noise, overlapping window, SMOTE, 

and LSTM-GAN. The results illustrate that the samples generated by adding noise were 

concentrated in the center of the total distribution, potentially leading to overfitting 

issues. On the other hand, the samples generated by SMOTE exhibited a wider 

distribution compared to the original samples, suggesting that the generated samples 

may not align with the characteristics of real leak samples. The t-SNE result of the 

overlapping window technique showed a more dispersed distribution, with the 

generated samples located in the gaps among the red points. However, due to the nature 

of the overlapping window approach, where the generated and real samples originate 

from the same signals, there is also a potential risk of overfitting. 

Subsequently, the performances of generative methods were compared through leak 

detection practices analysis based on testing and validation datasets. Based on Figure 

4.11, LSTM-GAN achieved the highest validation accuracy (90.61%) and testing 

accuracy (94.02%) among all the techniques or models. The result indicates that the 

combination of LSTM and GAN architectures for data generation and processing has 

proven to be effective in improving model performance.  

Meanwhile, adding noise resulted in lower accuracies compared to the baseline model. 

It suggests that simply adding random noise to the data may not be sufficient for 

improving model performance, as it can introduce unwanted variations that hinder the 

model's ability to generalize. SMOTE achieved similar performance on both the 

validation and testing datasets, with a validation accuracy of 87.61% and a testing 

accuracy of 87.23%. Meanwhile, the overlapping window-based model performed 

lower than the baseline model in the testing dataset but was better than the baseline 
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model and slightly lower than the LSTM-GAN model in the validation dataset. The 

result suggests that using overlapping windows for data processing might enhance the 

leak detection capability but with a higher false alarm rate. 

 

Figure 4.11 The model performances on testing and validation dataset 

In summary, the above results indicate that the LSTM-GAN model outperformed other 

acoustic water leak detection techniques. Adding Noise did not yield significant 

improvements, while SMOTE helped address data imbalance. The overlapping 

window-based model showed moderate improvement, highlighting the importance of 

capturing temporal dependencies in the data. 

4.4.1.1 The Practicality of the Proposed Method to Real WDNs 

The main contributions of this study can be summarized into two points: i) The proposal 

of a generative approach that can stably generate leak signals and. ii). The generated 

leak signals provide additional information to leak datasets, enhancing the leak 

detection performance. 

For the first point, as illustrated in Figure 4.6, the t-SNE results illustrate that the 

generated signals and the original dataset share similar underlying structures from a 

mathematical perspective. Compared to adding noise, overlapping windows, and 
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SMOTE, LSTM-GAN also excels in capturing the time series structure and acoustic 

characteristics, enabling the generation of realistic signals. 

This point is further confirmed through the acoustic characteristics analysis results in 

Figure 4.7, which show that the two datasets have close acoustic characteristics in time 

and frequency domain features. It confirms the practicality of the generated leak signals 

in accurately representing actual signals, thereby enhancing the quality of the associated 

datasets. Besides, the LSTM-GAN approach contributes to developing ML-driven 

water leak diagnosis models that rely heavily on ample data.  

For the second point, based on the results of t-SNE (shown in Figure 4.6, Figure 4.8, 

and Figure 4.10) and model augmentation results (shown in Figure 4.9 and Figure 4.11), 

the proposed LSTM-GAN is proven to be able to generate new leak signals covering 

the uncollected leak scenarios with reduced biased. Specifically, the t-SNE results 

reveal that the generated leak signals fill voids among the mapped original signals. This 

observation suggests that the generated signals potentially preserve additional 

information that may have been absent in the original dataset, thereby mitigating the 

overfitting problem (Bowles et al., 2018). Furthermore, the model augmentation 

validation results also confirm the effectiveness of generating signals in improving the 

performance of water leak detection models compared with other generative methods. 

The model improvement can be attributed to new leakage signals generated by LSTM-

GAN, potentially enhancing the dataset diversity and covering previously uncollected 

leakage scenarios. However, the sensitivity analysis also reveals that increasing the 

number of generated samples improves model performance. It is crucial to note that this 

enhancement does not always translate into a corresponding increase in model accuracy. 
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Combined with the t-SNE results, it can be explained that the increase in generated 

samples might also potentially introduce the outlier or noise samples and duplicated 

information, which might not be beneficial for model improvement. Therefore, when 

applying LSTM-GAN to other scenarios, it is still necessary to make appropriate 

adjustments based on the existing model experimental conditions and the complexity of 

the problem. 

This study provides novel inspiration for applying the LSTM-GAN generative approach 

to improve water leak detection. Although previous acoustic generative methods 

contribute to data preprocessing and enhancement, they may struggle to capture 

complex patterns and lack robust generative capabilities. The research incorporates 

LSTM and GAN models to ensure that the model captures time series and learns the 

critical acoustic features of signals. LSTM retains and learns long-term dependencies, 

enabling it to capture critical acoustic signal features. Integrating GAN into the 

approach adds generative capabilities, allowing the model to generate realistic synthetic 

leak signals. 

4.5 Chapter Summary 

This chapter presents a novel approach, LSTM-GAN, designed to capture the 

distribution of leak signals and generate high-quality samples. The framework alleviates 

the inherent challenge of limited real data availability for machine learning-based leak 

detection in water distribution networks.  

The proposed LSTM-GAN model demonstrates its capability to generate 

comprehensive acoustic signals that accurately simulate leak conditions in the context 

of WDNs. The quality of these generated signals is thoroughly evaluated through t-SNE 
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analysis, acoustic feature analysis, and validation using model augmentation techniques. 

Comparative analysis against real leak samples reveals a high degree of similarity in 

terms of t-SNE results and acoustic features extracted from both the time and frequency 

domains. Furthermore, the validation analysis conducted on model augmentation 

provides additional evidence of the superior performance of LSTM-GAN (94.02%) 

compared to other generative methods on the testing dataset.  
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CHAPTER 5  Model Explanation and Interpretation  

5.1 Introduction 

This chapter presents a novel CNN-based water leak detection model that enhances 

interpretability by incorporating Grad-CAM. This integrated approach unveiled the 

detection process and improved water management practices. 

5.2 Development of Time-Frequency Spectrum Visualization Framework 

 

Figure 5.1 Proposed framework of explainable leak detection for WDNs. 

The proposed framework for water leak detection and interpretation is shown in Figure 

5.1. The framework involves obtaining vibroacoustic signals from the water system, 

applying VMD for noise reduction, and performing STFT to transform the signals into 
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spectrogram representations. The spectrogram representations are then fed into a 

designed CNN model. During training, the model is loaded with testing data and 

classified into different fault classes related to water leaks. The Grad-CAM technique 

is applied downstream from the neural network's classification results to identify the 

time and frequency regions associated with the detected fault classes. The Grad-CAM 

results from convolution layers are used to analyze the relationship between specific 

features in the acoustic characteristics of leak signals and the class-discriminative 

decisions made by CNNs. 

5.2.1 Data Preprocessing 

5.2.1.1 Denoise for Acoustic Signals 

In the context of leak detection in WDNs, the acquired acoustic signals from sensors 

are often subject to significant amounts of unknown noise, rendering them stochastic 

signals. To mitigate the influence of noise and attenuate its adverse effects, this study 

employs VMD to decompose the signal into multiple IMF components. During this 

decomposition process, retaining the relevant components while eliminating the noise 

components is crucial, thereby achieving the noise reduction objective. 

The number of IMFs might influence the balance between signal stability and integrity. 

This study takes 10 as the number of IMFs, considering the VMD setting of Liu et al. 

(2021a). Meanwhile, conventional approaches typically rely on empirical parameters to 

select the practical components and necessitate prior knowledge of the signal and noise 

characteristics. However, these methods are inherently limited in their applicability. To 

address these limitations, this study adopts correlation (B. Liu et al., 2021a; T. Xu et al., 

2021) as the criterion for screening valid IMF components.  
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Specifically, the collected signal is decomposed into ten IMF components using the 

VMD method. Subsequently, the correlation of each IMF is calculated to evaluate its 

significance with the signal. Generally, IMFs with higher correlation represent the valid 

components of the signal, while those with lower correlation levels are more likely to 

correspond to noise components. Consequently, this study selects the key IMF 

components that exhibit significant energy for signal reconstruction, thereby obtaining 

a denoised signal. 

5.2.1.2 Time-Frequency Transformation for Acoustic Signals 

The main goal of applying a time-frequency transformation to signals is to extract a 

comprehensive range of information. This transformation allows for a deeper 

understanding of the signal's properties by providing insights into frequency and time 

changes. As a result, a more holistic understanding of the signal's characteristics is 

achieved.  

This study adopted the Short Time Fourier Transform. At the same time, the Hamming 

window has been selected as the window function, and it is employed with a window 

length of 512, an overlap of 256, and the number of Fourier transform points is 256. 

This configuration allows for clearly observing characteristic features associated with 

both leakage and non-leakage signals. The Hamming window is widely adopted in 

STFT applications because it suppresses spectral leakage and provides accurate 

frequency estimation. By applying the STFT, detailed time-frequency characteristics 

can be obtained, greatly facilitating further analysis and interpretation of the signals 

under investigation.  
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5.2.2 Leak Detection Modeling 

In the field of fault diagnosis modeling, several deep learning architectures have 

demonstrated remarkable performance. This section presents the structures of three 

adopted models: AlexNet, VGG, and ResNet. Specifically, the VGG and ResNet 

network architectures encompass various versions distinguished by their depth and 

structure. For instance, VGG-11 denotes the VGG model with 11 weighted layers, while 

ResNet-18 represents the ResNet model with 18 weighted layers. The choice of model 

depth can significantly impact the training outcomes and should be tailored based on 

the complexity of the problem at hand, as well as the available experimental resources 

such as data quantity, data quality, and computational capabilities. This study adopts 

multiple widely used CNN models with minor modifications for water leak detection. 

The main structure of the above models can be found in the following studies: i). 

ResNet-18, ResNet-34 (He et al., 2016), ii). VGG-11, VGG-13, VGG-16, VGG-19 

(Simonyan & Zisserman, 2014), iii). AlexNet (Krizhevsky et al., 2012).  

Notably, in this study, transfer learning was intentionally avoided. The main structure 

of the aforementioned models was adopted without incorporating any pre-trained 

parameters. This decision was made to ensure that the model's performance relied solely 

on its own learning and generalization capabilities, without any influence from prior 

knowledge or features extracted from pre-trained models in the context of computer 

vision object recognition (Z. Wang et al., 2019). Meanwhile, this study has minor 

changes in the input layers of the above models to meet the data structure of the input 

spectrogram. Specifically, the first input convolution layer is changed to one channel. 

The number of output neurons in the last layer within the fully connected block is 
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changed to two, responding to two leak statuses (leak, noleak) of water pipelines. The 

optimizer used in this study is Adam, with a learning rate of 1×10-5, and the training 

epoch is set to 2000. The hold-out method is employed, where 80% of the data is 

allocated for training, while the remaining 20% is dedicated to testing. Additionally, for 

out-of-sample testing, the research team collected data from independent cases to ensure 

the robustness and generalizability of the developed models. 

5.2.3 Grad-CAM Interpretation 

Grad-CAM is a popular technique for visualizing the regions of an input grid data that 

contribute most to the prediction made by the CNN fault diagnosis model (Miettinen et 

al., 2009), providing insights into the model's decision-making process and helping 

understand which parts of the spectrogram are influential in the prediction. In this study, 

the Grad-CAM is conducted on the spectrograms of the leak and noleak signals to 

identify the critical regions for different leakage statuses. 

 

Figure 5.2 A typical Grad CAM result from the leak detection model for demonstration. 

The result of Grad-CAM visualization is typically presented as a heatmap overlay on 

the original spectrogram, as shown in Figure 5.2, where the heatmap indicates the 

importance or relevance of each pixel in contributing to the model's prediction. The 

brighter or hotter regions in the heatmap correspond to the areas that substantially 
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influence the prediction, while darker or cooler regions have less significance. 

Meanwhile, the spectrogram and Grad-CAM are combined to provide a convenient 

visualization. A reverse jet colormap has been employed, wherein blue signifies regions 

of high importance for the models, while red represents regions of lesser significance. 

The result of Grad-CAM can be used for various purposes. First, it assists in model 

explanation and debugging by identifying regions of the spectrogram that the model 

may be overly reliant on or ignoring. It can also provide insights into the model's 

behavior, helping researchers and practitioners understand how it makes predictions and 

potentially uncover any biases or unexpected patterns. Furthermore, Grad-CAM points 

out the potential phenomenon of acoustic signals, assists in cross-validating the acoustic 

phenomenon, and provides insights for enriching theory research.  

In conclusion, Grad-CAM results offer interpretable insights into the regions of the 

spectrogram that contribute most to a CNN's decision. Highlighting influential areas 

helps compare and understand the decision-making process of different models, 

distinguishing the pattern within different leak statuses. 

5.3 Model Results Evaluation and Interpretability Discussion 

5.3.1 Experiment Setup and Data Preparation 

As mentioned, the research team cooperated with the local water supply department and 

contractors to conduct field experiments. The 10s audio samples were split into one 

second. The research team has gathered signals across diverse leak scenarios, and 10030 

audio samples (4390 leaks, 5640 noleaks) were collected.  

Meanwhile, the previous generative approach enriches datasets for subsequent leak 

detection modeling. According to the last empirical rules, it would be better to establish 
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a dataset with equal datasets. Thus, 1250 leak samples were generated add to the dataset, 

which ultimately contained 5640 leak samples and 5640 noleak samples. 

Meanwhile. the hold-out method divides the dataset into 80% for training (4512 leak 

samples, 4512 noleak samples) and 20% for testing (1128 leak samples, 1128 noleak 

samples). As a result, the acoustic signals collected from non-metal pipelines are 

excluded from the analysis. Furthermore, out-of-sample testing was conducted, 

involving a total of 152 audio samples. These samples consisted of 67 leaks and 85 

noleak samples, enabling the evaluation of the model's effectiveness and robustness in 

subsequent processes. 

5.3.2 Performances of the Proposed CNNs 

To assess the effectiveness of the proposed CNNs in leak diagnosis, their performance 

was evaluated using a range of metrics, where the positive class represents leaks and 

the negative class represents noleak. As illustrated in Equation (5.1) to Equation (5.5), 

accuracy, precision, recall, specificity, and F1-score have been utilized. Precision 

assesses the model's ability to avoid false alarms. A higher precision indicates a better 

ability of the model to prevent false alarms. Recall evaluates the capability to detect all 

leaks without missing any. A higher recall indicates fewer potential leaks. Specificity 

indicates the ability to identify the negative class correctly, and a higher specificity 

suggests that the model is effective at correctly identifying and distinguishing non-leak 

samples from leak samples. Besides, the F1 score is a metric that combines precision 

and recall into a single value, providing a measure of the binary classification model's 

performance in imbalanced datasets (Jeni et al., 2013). A high F1 score indicates that 
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the model has balanced precision and recall, signifying a more accurate and 

comprehensive model. 

 
True Positive True Negative

Accuracy
True Positive True Negative False Positive False Negative

+
=

+ + +
 (5.1) 

 
True Positives

Precision=
True Positive+False Positive

 (5.2) 

 
True Positive

Recall=
True Positive+False Negatives

 (5.3) 

 
True Negative

Specificity=
True Negative+False Positive

 (5.4) 

 
Precision Recall

F1-score=2
Precision+Recall


  (5.5) 

According to Figure 5.3, evaluating different CNN models for water leak detection 

revealed varying performance across multiple metrics. ResNet-18 and AlexNet exhibit 

superior precision, with ResNet-18 achieving the highest precision rate of 98.80% and 

closely followed by AlexNet with 98.85%. On the other hand, VGG-19 and AlexNet 

demonstrate promising recall rates, indicating their ability to identify all potential leak 

samples accurately. Additionally, VGG-13 achieved perfect specificity scores of 

100.00%, showcasing the accurate classification of noleak samples.  

Regarding overall accuracy, VGG-19 emerges as the top performer with an accuracy 

rate of 99.00%, closely followed by AlexNet with 98.01%. These results highlight the 

effectiveness of these CNN models in fitting the distribution of STFT-based 

spectrogram datasets. Their high precision, recall, and accuracy demonstrate their 

ability to classify and predict instances accurately. 
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Figure 5.3 The performance of CNN models in the testing dataset. 

An additional set of 67 leak samples and 85 noleak samples have been collected and 

regarded as the dataset for out-of-sample testing to prevent model overfitting and 

conduct a more thorough evaluation of the model's performance. The performances of 

CNN models in the out-of-sample testing are illustrated in Figure 5.4.  

Compared to the testing performance, proposed CNN models achieve lower accuracy 

in the out-of-sample testing. The accuracies of VGG-11, VGG-13, VGG-16, and 

Resnet-18 are significantly decreased. It is common to witness a decline in model 

accuracy when the data from new cases is applied to the previously trained leak 

detection model (2008). From the above metrics, it can be observed that VGG-19 and 

AlexNet stand out with higher precision, recall, F1-score, and accuracy compared to the 

other models. VGG-19 achieves the highest recall rate of 88.06% and the highest F1-

Precision Recall Specificity F1-score
Test

Accuracy

ResNet-18 98.80% 94.25% 99.12% 96.47% 97.01%

ResNet-34 97.65% 95.40% 98.25% 96.51% 97.01%

VGG-11 96.34% 90.80% 97.37% 93.49% 94.52%

VGG-13 100.00% 89.66% 100.00% 94.55% 95.52%

VGG-16 97.67% 96.55% 98.25% 97.11% 97.51%

VGG-19 97.75% 100.00% 98.25% 98.86% 99.00%

AlexNet 98.85% 98.85% 99.12% 98.85% 98.01%
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score of 84.29%, indicating its effectiveness in accurately identifying leak samples with 

lower false alarm rate. AlexNet also demonstrates a strong balance between precision 

and recall, with an F1-score of 80.85%. On the other hand, VGG-11 shows lower 

precision and recall rates than the different models, indicating an undeveloped ability 

for leak detection. ResNet-18 and ResNet-34 perform consistently, with similar 

precision and recall rates. VGG-13 and VGG-16 exhibit moderate performance across 

the metrics. From testing and out-of-sample testing results, VGG-19 and AlexNet 

emerge as the top performers, showcasing their effectiveness in accurately identifying 

instances in the given dataset. 

 

Figure 5.4 The model performance comparison between testing and out-of-sample results. 

The findings demonstrate that the evaluated CNN models accurately detect and classify 

leaks within WDNs. However, further analysis and interpretability studies are 

Precision Recall Specificity F1-score Accuracy

ResNet-18 78.33% 70.15% 84.71% 74.02% 78.29%

ResNet-34 78.79% 77.61% 83.53% 78.19% 80.92%

VGG-11 65.72% 68.66% 71.76% 67.16% 70.40%

VGG-13 76.67% 68.66% 83.53% 72.44% 76.98%

VGG-16 72.06% 73.13% 77.65% 72.59% 75.66%

VGG-19 80.82% 88.06% 83.53% 84.29% 85.53%

AlexNet 77.03% 85.07% 80.00% 80.85% 82.23%
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warranted to enhance our understanding of their decision-making processes and identify 

opportunities for model improvements. These additional investigations would provide 

valuable insights into the inner workings of the models, enabling them to refine and 

optimize their performance further. 

5.3.3 Grad-CAM Interpretation Results 

Model interpretability analysis is crucial to gaining insights into the inner workings of 

the hidden layers in CNNs, frequently regarded as black boxes. This analysis becomes 

particularly valuable when applied to leak detection models. Therefore, this section 

applied Grad-CAM to visualize the critical convolution blocks from previously 

developed CNN models. The objective was to analyze the i). Model Heterogeneity, 

interpreting the differences between various models, and ii). Category Heterogeneity, 

interpreting the differences between leak statuses.  

5.3.3.1 Model Heterogeneity Interpretation 

Section 5.3.2 proposed several models for water leak detection, which also introduced 

model heterogeneity stemming from different architectures and other factors. Analyzing 

the Grad-CAM results of these models can provide valuable insights for model 

comparison and improvement. Figure 5.5 compares the Grad-CAM visualization results 

obtained from seven different models on leak signal (i). As depicted in Figure 5.5 (a), 

the spectrogram from the leak signal indicates a prominent signal within the frequency 

band ranging from approximately 750 Hz to 1000 Hz. A subtle signal range can also be 

observed between 500 Hz and 750 Hz. According to Figure 5.5 (b) to (h), models show 

different attention patterns when identifying a leak signal. The attention range of 

AlexNet shows a prominent band ranging from 740 to 1100 Hz, and attention gradually 
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diminishes as the frequency increases and decreases. In the case of ResNet, both 

ResNet-18 and ResNet-34 exhibit a relatively broad attentional scope centered around 

760 Hz, with ResNet-34 displaying a more dispersed attention region compared to 

ResNet-18. In contrast to ResNet, VGG models demonstrate a more concentrated 

attention region. Specifically, VGG-11, VGG-13, and VGG-19 manifest attention 

within the approximate range of 500 to 1000 Hz, while the attention focus of VGG-16 

is notably concentrated around 900 Hz relative to other VGG models. 

 

Figure 5.5 Grad-CAM visualization results comparison among various models based on leak 

signal (i). 

Meanwhile, Figure 5.6 demonstrates the Grad-CAM results on another leak signal (ii). 

From Figure 5.6 (a), the spectrogram shows a distinguished signal over the 200 Hz 

frequency band and lower frequency band during 1250 to 1500 Hz and 600 to 700 Hz. 

According to the Grad-CAM analysis, AlexNet demonstrates higher attention towards 

signals between 1500 Hz and 1700 Hz, followed by a gradual decrease in attention 

towards higher and lower frequencies. Notably, it exhibits increased attention around 
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the frequency range of 500 Hz. On the other hand, ResNet-18 and ResNet-34 exhibit a 

broader distribution of attention. ResNet-18 concentrates its attention around 1250 Hz, 

encompassing the range of 1000 Hz to 1500 Hz, while ResNet-34 shows more 

concentrated attention between 750 Hz and 1250 Hz. 

 

Figure 5.6 Grad-CAM visualization compares various models based on leak signal (ii). 

Additionally, VGG models display evident attention around the frequency range of 

1250 Hz to 1500 Hz. Specifically, VGG-11 demonstrates a higher concentration of 

attention between 750 Hz and 1250 Hz, with relatively less attention below 750 Hz. 

VGG-13, on the other hand, exhibits a stronger focus on signals between 250 Hz and 

500 Hz. VGG-16 displays a higher concentration of attention towards higher 

frequencies, with less consideration given to signals below 1200 Hz. VGG-19, in 

contrast, demonstrates a more distinct attention distribution. Apart from the regions 

above, attention is uniformly distributed below 750 Hz. 

Figure 5.7 compares the Grad-CAM visualization results obtained based on non-leak 

signals. As depicted in Figure 5.7 (a), the spectrogram of the non-leak signal (i) exhibits 
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a distinct signal close to 240 Hz, along with slight signals ranging from 130 to 510 Hz. 

Subsequently, the attention ranges of different models were analyzed, as shown in 

Figure 5.7 (b) to (h). AlexNet focuses on the frequency band ranging from 250 to 1000 

Hz, particularly on 500 Hz. Conversely, ResNet-18's attention range extends from 250 

to 1200 Hz, with a slight focus on the 500 to 750 Hz range. However, the attention 

becomes more dispersed in ResNet-34, as the model nearly encompasses the entire 

frequency domain, making it challenging to capture crucial information.  

 

Figure 5.7 Grad-CAM visualization results in comparison among various models based on 

noleak signal (i). 

VGG models, on the whole, exhibit similar attention patterns. VGG-11 appears to 

concentrate on 500 Hz and is influenced by time. VGG-13 demonstrates a clear 

attention region ranging from 300 to 500 Hz. In contrast, VGG-16 appears to be 

influenced by attention in the lower frequency band. The attention pattern of VGG-19 

has notably shifted, focusing on the frequency range from 200 to 750 Hz. 
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Based on the analysis of model heterogeneity, it is evident that there are significant 

differences in attention regions among different types of models, while attention regions 

are relatively similar among models of the same type. However, there are slight 

variations in attention regions with changes in model depth.  

The Grad-CAM results of AlexNet demonstrate relatively clear and concentrated 

attention, enabling the capture of primary input signal information, albeit with slight 

deviation. In contrast, VGG models can generally capture key information. However, 

VGG-11, VGG-13, and VGG-16 exhibit less stable attention and are more susceptible 

to noise interference, whereas VGG-19 displays a more apparent and stable attention 

pattern. In recognizing signals, ResNet demonstrates a more widely distributed attention, 

enabling extracting a broader range of information, which aligns with ResNet's 

characteristic of avoiding overfitting (Santos & Papa, 2009). On the other hand, ResNet 

could potentially be affected by irrelevant information from wider frequency regions. 

Therefore, ResNet can only achieve moderate accuracy as it encompasses 

comprehensive information but is susceptible to unexplored noise. Specifically, the 

Grad-CAM results of VGG-19 and AlexNet manifest more pronounced and stable 

attention regions than other models, suggesting a higher degree of discriminative 

decision-making. This observation provides insight into the superior performance of 

these models, thus offering a potential explanation for their enhanced overall efficacy 

relative to other counterparts. 

5.3.3.2 Category Heterogeneity Interpretation 

In the context of leak diagnosis for WDNs, category heterogeneity arises when the 

heatmap visualizations vary significantly across different leak statutes. It indicates that 
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the model's attention and focus on relevant spectrogram regions may differ for each leak 

statute. The heatmap patterns can provide insights into the discriminative features 

learned by the model for different categories and help understand the reasoning process 

behind the leak detection. Therefore, this section analyzes the differences in Grad-CAM 

results between leak and noleak signals based on VGG-19 and AlexNet models, which 

have demonstrated better performance on the test and validation datasets.  

 

Figure 5.8 Grad-CAM results for leak signals (iii) and (iv). 

Figure 5.8 primarily illustrates the Grad-CAM results for leak signals (iii) and (iv). For 

leak signal (iii), the spectrogram displays signals ranging from 740 Hz to 1600 Hz. It 

exhibits a clear signal around 700 Hz and a secondary energy peak near 1300 Hz. 

AlexNet and VGG-19 are strongly influenced by the frequency component ranging 
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from 500 Hz to 1000 Hz when making decisions regarding leak signals. In the case of 

leak signal (iv), both AlexNet and VGG-19 base their decisions on the presence of 

signals between 750 Hz and 1250 Hz, indicating the significance of this frequency range 

in leak detection. 

 

Figure 5.9 Grad-CAM results for leak signal (v) and (vi). 

Meanwhile, based on Figure 5.9, the leak signals (v) and (vi) spectrograms were 

generated. The leak signal (v) spectrogram exhibits a prominent signal in the 800 to 

1000 Hz frequency range, with varying signals observed between 250 and 750 Hz. 

When analyzing the Grad-CAM results, AlexNet primarily focuses on frequency 

components below 250 Hz and those near 1000 Hz when assessing whether a signal 

corresponds to a leak signal. In contrast, VGG-19 concentrate on the frequency range 

between 1000 Hz and 1250 Hz. Regarding leak signal (vi), significant energy is evident 
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around 1650 Hz. Consequently, both models are susceptible to the influence of high-

frequency signals, exhibiting heightened attention beyond 1600 Hz. In addition, a blank 

signal within the 250Hz range can activate the region below 250Hz in AlexNet. This 

activation may have an impact on the accuracy of leak detection. Additionally, it should 

be noted that AlexNet does not perform better than VGG-19 in validation cases. 

 

Figure 5.10 Grad-CAM results for leak signal (vii) and (viii). 

From Figure 5.10, the spectrogram of the leak signal (vii) reveals the prominent 

frequency component between 750 Hz and 1200 Hz, with the highest intensity observed 

above 750 Hz. Both models are influenced by signals around 750 Hz, with AlexNet 

being particularly affected by signals ranging from 500 to 1000 Hz and VGG-19 being 

influenced by signals between 750 Hz and 1250 Hz. In the case of leak signal (viii), the 

signal concentrates around 900 Hz, significantly impacting the decision-making process 
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of both models. AlexNet is influenced by signals spanning from 500 Hz to 1000 Hz, 

while VGG-19 tends to be influenced by frequencies ranging from 750 Hz to 1250 Hz. 

During the decision-making process for identifying leak signals, high-frequency signals 

significantly affect the models, specifically those falling within the 750 Hz to 1250 Hz 

frequency band. In addition, specific models also consider signals below 250 Hz as part 

of their analysis. 

 

Figure 5.11 Grad-CAM results for noleak signal (ii) and (iii). 

Noleak signal reveals different time-frequency characteristics. Compared to the leak 

signal, the noleak signal is concrete on a lower frequency band and demonstrates a 

different Grad-CAM pattern, as illustrated in Figure 5.11. For noleak signal (ii), the 

signal is clear in the frequency 120 Hz and below. The corresponding Grad-CAM result, 

therefore, concentrates on frequency regions below 500 Hz. Similarly, noleak signal (iii) 
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displays prominent spectral components above 200 Hz while exhibiting attenuated 

components within the 200 to 670 Hz frequency range. The Grad-CAM result depicts 

that both AlexNet is strongly influenced by 250 to 750 Hz signal from the region and 

signals from 250 to 500 Hz influence VGG-19. 

Overall, Grad-CAM also demonstrates significant discrepancies across different 

categories. The models predominantly rely on salient features within the middle and 

high-frequency components (between 750 and 1250 Hz) as the basis for identifying leak 

signals, occasionally considering supplementary information below 250 Hz. Conversely, 

when discerning no-leak signals, the models primarily reference signal components in 

the mid-to-low frequency band (below 750 Hz), particularly emphasizing pronounced 

signals below 500 Hz. The above findings are aligned with the theoretical expectations 

that when an acoustic device is combined with the pipe effect, the system exhibits the 

behavior of a band-pass filter. Consequently, the collected signals are predominantly 

concentrated within the middle and high-frequency range (F. Almeida et al., 2014a; X. 

Cui et al., 2024). Meanwhile, other experiments also reveal that leak noise is 

concentrated at approximately 1 kHz (Gao & Liu, 2017), and noleak (interference) noise 

is concentrated around 500 Hz (G. Guo et al., 2021b). The proposed model’s decision-

making process can capture most of the general leak scenarios for WDNs, thereby 

indicating its enhanced robustness. 

5.4 Chapter Summary 

This chapter presents an explainable approach providing insights into the decision 

rationale of CNN-based models, facilitating model improvement, and offering novel 

perspectives for signal analysis. Several CNN-based models, including AlexNet, VGG, 
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and ResNet, were employed to evaluate the performance of these models in identifying 

leakages in water distribution networks (WDNs). Both AlexNet and VGG-19 exhibited 

superior performance on both the testing dataset and out-of-sample testing.  

Meanwhile, the analysis of Grad-CAM results also demonstrated that VGG-19 and 

Grad-CAM's attention regions captured essential components with a higher 

concentration level, thereby explaining the superior performance of these models. This 

ability enables them to capture crucial time-frequency information while disregarding 

irrelevant components effectively. A comparative examination of the Grad-CAM 

results for leakage and non-leakage signals revealed that the model primarily relied on 

the frequency range of 750-1250 Hz to classify signals as leaks, while frequency 

components below 500 Hz were the primary focus for non-leakage signals. These 

insights further elucidate the model's decision-making process, highlighting the 

frequency ranges associated with different leak conditions. 
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CHAPTER 6  Time-series-based Deep Learning Model for Leak Detection  

6.1 Introduction 

This chapter employs the Transformer model, which utilizes self-attention mechanisms 

and positional encodings to comprehensively understand temporal relationships in time-

series vibroacoustic signals (Vaswani et al., 2017). The objectives of this chapter can 

be summarized as follows: 

i). Develop the Time-Transformer model that combines advanced temporal processing 

and deep learning techniques to capture temporal patterns and dependencies in acoustic 

leak detection signals. 

ii). Conduct comprehensive experiments to validate the performance of the Time-

Transformer approach in identifying leaks within the water distribution network. 

iii). Assess the feature extraction capability of the Time-Transformer approach and 

demonstrate its superiority with other DL approaches employed in acoustic leak 

detection. 

6.2 Development of Transformer-based Leak detection Framework 

As mentioned in previous sections, the method was evaluated based on several leak and 

non-leak signals collected from real WDNs in Hong Kong. The signals were 

preprocessed using VMD to decompose and remove unwanted noise. Unlike traditional 

ML algorithms that rely on extracted features and some DL algorithms that use images, 

this study utilizes the original time series signals as direct inputs into the time series 

Transformer to extract pertinent information. For comparative purposes, 1D-CNN and 

LSTMs were also employed. Detailed discussions have been provided to analyze the 

leak detection and t-SNE visualization results obtained from the Time-Transformer, 
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1D-CNN, and CNN-LSTM models. The proposed Transformer-based model offers 

promising prospects for advancing the field of leak detection in WDNs and supports 

efficient water management.  

6.2.1 Data Collection & Processing 

As mentioned, the research team has conducted several experiments to collect samples 

from field experiments in Hong Kong. Meanwhile, the developed data augmentation 

algorithm, GAN, was proposed to collect the signals. Meanwhile, the ten-second 

duration audio is divided into one-second segments, treating each segment as a unit of 

samples. As depicted in Table 6.1, a total of 11300 samples were ultimately collected 

from the site, including 5650 leak samples and 5650 noleak samples. Additionally, out-

of-sample validation was conducted, involving the collection of 670 leak samples and 

890 noleak samples. These samples were independent of the training and testing 

datasets, enabling an evaluation of the model's robustness and effectiveness. 

Table 6.1  The volume of datasets for model evaluation 

 Training-80% Testing-20% Out-of-sample validation 

Leak 3512 878 670 

Noleak 4520 1130 890 

Overall, the data format of collected signals in the context of acoustic leak detection in 

WDNs is typically time-series. The collected signals cater to the context of the Time-

Transformer, which is designated to capture the pattern within the 1D format signals. 

6.2.1.1 Signal Denoising 

One inherent characteristic of on-site leak detection is background noise in the collected 

signals. Therefore, to improve accuracy, most studies require signal denoising before 
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modeling (Diao et al., 2020; Tijani & Zayed, 2022). One powerful technique that has 

gained significant attention in recent years is VMD (Dragomiretskiy & Zosso, 2014a). 

Specifically, VMD assumed that a multi-component signal can be represented as a sum 

of K-modal components. Each component has a finite bandwidth, and the IMF has a 

central frequency ( )t , the constraint is that the sum of all modes equals the input signal. 

This chapter employed correlation analysis to select the most relevant IMFs for VMD 

(Y. Huang et al., 2018). By calculating the correlation between each IMF and the 

original signal, IMFs that exceeded the correlation value of 0.3 are retained for signal 

reconstruction (B. Liu et al., 2021b), reducing background noise's influence. 

6.2.2 Time-series Leak Detection Modeling 

This section describes the development process of Transformer-based leak detection 

models. The main structure of the employed model is inspired by Vaswani et al. 

(Vaswani et al., 2017) and Jin et al. (2022). In this study, specific modifications have 

been made to the input and output layers and the hyperparameters of the previously 

mentioned models to align with the data structure of one-dimensional vibroacoustic 

signals within the domain of vibroacoustic leak detection. 

Table 6.2 depicts the parameters for the Transformer. The length of the input vector 

layer is changed to 4096. The number of output neurons in the last layer within the fully 

connected block is changed to two, responding to water pipelines' leak conditions (leak, 

noleak).  The input audio samples are embedded into 128, capturing more nuanced 

temporal patterns crucial for accurate predictions and analysis of time-series data. The 

input data were then fed into six stacked Transformer blocks. Each block contains eight 

attention heads. Besides, the dimension of Queries and keys is set to 64, balancing the 
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model's capacity to capture complex relationships while maintaining computational 

efficiency. The embedding dimension of 256 indicates the size of the hidden layers 

within the MLP component of the model. A higher embedding dimension allows the 

MLP to capture complex patterns and relationships within the data. A dropout rate of 

0.1 is employed, meaning that each unit has a 10% probability of being randomly 

dropped out during training. It helps prevent overfitting by promoting the learning of 

more robust representations and reducing the model's reliance on specific connections. 

The optimizer employed in this study is Adam, with a learning rate of 3×10−5, and the 

training epoch is set to 500. 

Table 6.2 Parameters for the Proposed Time-Transformer 

Parameter Value 

Input dimension 4096*1 

Output dimension 2 (leak, noleak) 

Batch size 64 

Epochs 500 

Optimizer Adam 

Number of sequence Ns 16 

Time-series embedding dimension 128 

Position encoding format One dimension 

The number of stacked Transformer blocks N 6 

The number of attention heads h 8 

The dimension of queries and keys dk 64 

The embedding dimension of MLP 256 

Dropout rate 0.1 

Learning Rate 3 -5×10  
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6.2.3 Model Performance Evaluation 

After leak detection modeling, evaluating the performance of the model is crucial to 

determine its effectiveness and reliability. Confusion matrices have been widely used 

to assess the performance of leak detection models (Shukla & Piratla, 2020a; T. Yu et 

al., 2023). Furthermore, visualization of the feature extraction layer using t-SNE 

provides valuable insights into the proposed model's capability for clustering samples 

under different leakage conditions (Y. Jin et al., 2022). Therefore, this study has adopted 

confusion matrices and t-SNE visualization results for evaluation.  

Confusion matrix-based metrics are designed explicitly for classification models and 

assess the model's outputs to the true class labels of the collected samples. Based on the 

confusion matrix, accuracy, precision, recall, specificity, and F1-score can be deduced, 

measuring the model's capability to identify the different leak conditions correctly.  

In this study, leak points are considered positive, while no-leak points are considered 

negative. Precision measures the model's ability to minimize false alarms, with a higher 

score indicating a lower likelihood of false alarms. A higher recall value suggests the 

model's effective detection of all leaks, leading to fewer potential leaks that are 

overlooked. Specificity measures the model's accuracy in distinguishing non-leak 

samples from leak samples, with a higher score indicating better proficiency. F1-score 

combines precision and recall, comprehensively evaluating the model's performance, 

particularly in imbalanced datasets (Jeni et al., 2013). A high F1-score signifies a 

balanced trade-off between precision and recall, reflecting the model's accuracy and 

comprehensiveness. 
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Feature extraction transforms the raw signals into a more compact and informative 

representation. To facilitate clear comparisons, the high-dimensional feature vectors 

have been visualized using t-SNE, reducing the feature vectors' dimensionality while 

preserving the underlying data structure (Van der Maaten & Hinton, 2008). 

6.3 Leak Detection Evaluation and Discussion 

6.3.1 Parametric Experiment 

In machine learning, hyperparameters play a crucial role in the modeling process. The 

influence of hyperparameters in ML modeling is significant and can impact various 

aspects of the model. Therefore, this study employed parametric experiments to assess 

their influence on the leak detection capability of proposed Time-Transformer models. 

Specifically, considering the hyperparameters mentioned in  

Table 6.3, this study considers the hyperparameters: Ns, dim, MLPdim, dk, h, N, and 

dropout rate. 

Ns is considered an essential parameter, which significantly influences the model 

performance. When the Ns is relatively small, the model performance decreases rapidly. 

However, as Ns increases, it does not necessarily mean that the model performance will 

keep increasing indefinitely. When the Ns is 8, the performance is the worst. As the Ns 

increases, the performance reaches a peak when Ns is 32. Then, as Ns increases further, 

the model performance starts to decline again. The inverse relationship between the Ns 

and the length of the resulting vectors can explain this. Longer audio signals may cause 

the model to be unable to capture the local features, leading to decreased accuracy 

accurately. On the other hand, shorter vectors may lose global feature information; 

therefore, an appropriate Ns may be able to achieve optimal performance. 
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Table 6.3 Influence of the hyperparameters on Time-Transformer 

Ns dim MLPdim head N dk dropout 
Test 

Acc 

Val 

Acc 

32 128 256 8 5 256 0.1 99.93% 99.02% 

8       99.63% 91.80% 

16       99.84% 96.34% 

64       99.88% 98.83% 

128       99.44% 98.54% 

 16 32     98.19% 97.12% 

 32 64     99.20% 97.45% 

 64 128     99.66% 97.71% 

 256 512     100.00% 98.19% 

 512 1024     99.76% 96.94% 

   1    99.40% 97.48% 

   2    99.33% 97.41% 

   4    99.89% 98.21% 

   6    99.89% 98.83% 

   10    99.90% 97.88% 

    1   99.49% 94.29% 

    2   99.93% 97.71% 

    3   99.89% 97.75% 

    4   99.75% 97.53% 

    6   99.94% 98.15% 

    7   99.83% 97.85% 

     8  99.20% 96.88% 

     16  99.41% 97.51% 

     32  99.34% 97.14% 

     64  99.64% 97.10% 

     128  99.91% 98.49% 

     512  99.53% 97.62% 

      0.2 99.88% 97.98% 

      0.3 99.64% 97.14% 

 

Furthermore, dim and MLPdim were the embedding lengths of the time-series tokenizer 

and subsequent input lengths for the final classification component. The experiments 

follow the empirical principles from Jin et al. (Y. Jin et al., 2022), making MLPdim equal 
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to two times dim. It can be found that the combination of dim-256 and MLPdim-512 

yields higher performance compared to other settings. The higher dim and MLPdim 

contain more parameters and better complex pattern capture capability. However, the 

model performance decreases when raises dim and MLPdim to 512 and 1024. 

Similar patterns emerged in the experiments conducted on the hyperparameters: head, 

N, dk. It was observed that lower values of these parameters led to diminished accuracy, 

while the model's performance improved as the values of the model parameters 

increased. However, as the values escalated excessively, the model's complexity surged, 

resulting in a decline in model performance. Nevertheless, regardless of changes in the 

model parameters, the transformer exhibited a high degree of fitting on the training set. 

Apart from the Ns , the model's validation accuracy was relatively less influenced by 

alterations in other parameters. Consequently, the head was set to 8, the number of 

blocks fixed at 5, dk designated as 256, and the dropout rate established at 0.1. 

6.3.2 Model Identification Results 

In this section, the model's performance evaluation is conducted using confusion 

metrics. The results are presented to provide a comprehensive understanding of the 

model's strengths, limitations, and implications. As depicted in Section 6.2.1, the hold-

out method is employed, allocating 80% of data for training purposes, and the remaining 

20% is dedicated to testing. Besides, out-of-sample validation is a crucial step in the 

model development process to assess the robustness and generalizability of the models. 

In this approach, the researchers collected independent cases not used during the model 

training phase. Meanwhile, alternative DL models were also incorporated and compared, 



146 

 

including 1D-CNN and CNN-LSTM. The explicit model structures are presented in 

Figure 6.1.  

 

Figure 6.1 The structures of other time-series DL models 

Figure 6.2 showcases the performance of models on testing datasets. Transformer 

achieved the highest accuracy, with 99.02%. In addition, the Transformer demonstrated 

a high level of specificity, scoring 98.95%, indicating the Transformer's ability to 

identify negative instances correctly. Regarding precision, Transformer still performed 

the best, with a precision score of 99.21%. This shows that when the Transformer 

classifies an instance as positive (leak), it is more likely to be a correct prediction. The 

transformer also achieved the highest recall of 99.10%, indicating its ability to identify 

actual leak samples correctly, with lower false alarm rate. Furthermore, the F1-score 

indicates the Transformer reached a balance on the leak and noleak recognition. 
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In the comparison, the Transformer maintains a lead over the 1D-CNN, while the CNN-

LSTM demonstrates the poorest performance across all evaluated metrics. Notably, the 

1D-CNN achieves a slightly lower overall leak detection accuracy of 97.06%, 

specificity at 97.31%, precision at 96.88%, recall at 96.78%, and an F1-score of 96.83%. 

Following this, CNN-LSTM achieves an accuracy of 85.48%, specificity of 89.04%, 

precision of 84.44%, recall of 80.65%, and an F1-score of 82.50%. 

 

Figure 6.2 The performances of models on the testing dataset 

However, the above results are specific to the testing dataset, and model performance 

may vary depending on the dataset's selection. Therefore, this study collects the out-of-

sample datasets to evaluate the robustness and effectiveness of the model.  

Accuracy Specificity Precision Recall F1 score

Transformer 99.02% 98.95% 99.21% 99.10% 99.15%

1D-CNN 97.06% 97.31% 96.88% 96.78% 96.83%

CNN-LSTM 85.48% 89.04% 84.44% 80.65% 82.50%
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As illustrated in Figure 6.3, the models exhibited lower overall performance in out-of-

sample validation. Transformer still achieves the highest on indicators excepting 

specificity, demonstrating superior capability in correctly identifying leaks and noleak 

samples. Similarly, the 1D-CNN slightly lagged behind the Transformer in all metrics 

but still exhibited reasonable classification performance, with an accuracy of 85.77%, 

specificity of 87.19%, and F1 score of 83.51%. However, the CNN-LSTM performed 

the worst in terms of accuracy (82.63%), precision (83.31%), and F1 score (78.64%) 

despite having the highest specificity (88.76%), indicating that its leak-free report is 

even more reliable. 

 

Figure 6.3 The performances of models on the out-of-sample validation dataset 

Considering the testing dataset and out-of-sample validation, the comprehensive results 

indicate that Transformer excelled in both testing and out-of-sample validation, 

demonstrating high classification accuracy and generalization ability. 1D-CNN slightly 

Accuracy Specificity Precision Recall F1 score

Transformer 88.78% 89.94% 86.56% 87.21% 86.89%

1D-CNN 85.77% 87.19% 83.14% 83.88% 83.51%

CNN-LSTM 82.63% 88.76% 83.31% 74.48% 78.64%

0.60

0.65
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0.75

0.80
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0.95
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trailed behind Transformer, showing reasonable classification performance but lacking 

the same level of robustness. However, the CNN-LSTM performed the worst among 

the three, indicating its limited effectiveness in capturing the intricate patterns and 

dependencies required for accurate classification.  

6.3.3 Feature Vectors Visualization 

This section examines feature vector distribution within the embedding space using t-

SNE to evaluate the model's generalization capacity and enhance the understanding of 

its operational behaviors. By analyzing the organization and clustering of feature 

vectors in the lower-dimensional space created by t-SNE, valuable insights are obtained 

regarding the model's potential to categorize acoustic samples across various fault 

conditions (Y. Jin et al., 2022; Pang et al., 2024).  
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Figure 6.4  t-SNE results of the feature vectors extracted from DL models (a) Origin samples, 

(b) Transformer, (c) 1D-CNN, (d) CNN-LSTM 

Figure 6.4 compares feature vectors derived from various DL models, Time-transformer, 

1D-CNN, and CNN-LSTM. The t-SNE visualization in Figure 6.4 (a) illustrates the 

distribution of the signal samples in the dimensionally-reduced feature space before 

classification. The green data points represent the non-leakage samples, while the red 

points correspond to the leakage samples. Crucially, a substantial overlap is observed 

between the two classes. It indicates that original samples from the leak and noleak 

conditions shared some similar components, and it is difficult to differentiate the 

leakage conditions of unprocessed signals directly. 

Figure 6.4 (b) and (c) visualize the extracted vector of the Transformer and 1D-CNN 

by projecting the vector into t-SNE space. Both the Transformer and 1D-CNN 

categorize the samples into two prominent clusters. This suggests that the input samples 

subjected to different leak conditions already exhibit distinguishing characteristics after 

processing by the Transformer and 1D-CNN models. This signifies the promising 

ability of these models to discriminate between leak and non-leak scenarios. However, 

it is noteworthy that the t-SNE results of the above two models also have a certain 

amount of outlier samples. As shown in Figure 6.4 (b), some non-leak samples are 

intermixed within the clustering of the leak samples. Additionally, Figure 6.4 (c) depicts 

that some non-leak samples are located at the edge of the leak clusters. Furthermore, 

the 1D-CNN model appears to have more confusing samples than the CNN-LSTM 

model. 
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Meanwhile, as illustrated in Figure 6.4 (d), the t-SNE visualization of CNN-LSTM 

illustrates relatively modest performance in distinguishing leak samples. A noticeable 

overlap is observed among the samples at the center of the t-SNE result, indicating that 

some samples may be complex for the CNN-LSTM model to distinguish. This suggests 

a potential limitation in the CNN-LSTM's ability to identify and classify leaks compared 

to the other models accurately. 

In conclusion, the t-SNE visualization comprehensively compares the performances of 

Transformer, 1D-CNN, and CNN-LSTM models in leak detection within WDNs. The 

t-SNE results indicate that the 1D-CNN and Transformer models demonstrate 

distinguished sample clustering capabilities, while the cluster capability of the CNN-

LSTM is comparatively lower. These findings align with the leak identification results, 

highlighting the superior performance of the Transformer, followed by 1D-CNN and 

CNN-LSTM. 

6.3.4 Discussion 

In this study, the structure of the Transformer model has been meticulously designed 

and compared with other time-series models, such as CNN-LSTM and 1D-CNN. Based 

on the above model performance results, it is evident that the Transformer exhibits 

superior capabilities in leak detection compared to CNN-LSTM and 1D-CNN. 

The distinguishing factor that sets the Transformer model apart is its unique self-

attention mechanism, enabling simultaneous processing of all positional information 

within a sequence (Ding et al., 2022). This characteristic enhances the model's ability 

to capture long-distance dependencies between data points, a critical aspect for 

identifying complex time-series patterns within leak detection scenarios. In contrast, 
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CNN-LSTM and 1D-CNN may struggle to capture extensive dependencies. When 

compared to the Transformer, CNN-LSTM's constrained structure may impede its 

effectiveness in handling prolonged time series dependencies (Isah et al., 2023), while 

1D-CNN focuses on localized feature extraction, potentially lacking in capturing global 

information (Patel et al., 2018). The performance difference between CNN-LSTM and 

1D-CNN can be attributed to the fact that the model efficiency of CNN-LSTM may not 

be consistent with the streamlined convolution process of 1D-CNN, and the complexity 

of CNN-LSTM may hinder its scalability and real-time applicability in scenarios where 

computational efficiency is a priority. 

Based on the results above, the structure of the Transformer offers advantages, 

especially in addressing the challenges presented by leak detection tasks involving time-

series data with extensive dependencies. This study has verified the proposed method's 

effectiveness, resilience, and generalizability for detecting water pipe leaks within the 

Hong Kong WDNs through model testing and out-of-sample validation. Given the 

inherent differences among WDNs, leak detection in each urban setting poses unique 

characteristics. This study proposed a Transformer-based leak detection framework that 

is not confined to the context of Hong Kong. It is a general framework and provides 

insights for other water departments that can employ this approach to collect 

representative acoustic samples, thereby formulating a leak detection strategy tailored 

to local water systems.  

6.4 Chapter Summary 

This chapter presents a novel Transformer-based model for identifying water pipeline 

leaks. The model directly processes 1D vibroacoustic signals using the Transformer. 
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The effectiveness of the proposed model is demonstrated through experiments 

conducted on the signals collected from WDNs of Hong Kong. 

The results demonstrate the capability of the Transformer-based model compared to 

other 1D DL models (ConvLSTM, 1D-CNN) through model performance comparison 

and evaluation of t-SNE feature vectors. Through the comparison of model accuracy, it 

was found that the Transformer exhibited higher leak detection accuracy in both testing 

(99.02%) and out-of-sample validation (88.78%)  relative to the other models. The t-

SNE visualizations further confirmed the exceptional pattern clustering ability of the 

Transformer model.  



154 

 

CHAPTER 7  Time-delay-based Leak Localization Model for WDNs 

7.1 Introduction 

This chapter proposed a time-delay-estimation deep learning localization method that 

achieves higher accuracy and robustness than basic cross-correlation. Specifically, 

signals are synthesized according to different physical scenarios and used for 

subsequent training. Res1D-CNN was developed to estimate the time delay of signal 

pair, enabling deducing the leak distance for leak localization. Their effectiveness at 

different SNRs was investigated to evaluate the performance of the developed models 

under the influence of background noise. Furthermore, field measurements were 

utilized as case studies to demonstrate the efficacy of the proposed method.  

7.2 Framework for Time-Delay Estimation Deep Learning Model 

Figure 7.1 depicts the flowchart illustrating the workflow of the deep learning-based 

leak localization model. The framework comprises three phases: data preparation, leak 

localization model development, model experiments & discussion. 

First, the empirical simulation model was proposed to generate training signals. A novel 

empirical model is introduced to analyze leak noise spectra, considering the attenuation 

of noise as it propagates along the pipes. The simulation model incorporates 

assumptions regarding the distribution of sensor distances, leak diameter, parameter 

values, and other relevant factors for generating the leak signal series. Based on the 

above principles, the signals can be synthesized and used for model training and 

validation. 
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Second, after establishing the leak localization modeling dataset, the residual CNN-

based leak localization would be developed to estimate the time delay of two input 

signal pairs. Meanwhile, the leak distances can be deduced based on the estimated speed. 

Finally, once the initial model has been established, a series of model experiments will 

be conducted to evaluate the performance of the model capability from various 

perspectives. The sensitivity analysis is adopted to test the performances of the proposed 

model using signals with different signal-to-noise ratio (SNR) levels. Furthermore, to 

avoid overfitting problems, signals collected from field experiments would be used to 

validate the effectiveness of the leak localization model.  

 

 

Figure 7.1 Overall framework for deep-learning-based leak localization modeling 
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7.2.1 Data Preparation 

As mentioned earlier, the complex nature of pipelines and their surrounding 

environment, including pipe diameter, wall thickness, mechanical properties, operating 

pressure, and leak size, presents a significant challenge in accurately capturing all the 

information about leak signals through existing experimental investigations. Besides, 

conducting extensive field investigations to collect enough leak signals would also be 

time-consuming and costly, given the rarity of actual leaks. To address this challenge, 

this study aims to generate extensive leak signals based on a model established from 

experimental data. 

Papastefanou et al. (2011; 2012) conducted experiments to identify the physical 

mechanisms of leak noise generation. The characteristics of leak noise spectra were 

examined with variations in the leak diameter and leak velocity. The experiments 

showed that cavitation is not responsible for leak noise generation and indicated that 

turbulence is the main mechanism. Based on the experimental results, an empirical 

model of the leak noise spectrum S0(ω) for water pipes was proposed in Equation (7.1). 
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.where 𝜔𝑐 = 2𝜋𝑆𝑡𝑐,0𝑉/𝐿 is the critical frequency where the spectrum behavior changes, 

𝑆𝑡𝑐,0 is a diameter-independent Strouhal number, and L is a characteristic dimension 

associated with the turbulence generation in the leak hole. The parameter n is an integer 

that matches the slope of the leak spectrum and ( ),A V d  is a measure of the leak noise 
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source strength, which is a function of the hole diameter d and leak velocity V, and can 

be written as Equation (7.2) (Papastefanou, 21; Papastefanou et al., 2012). 

 ( ) ( ) ( ) ( )
3 2 2

0, / / /ref ref refA V d A d d V V D D=  (7.2) 

where A0 is a constant with appropriate dimensions, and refd , refD  and refV .  are 

reference values for the leak diameter, pipe diameter, and leak velocity, taken to be 

equal to 1 m, 1 m, and 1 m/s, respectively. 

Equation (7.1) describes the behavior of the leak noise near the leak hole. However, 

since sensors are often deployed without knowing the exact location of the leak, the 

attenuation of leak noise during propagation along the pipes needs to be considered in 

the modeling. The propagation of waves along the pipes has been extensively 

investigated, and it has been demonstrated that the fluid-borne wave is the dominant 

wave responsible for the propagation of leak noise at low frequencies, with a 

wavenumber given by (Gao et al., 2004; J. Muggleton et al., 2002). 
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) (7.5) 

where fk  is the free-field fluid wavenumber,  . is the loss factor of the pipe wall, a and 

h are the pipe radius and wall thickness, respectively, E is Young's modulus of the pipe 

wall material, and B is the fluid bulk modulus of elasticity. 

The real part and imaginary part of the wavenumber give the wave speed and wave 

attenuation, respectively, combining Equations. (7.1) and (7.5), the spectrum of leak 
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noise at given sensor distances, d1 and d2, from the leak point can be obtained. This 

information can then be used to generate the leak signal series in the time domain using 

an inverse Fourier transform with random phases (Kasdin, 1995). 

In this study, the distances d1 and d2 between the sensor and the leak point are assumed 

to follow a uniform distribution, with a maximum value of 200 m, considering the 

general deployment of sensors in water pipes. The leak diameter d is also assumed to 

follow a uniform distribution, with low and high values of 0.001 m and 0.01 m, 

respectively. The parameter n is assumed to follow a normal distribution with a mean 

of 8, and the leak velocity V is assumed to follow a normal distribution with a mean of 

8 m/s. The diameter and wall thickness of the water pipes are generated based on 

practical experience and relevant codes. The sampling frequency is set to 4800 Hz, and 

the time duration for each signal is 10 seconds. We would simultaneously generate two 

signals from two different sensor locations for data preparation. Then, two signals 

would be combined into a signal pair (representing one sample) for subsequent training. 

7.2.2 Leak Localization Model Development 

This section depicts an enhanced version of the CNN-based leak localization model by 

integrating residual blocks and 1D convolutional neural networks (Res1D-CNN). 1D-

CNN is a specialized neural network that extracts meaningful features from one-

dimensional data, such as time series or sequential data (Kiranyaz et al., 2021). It 

utilizes convolutional layers to capture local patterns and interactions in the input data, 

pooling layers to downsample and extract salient features, and fully connected layers 

for high-level feature extraction and prediction. Thus, 1D CNNs have found 

applications in various fields, including fault diagnosis (Eren et al., 2019), audio 
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processing (Nainan & Kulkarni, 2021), and indoor localization (X. Song et al., 2019) 

due to their ability to automatically learn hierarchical representations and model 

complex patterns in sequential data. However, the vanishing gradient problem becomes 

challenging as the network depth increases, hindering the learning process from long 

sequences. 

To address this limitation, Res1D-CNN was introduced, incorporating residual 

connections within the convolutional layers. The residual connections allow direct 

information propagation from one layer to deeper layers, facilitating learning residual 

representations (He et al., 2016). 

Figure 7.2 presents the main structure of the proposed Res1D-CNN leak localization 

model. The signal pairs from two sensors along the pipelines are initially fed into the 

model. The two signals are treated as one-dimensional tensors and placed in the two 

channels of the input. Subsequently, the information extraction is conducted through 

the convolution blocks. The Conv1d block first maps two signals to the subspace and 

employs kernel-based operations to extract acoustic information. Then, batch 

normalization is applied to enhance the network's stability and performance. After that, 

the ReLU activation function is employed to introduce non-linearity to the model. 

Additionally, the maximum pooling layer is utilized to reduce redundant information 

and compress the dimensionality of the feature vectors.  

The residual block can be implemented in two main variants: the basic and the 

bottleneck blocks. In this study, due to limited graphic memory and the input signal 

length of 48000, the basic block was chosen as the primary building block for modeling. 

The basic block typically comprises two convolutional blocks for feature extraction, 
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and Batchnorm and ReLU are employed for their well-known benefits. The residual 

connections within the block facilitate the direct flow of information, connecting the 

input to the output of the block, enabling effective gradient propagation and improved 

learning of residual mappings. 

After extracting the blocks above, the final extracted tensor is fed into Multi-Layer 

Perceptron. It is a type of neural network consisting of multiple layers of interconnected 

nodes, also known as neurons, and is designed to process and transform the input data 

non-linearly (Rumelhart et al., 1986). In the final block, the model would suppress the 

dense tensor into one node to output two input signals' time delay (unit: millisecond 

(ms) ). 

 

Figure 7.2 The structure of the Res1D-CNN leak localization model 

Following the modeling process, the model is evaluated from different perspectives. 

The training dataset is carefully regulated following the experimental objectives. The 
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loss function utilized is Huber loss, commonly used in regression. Compared to the 

Mean Squared Error (MSE), Huber loss is a mathematical function used in robust 

regression to strike a balance between sensitivity to outliers and robustness (Huber, 

1992). The training is conducted for 1000 epochs, using the Adam optimizer with a 

learning rate of 1e-4.  

7.2.3 Model Experiments 

Figure 7.3 outlines the method used for the model experiment, including the techniques 

comparison, sensitivity analysis under different SNRs, and case study validation. 

 

Figure 7.3 Framework for model experiments and discussion. 

i. Model parametric experiments 

The model parametric experiments focus on assessing the influence of model structure 

depth on the model's ability to estimate time delays. The experiments used signals at -

10 dB SNR white Gaussian noise with 1,000 testing samples to identify the optimal 

structure that maximises accuracy and robustness. The training was carried out over 100 
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epochs. The study aims to improve the model's generalization ability and ensure 

consistent performance across diverse scenarios by fine-tuning these parameters. 

ii. Comparison of techniques 

The proposed method was compared with the BCC and GCC-SCOT for technique 

comparison.  

The BCC is a widely acknowledged signal-processing algorithm that quantifies the 

similarity between two signals or sequences as a function of the displacement or lags 

between them. Specifically, after obtaining two continuous time signals x (t) and y (t), 

BCC requires selecting an appropriate range of lag values τ. Shift the signal y (t) by a 

lag of τ to obtain y (t+τ). The expected value can be calculated through  

𝑅𝑥𝑦(𝜏) = 𝐸[𝑥(𝑡) ∗ 𝑦(𝑡 + 𝜏)] (7.6) 

where 𝑅𝑥𝑦(𝜏) is the cross-correlation function at lag τ, and 𝐸  denotes the expected 

value (or ensemble average) operation.  

For all active lag values, repeat the calculation to obtain the complete cross-correlation 

function 𝑅𝑥𝑦(𝜏). Then, BCC allows for estimating the time delay by identifying the 

peak value of the correlation function between the two signals. The performance of the 

models was evaluated through the deduction of time delay and potential leak distance 

and the quantification of model performance using indicators including mean absolute 

error (MAE), root mean squared error (RMSE), and coefficient of determination (R2). 

Moreover, GCC-SCOT was introduced (Knapp & Carter, 1976) as it has the potential 

to demonstrate superior performance in real-world applications and is well-suited for 

leak localization (Gao et al., 2006). The GCC function is depicted as 
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𝑅𝑥𝑦
𝑔 (𝜏) = 𝐹−1{Ψ𝑆(𝜔)𝑆𝑥𝑦} =

1

2𝜋
∫ Ψ𝑔(𝜔) 𝑆𝑥𝑦(𝜔)𝑒𝑖𝜔𝑡  𝑑𝜔

+∞

−∞

(7.7) 

where 𝐹−1{}  is the inverse Fourier transform, Ψ𝑔(𝜔)  is the frequency weighting 

function, and 𝑆𝑥𝑦(𝜔) is the cross-spectral density between two signals x and signal y. 

For the SCOT estimator, the frequency weighting function of GCC-SCOT can be 

depicted as Equations (7.8) and (7.9) 

Ψ𝑆(𝜔) =
𝛾𝑥𝑦(𝜔)

|𝑆𝑥𝑦(𝜔)|
(7.8) 

𝑅𝑥𝑦(𝜔) = 𝐹−1{Ψ𝑆(𝜔)𝑆𝑥𝑦} (7.9) 

where 𝛾𝑥𝑦(𝜔) is the coherence function. 

Regarding time delay, the Res1D-CNN and BCC could directly output the time delay 

as described previously. For leak distance, after obtaining the time delay, the potential 

leak distance could be deduced by considering the wave speed and time delay, as 

illustrated by: 

𝑑1 =
𝑑 − 𝑐 𝑇1

2
(7.10) 

Where c is the propagation speed of the leakage noise, d is the total distance between 

the sensors, and 𝑇1 is the time delay, which is the time difference between the leakage 

signal generated and the signal received by the sensor.  

Leveraging the values of c and d, the model can predict the distance and localize the 

leak point.  

iii. Sensitive analysis 
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After confirming the efficacy of the model in evaluating the time delay of signal pairs, 

sensitivity analysis was conducted to further validate the effectiveness and robustness 

of the model in handling signals under varying SNRs of noise. This study adopted the 

white Gaussian noise (WGN) and Alpha-stable noise for further analysis. WGN is also 

referred to as normally distributed noise. The WGN simulates the diverse random 

interferences and measurement errors in actual measurement signals. Therefore, it has 

been frequently used to simulate practical noise in leak-related experiments (G. Guo et 

al., 2021b; W. Wang & Gao, 2023). 

Alpha-stable noise refers to noise that is characterized by heavy tails (Samorodnitsky et 

al., 1996). The alpha-stable noise has a stability parameter (α) that determines the tail 

behavior of the distribution. When α equals 2, the distribution is Gaussian. Besides, the 

parameter skewness (β) controls the asymmetry of the distribution. Alpha-stable noise 

is extensively used to model phenomena characterized by simulating extreme events, 

for example, impulsive noise in signal processing (W. Cui et al., 2024; Nguyen et al., 

2020). In this study, the α is set as 1.2, β is set as 0.  

For sensitivity analysis, related leak localization studies generally consider the noise 

ranging from -10 dB to 30 dB (Lu et al., 2016; F. Wang et al., 2017; X. Wang & 

Ghidaoui, 2018). The datasets were established under 9 SNR scenarios (-10 dB, -5 dB, 

0 dB, 5 dB, 10 dB, 15 dB, 20 dB, 25 dB, 30 dB). The model was then solely trained 

with different datasets to assess its resilience to external noise. Furthermore, a 

comprehensive model based on the mixed dataset incorporating all 9 datasets was 

established to enhance the model's robustness and effectiveness. 

iv. Out-of-sample validation 
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The out-of-sample signals were collected from field experiments to verify the model's 

capacity to analyze complex situations in the domain of leak localization. Specifically, 

the acoustic signals were obtained from WDN of Hong Kong using the correlators, 

representing actual operating conditions and system dynamics. The comprehensive 

model developed was adopted to analyze the field signals, predict the related results, 

and evaluate the accuracy and reliability. The case study aims to gain insight into the 

model's performance in a real-world scenario and validate its applicability in the 

industrial setting.  

7.3 Leak Localization Experiments & Evaluation 

7.3.1 Model Parametric Experiments 

In machine learning, hyperparameters play a crucial role in the modeling process. Thus, 

this study employed parametric experiments to assess their influence on the leak 

localization capability of Res1D-CNN. Specifically, this study considers the number of 

residual blocks (Nres), activation function (𝜎), and selection of normalization (Norm) 

for experiments and considers MAE and RMSE as the leading indicators. 

Table 7.1 depicts the influence of hyperparameters on the Res1D-CNN. The experiment 

reveals that the number of residual layers significantly affects the performance of the 

Res1D-CNN; simply increasing the depth of the model does not guarantee improvement. 

Additionally, the selection of normalization techniques also significantly impacts model 

performance. Batch normalization aims to normalize the values in the feature domain 

of inputs within a batch, but it may lead to the loss of local time features. In contrast, 

layer normalization focuses on normalizing the values within a sample, making it more 
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suitable for the data processing in this study. Therefore, this study employed four 

residual blocks, layer normalization, and ReLU for subsequent analysis. 

Table 7.1 Influence of the hyperparameters on Res1D-CNN 

𝜎 Norm Nres MAE RMSE 

ReLU Layer norm 4 5.4433 7.3138 

Leaky-ReLU   5.7765 7.1569 

 Batch norm  8.4231 11.5192 

  5 7.1542 9.6332 

  3 9.7303 12.3280 

  2 11.2295 14.5786 

 

7.3.2 Comparison of Techniques 

The effectiveness of the proposed model is evaluated using the simulated dataset that 

excludes external noise, with 2000 signal pairs for training and 200 signal pairs for 

testing. The testing experiment was repeated 50 times to reduce randomness, generating 

new data each time. To establish a comparative baseline, the performance of Res1D-

CNN is juxtaposed with that of the BCC and GCC-SCOT, widely acknowledged leak 

localization techniques (Gao et al., 2006). 

Figure 7.4 displays a scatter plot comparing the performance of the Res1D-CNN (blue 

nodes) against BCC (red nodes) and GCC-SCOT (yellow nodes). The x-axis represents 

the predicted distance, while the y-axis represents the actual distance. The marginal 

histogram depicts the distribution of predicted values for the three methods and label 

values. The figure shows that the Res1D-CNN, BCC, and GCC-SCOT scatters are 

aligned with the diagonal line. The distribution of predicted values is similar to that of 

label distribution. The visualization results indicate that the three methods accurately 
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evaluate the time delay between the two signals on the clean dataset. Consistent with 

this, the R2 results show that all three methods have an R2 greater than 0.99, with GCC-

SCOT (0.99989) outperforming the other methods, followed by BCC (0.99971) and 

Res1D-CNN (0.99890). 

 

Figure 7.4 The scatter plot of the time-delay result based on clean data 

Figure 7.5 presents the distribution of the MAE for the Res1D-CNN, BCC, and GCC-

SCOT methods based on 50 independent testing experiments. The results indicate that 

GCC-SCOT produces clustered predictions, as evidenced by the narrow distribution 

and the center located at lower MAE values. This suggests that GCC-SCOT 

demonstrates a higher degree of precision in estimating time delays, likely contributing 
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to its superior performance in leak localization. The MAE distributions for BCC and 

Res1D-CNN exhibit a wider spread, indicating greater variability in their predictions. 

The central value of BCC’s MAE distribution remains lower than that of Res1D-CNN, 

implying that BCC provides more accurate results than Res1D-CN.  

 

Figure 7.5 The distribution of MAE of time-delay results 

Besides, Figure 7.6 illustrates the distribution of the RMSE for all three methods. 

Consistent with the MAE distribution results, the center of distribution indicates that 

GCC-SCOT outperforms both BCC and Res1D-CNN. Although the central values for 

BCC and GCC-SCOT are close, the RMSE for BCC exhibits greater dispersion. 

Additionally, Res1D-CNN consistently demonstrates lower RMSE values compared to 

GCC-SCOT. 

These observations highlight that GCC-SCOT demonstrates the highest accuracy and 

consistency with clean signal pairs, followed by BCC. Although slightly less precise, 
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BCC achieves better overall accuracy than Res1D-CNN. However, Res1D-CNN has 

the potential to surpass both BCC and GCC-SCOT in more complex scenarios and 

under low SNR conditions (Y. Chen et al., 2019), owing to its ability to extract intricate 

pattern features. Consequently, further evaluation and analysis of Res1D-CNN's 

performance are necessary to fully understand its potential and limitations across a 

broader range of application contexts. 

 

Figure 7.6 The distribution of RMSE of time-delay results 

7.3.3 Sensitivity Analysis 

This section evaluates the proposed model based on the datasets under different SNRs. 

For each dataset under SNR, 2000 signal pairs (samples) were collected for training and 

200 samples for testing, evaluating the effectiveness of the model restricted to external 

WGN and Alpha-stable noise. Furthermore, the Res1D-CNN was validated through a 

comprehensive mixed dataset, consisting of 1000 samples of nine SNR scenarios (total 
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of 9000 signal pairs) for training and 100 samples of each SNR (total of 900 signal pairs) 

for testing. Similarly, the testing process was repeated 50 times, with a new dataset 

generated each time. 

i). White Gaussian Noise 

First, GCC-SCOT, BCC, and Res1D-CNN were compared under WGN. Figure 7.7 

shows the scatter of time-delay results under different SNRs. The figure highlights five 

key scenarios (-10 dB, 0 dB, 10 dB, 20 dB, 30 dB) to demonstrate the observed 

significant changes effectively. Overall, the figure shows that all three methods were 

influenced by external noise, with sample distributions observed at -10 dB and 0 dB. 

As the SNR increased, the performances of the three methods showed varying degrees 

of improvement. Specifically, BCC and GCC-SCOT displayed a more dispersed sample 

distribution at 10 dB. When the SNR reached 0 dB, BCC demonstrated significant 

improvement. Furthermore, between 10 dB and 30 dB, BCC and GCC-SCOT 

converged towards the centerline, whereas Res1D-CNN still exhibited some outliers 

outside the centerline. The performance of the GCC-SCOT and BCC techniques is 

notably affected by scenarios with -10 dB WGN. Nevertheless, this influence of WGN 

is relatively constrained. As the SNR increases, there is a marked improvement in the 

performance of these techniques. 

Figure 7.8 depicts the performance metrics of GCC-SCOT, BCC, and Res1D-CNN. 

Following the scatter results, the metrics indicate that Res1D-CNN outperforms the 

other methods at the -10 dB and -5 dB scenarios. The performance of Res1D-CNN 

shows fluctuating improvements as the SNR increases. Meanwhile, BCC and GCC-

SCOT achieve rapid and substantial improvements, surpassing Res1D-CNN after 0 dB. 
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Although all methods plateau in high SNRs, the GCC-SCOT and BCC metrics remain 

higher than those of Res1D-CNN regarding MAE, RMSE, and R2. 

 

Figure 7.7 The scatter plot of the time-delay results under WGN 
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Figure 7.8 The performance metrics of time-delay results under WGN 

Furthermore, comprehensive evaluations have been conducted based on the samples 

from 9 SNR scenarios under WGN to assess the effectiveness and robustness of Res1D-

CNN further. Figure 7.9 depicts the time-delay results based on the mixed dataset under 
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WGN. The samples associated with GCC-SCOT BCC share similar distributions that 

are more dispersed. The proposed method focuses on the center line, with fewer outliers. 

The R2 also demonstrated the consistent point that the Res1D-CNN (0.99387) has 

superior robustness than GCC-SCOT (0.96238) and BCC (0.95999). 

 

Figure 7.9 The scatter plot of time-delay results for mixed datasets under WGN 

Figure 7.10 illustrates the distribution of RMSE and MAE for the mixed dataset under 

white Gaussian noise (WGN). The results indicate that Res1D-CNN outperforms the 

other methods, achieving the most accurate time delay estimations. It is followed by 

GCC-SCOT and BCC, which show slightly lower accuracy. The close RMSE values 

for GCC-SCOT and BCC suggest their predictions exhibit similar variability in 
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estimating time delay. It indicates that Res1D-CNN demonstrates a clear advantage, 

particularly in handling the WGN environment, while GCC-SCOT and BCC share close 

time delay estimation inability in WGN. 

 

 

Figure 7.10 The distribution of RMSE and MAE based on the mixed dataset under WGN 
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Furthermore, Res1D-CNN, GCC-SCOT, and BCC were also evaluated by comparing 

the leak distance deduced by considering wave speed and time delay in Figure 7.11. 

Res1D-CNN (±2.2701 m) demonstrates significantly lower absolute distance bias 

compared to the GCC-SCOT (±3.3975 m) and BCC (±5.6637 m). Meanwhile, the 

predicted distance of the Res1D-CNN also demonstrated a lower RMSE, indicating it 

has fewer instances of large outliers when localizing the leak points. Consistent with 

previous points, the Res1D-CNN model has a higher R2 of 0.997, while the GCC-SCOT 

and BCC have lower R2, with 0.9837 and 0.9795. It indicates that both modeling 

approaches enable highly accurate leak localization performance. 

 

Figure 7.11 The leak distance error under WGN 

Based on sensitivity analysis, GCC-SCOT and BCC outperform the Res1D-CNN in 

high SNR scenarios (ranging from 0 dB to 30 dB). However, Res1D-CNN demonstrates 
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robust noise leak localization capabilities, especially in low SNR WGN environments 

and complex scenarios.  

ii). Alpha-stable noise 

 

Figure 7.12 The scatter plot of the time-delay results under alpha-stable noise 
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The leak localization methods were also evaluated under alpha-stable noise. Figure 7.13 

illustrates the outputs of the Res1D-CNN, BCC, and GCC-SCOT across various SNRs 

through scatter plots. The results indicate that the degree of noise significantly 

influences the performance of both the GCC-SCOT and BCC, while the Res1D-CNN 

demonstrates robust capabilities in external noise. Specifically, the data points 

associated with the BCC show a wider distribution ranging from -10 dB to 0 dB, and 

the distribution of samples becomes increasingly concentrated around the center line as 

the level of external noise reduces. In contrast, the Res1D-CNN demonstrates robust 

performance. Although a slight separation of samples is observed at -10 dB of noise, 

most data points remain concentrated around the center line under most conditions. 

Ranging from 0 to 0 dB, the wider spread of prediction of GCC-SCOT and BCC 

suggests that both methods are sensitive to outliers or noise in the input data, compared 

to the Res1D-CNN approach in the low SNRs scenario. As the SNR increases, GCC-

SCOT and BCC exhibit an apparent convergence towards the centerline, beginning at 

10 dB. Conversely, Res1D-CNN continues to display several outliers in the SNR ranges 

from 10 dB to 30 dB. 

Figure 7.13 provides a detailed comparison of GCC-SCOT, BCC, and Res1D-CNN 

through evaluation metrics. Overall, similar to the previous results, as the SNR of 

signals decreases, the performance metrics of the GCC-SCOT and BCC methods tend 

to drop. In contrast, the performance of the Res1D-CNN remains relatively stable. 

Compared to WGN, alpha-stable noise appears to impact the leak localization 

performance of GCC-SCOT and BCC significantly. The overall performance of these 
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techniques under alpha-stable noise (in the range of -10 dB to 0 dB) is inferior to their 

performance under WGN under the same SNR. 

 

Figure 7.13 The performance metrics of time-delay results under alpha-stable noise 
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For SNR ranging from -10 dB to 5 dB, the Res1D-CNN outperforms the BCC and GCC-

SCOT. The Res1D-CNN exhibits lower MAE, RMSE, and higher R2, indicating better 

localization performance. However, as the SNR increases, after reaching 5 dB or 15 dB, 

the GCC-SCOT and BCC appear to perform better than the Res1D-CNN in higher SNR.  

Meanwhile, Figure 7.14 draws the time-delay distributions of three methods in the 

mixed dataset under alpha-stable noise. Compared to the scatter observed under WGN 

(Figure 7.9), the sample distributions of GCC-SCOT and BCC under alpha-stable noise 

are noticeably wider. At the same time, Res1D-CNN still exhibits a more pronounced 

concentration along the central axis. According to R2, Res1D-CNN achieved the highest 

performance, followed by GCC-SCOT and BCC, similar to the results under WGN. 

Notably, BCC is significantly impacted by its lower R2 value of 0.76864. 

 

Figure 7.14 The scatter plot of time-delay results for mixed datasets under alpha-stable noise 
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The results of each method are quantified and visualized in Figure 7.15. Unlike the 

WGN scenario, the MAE distributions of GCC-SCOT and BCC are relatively similar, 

though GCC-SCOT exhibits a slightly lower MAE than BCC. Regarding RMSE, GCC-

SCOT demonstrates greater resistance to complex noise (alpha-stable noise), with a 

significantly lower RMSE than BCC. In contrast, BCC shows a much higher RMSE 

and produces several outliers. 

Meanwhile, leak distance prediction experiments were also conducted on alpha-stable 

noise. Figure 7.16 depicts the leak distance error of each method through performance 

metrics. Compared to WGN, it can be found that alpha-stable noise imposes a greater 

influence on GCC-SCOT and BCC, and their MAE is significantly larger than Res1D-

CNN. The BCC might output more extreme leak distances than the other two through 

RMSE. Thus, the Res1D-CNN reaches the optimal model to locate the leaks under 

alpha-stable noise based on the R2. 

The findings suggest the Res1D-CNN demonstrates promising performance, 

particularly in low SNR scenarios. However, the applicability of the Res1D-CNN, 

GCC-SCOT, and BCC appears contingent on the specific context, as GCC-SCOT and 

BCC exhibited superior performance in higher SNR conditions. Consequently, further 

empirical investigation is required to comprehensively elucidate the strengths and 

limitations of each approach across operational settings. 
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Figure 7.15 The distribution of RMSE and MAE based on the mixed dataset under Alpha-

stable noise 
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Figure 7.16 The leak distance error under alpha-stable noise 

7.4 Case Study for Leak Localization  

The model’s capability to capture the time delay of two signals has been validated in 

previous procedures. To avoid overfitting risk and evaluate the practical effectiveness 

of the proposed model, case study experiments were conducted to provide further 

validation. The research team has contacted the Hong Kong water distribution network 

contractor to obtain field samples for further analysis. By collaborating with the 

contractor, the research team obtained two signal pairs deemed suitable for in-depth 

analysis.  

As illustrated in Figure 7.17, two correlators were deployed on the chambers located 

within the respective sections of the leaking pipelines. The signal was collected under 

4096 Hz sampling rate, and the collected duration was ten seconds. The collection 
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occurs at midnight to minimize the influence of external noise, including traffic and 

pedestrian noise. The actual distances of the two sensors were verified and measured 

through excavation and on-site inspection. Subsequently, three signal pairs were 

collected from two correlators. The total length between the two points is 36 m. The 

sound velocity is 530 m/s, and the leak point is closer to the Chamber I, with d1 equal 

to 14.69 m. 

 

Figure 7.17 The deployment diagram of field experiments 

The BCC and GCC-SCOT results show a significant decrease, indicating the time delay 

is 9.883 seconds and 2.6246 seconds. The BCC and GCC-SCOT exceed the maximum 

time required for sound waves to propagate through the entire pipe. The intense external 

noise in the experiment environment might cause the invalid of BCC and GCC-SCOT. 

Although the experiments were conducted at midnight, traffic and environmental noise 

could not be avoided. This result demonstrates that the BCC method might not be well-

suited to the field environment of WDNs. In contrast, the Res1D-CNN predicts a time 

delay of -16.7173 ms and estimates the distance d1 to be 13.5718 meters. This model-

predicted location is within a 1-meter bias of the actual leak point. Overall, the findings 
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suggest the Res1D-CNN appears to outperform the BCC method in the context of field 

experiments, demonstrating its suitability and effectiveness for leak localization 

applications in water distribution networks. 

7.5 Discussion 

The mentioned results provide a comprehensive evaluation of the Res1D-CNN in the 

context of leak localization and a comparison to the GCC-SCOT and BCC. This 

evaluation process has provided valuable insights into the performance and 

effectiveness of both approaches. 

First, the BCC nearly correctly predicted all time delays in the clean dataset without any 

noise, showcasing its effectiveness. Meanwhile, the Res1D-CNN also demonstrated 

solid time estimation ability, although slightly inferior to the performance of BCC. This 

discrepancy can be attributed to the information feature extraction process employed by 

the Res1D-CNN.  

During the convolution operation, the applied kernel moves with a certain stride, 

projecting the input vector into subspaces. The convolution operation along the signals 

is similar to the short-time Fourier transform (STFT). Specifically, the window in STFT 

is analogous to the convolution kernel in CNN, moving through the signals and 

extracting in-depth information through transformation. However, the STFT operation 

may lose precision in the time dimension (Kıymık et al., 2005). Similarly, while 

removing the information, the convolution operation in CNN may also suppress detailed 

temporal information and alter the phase characteristics of the time series data (L. Zhao 

& Zhang, 2024). Furthermore, while enhancing the model's robustness to small input 

variations, max-pooling may inadvertently ignore certain fine-grained features, 
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resulting in a loss of resolution during feature extraction. The above limitations may 

restrict the maximum achievable accuracy of the proposed method. 

However, the convolution block of the Res1D-CNN has its advantage, which assists in 

extracting the information and enhances the model's robustness and effectiveness. In 

the experiments conducted with various SNRs, Res1D-CNN exhibited greater 

robustness performance than BCC, particularly in low SNR conditions. This can also 

be attributed to the convolution blocks in Res1D-CNN, which function as encoders or 

feature extractors (B. Zhao et al., 2017). These blocks encode the input data into 

compact representations and emphasize critical features, aiding in identifying and 

filtering abnormal noise. Therefore, the model is resistant to outliers or noise. 

Although GCC-SCOT and BCC demonstrated higher accuracy than Res1D-CNN in 

high SNR conditions, it is crucial to consider realistic pipeline localization scenarios 

wherein the presence of surrounding noise, such as traffic or pedestrians, simulates low 

SNR conditions (Fan et al., 2022). Consequently, Res1D-CNN emerges as a more 

practical choice in such contexts. The case study further supports this viewpoint. In the 

context of field experiments, BCC has limited predicted performance and suffers from 

the impact of external noise (Gao et al., 2004). On the other hand, Res1D-CNN yields 

notably improved accuracy, exhibiting a location bias of lower than 3 meters. This 

disparity highlights the potential of Res1D-CNN in accurately estimating pipeline 

locations, further reinforcing its practical applicability in real-world scenarios.  

The comprehensive evaluation and comparison of Res1D-CNN with GCC-SCOT and 

BCC have provided valuable insights. Res1D-CNN has proven a highly effective 

method for accurately estimating time delay and localizing leaks in low SNR conditions. 
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However, its performance is less advantageous in ideal scenarios characterized by high 

SNR with limited noise than GCC-SCOT and BCC. These findings contribute to a 

deeper understanding of the inherent characteristics of both methods and highlight the 

potential effectiveness of Res1D-CNN for acoustic water leak localization. 

Nevertheless, the applicability of Res1D-CNN was not entirely unexplored due to the 

lack of additional data for further validation. Future research is expected to collect 

sufficient data to evaluate the proposed framework thoroughly. 

7.6 Chapter Summary 

This chapter introduces Res1D-CNN as a novel approach for localizing water leaks by 

leveraging time-delay information. The model is trained using simulated data to predict 

the time delay and corresponding leak locations accurately. Evaluation results 

demonstrate that Res1D-CNN exhibits greater robustness and effectiveness in low SNR 

scenarios and field experiments compared to the benchmark method BCC and GCC-

SCOT. The experiments conducted on both simulated and real-world data provide 

substantial evidence supporting the efficacy of Res1D-CNN, showcasing its high 

degree of robustness and potential to significantly improve operational efficiency and 

sustainable water management by precisely identifying leak locations. 
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CHAPTER 8  Conclusions and Recommendations 

8.1 Introduction 

This chapter begins by critically reassessing the original research objectives to evaluate 

the extent to which they have been addressed within the study's scope. It then provides 

a comprehensive analysis of key findings, highlighting their significance. The 

substantial contributions of this work to the academic literature and knowledge 

advancement in the field are emphasized. Additionally, the chapter discusses the 

research's inherent limitations and identifies potential areas for future investigations that 

can build on the foundations established by this study. 

8.2 Summary of Findings 

Objective I: Generative approach to augment leak diagnosis dataset 

This study proposes LSTM-GAN, a novel approach for using machine learning to 

address the challenge of limited real leak detection data in WDN. Our approach aims to 

capture leak signal distribution and consistently generate high-quality samples. By 

applying LSTM-GAN to WDNs in Hong Kong, the proposed method successfully 

generates a sufficient number of acoustic signals representative of leak conditions. 

Through rigorous evaluation using t-SNE analysis, acoustic feature analysis, and model 

augmentation validation, the findings demonstrate that the generated samples exhibit a 

high level of consistency with real leak samples regarding t-SNE results and acoustic 

features. Moreover, the validation study reveals that LSTM-GAN outperforms other 

generative methods, significantly enhancing water leak detection performance. Overall, 

the study highlights the effectiveness and potential of LSTM-GAN for improving water 

leak detection in WDNs by addressing the limitations of real data availability. 



188 

 

Objective II: Establish an explainable deep-learning model enhancing the 

interpretability and feature visualization 

This study introduces explainable deep-learning models that utilize time-frequency 

spectrograms for water leak detection. The Grad-CAM technique generates attention 

maps of time-frequency components, providing novel insights for signal analysis. 

Specifically, the method is applied to visualize the operational mechanisms of CNNs, 

including AlexNet, VGGs, and ResNet, explaining the variation in model capabilities 

and leak detection performance across different leak types. The analysis of Grad-CAM 

results demonstrates that VGG-19 and Grad-CAM's attention regions effectively 

capture essential signals with a higher concentration level, elucidating their superior 

performance by accurately capturing relevant time-frequency information. Furthermore, 

a comparative investigation of Grad-CAM results between leakage and non-leakage 

signals reveals that the model primarily relies on the frequency range of 750-1250 Hz 

for leak detection, while frequencies below 500 Hz play a crucial role in noleak signal 

classification. These insights helped the researchers reveal the model's decision-making 

process and highlighted specific frequency ranges associated with different signal 

classifications. 

Objective III: Develop an effective time-series leak detection model for WDN 

This study employs the Time-transformer model for in-depth analysis of acoustic 

signals, specifically the total signals. The model directly processes 1D vibroacoustic 

signals using the Transformer architecture. The effectiveness of the Transformer-based 

model is demonstrated through experiments conducted on signals collected from water 

distribution networks in Hong Kong. Comparative analysis with other time-series deep 
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learning models (ConvLSTM and 1D-CNN) reveals the superior performance of the 

Transformer model in leak detection. The Time-transformer achieved a higher accuracy 

in testing and out-of-sample validation. Besides, t-SNE visualizations confirm the 

exceptional pattern clustering ability of the Transformer model, with transformer blocks 

contributing to enhanced leak detection capabilities. These findings demonstrated the 

effectiveness and practicality of the Time-Transformer model for water leak detection 

in distribution networks. 

Objective IV: Develop a robust time-delay deep learning leak localization model for 

WDN. 

This study introduces a novel approach, Res1D CNN, to analyse time delays between 

signal pairs. Using simulated data, the proposed model can estimate time delays. It is 

trained and compared with the conventional GCC-SCOT and BCC methods. The 

experimental results showcase the effectiveness of the proposed method, particularly in 

low SNR scenarios. This outcome highlights the potential value of applying deep 

learning techniques for accurately localizing leak points. 

8.3 Contribution of the Research 

This research provides original contributions to ML-based acoustic leak detection from 

theoretical and practical perspectives. In terms of the theoretical perspective, this study 

expands the knowledge of water leak diagnosis by: 

i. Providing a comprehensive review of the trends and developments in the modeling 

of acoustic leak diagnosis. 

ii. Proposing an advanced generative approach, LSTM-GAN, enables data 

augmentation to enrich the training dataset, laying the foundation for machine 
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learning training and promoting the training performance. 

iii. Enhancing model interpretability, visualization algorithms can explain the model's 

features and provide insights into the decision-making process of leak detection 

models, enabling targeted measures to improve the model internally and enhance its 

accuracy. 

iv. The feature interpretability results also provide insights into the leak-related time-

frequency components, contributing to acoustic wave theory and noise reduction 

research. 

v. Validate the effectiveness of utilizing multi-dimension data (time-series model or 

time-frequency spectrum) to establish a robust leak detection model for water 

distribution networks. 

vi. Proposed a deep learning model for estimating time delay to deduce the leak distance, 

promoting the development of deep learning on capturing the time-temporal in 

signal pairs.  

As for the practical perspective, this research provides the following: 

i. Development of a practical and effective acoustic leak detection system. This study 

contributes to developing a real-world acoustic leak diagnosis system, which can be 

implemented in water distribution networks to detect and locate leaks accurately and 

efficiently. 

ii. Improving accuracy and reliability of leak detection. By utilizing advanced machine 

learning techniques and multi-dimensional data analysis, the study enhances the 

accuracy and reliability of leak detection, reducing false positives and false 

negatives in the maintenance process. 
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iii. Cost and resource savings. The model needs less data by employing the proposed 

GAN data augmentation technique, and field experiments and associated costs are 

reduced. Also, deep learning models for leak distance estimation lead to substantial 

cost and resource savings. Accurate leak detection and localization help minimize 

water loss, reduce operational expenses, and preserve valuable water resources. 

iv. Enhanced the development and acceptance of machine learning leak detection. This 

study enables a better understanding and interpretation of the leak detection model's 

decision-making process. It offers valuable insights that can help maintenance teams 

and infrastructure managers better understand and increase their trust in ML 

techniques. 

v. Advancing smart leak management. This study proposes a deep learning model to 

estimate time delays, enhance the leak localization process, and advance intelligent 

leak detection systems. This technology reduces the need for prior knowledge, 

quickly identifies and locates leaks, and paves the way for smarter and more 

sustainable ways to address water infrastructure leaks through timely intervention. 

8.4 Limitations and Future Research 

8.4.1 Limitations 

Despite achieving the research objectives, this study acknowledges the existence of 

certain limitations that warrant further attention and improvement. The identified 

constraints are outlined as follows: 

For generative modeling for data augmentation, a significant limitation arises from the 

lack of consideration for the impact of acoustic properties, leak types, and physical 

factors on the generated samples. Presently, the generated samples primarily focus on a 
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singular scenario, failing to account for the influence of these influential factors. This 

oversight restricts the comprehensive representation of real-world variations and 

hinders the feasibility and effectiveness of the data augmentation approach. 

For model interpretability and explainable enhancement, the applied Grad-CAM 

algorithm does not inherently consider the uncertainty or confidence levels associated 

with its visual explanations. It may present saliency maps or heatmaps without 

quantifying the certainty of the highlighted regions, which can be misleading in 

scenarios where uncertainty estimation is critical. Furthermore, the interpretability 

analysis and enhancement techniques primarily examine time-frequency components, 

neglecting to uncover and consider the underlying physical principles governing these 

components. 

For the time-series leak detection model, the applied transformer model imposes a 

higher requirement on the computation resource. Transformers are computationally 

demanding models, requiring significant computational resources and longer training 

times than traditional machine learning algorithms. It poses practical challenges for 

deploying transformer-based leak detection models, particularly in resource-

constrained environments or real-time applications where quick response times are 

crucial. The limitations of time-delay-based deep learning leak localization models 

include the reliance on simulated data, which introduces uncertainties regarding the 

accuracy and robustness of the model in real-world leak detection scenarios. 

Additionally, the assumption of a single leak point restricts the applicability of the 

model to scenarios involving multiple leak locations. These factors might hinder the 

practicality of the applied method in field experiments. 
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8.4.2 Future Studies 

This section outlines the potential improvements to the current studies. 

Enhancement of the existing research: 

-The acoustic generative model can be enhanced by utilizing the advancing model (e.g., 

transformer model) as the backbone, which possesses a robust capacity for capturing 

time-series features. 

-In terms of model interpretability, incorporating physical information as input can 

enhance interpretability and leverage the benefits of deep learning. For instance, this 

physical information can be encoded into the vector and input into the model. Utilizing 

feature importance algorithms, including Shapley and Grad-CAM, can aid in 

determining the importance of various features and formalizing the underlying physical 

principles. 

-Regarding leak detection modeling, the current model relies exclusively on 

vibroacoustic data. However, integrating additional data sources, such as pressure and 

volume measurements, could provide valuable information to improve the model's 

performance. 

-Regarding leak localization modelling, future studies can combine with contrastive 

learning, which provides a self-supervised training algorithm that reduces the burden 

on labeled leak localization datasets. 

Extension of the existing research: 

-The proposed GAN model can be extended to generate leak signals with varying 

physical characteristics by employing the concept of conditional GAN. This method 
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allows for the incorporation of label information (leak conditions) and the adjustment 

of output signals based on different internal features by manipulating hyperparameters. 

- Research on model interpretability focused on the time-frequency spectrum but can 

be extended to other two-dimensional data formats such as recurrent plots or Mel plots. 

The explainable technique can also be applied to one-dimensional time series data. 

- The applied leak detection transformer model is running in lab-based devices. 

Researchers can try to deploy the model on resource-constrained equipment like mobile 

devices for practical usage. 

- The leak localization model relies on simulated data. Future studies need to 

incorporate field experiments. By conducting experiments in real-world environments 

and collecting data under diverse conditions, researchers can effectively evaluate and 

develop a comprehensive leak localization that caters to different conditions with higher 

robustness and effectiveness.   
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