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Abstract

Recently, the growth of the global Internet of Things (IoT) market has driven the

development of numerous wireless systems. To meet the demands of various applica-

tions, these systems operate across diverse frequencies and employ different modula-

tion schemes. A standardized wireless channel model is commonly used to describe

radio-frequency (RF) signal propagation of these systems. Accurate channel pre-

diction is crucial for optimizing the performance of communication and sensing tech-

nologies. However, complex interactions such as reflection and diffraction between RF

signals and environmental entities pose challenges. Conventional methods of wireless

channel prediction struggle with the complex nature of real-world environments.

To address these limitations, this thesis first introduces the design of Neural Radio-

Frequency Radiance Fields (NeRF2), a model that provides precise predictions of

wireless channels at any location in the environment. NeRF2 begins by measuring a

sparse set of signals from the scene of interest and then employs these measurements to

train a neural radiance field. This field represents the scene as a continuous volumetric

function, detailing the electromagnetic properties of each voxel. Once trained, NeRF2

can predict the wireless channel at previously unmeasured locations by tracing new

paths through the voxel representation. As a model at the physical layer, NeRF2 has

extensive applications, including enhanced channel prediction in Frequency Division

Duplex (FDD) systems and improved accuracy in wireless localization.

Moreover, random phase noise from sources like oscillator jitters in real-world wireless

i



systems impacts channel estimations, especially in low-power backscatter systems. To

address this issue, we introduce consistent phase estimation protocols that effectively

overcome the challenges of achieving accurate phase estimation across long distances.

These protocols resolve the 𝜋-ambiguity commonly encountered in commercial RFID

readers. Additionally, we further refined these protocols to eliminate flicker noise

and neutral white noise, and to correct spatial and temporal imbalances, thereby

enhancing the robustness of the system.

Owing to its precise channel prediction, NeRF2 can generate synthetic training datasets

that improve deep-learning-based indoor localization algorithms. However, conven-

tional methods still face challenges from their reliance on high-quality training data

and limited adaptability in diverse environments. To overcome these limitations,

we introduce the Transformer-based Localization (TBL) model, improving the local-

ization accuracy by its historical position understanding. We also propose a semi-

supervised training approach to reduce the need for extensive label collection. To

further enhance transferability, we developed LocGPT, a pre-trained version of the

TBL model, using 1.3 million data samples. In new environments, this model requires

only a minimal dataset for fine-tuning.

Another application of NeRF2 is in environmental sensing. We introduce Satellitic

Radiance Fields (SaRF), an approach that uses crowdsourced smartphone GPS data

to construct accurate 3D urban maps. This methodology capitalizes on the observa-

tion that materials with higher densities, such as concrete and metal, typically cause

greater attenuation of RF signals. By training a neural radiance field, SaRF accu-

rately learns the attenuation properties of each voxel with respect to satellite signals,

enabling the detailed reconstruction of 3D voxel maps.

In conclusion, this thesis sheds light on the open challenges in modeling the propaga-

tion of RF signals. To address the challenges, we introduce the NeRF2 and demon-

strate its effectiveness in applications such as wireless indoor localization and 3D

urban voxel map reconstruction. Looking ahead, we discuss potential future work,
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including adapting the neural channel model to dynamic environments. Additionally,

we explore transferring methodologies from optical to electromagnetic neural radiance

fields, potentially enhancing the implementation of wireless digital twin networks.
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Chapter 1

Introduction

1.1 Background

In recent years, the Internet of Things (IoT) has emerged as a pivotal area of tech-

nology, witnessing unprecedented growth across various applications. According to a

recent industry analysis, the global IoT market was valued at USD 406 billion in 2023

and is projected to expand to approximately USD 3,152 billion by 2033 [1]. This rapid

expansion is supported by a diverse range of wireless technologies, each designed to

meet the specific demands of varied applications. For example, in large-scale agricul-

tural operations, technologies such as LoRa [2] and NB-IoT [3,4] are frequently used in

transmitting sensor data, including soil moisture levels [5], temperature readings [6],

and humidity metrics [7]. In residential environments, smart technology commonly

employs Wi-Fi and Bluetooth for tasks such as indoor localization [8–12] and ges-

ture recognition [13–16]. RFID technology has become synonymous with enhancing

efficiency in retail and logistics through automation [17]. Initially, these wireless tech-

nologies were primarily designed to support communication across varying ranges and

at different data rates. Furthermore, ongoing research has broadened their applica-

tions to include sensing capabilities that utilize the wireless signals themselves.
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In order to cater to diverse applications, IoT devices typically operate at varying

frequencies and utilize different modulation schemes tailored to specific operational

environments. Wireless technologies span a broad spectrum, ranging from several

MHz, as observed in Near Field Communication (NFC), to the THz frequencies used

in advanced communication systems. To standardize the description of signal propa-

gation across these varied frequencies, researchers commonly employ a unified wire-

less channel model. This model is characterized principally by amplitude attenuation

and phase rotation, parameters that are typically quantified using Channel State

Information (CSI). Accurate channel estimation plays a key role in optimizing the

performance of wireless communications and sensing technologies. For example, the

efficiency of massive Multiple Input Multiple Output (MIMO) technology, which is

crucial for achieving high data rates and enhanced network capacity, relies heavily

on precise channel information. This information is essential for implementing effec-

tive precoding strategies. Even slight errors in channel estimation can cause signal

interference among users, drastically reducing the Signal-to-Interference-plus-Noise

Ratio (SINR) and, consequently, degrading overall data throughput. Similarly, in

the realm of wireless sensing, like wireless localization technologies, the accuracy of

channel estimation is also critical. Precise channel information is essential for accu-

rately determining metrics such as Time-of-Flight (ToF) and Angle-of-Arrival (AoA),

which are important to the functionality of subsequent localization algorithms. Minor

deviations in channel estimation can lead to significant errors in ToF and AoA cal-

culations, substantially increasing the localization error and impacting the reliability

of the localization systems.

Research into wireless channel acquisition can be roughly categorized into two ap-

proaches: precise measurement of the wireless channel and channel prediction with-

out direct measurement. For most systems operating below the GHz range and with

reciprocal channels, the acquisition of accurate channel information typically relies

on the use of training pilots. These systems transmit predefined signals to facilitate
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the estimation of Channel State Information (CSI) between the transmitter and re-

ceiver. However, this method encounters several challenges. Factors such as Carrier

Frequency Offset (CFO), Carrier Phase Offset (CPO), and jitter from crystal oscil-

lators can introduce substantial errors in channel estimation. While researchers have

developed algorithms to compensate for these constant offsets, achieving effective per-

formance, the elimination of random offsets that are introduced by the system still

remains a challenge. In systems with massive antenna arrays, the time and compu-

tational demands of channel estimation are considerable. Moreover, direct channel

estimation, which involves a single measurement, is often impractical. For example, in

Frequency Division Duplex (FDD) systems, the uplink and downlink channels operate

at different frequencies, precluding the direct use of uplink measurements for downlink

beamforming. Similarly, in THz communication systems, the uplink and downlink do

not follow the same path, complicating direct measurement further. Consequently,

the development of methods for channel prediction without direct measurement, or

through side channels, has emerged as an important area of research in recent years.

In this dissertation, we introduce a novel algorithm termed neural radio-frequency

radiance fields (NeRF2), which represents the scene as a continuous volumetric func-

tion describing electromagnetic (EM) properties. This model is trained to predict the

wireless channel with high precision when the transmitter or receiver is positioned

at any chosen location in the environment. Additionally, we develop a robust phase

estimation algorithm for backscatter communications, effectively mitigating the ran-

dom phase noise attributable to oscillator jitters. As an approach in the physical

layer of wireless communications, the capabilities of NeRF2 extend across multiple

practical applications. These include enhanced channel estimation in FDD systems,

improved accuracy in wireless localization techniques, and the pioneering in 3D voxel

mapping for reconstruction. Each application demonstrates the potential of NeRF2

to revolutionize existing methodologies by providing a more detailed and accurate

representation of the electromagnetic environment, thereby facilitating more efficient
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Fig. 1.1: Propagation of RF signal in complicated environment.

and reliable wireless communications and sensing.

1.2 Motivation

The propagation of RF signals, commonly referred to as the wireless channel, can be

theoretically described by Maxwell’s equations. However, the practical application of

these equations is limited by the need for precise environmental parameters, such as

the dielectric coefficients of materials, which are often difficult to acquire accurately in

real-world scenarios. Furthermore, solving Maxwell’s equations is both time-intensive

and computationally demanding, exemplified by methods like the Finite-Difference

Time-Domain (FDTD) solver. To address these challenges, researchers have devel-

oped simpler models to approximate the propagation of RF signals. One such model

is the Friis transmission equation, used in free space, where the amplitude of an RF

signal decreases inversely with the square of the distance from the source. However,

in more complex environments, RF signal interactions become significantly more in-

tricate due to absorption, reflection, diffraction, and scattering effects. As illustrated

in Fig. 1.1, these interactions disrupt the entire radiance field:
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(1) Reflection: This occurs when EM rays encounter surfaces that do not absorb

all the incident energy. According to the law of reflection, the angle at which the ray

strikes the surface (angle of incidence) equals the angle at which it departs (angle

of reflection), relative to the normal of the surface. This law is for predicting signal

paths in environments with many reflective surfaces, such as urban landscapes or

indoor settings with metallic or glass structures.

(2) Absorption: While not always included in simplified ray tracing models, absorp-

tion is important in accurately predicting RF signal strength across various media.

It occurs when the energy of an EM ray is absorbed by the medium, converting to

other forms of energy like heat. The degree of absorption depends on the material’s

properties, such as its permittivity and conductivity, and influences how deeply a

signal can penetrate a particular medium.

(3) Refraction: It occurs when an EM ray passes from one medium to another

with a different refractive index. According to Snell’s Law [18], the ratio of the sine

of the angle of incidence to the sine of the angle of refraction is equivalent to the

ratio of the speeds of light in the two media, or equivalently, the inverse ratio of

the indices of refraction. This principle is essential for modeling signal propagation

through different materials, such as air, water, or glass.

(4) Diffraction: This phenomenon describes the bending of EM rays around ob-

stacles and the spreading of waves when they pass through narrow openings. The

principles of diffraction are explained by the Huygens-Fresnel Principle, which con-

siders every point on a wavefront as a source of secondary spherical wavelets. The

wavefront at any subsequent time is the tangential surface to these wavelets. The

Uniform Theory of Diffraction [19] further quantifies diffraction, particularly around

edges, by introducing the concept of the diffracted ray, which extends the geometric

optics beyond the shadow boundaries.

(5) Scattering: It occurs when the path of an EM ray is randomly redirected as
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a result of interactions with small particles or irregularities in a medium. Unlike

specular reflection, scattering is a more complex phenomenon that depends on the

wavelength of the EM ray and the size and nature of the scattering elements. Rayleigh

scattering, for example, occurs when particles are much smaller than the wavelength of

the radiation, whereas Mie scattering happens when the particles are about the same

size as the wavelength. This scattering is more pronounced with high-frequency RF

signals, such as those used in THz communications [20], complicating the prediction

of signal paths and intensities due to the random nature of the interactions.

These complexities motivated the development of more adaptable and efficient models

for predicting RF signal behavior in varied environments, which is a central focus of

this thesis. To address the complexities associated with RF signal propagation, con-

ventional algorithms often employ electromagnetic (EM) ray tracing. This method

involves simulating real EM rays to accurately trace the path an RF signal would

follow in a real-world environment, thus allowing a more realistic simulation of signal

interactions with obstacles. EM ray tracing is based on three core components: the

laws of ray propagation, the geometric structure of the environment, and the EM

coefficients of the materials involved. The laws of ray propagation mentioned above

are fundamental to understanding how RF signals behave in different environments.

These laws consist of several key principles and phenomena that dictate the trajectory

and interactions of EM rays as they travel through space and interact with various

materials and structures. Accurately capturing the environmental geometry is also es-

sential for effective ray tracing. There are two primary approaches to obtaining these

structures: manual modeling and automated reconstruction. The first approach uses

3D modeling software to construct the environment manually. Although this method

can be time-consuming and often requires many adjustments to capture fine details,

it allows for a controlled simulation environment. Some software solutions offer stan-

dard components to speed up this process, leading to the loss of intricate details.

The second approach uses techniques such as those employed by COLMAP, which

6
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reconstruct structures from images or LiDAR [21,22] data. While these methods are

quicker and can handle large-scale environments, they often only provide a rough

approximation of the geometry, which may be sufficient for low-frequency signals but

inadequate for high-frequency applications such as millimeter waves. The finer details

are important at these frequencies, as even minor inaccuracies in geometry can lead to

large errors in signal propagation paths. The EM properties of materials substantially

influence ray tracing accuracy. Real-world materials often consist of complex mix-

tures, and accurately determining their EM coefficients can require costly equipment

and may not be feasible on a large scale. Historically, ray tracing algorithms have

relied on empirical coefficients, which can lead to discrepancies between simulated

results and actual signal behavior.

1.3 Research Scope and Contribution

As shown in Fig. 1.2, the scope of this dissertation is organized into three distinct

layers: the hardware layer, the physical layer, and the application layer. At the

foundational hardware level, we have developed the Ray dataset, a comprehensive

3D indoor localization dataset that contains 1.6 million samples spread across 50

diverse scenarios. This dataset includes data from RFID, Wi-Fi, and Bluetooth tech-

nologies. Previous databases in this field have been limited by their scale, diversity

of scenes, precision of labeling, and overall coverage, rendering them inadequate for

general-purpose use in benchmarking, training, and transfer learning. To address

these deficiencies, we design a real-world system capable of capturing a large-scale

dataset that supports subsequent research. In the physical layer, our objective is to

achieve precise wireless channel measurement and prediction. To this end, we have

introduced a consistent phase estimation algorithm specifically for backscatter phase

measurement and developed the Neural Radio-Frequency Radiance Fields (NeRF2)

for predictive modeling of wireless channels. The predictive capability of NeRF2 will
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Fig. 1.2: Research Framework of the dissertation.

benefit the tasks in the upstream application layer, such as Frequency Division Duplex

(FDD) channel estimation. NeRF2 can generate synthetic training datasets of high

quality, comparable to real datasets. This capability enhances data-driven research

in areas like deep-learning-based wireless indoor localization, where extensive wire-

less channel information is required for training. Furthermore, by integrating wireless

channel models with statistical data models, NeRF2 can learn the physical proper-

ties of a scene. This learning facilitates the extraction of specific locations within a

scene that influence wireless channel behavior, thereby enabling the reconstruction

of detailed 3D voxel maps. The contributions of the dissertation are summarized as

follows:

1.3.1 Physical Layer: Channel Measurement & Prediction

• Neural Radio-Frequency Radiance Fields: Although Maxwell discovered the

physical laws of electromagnetic waves 160 years ago, accurately modeling the prop-

agation of RF signals in large and complex environments remains a long-standing

challenge. This difficulty arises from the intricate interactions between the RF sig-

nal and various obstacles, such as reflections and diffractions. Drawing inspiration

from the successful application of neural networks in modeling optical fields within
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computer vision, we introduce a novel concept called the neural radio-frequency

radiance field, denoted as NeRF2. This approach models a continuous volumet-

ric scene function that interprets RF signal propagation effectively. After initial

training using a limited set of signal measurements, NeRF2 is capable of predicting

signal reception at any location, given the transmitter’s position is known. As a

physical-layer neural network, NeRF2 combines statistical learning with physical

ray-tracing models to create synthetic datasets that cater to the specific training

requirements of application-layer artificial neural networks (ANNs). By employing

what we term “turbo-learning,” which integrates real and synthetic datasets, we

improve ANNs’ training effectiveness. Our experimental results reveal that this

method can boost ANN performance by approximately 50%. Furthermore, NeRF2

demonstrates considerable potential in applications such as indoor localization and

5G MIMO technologies.

• Consistent Phase Estimation Protocols for Backscatters: The develop-

ment of high-precision indoor backscatter tag tracking in environments lacking

GPS has many applications, from virtual reality to factory automation. Yet, the

effective tracking range of this high-precision technology is constrained to just a

few meters, limiting the deployment of backscatters to areas close to checkpoints in

warehouses, despite their ability to communicate over 50 meters. This confined lo-

calization range primarily stems from the “butterfly effect” in localization systems,

where minor phase measurement errors can lead to large localization discrepancies.

We introduce two innovative phase estimation protocols aimed at addressing the

core challenges of achieving accurate phase estimation over long distances. The

first protocol, CPE, effectively resolves the 𝜋-ambiguity often found in commercial

RFID readers. Expanding on this, CPE+ is designed to eliminate flicker noise

and neutral white noise, and to correct spatial and temporal imbalances. Our ex-

perimental results show that CPE+ extends the range of precise AoA estimation

and centimeter-level localization from 8 meters to 15 meters in stationary settings.

It also maintains decimeter-level accuracy across the full 50-meter communication
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range when used with two or more gateways.

1.3.2 Application Layer: Localization & Mapping

• Understanding Localization by a Tailored GPT: Over the past few decades,

the field of indoor localization has evolved from relying primarily on signal process-

ing techniques to adopting deep learning strategies, particularly to address complex

issues like the multipath effect. Traditional deep learning methods for this purpose

often face challenges due to their dependence on high-quality training samples for

supervised learning, along with limited adaptability in different environments. To

overcome these limitations, we have developed an innovative hierarchical neural

network architecture adapted from the Transformer model, known for its excep-

tional ability to capture contextual nuances. Additionally, we have introduced two

novel loss functions that facilitate semi-supervised training. Our microbenchmark

results clearly illustrate the effectiveness of our approach, with performance en-

hancements ranging from 30% to 70% in a varied set of 50 scenarios, surpassing

other contemporary methods. To enhance transferability, we introduce a special-

ized variant of the Generative Pre-training Transformer (GPT), called LocGPT,

which comprises 36 million parameters specifically optimized for transfer learning.

By fine-tuning this pre-trained model, we achieve comparable accuracy with only

half of the usual dataset size, marking a significant advancement in transfer learning

within the indoor localization field.

• 3D Voxel Maps Reconstruction via Satellitic Radiance Fields: In urban

planning and research, 3D city maps play an essential role in supporting various

activities, such as cellular network design, urban development, and climate research.

Traditional methods of creating these models have involved expensive techniques

such as manual 3D mapping, interpreting satellite or aerial images, or utilizing

sophisticated depth-sensing equipment. In this work, we introduce a novel method

for developing 3D urban maps by analyzing the impact of urban structures on
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satellite signals, utilizing GPS data crowdsourced from hundreds of smartphones

during routine user movements. We propose the concept of Satellitic Radiance

Fields (SaRF), an innovative neural scene representation technique that captures

the distribution of GPS signals in urban environments. SaRF uses a sparse voxel

octree framework to represent voxel-centric implicit fields, which detail the physical

properties, such as the density, of each voxel. This model is progressively refined

through a differentiable ray-marching process, which culminates in the accurate

reconstruction of 3D urban maps. Our comprehensive experimental evaluation,

which includes approximately 27.4 million GPS records, demonstrates an average

reconstruction accuracy of 83.1% across six diverse urban environments.

1.4 Organization of the Dissertation

The rest of the dissertation is organized as follows:

• In Chapter 2, we present a wide literature review on existing methodologies in the

field of wireless communications, with a focus on channel estimation and wireless

localization. The review first delves into traditional and neural channel representa-

tion approaches for channel estimation. This includes a detailed discussion on the

integration of neural networks and physical models, exploring their application in

simulating and enhancing RF signal propagation predictions. We also assess vari-

ous localization algorithms ranging from fingerprint-based methods to angle-based

strategies, demonstrating the challenges that have shaped current practices.

• In Chapter 3, we delves into the architectural components of a typical backscat-

ter network. Key discussions cover the modulation of signals by backscatter tags

through impedance switching and the triangulation methods used by gateways to

calculate tag locations. Additionally, the chapter details the channel estimation

processes involved in backscatter systems. Finally, we introduce the Ray dataset
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for the following evaluation.

• In Chapter 4, we introduce a deep learning framework for physical layer channel

prediction, terms the neural radio-frequency radiance field (NeRF2), which is a

key algorithm in the thesis. NeRF2 integral the neural networks and physical ray-

tracing models. This approach creates a continuous volumetric scene function that

effectively predicts RF signal behavior based on a sparse set of initial measure-

ments. By combining real and synthetic datasets through a method we describe as

‘turbo-learning,’ NeRF2 enhances the training and performance of application-layer

artificial neural networks by up to 50%. This chapter explores NeRF2’s significant

implications for indoor localization and advanced 5G MIMO technologies.

• In Chapter 5, we introduce two phase estimation protocols, CPE and CPE+. De-

spite backscatter tags having a communication range of over 50 meters, their high-

precision tracking capabilities are typically limited to just a few meters. This

limitation, often a result of the “butterfly effect” where minor phase measurement

errors cause significant localization discrepancies, restricts their broader applica-

tion. These protocols enhance accuracy over long distances, with CPE addressing

the 𝜋-ambiguity in commercial RFID readers and CPE+, further reducing flicker

noise and neutral white noise while correcting spatial and temporal imbalances.

• In Chapter 6, we introduce a novel hierarchical neural network architecture based

on the Transformer model. This architecture is enhanced with two innovative

loss functions that support semi-supervised training. Our microbenchmark tests

demonstrate significant performance improvements, with gains ranging from 30% to

70% across 50 different scenarios, outperforming existing methods. Additionally,

we present LocGPT, a specialized variant of the Generative Pre-training Trans-

former optimized for indoor localization. This model, with 36 million parameters,

significantly enhances transfer learning capabilities, achieving high accuracy with

only half the typical dataset size.

• In Chapter 7, we propose an approach using GPS data crowdsourced from hundreds

of smartphones to analyze the impact of urban structures on satellite signals. This
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method involves the novel Satellitic Radiance Fields (SaRF) technique, a neural

scene representation that uses a sparse voxel octree framework to detail the density

of each voxel in urban environments. Enhanced by a differentiable ray-marching

process, this technique enables the precise reconstruction of 3D urban maps. Our

extensive experiments, involving approximately 27.4 million GPS records, achieve

an average reconstruction accuracy of 83.1% in six diverse urban settings.

• In Chapter 8, we encapsulates the key contributions of the dissertation, including

the development of the NeRF2 framework to enhance wireless channel predictions, a

phase estimation protocol for precise localization , and a Transformer-based Local-

ization model in indoor localization across multiple wireless technologies. Addition-

ally, the chapter outlines prospective future directions, emphasizing the need for

model adaptations to dynamic environments using explicit neural representations

and differentiable ray tracing.
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Chapter 2

Literature Review

2.1 Wireless Channel Estimation

In wireless systems, accurately predicting how signals propagate through different en-

vironments—such as urban landscapes or indoor scenarios—is crucial for optimizing

network performance and reliability. Traditional methods often rely on physical mod-

els that, while effective, may not always capture the dynamic and complex nature of

real-world environments. Neural channel representations, however, utilize the robust

data-processing capabilities of deep learning to model these complexities in a more

nuanced and adaptable manner.

2.1.1 Conventional Channel Estimation

Channel estimation plays a pivotal role in the optimization of wireless systems. His-

torically, various methods have been employed to estimate the wireless channel. These

methods include the use of training pilots [23], which provide a known signal that can

be used to estimate channel characteristics. Feedback mechanisms [24] involve the

receiver sending information back to the transmitter, helping to refine the channel
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estimation process. Additionally, parametric or empirical models [25] have been used,

which rely on predefined channel models or empirical data to predict channel states.

However, as wireless networks evolve with increasing numbers of antennas and higher

frequency bands, traditional feedback-based and pilot-based methods face significant

challenges. These methods often result in excessive overhead due to the large amount

of data required for accurate estimation, making them less feasible in systems with

massive MIMO configurations [25]. To address these limitations, recent studies have

explored the use of machine learning techniques. For instance, methods like those

proposed in FIRE [26] utilize generative models based on Variational Autoencoders

(VAE) to learn the downlink channel from uplink feedback. Other approaches, such as

NNCONFIG [27], map trained neural networks to intelligent reflective surfaces to en-

hance channel estimation. R2F2 [28] focuses on improving channel prediction in wire-

less communication systems by leveraging machine learning. The proposed method

reduces the complexity of predicting the downlink channel based on the observed

uplink channel using a neural network trained on standard channel models. Despite

these advancements, many of the newer, purely data-driven machine learning models

depend heavily on large datasets, which may not always be available or practical to

obtain. Moreover, these models often lack interpretability because they do not inte-

grate well-understood physical principles governing wave propagation. In contrast,

NeRF2 introduces a novel approach by incorporating a physical model—specifically,

the RF radiance field—into the learning process. This integration not only enhances

the interpretability of the neural network model but also improves the accuracy of

channel learning by utilizing prior knowledge of wave transmission behaviors. This

method stands out by bridging the gap between empirical data reliance and physical

model precision, paving the way for more reliable and efficient channel estimation in

complex wireless environments.
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2.1.2 Neural Channel Representation

Neural channel representation is a groundbreaking approach in wireless communica-

tions that leverages neural network models to simulate and predict radio frequency

signal propagation. Recent research has further extended the utility of neural rep-

resentation techniques in channel modeling. The applications of neural channel rep-

resentation range from enhancing the precision of channel state information to im-

proving the design of wireless networks for 5G and beyond. Key contributions in this

area include the simulation of ray-surface interactions to better predict signal paths,

especially in non-line-of-sight conditions where traditional methods struggle. For in-

stance, Sionna [29] introduces a framework for neural-based simulation of wireless

channels, leveraging the high-dimensional data handling capability of NeRF to cap-

ture complex wave interactions in urban environments. Additionally, RFGenesis [30]

incorporates machine learning with physical models to predict and optimize RF prop-

agation, showcasing substantial improvements in predicting non-line-of-sight (NLoS)

paths which are often challenging for traditional channel estimation. Qualcomm’s

WiNeRT [31] employs neural representation to simulate ray-surface interactions, aid-

ing in the estimation of RF signal propagation along transmit-receive paths. By

integrating deep learning with traditional RF propagation models, this approach not

only improves accuracy but also enhances the capability of wireless networks to dy-

namically adjust to their changing environments, paving the way for more robust and

efficient communication technologies.

The design of NeRF2 in this thesis draws inspiration from the development of Neural

Radiance Fields (NeRF), initially conceived for generating novel views of complex

scenes within the field of computer vision, as pioneered by Mildenhall et al. [32].

NeRF’s innovative handling of light and space has been adeptly adapted in NeRF2

to model the propagation of RF signals, marking a pioneering application in wireless

communications—a field where accurate modeling of intricate, dynamic environments

is crucial. Notably, NeRF2 is among the first to adapt NeRF’s methodologies to RF
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signal modeling, incorporating modifications to accommodate the unique characteris-

tics of RF waves, such as their phase properties, which necessitate a distinct physical

tracing model [33–35]. Furthermore, constraints imposed by smaller antenna arrays,

as opposed to the larger camera arrays used in visual NeRF, led to the development

of two distinct training strategies tailored for NeRF2. These strategies enhance the

model’s ability to precisely predict RF signal behavior, thereby benefiting a range of

RF applications, including advanced wireless localization and MIMO channel predic-

tion [36, 37]. Through the adaptation of NeRF models to suit electromagnetic wave

behaviors, we have substantially improved the accuracy and flexibility of modeling

wireless environments, addressing several limitations inherent in conventional channel

estimation methods. This breakthrough paves the way for more robust and efficient

communication technologies, potentially transforming practices in scene reconstruc-

tion, relighting, and view synthesis within the context of RF signal processing [38,39].

2.2 Wireless Indoor Localization System

2.2.1 Wireless Localization

Wireless localization is a long-studied topic with extensive works that investigate the

process of locating a device by building the transmission model between the posi-

tion and various metrics of received RF signals. It is particularly useful in indoor

environments where GPS signals may be unreliable or unavailable. These methods

contain several techniques, such as Received Signal Strength Indicator (RSSI), phase,

Channel State Information (CSI), Time-of-Flight (ToF), and Angle of Arrival (AoA).

They are widely applied in Wi-Fi, Bluetooth, RFID, and LoRa technologies. However,

traditional geometric or empirical localization models face challenges due to environ-

mental factors such as complex multipath effects and non-line-of-sight conditions.

Recent advancements leverage deep learning models to enhance accuracy in complex
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indoor scenarios, though they often require extensive training data, which can limit

real-world applications. Many deep learning based indoor localization methods can

be considered as an enhanced version of the fingerprint-based localization.

Fingerprint-based localization is a technique that involves collecting the distinct “fin-

gerprint” or signal profiles of specific locations within an environment, utilizing met-

rics such as RSSI, CSI, or other relevant signal properties. These fingerprints are then

used to identify or estimate the location of devices or objects based on their real-time

signal readings, which are matched against this pre-established database of finger-

prints. One of the pioneering implementations of this approach is the LANDMARC

system [40]. The system integrates active RFID technology with strategically placed

reference tags to refine the accuracy of location estimations. By using these reference

tags as known points, the system can better interpolate or calculate the position of

target tags based on their signal similarities with the references. This innovative use

of reference tags addresses some of the critical challenges in RSSI-based fingerprinting

methods, such as the signal attenuation and variability caused by obstacles and mul-

tipath effects, which are prevalent in complex indoor environments. Further exploring

the limitations of RSSI, Yang et al. [41] highlighted how multipath fading and the dy-

namic nature of indoor environments can deteriorate the performance of RSSI-based

systems. In their research, they proposed the adoption of CSI, which provides a more

granular view of the signal environment by capturing the multipath characteristics of

wireless signals. The adoption of CSI not only offers a deeper insight into the signal

degradation patterns but also enhances the accuracy and reliability of the localization

system. The authors demonstrated that leveraging CSI can improve the precision of

indoor localization systems, thus providing a robust alternative to traditional RSSI-

based approaches. Wang et al. [42] presents a fine-grained RFID positioning system

that is robust to multipath and non-line-of-sight conditions, which are common in

real-world environments. The system leverages the spatial diversity of multipath sig-

nals to create unique fingerprints for each location, allowing for accurate positioning
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even in challenging scenarios. [43] proposes a cooperative localization method that

utilizes initial fingerprint-based estimates and physical constraints from peer-to-peer

interactions to refine localization accuracy for multiple users simultaneously.

Fingerprint-based localization exhibits several inherent limitations that can impact

its effectiveness in certain scenarios. One primary challenge is the labor-intensive and

time-consuming process of initial fingerprint mapping, which requires comprehensive

sampling of signal characteristics throughout the deployment area. This makes it

less adaptable to dynamic environments where frequent updates may be necessary

to maintain accuracy. Additionally, fingerprint-based systems are highly sensitive to

environmental changes, such as alterations in room layout or the presence of new

obstacles, which can significantly alter signal patterns and lead to discrepancies in

localization accuracy. The reliance on historical signal data also introduces issues of

temporal variability, where the aging of infrastructure or changes in ambient condi-

tions can render stored fingerprints obsolete. Moreover, these systems often struggle

in densely populated areas where interference from multiple devices can skew the

signal data, further complicating the matching process and reducing the overall reli-

ability of the localization.

2.2.2 Long-range Backscatter Localization

Long-range backscatter communication systems push the boundaries of traditional

backscatter technologies by overcoming inherent range limitations. These limita-

tions often stem from the inadequacies in energy harvesting capabilities of backscat-

ter tags, which traditionally restricted their functional range. Recent advancements

have focused on augmenting the received power at these tags using several innova-

tive methods to extend their operational range. One effective strategy has been the

deployment of multiple readers or antenna arrays equipped with beamforming tech-

niques. Notable works such as those by PushID [44] and In-N-Out [24] have shown
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substantial improvements in received power through these methods. In particular,

PushID proposed a system that utilizes multiple antennas to enhance signal strength

and reliability over greater distances. Furthermore, Ma et al. [45] presented the IVN

that employs a blind MIMO system. This system transmits different carriers across a

narrow bandwidth using multiple RF sources, thus expanding the potential communi-

cation range without requiring extensive power consumption. This approach diverges

from traditional single-frequency backscatter communications. Tang et al. [46] have

explored the utilization of ultralow-power consumption circuits coupled with direct

digital frequency synthesis. Their technique supports efficient operation and extends

the communication range of backscatter systems. The tunnel emitter proposed by

Varshney et al. [47] reduces the power required for carrier signal generation to just

tens of microwatts, enabling battery-free operation and enhancing long-range com-

munication capabilities.

While advancements in backscatter communication have notably increased its range,

the accuracy of commercial tag position estimation at long distances remains less

explored. Techniques that enhance communication range do not inherently improve

localization accuracy, especially for cost-effective tags. For instance, Qi et al. [48]

achieved RFID localization up to 35 meters using a specialized, but costly, quantum

tunneling tag. This highlights a significant challenge: low RSS can sustain com-

munication but may lead to increased localization errors due to phase inaccuracies,

marking a critical direction for future research in backscatter systems.

Various metrics of RF signals are widely used for backscatter localization: RSSI [49],

carrier phase [50], Channel Impulse Response (CIR) [51], Time-of-Flight (ToF) [9],

and AoA [52]. The main challenge that the past AoA algorithms addressed is the

multipath effect, with the assumption that the received signals have strong RSS. For

example, Arraytrack [53] and SWAN [10] decompose a combined signal into different

directions by using an antenna array. The line-of-sight propagation will peak at the

spatial spectrum. These algorithms have been demonstrated to be relatively effective
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Fig. 2.1: Localization Accuracy. CPE maintains ultra-high precision within 15 m and
high precision in the entire communication range.

in dealing with the multipath effect. However, when feeding with ultra-low signals,

their performance degrades greatly at a long distance due to phase noise.

In Fig. 2.1, we compare CPE+ with conventional backscatter localization systems

used in sub-6 GHz IoT in terms of working range. We categorize accuracy into five

levels: ultra-high (ă10 cm), high (10–50 cm), medium (50–100 cm), low (100–500

cm), and out-of-service. Specifically, LocRa [51] and Marvel [50] are two representa-

tive works of LoRa backscatter systems. LocRa achieves accurate localization with

distributed base stations by extracting precise channel information and synchronizing

phase among stations, reporting errors as low as 6.8 cm at close ranges and 88 cm

at distances up to 50 meters. Marvel, designed for MAVs in indoor environments,

supports autonomous navigation and achieves an accuracy of 2.7 m at 50 m without

the aid of an Inertial Measurement Unit (IMU). Both systems maintain localization

capabilities across their entire communication range of 50 m. However, accuracy de-

creases as the range extends, due to the diminishing RSS of received backscatter RF

signals. SparseTag [52] leverages a sparse RFID tag array for high-precision indoor

localization, while Rover [54] is an indoor localization system using a robot with iner-

tial sensors to localize backscatter tags without prior site knowledge. BLE AoA [55]

integrates backscatter technology with Bluetooth systems, conducting AoA localiza-

tion through the advertising channel. It achieves a localization error of less than 10
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cm within a 2 m deployment range and an accuracy of 0.31 m at 5 m. Nevertheless,

their working ranges are extremely limited. In contrast, our system extends ultra-high

precision localization to a range of 1–15 m, and maintains high/medium precision up

to 15–50 m.

2.2.3 Phase Estimation

Most current phase-based localization methods rely on COTS RFID readers for phase

value acquisition, primarily focusing on short to medium-range distances due to lim-

itations in signal strength and phase accuracy over extended ranges. Studies such as

Tao et al. [56] have demonstrated novel approaches combining phase difference with

readability and phase-of-arrival methods to achieve accurate localization in sparse tag

environments, respectively. Qi et al. [48] introduced a phase-based ranging method

using a quantum tunneling tag, reducing the phase noise on dedicated hardware. Our

CPE is inspired by [57], which introduced the temporal inconsistency of the phase

estimation. Miesen et al. used the predefined patterns of the signals to sort out

the correct direction of the complex difference. On the contrary, we directly use the

transitional sample pairs for the estimation. Importantly, we maintain consistency

in complex division instead of complex differences without any pattern recognition.

Our contribution lies in pushing the boundaries of phase estimation for long-distance

applications, offering a significant leap over existing COTS RFID reader capabilities,

and providing a versatile solution applicable across a wide array of AoA algorithms

and practical scenarios.
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Preliminaries

3.1 Backscatter System

Battery-free backscatters provide a promising low-power approach for the Internet

of Things (IoT) to achieve truly ubiquitous computing. The research community

has proposed various systems by backscattering TV tower [58], RFID reader [59],

Wi-Fi [60], Bluetooth [61], ZigBee [62], or LoRa [63] signals. Fig. 3.1 shows the

architecture of a typical backscatter network, which contains three main components:

an RF source, backscatter tags, and a gateway.

• RF source: In the past, public RF stations (e.g., TV tower or RFID reader [59]

and FM stations [64]) were preferably reused as the RF source to supply energy to

the backscatter sensors. Nowadays, numerous studies tend to establish a dedicated

RF source (e.g., RFID reader) or convert an existing RF device (e.g., Wi-Fi APs [65]

and Bluetooth devices [66]) into a stable RF source, which transmits a continuous

wave (CW) to power up tags.

• Backscatter tags: Battery-free backscatter tags harvest energy from the CW.

They switch their internal impedance between two states (reflective and non-
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Fig. 3.1: Architecture of a backscatter network. A backscatter network architecture
comprising an RF source emitting continuous waves to energize battery-free tags, which
modulate the signal through impedance switching, and a gateway receiving the modulated
packets.

reflective) to reflect the CW for on-off modulation.

• Gateway: The packets transmitted from backscatters are then received by a gate-

way. In our system, we equip each gateway with a 4ˆ 4 antenna array to estimate

the direction of tags. Two or more gateways are eventually deployed at different

positions to triangulate the locations of tags.

3.1.1 Primer on Backscatter Communication

As shown in Fig. 3.1, three communication links exist among the three components,

as described below: (1) Downlink (RF Source Ñ Tag). The RF source transmits

a single-tone continuous wave (CW) at some frequency 𝑓 , which can be expressed as

follows:

𝑆𝑅Ñ𝑇 p𝑡q “ 𝐴𝑅Ñ𝑇 𝑒
Jp2𝜋𝑓𝑡`𝜑𝑅q (3.1)

where 𝐴𝑅Ñ𝑇 denotes the attenuation from RF source to tag; 𝜑𝑅 is a combination

of the initial phase offset, including the phase noise caused by the transmitter, and

the phase rotation over the distance between the RF source and tag. For clarity,

throughout this paper, the notation X Ñ Y is employed to denote the direction

from X to Y in mathematical expressions. For example, 𝑆𝑅Ñ𝑇 represents the signal

transmitted from the RF source (R) to the tag (T). (2) Uplink (Tag Ñ Gateway).
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The backscatter tag modules the data by reflecting or not reflecting the incoming CW.

Let 𝑆𝑇 p𝑡q denote the two states of the tag, reflective and non-reflective state, which

is formally defined as follows:

𝑆𝑇 p𝑡q “ 𝑆𝑅Ñ𝑇 p𝑡q ¨ 𝐴𝑇 𝑒
J𝜑𝑇 and 𝐴𝑇 P t0, 1u (3.2)

where 𝐴𝑇 “ 0 or 1 if the tag is in the non-reflective or reflective state, respectively. 𝜑𝑇

is the phase offset caused by the tag (e.g., rotation or posture). A signal transmitted

from the tag to the gateway can be given as

𝑆𝑇Ñ𝐺p𝑡q “ 𝑆𝑇 p𝑡q ¨ 𝐴𝑇Ñ𝐺𝑒
J𝜃𝑇Ñ𝐺 (3.3)

Similarly, 𝐴𝑇Ñ𝐺 and 𝜃𝑇Ñ𝐺 denote the attenuation and phase rotation over the dis-

tance between the tag and gateway, respectively. Substituting Eqn. 3.1 and Eqn. 3.2

into Eqn. 3.3, we can obtain the final signal received by the gateway through the

uplink as follows:

𝑆𝑇Ñ𝐺p𝑡q “ 𝐴𝑅Ñ𝑇𝐴𝑇𝐴𝑇Ñ𝐺𝑒
Jp2𝜋𝑓𝑡`𝜃𝑇Ñ𝐺`𝜑𝑅`𝜑𝑇 q (3.4)

Our key task is to measure 𝜃𝑇Ñ𝐺 because it is the only parameter related to the

location of the tag from the view of the gateway. (3) Self-link (RF Source Ñ

Gateway). CW is always present regardless of whether the tag backscatters or not.

This link is usually called self-interference link because it causes interferences in the

gateway. Self-link can be expressed as follows:

𝑆𝑅Ñ𝐺 “ 𝐴𝑅Ñ𝐺𝑒
Jp2𝜋𝑓𝑡`𝜃𝑅Ñ𝐺`𝜑𝑅q (3.5)

Similarly, 𝐴𝑅Ñ𝐺 and 𝜃𝑅Ñ𝐺 denote the path attenuation and phase rotation over the

distance between the RF source and gateway. CW might be reflected from surround-

ing objects, such as walls, ceilings, or furniture. We can view these reflections and

the direct propagation as a single combined signal above.
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3.1.2 Channel Estimation for Backscatter

Each antenna at the gateway receives a mixed signal propagated through the uplink

and the self-link at the frequency 𝑓 as shown below:

𝑆𝐺p𝑡q “

$

’

&

’

%

𝑆𝑇Ñ𝐺p𝑡q ` 𝑆𝑅Ñ𝐺p𝑡q 𝐴𝑇 “ 1 reflective

𝑆𝑅Ñ𝐺p𝑡q 𝐴𝑇 “ 0 non-reflective
(3.6)

The gateway downconverts the above received signal into a baseband signal by multi-

plying 𝑆𝐺p𝑡q by 𝑒J´2𝜋𝑓 1𝑡`𝜑𝐺 . Let 𝜑𝐺 be the phase offset plus the phase noise caused by

the gateway’s receiver. Eqn. 3.1, Eqn. 3.3 and Eqn. 3.5 are substituted into Eqn. 3.6,

and the downconverted baseband signals can be given as follows:
$

’

&

’

%

𝑆𝐺p𝑡q “ 𝐴 ¨ 𝑒Jp2𝜋Δ𝑓𝑡`𝜃𝑅Ñ𝐺`𝜑q

q𝑆𝐺p𝑡q “ q𝐴 ¨ 𝑒Jp2𝜋Δ𝑓𝑡`𝜃𝑇Ñ𝐺`q𝜑q ` 𝐴 ¨ 𝑒Jp2𝜋Δ𝑓𝑡`𝜃𝑅Ñ𝐺`𝜑q

(3.7)

where 𝑆𝐺 and q𝑆𝐺 denote the downconverted reflective signal and non-reflective signal,

respectively. In the following, we use the notations of q𝑥 and 𝑥 to denote the variables

related to the reflective signal and non-reflective signal, respectively. ∆𝑓 “ p𝑓 ´

𝑓 1q is called carrier frequency offset (CFO). By employing algorithms in [67], CFO

estimation ∆ p𝑓 is first conducted and then compensated by multiplying the term

𝑒´J2𝜋Δ p𝑓𝑡 to the baseband signal. This approach effectively eliminates the CFO in

𝑆𝐺p𝑡q as follows:

𝑆𝐺p𝑡q “ 𝐴 ¨ 𝑒Jp2𝜋Δ𝑓𝑡`𝜃𝑅Ñ𝐺`𝜑q ¨ 𝑒´J2𝜋Δ p𝑓𝑡 « 𝐴 ¨ 𝑒Jp𝜃𝑅Ñ𝐺`𝜑q (3.8)

This procedure can also be applied to q𝑆𝐺p𝑡q. q𝜑 and 𝜑 are phase offsets caused by

hardware:
q𝜑 “ 𝜑𝑅 ` 𝜑𝑇 ` 𝜑𝐺 and 𝜑 “ 𝜑𝑅 ` 𝜑𝐺 (3.9)

Fig. 3.2 shows a downconverted baseband signal. The samples are clearly distributed

in two clusters, which correspond to non-reflective 𝑆 and reflective q𝑆 signals. Eqn. 3.7

presents that only the reflective signal q𝑆𝐺p𝑡q contains the desired true phase 𝜃𝑇Ñ𝐺.
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Fig. 3.2: The definition of pseudo-phase. The pseudo-phase is defined as the angle of
the vector connecting the centers of the two clusters.

Hence, the naive approach is to subtract 𝑆𝐺p𝑡q from q𝑆𝐺p𝑡q as follows:

Δ𝑆𝐺p𝑡q “ q𝑆𝐺p𝑡q ´ 𝑆𝐺p𝑡q “ q𝐴 ¨ 𝑒Jp𝜃𝑇Ñ𝐺`q𝜑q (3.10)

Taking the above complex difference eliminates the interference from the self-link but

reserves the signal propagated from the uplink. Then, the phase is computed as the

angle of the above complex difference as follows:

r𝜃𝑇Ñ𝐺 “ =Δ𝑆𝐺p𝑡q “ 𝜃𝑇Ñ𝐺 ` q𝜑

“ 𝜃𝑇Ñ𝐺 ` 𝜑𝑅 ` 𝜑𝑇 ` 𝜑𝐺

(3.11)

Notably, r𝜃𝑇Ñ𝐺 is not the desired phase 𝜃𝑇Ñ𝐺 but includes 𝜃𝑇Ñ𝐺. To be distinguish-

able, we call r𝜃𝑇Ñ𝐺 and 𝜃𝑇Ñ𝐺 pseudo-phase and true phase, respectively. In Fig. 3.2,

the pseudo-phase r𝜃𝑇Ñ𝐺 is actually the angle of the vector connecting the centers of

the two clusters.

3.1.3 Phase Estimation in Antenna Array

The estimated phase is typically utilized to calculate the angle of arrival (AoA) of

the signal for localization purposes, employing an antenna array. An antenna array
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Beam direction

Fig. 3.3: Standard uniform linear array beam steering

(or array antenna) is a set of multiple connected antennas which work together as

a single antenna, to transmit or receive RF signals. The individual antennas are

called elements, which aim to receive the RF signals in different positions. We utilize

an antenna array to disintegrate the received signals to figure out the AoA of the

incoming RF signal, i.e., the direction of the target device that transmits the RF

signal. Assume that the gateway is equipped with an antenna array consisting of 𝐾

antennas, which are uniformly and linearly spaced, as depicted in Fig. 3.3. The array

can project the received RF signals at all of its antennas in a desired direction 𝛼.

This projection is conducted by multiplying the received signal at each antenna by a

complex weight. The sum of all antennas’ multiplication results creates a spatial filter

that focuses on direction 𝛼 while minimizing power in other directions. Specifically,

let 𝑆𝐺𝑘
“ 𝑒J𝜃TÑGk represent the signal from the tag received by the 𝑘𝑡ℎ antenna in

the array, where 𝜃𝑇Ñ𝐺𝑘
denotes the phase rotation attributable to the distance from

the tag to the 𝑘𝑡ℎ antenna, for 𝑘 “ 0, . . . , 𝐾 ´1. Considering the leftmost antenna 𝐴0

as the reference, we can compute the relative power received in a beam in direction

𝛼, as follows:

𝑃 p𝛼q “

ˇ

ˇ

ˇ

ˇ

ˇ

𝐾´1
ÿ

𝑘“0

𝑤p𝑘, 𝛼q ¨
𝑆𝐺𝑘

𝑆𝐺0

ˇ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

𝐾´1
ÿ

𝑘“0

𝑤p𝑘, 𝛼q ¨ 𝑒JpΔ𝜃𝑇Ñ𝐺𝑘
q

ˇ

ˇ

ˇ

ˇ

ˇ

(3.12)

where

𝑤p𝑘, 𝛼q “ 𝑒´J2𝜋 𝑘𝐷 cos𝛼
𝜆 and ∆𝜃𝑇Ñ𝐺𝑘

“ 𝜃𝑇Ñ𝐺𝑘
´ 𝜃𝑇Ñ𝐺0 (3.13)

𝑤p𝑘, 𝛼q is the weight assigned to the 𝑘𝑡ℎ antenna when steering to direction 𝛼. 𝜆 is

28



3.1. Backscatter System

the wavelength. 𝐷 is the space between two adjacent antennas, i.e., 𝐷 ă 𝜆{2. 𝜃𝑇Ñ𝐺𝑘

is the phase rotation over the distance between the tag and antenna 𝐴𝑘. The figure

shows that the RF signal travels an additional distance of 𝑘𝐷 cosp𝛼q to arrive at the

antenna 𝐴0 rather than the antenna 𝐴𝑘, which causes the theoretical phase difference

of 2𝜋 ¨ 𝑘𝐷 cosp𝛼q{𝜆. ∆𝜃𝑇Ñ𝐺𝑘
is the actual measured phase difference between the

two antennas. As a result, if the weights align with the complex divisions (i.e., two

phase difference align with each other), then the power will reach the maximum;

otherwise, they cancel out each other and lead to a lower power. In this way, we can

generate a spatial spectrum by traversing all potential directions. The incoming signal

should peak at the direction (aka AoA), leading to the maximum power in the spatial

spectrum. We refer the reader to [68] for additional details. Finally, the transmitter

can be located at the intersection of two lines along the two AoAs estimated using two

antenna arrays via triangulation. We present the relative power for a 1D array here

for clarity. In the next section, we will extend to a 2D antenna array. Clearly, if the

measured phase difference deviates from the theoretical difference because of phase

noise or unknown offsets, then the spatial spectrum will peak in the wrong direction.

We compute the relative power using the pseudo-phase. For clarity, we concentrate

on the complex division of Eqn. 3.12 because the other components are irrelevant to

the measured phase. We use 𝜌𝑘 to denote the complex division for short:

𝜌𝑘 “
𝑆𝐺𝑘

𝑆𝐺0

“
Δ𝑆𝐺𝑘

Δ𝑆𝐺0

“
q𝐴𝑘𝑒

Jr𝜃𝑇Ñ𝐺𝑘

q𝐴0𝑒
Jr𝜃𝑇Ñ𝐺0

“
q𝐴𝑘

q𝐴0

𝑒Jpr𝜃𝑇Ñ𝐺𝑘
´r𝜃𝑇Ñ𝐺0

q

“
q𝐴𝑘

q𝐴0

𝑒Jrp𝜃𝑇Ñ𝐺𝑘
`����𝜑𝑅`𝜑𝑇 `HH𝜑𝐺𝑘

q´p𝜃𝑇Ñ𝐺0
`����𝜑𝑅`𝜑𝑇 `HH𝜑𝐺0

qs

“
q𝐴𝑘

q𝐴0

𝑒JΔ𝜃𝑇Ñ𝐺𝑘

(3.14)

All antennas in the gateway share a single clock, so the phase offset 𝜑𝐺𝑘
“ 𝜑𝐺0 . The

common terms of 𝜑𝑅 and 𝜑𝑇 are totally cancelled out when the backscatter signal is

much stronger than the noise. Compared with Eqn. 3.12, the remainder is exactly

as identical as using the true phase. That is, the pseudo-phase is equivalent to the

true phase in computing the spatial spectrum. Therefore, the naive phase estimator
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(NPE) first determines the two geometric centers in the IQ constellation and then

computes the angle of the vector connecting the two centers as the pseudo-phase. NPE

has been widely adopted by commercial backscatter systems, such as ImpinJ RFID

reader series [69]. The phase estimation approach can serve for many AoA estimation

algorithms like RF-IDraw [70], MUSIC [71], ESPIRIT [72] and Tagoram [73], which

are based on the complex division or the phase difference as well.

3.2 Wireless Localization

This section introduces the background knowledge about the spatial spectrum and

the triangulation-based localization.

3.2.1 Spatial Spectrum

In this section, we will introduce the case of the 2D antenna array. Suppose the

antenna array is equipped with 𝐾ˆ𝐾 elements uniformly where two adjacent elements

are spaced with 𝐿. As shown in Fig. 3.4(a), we can set up a local cartesian coordinate

system for an array by choosing its bottom-left corner as the origin. Then, the

coordinate of 𝑖𝑡ℎ element 𝐸𝑖,𝑗 is given by:

𝐸𝑖,𝑗 “ p𝑥𝑖, 𝑦𝑖q “ p𝑖𝐿, 𝑗𝐿q

where 𝑖, 𝑗 “ 0, . . . , 𝐾 ´ 1. Our goal is to compute the direction of the transmitter,

which can be represented using a local horizontal coordinate system over the array’s

X-Y plane. As shown in Fig. 3.4(a), an arbitrary direction over X-Y plane can

be represented by two angles, azimuthal angle (denoted by 𝛼) and elevation angle

(denoted by 𝛽), where 𝛼 P r0, 360˝q and 𝛽 P r0, 90˝s. The both local coordinate

systems are set up relative to the array plane, but target at representing positions

30



3.2. Wireless Localization

Elevation

Azimuth

X

Z

Y

Target

(a) Local Coordinate Systems

X

Y

Z

Global coordinate system

Y

Z

X

Z

Y

X

IoT Device

Antenna Array 1

Antenna Array 2

(b) Triangulation

Fig. 3.4: Illustration of AoA signature.

and angles respectively.

When the backscatter tag is relatively far from the antenna array, the incident signals

received by elements are approximated to propagate in parallel, i.e., incident signals

arrives at all elements from a same direction. Suppose the RF signal travels along

the angle p𝛼, 𝛽q, the difference of the distances between the target device and 𝐸𝑖,𝑗

and 𝐸0,0 is computed as follow:

∆𝑑𝑖,𝑗 « 𝑥𝑖 cos𝛼 cos 𝛽 ` 𝑦𝑗 sin𝛼 cos 𝛽 (3.15)

Let 𝜃𝑖,𝑗 denote the phase value of the RF signal received by 𝐸𝑖,𝑗. The phase difference

between the received signals at the two elements, ∆𝜃𝑖,𝑗 “ 𝜃𝑖,𝑗 ´ 𝜃0,0, relates to the

difference in their distances ∆𝑑𝑖,𝑗 as follows:

∆𝜃𝑖,𝑗 “ 𝜃𝑖,𝑗 ´ 𝜃0,0 “ ´2𝜋∆𝑑𝑖,𝑗{𝜆 mod 2𝜋

“ ´2𝜋p𝑥𝑖 cos𝛼 cos 𝛽 ` 𝑦𝑗 sin𝛼 cos 𝛽q{𝜆 mod 2𝜋
(3.16)

Relative Power. Choosing the element 𝐸0,0 as a reference, we can compute the

following relative power of projecting the received signal into the direction of p𝛼, 𝛽q:

𝑃 p𝛼, 𝛽q “
1

𝐾2

ˇ

ˇ

ˇ

ˇ

ˇ

𝐾´1
ÿ

𝑖“0

𝐾´1
ÿ

𝑗“0

𝑤𝑖,𝑗p𝛼, 𝛽q ¨ 𝑒JΔ𝜃i,j

ˇ

ˇ

ˇ

ˇ

ˇ

(3.17)
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Fig. 3.5: Illustration of spatial spectrum

where 𝑤𝑖,𝑗p𝛼, 𝛽q “ 𝑒´JΔ𝜃i,j is the complex weight for steering a beam to a certain

angle of p𝛼, 𝛽q. In the above, ∆r𝜃𝑖,𝑗 is the true phase difference computed by using

the received signals at 𝐸𝑖,𝑗 and 𝐸0,0, whereas ∆𝜃 is their theoretical phase differ-

ence. The sum aggregates the relative power across the 𝐾2 pairs of elements, i.e.,

p𝐸0,0, 𝐸0,0q, p𝐸0,1, 𝐸0,0q, ¨ ¨ ¨ p𝐸3,2, 𝐸0,0q, p𝐸3,3, 𝐸0,0q. When ∆r𝜃𝑖,𝑗 aligns with ∆𝜃𝑖,𝑗 (i.e.,

the signal does come from the direction of p𝛼, 𝛽q), the normalized relative power

𝑃 p𝛼, 𝛽q should achieve the maximum. For clarity, we use 𝜔 to denote the tuple of the

two angles related to a direction, i.e., 𝜔 “ p𝛼, 𝛽q. The relative power at the direction

𝜔 is rewritten in the form of the vector as follows:

𝑃 p𝜔q “

”

𝑤0,0p𝜔q, 𝑤0,1p𝜔q, ¨ ¨ ¨ , 𝑤𝐾´1,𝐾´1p𝜔q

ı ”

𝑒JΔ𝜃0,0 , 𝑒JΔ𝜃0,1 , ¨ ¨ ¨ , 𝑒JΔ𝜃K´1,K´1

ı𝑇

(3.18)

where 𝑇 denotes the transpose.

Next, a hotmap can be generated to show the relative power at 𝑁 possible directions

that the received RF signal might come from. We call such a hotmap spatial spectrum,
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which is formalized as follows:

»

—

—

—

—

—

—

–

𝑃 p𝜔1q

𝑃 p𝜔2q

...

𝑃 p𝜔𝑁 q

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

—

—

–

𝑤0,0p𝜔1q, 𝑤0,1p𝜔1q, ¨ ¨ ¨ , 𝑤𝐾´1,𝐾´1p𝜔1q

𝑤0,0p𝜔2q, 𝑤0,1p𝜔2q, ¨ ¨ ¨ , 𝑤𝐾´1,𝐾´1p𝜔2q

...

𝑤0,0p𝜔𝑁 q, 𝑤0,1p𝜔𝑁 q, ¨ ¨ ¨ , 𝑤𝐾´1,𝐾´1p𝜔𝑁 q

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

—

—

–

𝑒JΔ𝜃0,0

𝑒JΔ𝜃0,1

...

𝑒JΔ𝜃K´1,K´1

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

`

»

—

—

—

—

—

—

–

𝑧1

𝑧2
...

𝑧𝑁

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

(3.19)

or

Ω “ WS ` Z (3.20)

where Ω, W, S, and Z denote the spatial spectrum, the weight matrix, the received

signals, and the noise, respectively. 𝑁 is a custom parameter depending on the angle

resolution. 𝑁 “ 360ˆ90 if one degree resolution is accepted. Fig. 6.2 shows an exam-

ple of the spatial spectrum. Particularly, Fig. 3.5(a) shows the spatial spectrum in 3D

where all directions are uniformly distributed; Fig. 3.5(a) shows the 2D spectrum by

projecting the 3D onto the X-Y plane, in which the radial distance represents cosp𝛽q

so the elevation angle distributes non-uniformly. The spatial spectrum should peak

at the direction that the RF signal truly comes from. Formally, the direction of the

device is computed by solving the optimization problem as below:

𝜔˚
“ argmax

𝜔
Ω “ argmax

𝜔
pWS ` Zq (3.21)

However, due to the presence of multipath effect, the RF signal might arrive from

multiple directions. Consequently, there exist multiple peaks in the spectrum, lead to

ambiguity. It is worth noting that the community proposed many different types of

spatial spectrums by using different weight matrices, such as Bartlett [74], MVDR [75],

MUSIC [71], and Tagoram [73]. There, the Bartlett is adopted and others are dis-

cussed in the evaluation.
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3.2.2 Triangulation

At least two antenna arrays are deployed in the target space to compute the loca-

tion of the device. Specifically, we can compute a direction using a single antenna

array. The device is located at the intersection of two directions or the centroid of the

intersected area formed by multiple directions. This localization approach is called

triangulation. As aforementioned, the direction of the device is estimated relative to

the local coordinate system (LCS) of an array. Thus, it requires an extra step to

convert all directions computed in local coordinate systems to a global coordinate

system (GCS) before taking the triangulation. Formally, suppose the estimated di-

rection 𝜔˚ “ p𝛼˚, 𝛽˚q by using an antenna array, a straight line denoted by 𝑙 in the

LCS relative to the array can be constructed as follows:

𝑙p⃗𝑎p𝜔˚q, 𝑂q (3.22)

where 𝑎⃗ and 𝑂 are the directional vector of the line and the origin of the LCS that it

passes through, namely,

𝑎⃗p𝜔˚q “ r1, tanp𝛼˚q, tanp𝛽˚q{ cos𝛼˚s𝑇 and 𝑂 “ r0, 0, 0s𝑇 (3.23)

To compute the intersection, we firstly convert the above line from the LCS to the

GCS using a rotation matrix R P R3 and the coordinate of the array O in GCS.

Then, the straight line in the GCS is rewritten as follows:

𝑙pR ¨ 𝑎⃗p𝜔˚q,Oq (3.24)

Suppose the directions are estimated by two antenna arrays in different positions.

Then the location of the device is to solve the following optimization problem:

𝑝˚ “ argmin
𝑝

𝐺
ÿ

𝑔“1

dp𝑝, 𝑙pR𝑔 ¨ 𝑎⃗p𝜔˚
𝑔 q,Ogqq (3.25)

where dp¨q is the Euclidean distance between a point and a line, and 𝐺 is the number

of antenna arrays. Substituting Eqn. 3.21 into Eqn. 3.25, we actually aim to solve
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Fig. 3.6: Illustration of RFID example scenes. (a)-(d) shows the semi-indoor environ-
ment, which is large-sized and semi-closed halls. (e)-(f) show the full-indoor environment.

the following joint optimization problem:

𝑝˚ “ argmin
𝑝

𝐺
ÿ

𝑔“1

d

ˆ

𝑝, 𝑙pR𝑔𝑎⃗pargmax
𝜔

pWgSg ` Zgqq,O𝑔q

˙

(3.26)

3.3 Ray Dataset

The performance of neural networks highly relies on the quantity and quantity of

training datasets. Current datasets have been hindered by various limitations in

terms of data scale, scene diversity, label precision, and coverage. To address these

limitations, we build a multi-technology, cross-scene, million-scale 3D localization

database, named Ray, after a three-year effort. A summary of the gathered data is

displayed in Table 3.1. We collect data from 17 scenes with 50 different scenarios

(i.e., settings). The database contains a total of 1,617,142 records from RFID tags

(80.6%), Wi-Fi devices (7.2%), and BLE beacons (12.2%).

(1) RFID: Our design incorporates a dual-channel station with an array composed of

4ˆ4 antennas. We use a USRP X310 SDR from NI [76] to handle the baseband signal

processing of a station. Each X310 is equipped with two TwinRX daughterboards.

One RX channel is linked to the antenna array, while the other is connected to a
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Table 3.1: Summary of Ray Dataset. RSS represents the average signal strength;
Total. indicates the total number of samples; Den. provides the sample count per cubic
meter; Sta. denotes the count of base stations; Dist. reflects the average distance between
sampled points and the base stations; Temp. is the ambient temperature.

Type.
(#)

Sc.
(#)

St.
(#)

RSS
(dBm)

Total
(#)

Den.
(p/𝑚3)

Sta.
(#)

Dist.
(m)

Temp.
(˝C)

S1 ´62.5 84,392 3,843 3 5 31.2
S2 ´66.4 57,311 4,689 3 10 30.3
S3 ´66.7 55,527 5,274 3 15 29.9
S4 ´69.4 54,518 3,787 3 20 29.4
S5 ´71.0 50,302 4,336 3 25 27.2
S6 ´75.0 51,241 5,866 3 30 27.4
S7 ´77.4 51,289 5,871 3 35 27.7
S8 ´78.8 74,521 7,834 3 40 28.1
S9 ´79.3 61,909 4,236 3 45 28.3
S10 ´79.1 76,475 5,224 3 50 29

A

S11 ´88.6 50,186 10,490 3 55 28.7
S12 ´71.8 23,028 539 3 25 30.1
S13 ´76.9 21,357 702 3 35 30.4B
S14 ´78.1 38,303 1,382 3 40 30.9

C S15 ´68.3 18,726 6,080 3 20 33.1
S16 ´68.9 77,538 4,345 3 13 29.2D S17 ´67.0 40,571 2,546 3 13 28.8
S18 ´66.2 160,494 38,213 3 10 18.4
S19 ´65.3 78,635 27,924 2 10 24.9
S20 ´63.7 30,103 10,907 2 10 25.1
S21 ´64.9 26,916 8,901 2 10 27.6

E

S22 ´65.4 32,042 5,057 2 10 24.8
F S23 ´65.1 48,467 22,627 3 7 25.8

S24 ´61.4 10,521 4,912 3 5 27.5
S25 ´60.2 5,291 938 3 5 30.1
S26 ´61.9 6,723 2,394 3 5 27.3
S27 ´61.9 8,413 1,829 3 5 28.2

R
F
ID

G

S28 ´63.7 8,911 1,600 3 5 27.9
S29 ´58.6 11,288 123 4 7 N/A
S30 ´58.6 14,543 164 4 7 N/A
S31 ´60.0 10,579 106 4 7 N/A
S32 ´60.1 8,287 76 4 7 N/A

H

S33 ´60.1 5,233 58 4 7 N/A
S34 ´48.2 25,976 701 3 4 N/A
S35 ´48.2 23,677 656 3 4 N/A

W
iF

i

I
S36 ´48.3 16,286 497 3 4 N/A
S37 ´72.5 8,030 138 4 5 26.4
S38 ´84.5 11,123 199 4 5 26.4J
S39 ´89.2 8,967 309 4 5 27.1
S40 ´62.4 8,419 1,011 4 5 29.3K S41 ´61.1 8,959 1,134 4 5 28.8
S42 ´60.4 6,386 823 4 5 29.9L S43 ´61.7 8,375 607 4 5 28
S44 ´60.9 11,235 1,489 4 5 18.5M S45 ´64.9 8,647 1,259 4 5 18.3
S46 ´71.0 15,412 1,381 4 20 17.8N S47 ´75.1 19,048 1,311 4 20 17.8

O S48 ´78.3 32,039 1,059 4 25 17.6
P S49 ´78.7 31,766 1,251 4 25 17.3

B
L
E

Q S50 ´69.2 18,975 1073 4 10 16.8
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Fig. 3.7: The deployment of BLE localization platform.

circularly polarized patch antenna, serving as the side channel. The RF source is

fixed approximately 5 m from the tag; it is used to power the tag and prompt it to

continuously send RN16 packets. The advantage of such a bistatic design is that three

antenna arrays can be placed at a considerable distance from the tag (e.g., 50 m).

Notably, the focus here is not on ultra-long-range communication of RFID systems.

We recommend readers refer to a previous study [77] to further understand how the

tag-to-receiver range can exceed 130 m at 1 kbps and 30 dBm transmitting power.

Using the experimental platform, we collect data from 7 different types of scenes with

28 distinct settings.

(2) Wi-Fi: We integrate the dataset released by DLoc [9] into the dataset, which aims

to position a Wi-Fi receiver using CSI. It covers two scenes and eight settings. Each

station is equipped with a four-antenna linear array. For more hardware configuration

details, readers are directed to [9]. Unlike narrowband-enabled RFID or BLE, Wi-

Fi adopts the wide band, so the CSI contains 64 subcarrier information (i.e., phase

and RSSI). To utilize this extra information, we compute a spatial spectrum using

Eqn. 3.20 for each subcarrier and simply add the 64 spatial spectra together as the

final one.

(3) Bluetooth: The deployment of the BLE localization platform is shown in

Fig. 3.7. The platform, developed by Silicon Labs, operates on 2.4 GHz in accor-

dance with BLE V4.2. The platform utilizes a 4 ˆ 4 patch antenna array (model:
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BRD4191A) [78] and has a size of 16 ˆ 16 cm2, with each individual patch antenna

being 2.42 ˆ 2.42 cm2. The average errors in azimuth and elevation are ˘3.2˝ and

˘4˝, respectively. Each antenna comes with dual-input ports for receiving both hor-

izontally and vertically polarized signals. Built with a JL-2800 laminate type, the

antenna array board underwent extensive optimization and testing using IT-180A

and IS400 laminates. We made phase measurements using Gecko SDK 4.1 and the

RTL library. The Bluetooth tags (model: RD4184A) are also from Silicon Labs.
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Neural Radio-Frequency Radiance

Field

4.1 Introduction

Recently, researchers at Google introduced the concept of Neural Radiance Fields

(NeRF) to tackle the issue of light ray tracing [32]. Marked as a significant ad-

vancement in computer vision, NeRF has showcased remarkable achievements in

view synthesis [32,79,80], 3D model rendering [36,81], and creating immersive street

views [34, 37]. An array of demonstrations are accessible at [82]. The core principle

behind NeRF involves capturing several images from varying angles within a scene,

which are then used as input to train a Multilayer Perceptron (MLP) — a particular

type of feedforward artificial neural network — to approximate the optical radiance

field. NeRF interprets each image pixel as an outcome of a single ray tracing op-

eration, embodying the characteristics of the scene-dependent optical radiance field.

Upon successful training with a handful of images, NeRF is capable of accurately

forecasting the ray tracing outcome from any other angle, and can further construct

a complete image from a specified observation direction.
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Building on the notion that light is a form of electromagnetic wave, we put for-

ward the Neural Radio-Frequency Radiance Fields (NeRF2), extending the domain

of neural radiance fields from optics to electromagnetism. In a manner akin to its

predecessor, NeRF2 encapsulates scenes as neural radiance fields by refining an in-

herent continuous volumetric scene function, leveraging a sparse collection of input

signal readings. Specifically, NeRF2 is adept at foretelling the nature and reception

of an RF signal when the transmitter (TX) and/or the receiver (RX) is positioned

at a discerned location. To grasp the prowess of NeRF2 intuitively, we exhibit an

illustration in Fig. 4.1. Four distinct algorithms are deployed to formulate (or fore-

cast) the spatial spectrums (i.e., multipath profile) showcasing the manner in which

the RX intercepts the signal from varied directions, contingent on the four distinct

placements of the TX. Clearly, the prognostication rendered by NeRF2 closely mir-

rors the ground truth, which is deduced from the authentic signals intercepted by the

antenna array. Additional exemplifications can be viewed in our demonstration video

at https://xpengzhao.github.io/NeRF2.

As a physical-layer neural network, NeRF2 is poised to enhance the efficacy of a

broad spectrum of pivotal RF applications including indoor localization, channel es-

timation, wireless power transmission, 5G base station setup, and wireless sensing,

among others. Catering to diverse application-layer requisites, we introduce NeRF2-

enabled turbo learning (i.e., augmented learning), a methodology that leverages the

physical attributes of NeRF2 to churn out a plethora of synthetic datasets aligned

with the physical model. These synthetic datasets are amalgamated with the au-

thentic datasets to amplify the training regimen of application-layer artificial neural

networks (ANNs). Turbo-learning not only alleviates the necessity for extensive data

collection for ANNs but also ensures a pinnacle of learning accuracy, paving the way

for a more refined and effective application-layer performance.

Transitioning NeRF to the RF domain entails navigating a series of hurdles. Firstly,

RF signals, especially within the UHF or microwave spectrum (e.g., 800MHz, 2.4GHz,
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Fig. 4.1: Spatial Spectrum Synthesis. The spatial spectrums, alternatively termed
as the multipath profile, illustrate the strength of the RF signal emanating from a specific
direction, defined by azimuthal and elevation angles. This concept is formally articulated
in Eqn. 3.20. (a) depicts the scene where the TX could be positioned anywhere while the
RX, outfitted with a 4 ˆ 4 antenna array, remains stationary at a corner; (b) displays the
point cloud generated by LiDAR, only utilized for the traditional ray-tracing algorithm; (c)
contrasts the synthesized spectrums created by diverse algorithms when the TX is situated
at four distinct locations. The ground truth is ascertained by utilizing the antenna array.

or 6GHz), are more susceptible to reflection, diffraction, and scattering due to their

significantly lower frequencies compared to visible light. Secondly, the optical NeRF

predominantly considers the amplitude (i.e., light strength) while overlooking the

phase of light, given its repetitive nature every 600–800 nm of propagation. How-

ever, in the realm of cm- or mm-wavelength RF signals, phase cannot be sidestepped

due to its pivotal role in either constructive or destructive superimposition stemming

from multipath effects. Thirdly, while visible light measurements are captured using

million-pixel cameras, RF receivers (RX) typically come with either a singular an-

tenna or a modest antenna array, constrained by size limitations (i.e., antenna size

correlates with wavelength). Finally, massive MIMO systems can include dozens or

even hundreds of subcarriers, each displaying distinct interaction behaviors with the

environment. Consequently, a single model may not be suitable for all frequencies.
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To mitigate these challenges, we first revise the physical tracing model to better

align with the characteristics of RF signals. Subsequently, we integrate both phase

and amplitude, implementing a complex-valued Multilayer Perceptron (MLP) for our

system. We then propose two distinct training methodologies tailored for single-

antenna and array-antenna receivers, establishing a structured approach to adapt

NeRF to the complex requirements of the RF domain. Finally, we expand the mode

to achieve the frequency-aware NeRF2 by incorporating an RF-prism module that

adapts to various subcarriers.

Summary of Results. We train the NeRF2 models for each scene with the following

results:

• We made a 4 ˆ 4 antenna array as the RX to forecast the spatial spectrums (i.e.,

multipath profile) in the micro benchmark. The outcomes indicate that the median

similarity between the spatial spectrums generated by NeRF2 and the ground truth

reaches up to 82%, markedly surpassing other synthetic algorithms.

• The frequency-aware NeRF2 model demonstrated improvements in channel predic-

tion and MU-MIMO performance, achieving an SNR improvement of 4 dB and an

SINR improvement of 3.2 dB over the original NeRF2. Additionally, our optimiza-

tion techniques resulted in a computational speed-up of 3.5 times.

• In the context of AoA estimation, we gauged the advantages of NeRF2 enabled

turbo-learning. Our extensive experiments, wherein we gather RF signals at 530K

locations across 14 scenes, further corroborate the substantial efficacy of turbo-

learning. On the whole, the average AoA accuracy experiences a boost of 49.5%

across all 14 scenes.

• We present a field study to demonstrate how the NeRF2 benefits the BLE Local-

ization. Pinpointing an RF device indoors is challenging, particularly when the

line-of-sight propagation is blocked. Similar to the problem of ray tracing in graph-

ics, localization accuracy can be improved greatly if the propagation of RF signals is

deeply traced using NeRF2. Our experiment results show that the NeRF2 enabled
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turbo-learning can reduce the median error by 50% and the standard variance by

40%.

Contribution. Our contributions are summarized as follows.

• We translate the NeRF from optics to the RF domain. Specifically, (1) We update

the neural networks for complex-valued input parameters; (2) we replace the light

propagation model with the Friis equation; (3) we invented the single-antenna and

multiple-antenna-based electromagnetic ray-tracing approaches.

• We propose the NeRF2 enabled turbo-learning. The benefit of turbo-learning is not

only limited to the performance enhancement but also, more importantly, addresses

the pain point of deep learning – significant reduction of the quantity of training

dataset and the corresponding workload on collecting dataset.

• We introduce frequency-aware NeRF2 as well as the optimization methods to ad-

dress the frequency selection problem. The real-life trace based case study verfies

the efficacy of NeRF2.

• We conduct real-life field studies in terms of RFID, BLE, and 5G systems. The pro-

posed turbo-learning is evaluated on indoor localization and FDD massive MIMO

channel prediction.

4.2 NeRF2 Design

In line with the conventional practice of NeRF, we uphold similar assumptions: (1)

The receivers (e.g., 5G base stations, Bluetooth stations, and RFID readers) are sta-

tioned at predetermined locations, while the transmitters (e.g., smartphones, iBea-

cons, and RFID tags) are permitted to traverse within a confined area. (2) Significant

obstructions in each scene (e.g., buildings, walls, and furniture) retain their positions
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or structures. (3) The mobility of smaller entities may induce minor transient disrup-

tions in the radiance field, yet such disruptions can be moderated through advanced

filtering algorithms like the Kalman filter, hence their impact is not accounted for in

this study.

4.2.1 Overview

At the core of NeRF2 lie two integral components: voxel radiosity and the ray march-

ing:

• Voxel Radiosity: For an accurate representation of the radiance field, we divide

the designated area into a specified number of small 3D spaces, referred to as

voxels. Each voxel encapsulates three attributes: positional attribute, attenuation

attribute, and radiation attribute. A neural network consisting of two Multi-Layer

Perceptrons (MLPs) is devised to clarify these three attributes.

• Ray Marching: After outlining the RF distribution, it is essential to trace signals

from all potential directions to predict the signal received at the RX. This process

iteratively steps through each voxel on a specific direction until the signals reach

the RX or exit the scene.

• Network Training: By tracking the signals’ paths, ray marching aids in accu-

rately predicting RF signals at the RX, facilitating further training of the neural

radiance network.

In the ensuing section, we delve into the nuances of the aforementioned components

and unveil the training methodology.

4.2.2 Voxel Radiosity

Radiosity is a technique used in computer graphics to simulate the way light interacts

with surfaces to generate realistic images. It calculates the diffuse reflections of light
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that contribute to the illumination of surfaces in a scene, considering both direct

lighting from light sources and indirect lighting, where light bounces off surfaces to

illuminate other parts of the scene. Similarly, we break down a three-dimensional

scene into small cube-shaped elements called voxels, each representing a discrete part

of the space. In this model, each voxel carries information regarding its position,

attenuation, and radiation attributes. The aim is to accurately represent how RF

signals or light interact and propagate within a given voxel. To elucidate this principle,

an exemplary voxel is illustrated in the magnified section of Fig. 1.1. Let the subscript

𝑥 represent an arbitrary voxel within the scene. The voxel 𝑥 located at position 𝑃𝑥

intercepts the RF signal via two paths 𝑟1 and 𝑟2, transitioning into a new TX that

re-dispatches the RF signal along path 𝑟3 to the RX.

Voxel Attributes: In our framework, each voxel is characterized by three attributes:

the position 𝑃𝑥 “ p𝑋, 𝑌, 𝑍q, the attenuation 𝛿p𝑃𝑥q “ ∆𝑎p𝑃𝑥q𝑒JΔ𝜃p𝑃𝑥q, and the re-

transmitted RF signal 𝑆p𝑃𝑥q (aka radiation). The 𝛿p𝑃𝑥q is material-dependent, sig-

nifying that the amplitude diminishes by ∆𝑎p𝑃𝑥q “ |𝛿p𝑃𝑥q| and the phase shifts by

∆𝜃p𝑃𝑥q “ =𝛿p𝑃𝑥q as an RF signal traverses through the voxel. Acting as a new

RF transmitter, the voxel at position 𝑃𝑥 emits a new complex-valued signal 𝑆𝑥, i.e.,

𝑆p𝑃𝑥q “ 𝑎p𝑃𝑥q𝑒J𝜃p𝑃𝑥q where 𝜃p𝑃𝑥q and 𝑎p𝑃𝑥q denote the initial phase and the initial

amplitude respectively. A voxel cannot be merely portrayed as an omnidirectional

radiance source, but may disperse electromagnetic (EM) waves unevenly across an-

gles. To accommodate this, we introduce an additional variable termed measuring

direction 𝜔 “ p𝛼, 𝛽q where 𝛼 and 𝛽 define the azimuthal and elevation angles.

Neural Radiance Network. A neural network is utilized to characterize the at-

tributes within each voxel, forming a comprehensive depiction of the radiance field.

Through this arrangement, the voxel radiosity approach furnishes a systematic means

to simulate and analyze the behavior of RF signals within the delineated space. In
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Fig. 4.2: Architecture of the neural network. NeRF2 consists of two MLPs, the
attenuation network, and the radiance network. The attenuation network can predict the
attenuation 𝛿 of any voxel. Given the TX position and a measuring direction, the radiance
network can predict the signal transmitting from an arbitrary voxel.

formal terms, the radiance field F is articulated as follows:

FΘ : p𝑃TX, 𝑃𝑥, 𝜔q Ñ

ˆ

𝛿p𝑃𝑥q, 𝑆p𝑃𝑥, 𝜔q

˙

(4.1)

where Θ symbolizes the learnable neural network weights and 𝑃TX represents the

position of the TX. The neural network yields two outputs. One is the attenuation

𝛿p𝑃𝑥q of the voxel at 𝑃𝑥, which is closely tied to the voxel’s physical traits. The other is

the RF signal 𝑆p𝑃𝑥, 𝜔q retransmitted from the voxel at 𝑃𝑥 toward the direction 𝜔 when

provided with the TX’s position 𝑃TX. Therefore, the neural network encapsulates

both the scene and the RF distribution.

Contrary to the visual NeRF which posits that ambient light remains constant, we

incorporate the position of the TX as an added input due to the mobility of our

transmitters (e.g., smartphones or IoT devices). This way, we can compile a dataset

for a scene by situating the TX at various and ample positions.

Network Architecture: In constructing the neural network, we employ two MLPs:

the attenuation network and the radiance network, as depicted in Fig. 4.2. Given

that the attenuation property is substantially associated with the materials of the

voxel and is independent of incoming signals, we isolate the attenuation network to
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Fig. 4.3: Electromagnetic ray tracing. There are five voxels at 𝑃1 ´ 𝑃5 on the ray.
Each voxel becomes a new transmitter that emits the signal along the ray to the RX. Their
signals are attenuated by the other voxels between the new transmitters and the RX.

forecast the attenuation 𝛿p𝑃𝑥q based on the position 𝑃𝑥. This network comprises

eight fully connected layers (with ReLU activations and 256 nodes per layer) and

yields 𝛿p𝑃𝑥q along with a 256-dimensional feature vector. This vector is subsequently

merged with the RX direction 𝜔 relative to 𝑃𝑥, and the TX’s position 𝑃TX. The

fusion is relayed to the radiance network, entailing another two fully connected layers

(with a ReLU activation and comprising 256 and 128 nodes), which then outputs the

direction-dependent RF signal 𝑆p𝑃𝑥, 𝜔q, that is retransmitted from the voxel along

the direction 𝜔.

The architecture mirrors that of the optical NeRF but diverges in two key areas.

Initially, the visual NeRF presupposes a stationary location of TX (i.e., light source),

while in our setup, the TX is mobile. Secondly, our networks are complex-valued,

accounting for both magnitude and phase. In addition, the radiance field pertains

solely to the scene, encompassing the obstacles and the position of TX, but it does

not concern the position of RX. There might be apprehensions regarding handling

the multiple reflections of the RF signal. The clever maneuver within NeRF2 is the

consideration of each voxel as a new transmitter, which “retransmits" a unified signal

received from all feasible paths. This model streamlines the subsequent computations

of ray tracing.
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4.2.3 Electromagnetic Ray Tracing

To train the NeRF2, a naive approach is to probe the RF signals at a vast number

of RX positions. Evidently, this approach is unscalable in practice. The visual NeRF

views each image of the scene as a result of ray marching 1, where each pixel reflects the

intensity of the light propagated from a particular direction due to the pinhole model

of cameras. Similarly, the signal received at the RX is a result of electromagnetic

ray tracing, where the signal is a combination of signals transmitted from all possible

directions. Next, we introduce how we trace the signal from a particular direction.

The propagation of an RF signal 𝑆 from a transmitter (TX) to a receiver (RX)

conforms to the Friis equation as follows:

𝑅 “ 𝐻TXÑRX𝑆 “ 𝑎TXÑRX𝑒
J𝜃TXÑRX𝑆 (4.2)

where 𝑅 is the received signal, 𝐻TXÑRX is the channel attenuation. Particularly,

𝑎TXÑRX and 𝜃TXÑRX are the amplitude degradation and the phase rotation caused

by the distance from the TX to the RX. Mathematically, a direction 𝜔 related to the

RX can be modeled as a ray, which starts from the RX and directs toward 𝜔. The

points on this ray are correspondingly described as follows:

𝑃 p𝑟, 𝜔q “ 𝑃RX ` 𝑟𝜔 (4.3)

where 𝑟 is the radial distance from the RX to the point on the ray. Note that

𝑃RX “ 𝑃 p0, 𝜔q. The purpose of ray tracing is to accumulate the RF signals emitted

from all voxels on this ray. Namely, the received signal at the RX from the direction

1Ray tracing and ray marching are two rendering techniques in computer graphics. Ray trac-
ing computes the resulting color by tracing rays and accounting for object interactions, while ray
marching estimates the color and opacity of the scene by evaluating a function along a ray.
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𝜔 can be expressed as:

𝑅p𝜔q “

ż 𝐷

0

𝐻𝑃 p𝑟,𝜔qÑ𝑃RX𝑆

ˆ

𝑃 p𝑟, 𝜔q,´𝜔

˙

d𝑟 (4.4)

In the above equation, 𝑆p𝑃 p𝑟, 𝜔q,´𝜔q represents the signal transmitted from the

voxel at 𝑃 p𝑟, 𝜔q to the RX at 𝑃RX. Its transmission direction is opposite to the ray’s

direction, so we take the negative of 𝜔 in the equation. 𝐷 is the maximal distance

across the scene. The above equation suggests that the final signal received by the

RX from the direction 𝜔 is the accumulation of the RF signals transmitted from all

voxels on the ray, i.e., from 𝑃 p0, 𝜔q to 𝑃 p𝐷,𝜔q. The 𝐻𝑃 p𝑟,𝜔qÑ𝑃RX is the attenuation

of the signal propagated from the point 𝑃 p𝑟, 𝜔q to the RX. It is defined as follows:

𝐻𝑃 p𝑟,𝜔qÑ𝑃RX “

𝑟
ź

𝑟“0

𝛿
`

𝑃 p𝑟, 𝜔q
˘

“

ˆ 𝑟
ź

𝑟“0

∆𝑎𝑃 p𝑟,𝜔q𝑒
JΔ𝜃𝑃 p𝑟,𝜔q

˙

(4.5)

The above equation means that the total attenuation equals the product of all at-

tenuations caused by the voxels between the voxels at 𝑃 p𝑟, 𝜔q and at 𝑃 p0, 𝜔q, i.e.,

0 ď 𝑟 ď 𝑟. To facilitate the calculation, we transform the above equation to an

equivalent log-scale form as follows:

𝐻𝑃 p𝑟,𝜔qÑ𝑃RX “ exp

˜

ln

ˆ 𝑟
ź

𝑟“0

𝛿
`

𝑃
`

𝑟, 𝜔q
˘

˙

¸

“ exp

˜

ż 𝑟

0

ln

ˆ

𝛿
`

𝑃 p𝑟, 𝜔q
˘

˙

d𝑟

¸

“ exp

¨

˚

˚

˚

˝

ż 𝑟

0

𝛿

ˆ

𝑃 p𝑟, 𝜔q

˙

d𝑟
loooooooooomoooooooooon

Sum of attenuations

˛

‹

‹

‹

‚

(4.6)

where 𝛿p¨q denotes the log-scale attenuation of 𝛿p¨q, which is defined as follows:

𝛿p𝑃 p𝑟, 𝜔qq “ ln 𝛿p𝑃 p𝑟, 𝜔qq (4.7)
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The log-scale form makes the product become a sum of all attenuations between two

voxels, which greatly facilitates the calculation. Substituting Eqn. 4.6 into Eqn. 7.11,

the signal coming from the direction 𝜔 is given by

𝑅p𝜔q “

ż 𝐷

0

exp

ˆ
ż 𝑟

0

𝛿
`

𝑃
`

𝑟, 𝜔q
˘

d𝑟

˙

looooooooooooooomooooooooooooooon

Attenuation Network

Radiance Network
hkkkkkkkkikkkkkkkkj

𝑆p𝑃 p𝑟, 𝜔q,´𝜔q d𝑟 (4.8)

where the terms engaged in the previous part are predicted by the attenuation net-

work, and the terms engaged in the last part are predicted by the radiance network.

Briefly, the result of ray tracing along a direction is to aggregate the signals re-

transmitted from the voxels on this ray, each of which is regarded as a new source.

Meanwhile, each transmission from a voxel must be attenuated by other voxels be-

tween the current voxel and the RX. Suppose there are 𝑁 voxels on the ray, the ray

tracing will take 𝒪p𝑁2q aggregations.

To visually understand the ray tracing algorithm, we show an example in Fig. 7.5.

Assuming the horizontal ray is from the RX to the left (i.e., 𝜔 “ 180˝). On the ray,

there are five voxels at 𝑃1, 𝑃2, 𝑃3, 𝑃4, and 𝑃5, all of which are considered as new

transmitters regardless of how these voxels are lighted up. As a result, the signal

received by RX along the opposite direction of the ray (i.e., ´𝜔) is a combination

of the five signals retransmitted from these five voxels. Particularly, the signal 𝑆5

retransmitted from the voxel at 𝑃5 is attenuated by the voxels at 𝑃4, 𝑃3, 𝑃2, and 𝑃1

in sequence. The accumulated attenuation equals p𝛿𝑃1 ` 𝛿𝑃2 ` 𝛿𝑃3 ` 𝛿𝑃4q. Similarly,

the signals retransmitted from the voxels at 𝑃1, 𝑃2, 𝑃3, and 𝑃4 are attenuated by 0,

𝛿𝑃1 , 𝛿𝑃1 ` 𝛿𝑃2 , and 𝛿𝑃1 ` 𝛿𝑃2 ` 𝛿𝑃3 , respectively.

Summary. The NeRF2 does not completely depend on the neural network but

combines the physical model and the statistic model. Specifically, ray tracing takes

a well-known physical model of signal propagation, meanwhile, deep learning offers

a statistical model of the complicated interactions between the RF signal and the
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surrounding obstacles.

4.2.4 Network Training

The previous describes the ray tracing algorithm, by which we can use the NeRF2 to

predict the signal received by the RX from a particular direction. Regarding which

type of antenna is equipped at the RX, we introduce two types of training approaches.

Case I: Single-Antenna RX Model

We consider a simplified case where the RX is equipped with a single omnidirectional

or a single directional antenna. Evidently, a single antenna has no discernibility in

directions. Thus, the eventually received signal by the RX is a combination of the

signals from all potential directions as follows:

𝑅 “

ż

Ω

a

𝐺RXp𝜔q𝑅p𝜔q d𝜔

“

ż

Ω

ż 𝐷

0

exp

ˆ
ż 𝑟

0

𝛿p𝑃
`

𝑟, 𝜔q
˘

d𝑟

˙

𝑆p𝑃 p𝑟, 𝜔q,´𝜔q d𝑟

(4.9)

where 𝐺RXp𝜔q indicates the antenna directivity (i.e., the gain that the antenna pro-

vides in each direction), and Ω denotes the directions that the antenna can cover.

Let 𝑅 and r𝑅 denote the predicted signal by NeRF2 with the ray tracing and the true

received signal, respectively. We then can use the following loss function to train

NeRF2:

ℒ “ |𝑅 ´ r𝑅|
2 (4.10)

The loss function aims to reduce the gap between the true signal and the predicted

one.
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Case II: Multi-Antenna RX Model

Next, we consider the second case where the RX is equipped with a phased antenna

array, which can form a very narrow beam and steer it to receive signals from a

particular direction [83]. The RX can then discriminate the signal in directions.

Suppose the antenna array is equipped with 𝐾ˆ𝐾 elements uniformly. Choosing the

element 𝐴1,1 as a reference, we can compute the following relative power of projecting

the received signal into the direction of 𝜔 “ p𝛼, 𝛽q:

Ψp𝜔q “
1

p𝐾2 ´ 1q

ˇ

ˇ

ˇ

ˇ

ˇ

𝐾
ÿ

𝑖“1

𝐾
ÿ

𝑗“1

𝑤𝑖,𝑗p𝜔q ¨ 𝑒JΔ𝜃i,j

ˇ

ˇ

ˇ

ˇ

ˇ

(4.11)

where 𝑤𝑖,𝑗p𝜔q “ 𝑒J´Δ𝜃i,j is the complex weight for steering a beam to a certain an-

gle of p𝛼, 𝛽q. In the above, ∆r𝜃𝑖,𝑗 is the phase difference computed by using the

received signals at 𝐴𝑖,𝑗 and 𝐴1,1, whereas ∆𝜃 is their theoretical phase difference [84].

The sum aggregates the relative power across the p𝐾2 ´ 1q pairs of elements, i.e.,

p𝐴1,2, 𝐴1,1q, p𝐴1,3, 𝐴1,1q, ¨ ¨ ¨ . When ∆r𝜃𝑖,𝑗 aligns with ∆𝜃𝑖,𝑗, i.e., the signal comes from

the direction of p𝛼, 𝛽q, the normalized relative power Ψp𝛼, 𝛽q should achieve the max-

imum. A heatmap can then be generated to show the relative power at 𝑁 possible

directions that the received RF signal might come from. We call such a 2D heatmap

spatial spectrum, denoted by Ψ. The 𝑁 is a custom parameter depending on the angle

resolution. If the one-degree resolution is accepted, 𝑁 “ 360 ˆ 90, and the spatial

spectrum is defined as follows:

Ψ “

¨

˚

˚

˚

˚

˚

˚

˝

Ψp0˝, 0˝q Ψp1˝, 0˝q ¨ ¨ ¨ Ψp360˝, 0˝q

Ψp0˝, 1˝q Ψp1˝, 1˝q ¨ ¨ ¨ Ψp360˝, 1˝q

...
...

...
...

Ψp0˝, 90˝q Ψp1˝, 90˝q ¨ ¨ ¨ Ψp360˝, 90˝q

˛

‹

‹

‹

‹

‹

‹

‚

(4.12)

Sometimes, the spatial spectrum is also called multipath profile [42] because it re-

flects how the signal comes from multiple directions. Fig. 3.5(a) shows the spatial
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4.2. NeRF2 Design

spectrum in 3D where all directions are uniformly distributed; Fig. 3.5(b) shows the

2D spectrum by projecting the 3D onto the X-Y plane, in which the radial distance

represents cosp𝛽q so the elevation angle distributes non-uniformly.

It is spontaneous for NeRF2 to predict the power of the signal coming from a particular

direction and generate a predicted spatial spectrum Ψ1 as follows:

Ψ1
p𝜔q “ |𝑅p𝜔q|

2 (4.13)

The relative power is directly proportional to the true power computed above. Even

though a constant offset may exist between them, it does not affect the training of

the network by using the following loss function:

ℒ “
ÿ

𝜔PΩ

|Ψp𝜔q ´ Ψ1
p𝜔q|

2 (4.14)

The training aims to reduce the difference in power of the signal received from all

possible directions.

Summary

Previous work employing a supervised learning approach generally trained networks

to predict signal distribution, where the signal of a target voxel was determined using

signals collected from adjacent voxels. As a result, their accuracy was highly depen-

dent on the density of the collected datasets. In contrast, we utilize a semi-supervised

learning approach in which the signal at a single voxel involves contributions from al-

most all voxels due to the nature of ray marching. This approach ensures widespread

voxel participation in the training process during each iteration. Consequently, it

allows for the collection of signals at fewer positions while still effectively training the

network to capture the characteristics of an absolute majority of voxels.
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4.3 Frequency-Aware NeRF2

The architecture of our system currently does not account for wideband RF signals,

which can encompass thousands of subcarriers. For example, WiFi CSI provides 52

subcarriers, while the MIMO system developed in [85] even provides the “big CSI”,

which contains 1024 subcarriers with the ultra-wideband. The interaction between

RF signals and physical obstacles is intricately dependent on the frequency of the

signals. Frequency-specific characteristics, such as signal attenuation, phase shift, and

reflection, are influenced by the material properties of the obstacles and the signal

wavelength. Consequently, the lack of consideration for these wideband characteristics

in NeRF2 might limit the accuracy and applicability of the model in environments

where wideband signal propagation plays a critical role. To address this, future

enhancements of our system could include frequency-aware modeling techniques that

dynamically adapt to the varying behaviors of RF signals across different frequencies

to improve both the precision and robustness of the model in diverse operational

scenarios.

4.3.1 Radio-Frequency Prism

To effectively manage the complexities of wideband RF signals, we have developed

the RF prism module, a multi-channel MLP designed to decompose the global fea-

tures extracted by the attenuation and radiance networks into distinct subcarrier

components. Given that the majority of wide-band communication systems utilize

Orthogonal Frequency-Division Multiplexing (OFDM), where the frequencies of sub-

carriers are independently modulated, the RF prism module is specifically tailored

to address each subcarrier individually. This module includes two 256-dimensional

layers, each equipped with 𝑀 channels to match the number of subcarriers. This ar-

chitectural choice ensures precise processing of each subcarrier’s signal, maintaining

the integrity of modulation characteristics across the frequency spectrum. Moreover,
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Fig. 4.4: Design of RF Prism. RF prism is appended to the attenuation and radiance
networks for deassmbling the two characteriscs of a voxel into different subcarriers.

the RF prism module significantly boosts the system’s capacity to accurately discern

and adapt to the unique propagation dynamics and interaction effects at different

frequencies, which are pivotal for enhancing performance in scenarios characterized

by complex multi-path interference. This ability to isolate and process subcarrier-

specific information allows for more sophisticated interference management and signal

optimization, critical for maintaining high-quality communication in dense RF envi-

ronments.

4.3.2 Network Training

Ray marching is crucial for training on each subcarrier, especially due to their orthog-

onality in the frequency domain. Suppose we aim to predict the channel frequency

response 𝐻̃ “ tℎ̃1, ℎ̃2, . . . , ℎ̃𝑚u across 𝑀 subcarriers, using the collected ground truth

𝐻 “ tℎ1, ℎ2, . . . , ℎ𝑚u. We can employ the following loss function to optimize NeRF2:

ℒ “ |ℎ1 ´ ℎ̃1|2
loooomoooon

1st channel

` |ℎ2 ´ ℎ̃2|2
loooomoooon

2nd channel

` ¨ ¨ ¨ ` |ℎ𝑀 ´ ℎ̃𝑀 |2
loooooomoooooon

M-th channel

(4.15)

This loss function is designed to minimize the discrepancies at each of the 𝑀 subcar-

riers. Although the loss function aggregates 𝑀 errors together, it is important to note

that the error back-propagation for each channel is independent. This independence
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is critical as it allows for tailored adjustments in the model’s parameters specific to

each subcarrier, thus preserving the orthogonality and unique characteristics of each

channel. This method enhances the overall accuracy and efficiency of the system by

focusing on the specific error dynamics of each subcarrier, rather than applying a uni-

form correction across all channels. Additionally, this approach helps in addressing

specific propagation challenges unique to each subcarrier, such as multipath effects

and frequency-specific fading.

4.3.3 Optimization

As indicated in Eqn. 4.9, the computational complexity of each ray tracing operation

is approximately 𝒪pΩ ¨ 𝐷2q, where Ω represents the number of traced directions,

and 𝐷 denotes the number of voxels along a direction. This complexity escalates

to 𝒪p𝑀 ¨ Ω ¨ 𝐷2q when accounting for 𝑀 , the number of subcarriers. Although ray

tracing for each path can be executed in parallel, the computational demands remain

substantial. To address these challenges, we implement two primary optimization

strategies:

(1) Accumulation Network: Considering that the majority of voxels are aerial

and therefore minimally impact signal attenuation, traditional brute-force volumetric

attenuation integrals are unnecessarily computationally intensive for such regions.

To address this inefficiency, we adopt a learned approximation approach. Inspired

by the visibility MLP described in [36], we introduce an “accumulation” MLP. This

model outputs an estimated attenuation value for any given location along any input

direction, as well as an accumulated attenuation estimate for the corresponding ray:

𝐹𝑐 : p𝑃RX, 𝜔, 𝑟q Ñ 𝐻𝑃 p𝑟,𝑤qÑ𝑃RX (4.16)

This accumulation network is jointly trained with NeRF2, allowing for a more stream-

lined integration into the overall system architecture. By implementing this approach,
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1st Training
2nd Training

2nd Training

3rd Training
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Fig. 4.5: Transfer Learning for RF Prism. The training of the RF prism begins with
the middle channel. Subsequently, its parameters are transferred to adjacent channels for
fine-tuning, thereby accelerating the overall training process.

we circumvent the need to calculate attenuation for each voxel individually. Conse-

quently, this reduces the computational complexity significantly to 𝒪p𝑀 ¨Ω¨𝐷q, where

each factor reflects the respective demands of subcarrier processing, directional trac-

ing, and voxel interaction.

(2) Heuristic Training: Although subcarriers operate independently, the propaga-

tion characteristics between two adjacent subcarriers are quite similar due to their

closely spaced center frequencies. Therefore, it is unnecessary to train the network

separately for each subcarrier. Instead, we initially train the network specifically

for the 𝑚th subcarrier. Once the channel model for this subcarrier has converged,

we transfer the learned parameters to the p𝑚 ` 1qth channel for fine-tuning. This

strategy avoids the need to start parameter estimation from scratch for each subcar-

rier, thereby significantly reducing training time. After successfully fine-tuning the

p𝑚`1qth channel, we then propagate the well-tuned parameters to the p𝑚`2qth chan-

nel, and so forth. Practically, we select the t𝑀{2uth subcarrier as the starting point

and extend the training process bilaterally. The whole procedure is shown in Fig. 4.5.

This method leverages the parameter similarity across adjacent subcarriers to expe-

dite convergence and improve overall training efficiency. By applying this heuristic

training approach, we enhance the scalability of our system and reduce computa-
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Fig. 4.6: Illustration of turbo-learning

tional overhead, making it feasible to handle larger arrays of subcarriers efficiently

while maintaining high accuracy in channel estimation.

4.4 Turbo-Learning

As a physical-layer neural network, NeRF2 describes the distribution of the radiance

field. It cannot directly meet the application-layer demands, such as predicting the

location of a receiver or beamforming parameters. Usually, extra neural networks

are set up to address the specific application demand (e.g., MIMO ANN, AoA ANN,

localization ANN, etc.). Instead, we employ NeRF2 as a reinforcer to boost the

performance of the application-layer ANNs. Fig. 4.6 illustrates this basic idea. First,

we train NeRF2 with the true training dataset. Second, NeRF2 generates a vast

number of synthetic dataset which meets the demand of the application-layer ANNs.

Finally, we mix the true dataset and the synthetic dataset together to train the

upper-layer ANNs. We call this training approach turbo-learning, i.e., applying more

additional synthetic data to intensify the learning. Turbo-learning is also termed data

augmentation in the field of data science. In the following sections, we will elaborate

on turbo-learning case by case.
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4.5 Implementation

Each scene trains a distinct NeRF2, necessitating a dataset of RF signals or spatial

spectrums captured within the scene, along with the corresponding TX and RX lo-

cations, and scene boundaries (i.e., Ω and 𝐷). The location-oriented parameters are

gathered via a high-precision infrared positioning system named OptiTrack. During

each iteration, the following optimizations are carried out:

(1) Positional Encoding: NeRF2 takes in two 3D positions and one 2D direction

as inputs. Mirroring the optical NeRF’s practice of using encoded positions, the

dimensions of the inputs are elevated to L using the ensuing encoding function:

𝐸p𝑥q “
`

sin
`

20𝜋𝑥
˘

, cos
`

20𝜋𝑥
˘

, . . . , sin
`

2𝐿´1𝜋𝑥
˘

, cos
`

2𝐿´1𝜋𝑥
˘˘

(4.17)

This function is separately applied to each of the three coordinate values in 𝑃TX or

𝑃𝑥, and to the three components of the Cartesian direction unit vector 𝜔. In our

experiments, 𝐿 is set to 10 for 𝑃TX and 𝑃𝑥, and to 4 for 𝜔.

(2) Voxel Size: A balance is sought in determining the voxel size. While fine-grained

voxels can enhance resolution for NeRF2 and ray tracing accuracy, the voxel count

significantly affects computational complexity. In our trials, the voxel size is set to

1{8 of the wavelength.

(3) Network Configuration: In each dataset, a random 80% of samples are utilized

for neural network training, leaving the remaining 20% for testing. A configuration

akin to NeRF is employed. Specifically, the batch size is set at 4096. The Adam

optimizer is used, with the learning rate starting at 3𝑒´4 and decreasing exponentially

to 3𝑒 ´ 5. Other hyper-parameters are kept at default values (e.g., 𝛽1 “ 0.9, 𝛽2 “

0.999, and 𝜀 “ 10´7). Training the network for a single scene typically requires around

30k-50k iterations to converge on a single NVIDIA 4090 GPU, roughly amounting to

10 hours. Conversely, testing for a single sample can be done in about 0.2 seconds.
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4.6 Microbenchmark

We start with a microbenchmark experiment to provide insights into the working of

NeRF2 in this section.

4.6.1 Experimental Setup

We deploy a USRP-based RX equipped with a 4ˆ4 antenna array. The RX operates

at 915 MHz and targets to receive the signal backscattered from a moving RFID

tag. The RFID tag is activated by a nearby reader (i.e., 1 m away) and repeatedly

transmits RN16 replies. Figs. 4.1-(a) and (b) show the photo of the scene and the

corresponding 3D model (composed of a point cloud) scanned by LiDAR. This is a

demo room full of reflectors such as metal desks, shelves, tables, computers, and so

on. The dataset is created by placing the tag at random positions. For each position,

the antenna array generates a spatial spectrum using Eqn. 4.11, which is represented

by 360 ˆ 90 pixels from viewpoints sampled on the front hemisphere of the antenna

array. We collected a total of 10 K data in this scene, where 8 K are used for training

and 2 K for testing. We use the approach introduced in [57] to estimate the phase

and amplitude of the received backscatter signals and employ Eqn. 4.14 as the loss

function to train the neural radiance field.

4.6.2 Spectrum Synthesis

The goal of the original optical NeRF is to synthesize the photo of the scene taken from

an arbitrary direction. Similarly, NeRF2 possesses the ability to synthesize RF spatial

spectrums when the TX is located at an arbitrary position. To visually understand

such a purpose, we leverage NeRF2 to synthesize the spatial spectrums that the

antenna array receives. The synthesized spatial spectrum helps us intuitively verify

whether the neural radiance field can successfully predict the signal propagations in
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the scene. We compare NeRF2 with the other four baseline schemes.

• Ground truth: The true spatial spectrums are computed by using the Eqn. 3.20

across the real signals received by the antenna array. The spectrums are desired

to peak at the LOS direction. Unfortunately, Fig. 4.1-(c) (1st column) shows

possible multiple peaks because of the multipath propagations in such a complex

environment.

• RayTracing: We employ the RayTracking toolbox in Matlab [86] to generate the

spatial spectrums. Particularly, this toolbox requires importing the 3D model of

the scene (i.e., Fig. 4.1-(b)). Given the locations of TX, the toolbox can predict

the RF signals received by the RX.

• Deep Convolutional Generative Adversarial Network (DCGAN). DCGAN

is one of the most popular GANs wherein two models (i.e., generator and discrim-

inator) are trained simultaneously by an adversarial process. The generator model

spawns “fake” images that look like the training images. The discriminator model

determines whether an image is a real training image or a fake image from the

generator. We view the predicted spatial spectrums as images and use DCGAN to

learn and generate the spectrums with given TX’s locations.

• Variational Autoencoder (VAE). VAE is one of the famous generative models.

It is used to resolve similar issues in wireless systems, such as liquid sensing [87]

and channel estimation [26]. Adopting the similar architecture in FIRE [26], an

encoder network learns the probability distribution of the training set in a lower di-

mensional latent space. Subsequently, the samples drawn from the decoder network

are decoded to generate the data in accord with the learned distribution.

The results are shown in Fig. 4.1-(c), where the spatial spectrums are generated us-

ing the above schemes when the TX is located at four positions. Visually, the spatial

spectrums generated by NeRF2 are evidently more similar to the ground truth than

other generative models. We further use a common criterion called structural simi-
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Fig. 4.7: SSIM Comparison

larity index measure (SSIM) to quantify the similarity of two images. The SSIM is

employed to assess the prediction accuracy of different beam lobes in spatial spectra,

which are critical for beamforming. Owing to the page limit, we omit the defini-

tion of SSIM but encourage the reader to refer to [88] for details. A higher SSIM

indicates the two images are more similar. We randomly choose 100 positions to

synthesize the spatial spectrums using the four algorithms. The CDF of the SSIM

between those synthetic spatial spectrums and the ground truth is shown in Fig. 4.7.

Particularly, the median SSIM of RayTracking, DCGAN, VAE, and NeRF2 are 0.33,

0.52, 0.73, and 0.82, respectively, and their 99th percentiles are 0.71, 0.73, 0.91, and

0.92. The RayTracing underperforms because it is short of the material information,

even though the geometric model of the scene is provided. DCGAN and VAE view

spatial spectrums as a kind of signature related to the TX’s location, so they do not

really “understand” the rationale behind it. The outperformance of NeRF2 is in the

accurate model of radiance field in accordance with the underlying physical laws.

4.6.3 Performance of Turbo-Learning

To quantify the benefits of NeRF2, we apply turbo-learning to the AoA estimation,

which aims to determine the direction of the line-of-sight propagation. The AoA is

desired to be achieved at the peak of the spatial spectrum. Unfortunately, owing

to the multipath propagations and the destructive superposition of signals, the peak

deviates substantially from the true LOS direction. To address this issue, angular
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artificial neural networks (AANNs) are resorted to identifying the AoAs [9,84,89,90].

Similar to the iArk [84], we set up an AANN based on the ResNet convolutional

network [91], as shown in Fig. 4.8. The AANN accepts spatial spectrums in the

image format and outputs the AoAs. In the AANN, a ResNet-50 network is adopted

as the feature extractor, which is followed by a fully connected network for regression.

We train the AANN using the following two approaches:

• Naive Learning. We use 10% of the true training dataset (TS, total 8 K) to train

the AANN straightforwardly. In this approach, NeRF2 is not involved.

• Turbo-Learning. We use the same 10% of the true dataset to train the NeRF2.

Then, we use the well-trained NeRF2 to generate the rest 90% synthetic dataset

(SS). Finally, the 10% true dataset and the 90% synthetic dataset (i.e., turbocharger)

are mixed to train the AANN.

These two learning approaches fully use the same 10% of the true training dataset

for the sake of fairness, i.e., both hold the same amount of information from the true

dataset. We also use 100% training set to train the AANN as the baseline. The results

are shown in Fig. 4.9(a). The median errors of naive learning and turbo-learning are

3.78˝ and 1.96˝, respectively. The result of naive learning is enhanced by NeRF2 with

47.9%. On the other hand, the accuracy of turbo-learning is extremely approaching

the 1.42˝ error that the baseline achieves. This result demonstrates that the quality
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Fig. 4.9: CDFs of AoA error. The ANN is trained by the naive-learning (in light blue)
and the turbo-learning (in dark red), respectively. We quantify the benefits of NeRF2 with
different mixture percentages.

of the synthetic dataset generated by NeRF2 is as good as the true dataset. Clearly,

the quantity of true training dataset required by turbo-learning is far less than the

baseline, but the accuracy remains at a comparably high level. This feature is useful

because collecting a training dataset is an important but cumbersome and painful

task for today’s deep learning. The power of NeRF2 is in the significant reduction of

the quantity of true training set and the corresponding workload.

We also test other mixture ratios (30% TS+70% SS, 50% TS+50% SS, 70% TS+30%

SS, and 90% TS+10% SS) using the same ways. The results are shown in Fig. 4.9(b)-

(e). As desired, the error of turbo-learning is reduced from 1.96˝ to 1.72˝, 1.62˝,

1.59˝, and 1.50˝. Evidently, the accuracy is increased with an increasing quantity of

true datasets. This is understandable because the accuracies of NeRF2 and AANN

improve as the amount of true information increases. On the other hand, turbo-
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learning outperforms naive learning by 47.9% to 29.1%, 26.2%, 24.3%, and 18.2%.

This demonstrates that more benefits can be gained when more percent of synthetic

data is given. Even if only 10% synthetic data is fed, the median error can be reduced

by 18.2% compared with naive learning. One may wonder why do not try the mixture

of 0% TS plus 100% SS. It is impossible because the training of NeRF2 must require

a few numbers of true datasets. To achieve the trade-off between the accuracy and

the quantity, it is advisable to take the mixture of 30% TS plus 70% SS in practice.

4.6.4 Large-scale Experiments

Regardless of NeRF or NeRF2, both are scene-dependent because the radiance field

is highly related to the scene layout. Whether the outperformance of turbo-learning

can still be achieved in different scenes is unclear. Thus, we conduct large-scale

experiments. We use the same antenna array to collect a huge dataset from 14 scenes

(labeled A„N). Fig. 3.6 shows six of them. We first collect the data in a large-area

semi-indoor environment with the purpose of quantifying the impact of the distance.

In such an environment, the antenna array is deployed in four scenes labeled A, B,

C, and D, which are large-area and semi-closed halls, as shown in (a)-(d) of Fig. 3.6.

In these scenes, the distance varies from 5 to 50 m. The distance is the mean value

between the scene center and the antenna array. We then collect the data in the full-

indoor environment. We deploy the platform in 10 rooms (i.e., Scenes E-N). Scene E

is a warehouse, Scene F is a lab room, and Scenes G-I are classrooms. Scenes J and

N are offices, Scene K is the hallway, Scene L is a meeting room, and Scene M is a

lift lobby, as shown in (e)-(j) of Fig. 3.6. The coverage of the scene ranges from 5 to

32 m. Particularly, the gateways are deployed behind the wall in Scenes L, M, and

N. Majority of these data are collected in the scenes full of people passing by and

various reflectors.

Similarly, we choose the 80% dataset for training and the 20% dataset for testing in
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Fig. 4.10: AoA Accuracy vs. Scenes

each scene. Naive learning with the entire 80% true dataset is used for the baseline.

Turbo-learning is conducted with 10% (out of the 80%) of the true training dataset

plus 90% synthetic dataset. The AoA accuracy results are shown in Fig. 4.10. From

the figure, we have the following two findings:

• Compared with naive learning (NL), the turbo-learning (TL) can offer 33%-70%

improvement. The average is 49.5%. This shows that the performance enhancement

by turbo-learning is a general phenomenon across scenes.

• Compared with the baseline (BL), the turbo-learning can hold ´27.5% gap, where

the minus sign denotes the “lower accuracy than”. However, turbo-learning saves

90% workload for the dataset collection because only 10% training set is used.

Our experiments reveal two key factors influencing turbo-learning performance: (1)

Quantity of the dataset. NeRF2 has the ability to reduce the requirement for data

collection in application-layer NN tasks. However, if adequate data is provided,

the application-layer NNs can train the model effectively, thus reducing the bene-

fits of NeRF2. (2) Quality of the dataset. The performance of NeRF2 can also be

affected by environmental interference, such as passing by people or other signals.

Despite this, our results demonstrate that turbo-learning still improves the perfor-

mance of application-layer NNs by over 30%. In summary, the outperformance of

turbo-learning is mainly derived from the physical model provided by NeRF2. Naive

learning models the “signature (feature)-based” relationship between the AoA and the
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spectrums, but NeRF2 learns the physical rationale behind the relationship so it can

provide more reasonable samples for the learning.

4.6.5 Evaluation on Frequency-Aware Model

Subsequently, we assess the capabilities of the Frequency-Aware NeRF2 in FDD

OFDM channel prediction tasks. To facilitate MIMO functionalities, base stations

require knowledge of the downlink wireless channel from each antenna to all client

devices (e.g., smartphones). In TDD systems, achieving this is straightforward due

to reciprocity, since both uplink (client to base station) and downlink (base station to

client) transmissions occur on the same frequency, allowing base stations to measure

the uplink channel from client transmissions and infer the downlink channel. However,

in 5G FDD systems, uplink and downlink transmissions occur on different frequen-

cies (denoted by 𝑓up and 𝑓down respectively), making reciprocity inapplicable [26].

Instead, the client device gauges the wireless channel using additional preamble sym-

bols sent by the base station and relays this data back as feedback to the base station.

Fig. 4.11(a) illustrates the whole procedure. This feedback generates overhead that

increases linearly with the number of antennas, devices, and the available bandwidth,

becoming a significant hindrance for massive MIMO systems.

To simplify the matter at hand, an assumption is made where the client is situated

at position 𝑃client and possesses the ability to dispatch a packet at 𝑓down to the base

station. This packet is then leveraged to evaluate the uplink channel state at 𝑓down,

as illustrated in Fig. 4.11(b). This simplified scenario aligns well with the operational

domain of frequency-aware NeRF2, which encapsulates the scene utilizing an RF radi-

ance field, thereby enabling precise signal prediction at the base station. Specifically,

frequency-aware NeRF2 can accurately predict the channel state by tracing the signal

across all conceivable directions from the base station. It’s noteworthy that the ray

tracing operation doesn’t factor in the client’s position since it originates from the
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Fig. 4.11: Channel estimation in 5G system. (a) shows the traditional channel estima-
tion procedure in 5G where the downlink and uplink operate at 𝑓down and 𝑓up, respectively.
(b) shows the simplified case by assuming the client located at a known position 𝑃client can
broadcast a preamble at 𝑓down frequency.

base station, which is assumed to have a fixed position. The client’s location is solely

utilized to denote how a voxel is lit in the scene, with each voxel being treated as a

new radiance source instead of the original client during the ray tracing.

A significant question arises concerning the acquisition of ground truth for training

frequency-aware NeRF2, especially given the client’s inability to transmit packets at

𝑓down in a real-world scenario, but can collect packets from the base station to estimate

the downlink channel states. However, it’s acknowledged that the channel showcases

reciprocity when operating at identical frequencies. This implies that the downlink

channel states, collected by the client at 𝑓down, mirror those in the reverse direction

due to the same frequency. Hence, the gathered downlink channel states can still

be employed to train frequency-aware NeRF2. The well-trained networks can predict

either the uplink or the downlink channel state at 𝑓down.

The subsequent query relates to the determination of a client’s location. Previous

studies underline a notable correlation between CSI and the physical environment,

hinting at a unique relationship between the client device’s position and its uplink

signal’s CSI, reminiscent of fingerprint-based localization. As a result, the neural
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network is reformulated as:

FΘ : p𝐼uplink, 𝜔, 𝑃𝑥q Ñ p𝛿p𝑃𝑥q, 𝑆p𝑃𝑥qq (4.18)

where𝐼uplink represents the position indicator (i.e., uplink CSI). The ensuing ray trac-

ing is conducted at downlink frequencies, with the network training leveraging col-

lected downlink CSI, thus disassociating our methodology from the path-sharing as-

sumption. Lastly, 5G technology utilizes a wideband signal that is divided into nu-

merous narrow-band signals operating at various frequencies. Each frequency may

interact differently with a voxel, leading to unique attenuation and radiance charac-

teristics. Consequently, the neural network model should be designed to account for

these frequency-specific interactions. To address this, we employ the RF prism and

heuristic training methods, which effectively predict the behavior of the wideband

signal.

Experimental Setup. We opt for the publicly accessible Argos channel dataset [92]

for our assessment. The Argos dataset embodies a real-world multi-user MIMO (MU-

MIMO) scenario, encompassing 104 antennas at the base station and eight users,

inclusive of both mobile and static trace collections. This dataset presents two dis-

tinct operational frequency versions, specifically 2.4 GHz and 5 GHz, necessitating

the training of two separate NeRF2 networks. The data compilation occurs on the

ArgosV2 platform [93], employing omnidirectional monopole antennas spaced at half

a wavelength at 2.4 GHz (i.e., 63.5 mm). The system boasts a bandwidth of up

to 20 MHz, facilitated by 64 OFDM subcarriers. For CSI estimation, the system

transmits 802.11 Long Training Symbols pilots at the onset of each frame across 52

subcarriers. Aligning with prior work [26], we allocate the initial 26 subcarriers for

the uplink channel, reserving the remaining portion for the downlink channel, with

guard bands segregating the two channels. Our objective centers on predicting the

downlink CSI from the uplink CSI sans feedback. The data, harvested in a complex

setting with abundant non-line-of-sight propagations, consists of a total of 100 K en-
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tries; a 70-30 split is employed for training and testing, respectively. For comparative

analysis, we select FIRE [26], R2F2 [25], OptML [28], and FNN [94]. Additionally, we

compared our proposed frequency-aware NeRF2 with the standard NeRF2. Ensuring

a fair comparison, we derive the experimental outcomes of these four algorithms (in-

clusive of SNR and SINR) from [26], as these metrics are also gauged based on the

identical dataset.

Channel Prediction Accuracy. First, we evaluate the channel prediction accuracy

of the downlink OFDM channel using frequency-aware NeRF2. Fig. 4.12 illustrates

a prediction result. The uplink CSI depicted in blue comprises amplitude and phase

values for 26 subcarriers, which are input into the frequency-aware NeRF2 as posi-

tion indicators to construct the radiance field of the environment for the downlink

channel. The yellow line represents the ground truth of the downlink CSI. Given that

the uplink and downlink channels operate at different frequencies, there is a large

disparity between the uplink and downlink CSI, complicating the direct prediction of

downlink CSI from uplink CSI. The red line in the figure demonstrates the predicted

downlink CSI using frequency-aware NeRF2, closely aligning with the ground truth

and achieving a mean error of 0.0163 in amplitude and 0.043 radians in phase. We

also demonstrate an example of channel prediction accuracy in the time domain, de-

scribed by the Channel Impulse Response (CIR), as illustrated in Fig. 4.13. The CIR

characterizes how a channel affects an input signal by showing the dispersion of the

signal’s energy over time due to multipath propagation. In this environment, each
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path contributes a version of the transmitted signal that is both delayed and attenu-

ated, resulting in a composite received signal. The CIR is obtained through the IFFT

of the CSI. The red arrows in the figure represent the ground truth impulse response

of the downlink channel over time. It is evident that our prediction, indicated by

the blue arrows, closely aligns with the ground truth, demonstrating a mean error

of 0.0054 in amplitude. These results confirm that frequency-aware NeRF2 provides

accurate channel predictions in both time and frequency domains.

For quantitative accuracy assessment, we employ the prediction SNR metric, as sug-

gested in [26]. This metric compares the predicted channel H with the ground truth

channel Hgt, defined as follows:

SNR “ ´10 log10
}H ´ Hgt}

2

}Hgt}
2 (4.19)

A higher SNR value indicates a closer alignment between the predicted and the ground

truth channels. Fig. 4.14 shows the SNR of prediction results for six prediction algo-

rithms, with frequency-aware NeRF2 distinctly outperforming the others, achieving

a median SNR of 24.84 dB (10th percentile: 21.37 dB, 90th percentile: 26.98 dB).

In comparison, the median SNRs for NeRF2, FIRE, R2F2, OptML, and FNN are

20.87 dB, 14.9 dB, 7.3 dB, 16.1 dB, and 1.2 dB, respectively. Owing to the RF prism

module, frequency-aware NeRF2 effectively represents the radiance fields of different

frequencies in the wideband signal, achieving an SNR that is 3.97 dB higher than
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NeRF2, 9.94 dB higher than FIRE, 17.54 dB higher than R2F2, 8.74 dB higher than

OptML, and 23.64 dB higher than FNN. These results underscore the high-accuracy

prediction capabilities of frequency-aware NeRF2.

Accuracy Across Subcarriers. We then assess the channel prediction accuracy

across 26 downlink subcarriers. During the training of frequency-aware NeRF2,

heuristic methods are employed to reduce training times. The training process begins

with the 13th subcarrier, from which well-trained parameters are iteratively deep-

copied to adjacent subcarriers. In the fine-tuning stage, only the RF prism MLP

heads’ parameters are adjusted. Fig. 4.15 presents the results of the channel pre-

diction accuracy across these subcarriers, indicating that the 13th subcarrier—the

starting point—achieves the highest mean SNR of 27.34 dB. As the heuristic train-

ing progresses, there is a gradual decrease in accuracy for the MLP head of nearby

frequencies. Nevertheless, the heuristic training method still attains high accuracy.

After seven iterations, the SNR for subcarriers from the 5th to the 22th remains above

24 dB. Following the completion of fine-tuning for all 26 subcarriers over 13 iterations,

frequency-aware NeRF2 achieves an average SNR of 24.53 dB, with all subcarriers’

predicted SNRs exceeding 20 dB, sufficient for upstream MU-MIMO or beamforming

tasks.

Performance of MU-MIMO. We then delve into assessing the effectiveness of

frequency-aware NeRF2 in MU-MIMO operations, where a base station manages si-

72



4.6. Microbenchmark

multaneous transmissions to multiple clients through distinct beamforming channels.

The key to optimal MU-MIMO performance is accurate channel estimation. Even

slight errors in client-specific CSI can lead to significant interference among clients.

For further details on data encoding by the base station in MU-MIMO contexts,

readers are referred to [26,95] due to space constraints.

In our analysis, we configure a setup where two clients are paired with a base station

equipped with eight antennas, establishing an 8 ˆ 2 MU-MIMO system. The sys-

tem’s performance is measured by the signal-to-interference-and-noise ratio (SINR).

Results, depicted in Fig. 4.16, show that frequency-aware NeRF2 achieves a median

SINR of 32.43 dB, markedly higher than the median SINR of 29.22 dB for NeRF2,

24.90 dB for FIRE, 13.33 dB for R2F2, and 11.53 dB for OptML. This superior perfor-

mance of frequency-aware NeRF2 can be attributed to its precise channel estimation

capabilities of wideband RF signal.

Runtime Evaluation. Finally, we assess the inference speeds of frequency-aware

NeRF2 with and without the optimization methods proposed in §4.3.3. To ensure

a fair comparison, all models are implemented in the PyTorch framework and eval-

uated using the same dataset to determine inference times. These evaluations are

performed on the identical computational setup described in the experimental setup

section, guaranteeing consistency across all tests. Fig. 4.17 presents the CDFs of infer-

ence times for the two methods. Notably, the median inference times are 57 ms with

optimization and 196 ms without. This marked improvement in efficiency is primarily

due to the implementation of accumulation networks, which replace the computation-

ally intensive integral calculations of voxel attenuation along paths. Previously, the

network required querying 𝐷 times to compute the final attenuation and perform

backpropagation. Now, with the accumulation networks, this process is streamlined

to a single query, reducing the overall complexity to 𝒪p𝑀 ¨ Ω ¨ 𝐷q.
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4.7 Field Study: BLE Localization

In this section, we discuss how NeRF2 helps indoor localization in the scenario where

no antenna array is available at a receiver. We conduct a large-scale experiment with

50 BLE gateways in an elderly nursing home. The project aims to track the potential

spread of COVID-19 to protect elderlies from the infection better.

4.7.1 Experiment Setup

Fig. 4.18 shows the floor plan of the facility, which occupies 15,000 ft2. A total of 50

BLE gateways (red circles) are deployed to collect the ID and RSSI of BLE beacons.

Each gateway is 72ˆ7ˆ20mm3 in size, operates at 2.4 GHz and adopts an NRF52832

Bluetooth SoC [96] from Nordic Semiconductor. Redundant gateways are deployed

to ensure that each location can be covered by at least 3 gateways. The BLE nodes

are embedded into the visitor cards or elderlies’ wristbands. They broadcast every

500 ms with 4 dBm transmitting power.

Ground Truth. The Velodyne VLP-16 LiDAR plus a 9-axis IMU are used to serve

LIO-SAM (i.e., a publicly available SLAM algorithm [97]) for localization and map

construction. The gateways and nodes are located by the LiDAR system as the ground

truth. Taking 30 BLE nodes, we randomly walk into the house and totally create a

dataset involving 6 K positions in the scene. Each dataset item is a 50-dimensional

tuple, including the RSSI values detected by the 50 gateways, plus the position of

the BLE node. The RSSI value is set to -100 dB by default if the gateway does not

detect any signal from the node. 70% (4.2 K) and 30% (1.8 K) of the dataset are

chosen from training and testing datasets.
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4.7.2 RSSI Prediction

Data-driven approaches are emerging as promising solutions for BLE localization,

such as KNN, SVM, and MLP. These methods require an accurate dataset for fin-

gerprint matching or network training. Here, we apply turbo-learning for BLE local-

ization, where the NeRF2 is trained using the single-antenna RX model (see S4.2.4).

The training process is more complicated than in previous cases in that we have 50

RXs here. The beacon of the same BLE node may be received by multiple gateways

simultaneously. In this case, we must take ray tracing multiple times, in each of
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which the result is an aggregation of signals arriving at the corresponding RX from

all possible directions (Eqn. 4.9). Similarly, given a position that a BLE node locates

in the scene, we must take the ray tracing to predict the RSSI of the signal received at

any gateway with the help of NeRF2. Fig. 4.18 shows an example distribution of the

predicted RSSI across the two rightmost rooms. It can be seen that the coverage of

a gateway is not as good as that the manual claims (i.e., 10 m). The signal becomes

very weak after walls. Thus, we deployed 3-4 gateways in each room to ensure full

coverage. For comparison, we also adopt two other proposed prediction approaches,

MRI [98] and CGAN [99]. MRI interpolates the RSSI values at the unsampled loca-

tion using a basic radio propagation model. CGAN uses the conditional generative

adversarial network to predict the RSSI values straightforwardly without regarding

any physical model. The prediction error is defined as the difference between the

predicted and the collected RSSI values at 1.8 K tested positions. The CDFs of the

prediction error are shown in Fig. 4.19. As a result, the median of NeRF2 is 2.6 dB

(10th percentile: 0.5 dB; 90th percentile: 5.7 dB). By contrast, the median errors of

CGAN and MRI are 4.5 dB and 6.2 dB, respectively. Evidently, NeRF2 performs

far better than the two others because it combines the advantages of deep learning

(e.g., CGAN) and the physical model (e.g., MRI). The physical model provides prior

knowledge about signal propagation, while deep learning uses statistical models to

depict complicated RF interactions.

4.7.3 Localization Results

We use the well-trained NeRF2 to generate a 20 K synthetic dataset at random

locations and feed them to the following two localization algorithms.

Turbo-KNN (T-KNN): We first evaluate the fingerprint-based localization ap-

proach, which assumes the RSSI values are highly related to a node’s location. The

𝐾-nearest positions are chosen to compute the target node’s location, where the RSSI
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values collected from these 𝐾 positions (saved in a database) are most close to the

RSSI value collected from the unknown position. The node is located at the weighted

average of the 𝐾 positions [40]. Fig. 4.20 shows the localization accuracy of naive-

KNN (N-KNN) and T-KNN. The N-KNN only adopts the 4.2K true dataset only,

whereas T-KNN uses the 20 K synthetic dataset. The median error of T-KNN is

1.41 m (10th percentile: 0.27 m; 90th percentile: 3.3 m), whereas that of N-KNN is

2.52 m (10th percentile: 0.61 m; 90th percentile: 5.38 m). Turbo-learning helps the

KNN-based localization approach reduce the error by 44%.

Turbo-LNN (T-LNN): We build another neural network to learn the mapping be-

tween an RSSI tuple and a position. We call this network localization neural network

(LNN), which accepts the 50-dimensional RSSI tuple as input and outputs the posi-

tion. The LNN consists of five-layer fully connected layers with the ReLU activation

function. Similarly, the LNN is trained by using the 4.2 K true dataset and 20 K syn-

thetic dataset, respectively. We call them naive-LNN (N-LNN) and T-LNN. Fig. 4.20

shows their results. The median error of T-LNN is 1.11 m (10th percentile: 0.34 m,

90th percentile: 3.46 m), whereas that of N-LNN is 2.26 m (10th percentile: 0.75 m,

90th percentile: 6.78 m). The error is reduced by turbo-learning by 50.8% (i.e., 1.2 m

error). Particularly, T-LNN further reduces the 30 cm median error than T-KNN.

In summary, NeRF2-powered turbo-learning can effectively reduce the localization

errors by „ 50% regardless of which data-driven approach is used. It also decreases

the standard variance by „ 40% because the scale of training data is enlarged by 5ˆ

and a larger number of samples clearly benefit the convergence.

4.7.4 Impact of Label Errors

Label accuracy critically affects deep learning algorithm performance, so we investi-

gate the impact of beacon location label errors on RSSI prediction accuracy. Fig. 4.21

shows the results, representing median prediction error and quartiles. We introduce
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uniformly distributed noise to the location label to simulate errors, whereby the label

is reported with the circular error of radius 𝑟. The error 𝑟 is increased from 0 m to 2 m

in a step of 0.2 m, and the corresponding median RSSI prediction error degrades from

2.6 dB to 18.8 dB, with a near 7ˆ increase. The standard deviation also increases

from 1.9 dB to 9 dB. When the label error exceeds 1 m, the prediction accuracy of

RSSI decreases severely. This is primarily because when the error surpasses 1 m,

the label may be inaccurately situated in another room. On the other hand, when

is label error is less than 0.6 m, the RSSI prediction error is below 4.5 dB, which is

only 1.9 dB when compared to the absence of error. As such, we adopt the SLAM

algorithm, which guarantees a label error of less than 0.2 m, as our preferred method

of collecting ground truth data.
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Consistent Phase Estimation Protocol

5.1 Motivations

We define the working range of a backscatter system as the distance from the RF

source Ñ tag Ñ gateway. Commercial backscatter tags (e.g., UHF RFIDs) are capa-

ble of maintaining steady communication with gateways over relatively long ranges,

provided that the nearby transmitter supplies sufficient energy to the tag. We refer

readers to [77], which elaborates how the tag-to-receiver range can exceed 130 me-

ters at 1 kbps with a transmitting power of 30 dBm. However, the high-precision

localization range is limited to several meters even when using the most popular and

accurate localization algorithms.

Why is it challenging to precisely locate a backscatter tag over long distances? Our

discussion focuses on Angle of Arrival (AoA) based localization systems. We find that

the accuracy of most AoA estimation algorithms relies heavily on how precisely the

RF phase is measured, as this phase acts as a critical indicator of location. A pivotal

factor influencing this precision is the received signal strength (RSS), defined as the

power of reflected signals relative to continuous waves (CW). We collected backscatter

signals from an RFID tag to explore this issue empirically. Our analysis, presented
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Fig. 5.1: The analysis on localization error. (a) shows a backscatter signal in the
time domain; (b) shows the signal in the IQ domain where two clusters are created by the
reflective and the non-reflective signals, respectively. The phase is defined as the angle of
the vector connecting the centers of the two clusters; (c) shows the phase error and the AoA
error as a function of the RSS; (d) shows that a small error (i.e., 15˝) in AoA leads to a
great discrepancy in the localization result at a distance (i.e., 2.5 m @ 10 m distance).

in Fig. 5.1(a) and 5.1(b), showcases these signals in both time and IQ domains. The

IQ diagram, in particular, reveals two distinct clusters indicative of reflective and

non-reflective signals. The separation between these clusters represents the RSS,

while the RF phase corresponds to the angle of the vector joining the centers of these

clusters. Ideally, each cluster should collapse into a point in the IQ diagram. However,

due to phase noise, the actual samples form spindle-shaped clusters, resulting in the

phase estimation swinging within a small range, termed as phase error. Let 𝜀 be

the estimated phase error and 𝛿 be the deviation of the phase noise. As shown in

Fig. 5.1(b), we can simply use a triangle to depict their relationship intuitively as
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follows (see Eqn. 5.5 for rigorous expression):

𝜀 « arctanp
𝛿

RSS
q (5.1)

To be more specific, we plot the above equation in Fig. 5.1(c), where the 𝛿 is fixed

to 0.001 radians. When given a -70 dBm RSS backscatter signal, the phase error is

raised to 0.4 radians, resulting in an unacceptable 15˝ error in the angle of arrival

(AoA). The greatest known limitation of triangulation is that “a miss is as good as

a mile”, i.e., a small error (i.e., 15˝) in AoA leads to a significant discrepancy in the

localization result at a distance (2.5 m error at 10 m), as shown in Fig. 5.1(d). By

contrast, the decoding can be successfully conducted once the RSS is greater than

-90 dBm.

A small reduction in RSS, particularly over long distances, can set off a cascade of

errors throughout the system, much like a butterfly effect, as shown in Fig. 5.2. In

essence, minor errors at the outset are progressively amplified at each stage, ulti-

mately resulting in significant position inaccuracies. This phenomenon explains why

extending the tracking range linearly with the communication range is challenging.

Therefore, the key to mitigating this “butterfly effect” lies in addressing the issue at

its source – by improving the accuracy of phase measurement at the earliest stage.

Moreover, Eqn. 5.1 suggests two effective strategies to enhance phase measurement

accuracy: increasing RSS or reducing phase noise. However, boosting RSS is often

not viable due to FCC regulations, which cap the power of indoor RF sources at 1

W [100]. While alternative approaches like distributed MIMO [44], beamforming [24],
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or constructive power surges [59] exist, they typically require multiple RF sources or

a broader bandwidth, leading to increased power consumption and higher infrastruc-

ture costs. Consequently, the most practical and effective solution is to minimize

phase noise in low-RSS backscatter signals. Recent studies have demonstrated that

utilizing receivers with low phase noise, such as quantum receivers [101], can enhance

localization accuracy at the hardware level. However, these high-sensitivity, low-noise

RF devices come with significant costs. Our paper focuses on improving the phase

estimation protocol to minimize phase noise, thereby enhancing the accuracy of AoA

estimations.

In this work, we introduce the design and implementation of the first high-precision,

long-range backscatter positioning system. This system does not rely on expensive,

low-noise RF components. Yet, it works effectively even in low-RSS scenarios that

result from far-distance backscatter communication. Unlike past localization works,

which primarily focused on designing new localization algorithms, this work improves

localization performance by addressing a fundamental problem: how can we enhance

the physical-layer measurement quality for localization algorithms? To this end, we

propose two protocols for localization-oriented phase estimation, namely CPE and

CPE+. To clarify, the “physical layer signal” denotes the IQ baseband backscatter

signal captured by the gateway. While “estimation protocol” includes the algorithms

employed to process these physical layer signals, aiming to determine the phase value

accurately. Firstly, we present a consistent phase estimator (CPE), which resolves the

longstanding industry issue of temporal inconsistency. Specifically, the phenomenon

where the measured phase value jumps between two values differing by 𝜋 radians,

even when the backscatter tags are stationary. Then, we develop CPE+, which

enhances the CPE with three denoising algorithms to address the unique challenges

in backscatter systems, particularly in bistatic mode where the continuous wave (CW)

acts both as a carrier for on-off modulation and a significant source of interference.

The enhancements of CPE+ include: (1) a side-channel-aware automatic flicker noise
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canceller (AFNC) that utilizes a pure CW signal from the RF source to cancel out

flicker noise resulting from clock jitters; (2) a white noise neutralizer that reduces

the white Gaussian noise amplified fourfold in the AFNC; (3) restoring spatial and

temporal imbalances. Spatial imbalance refers to the diversity in the RSS signals

received by different elements in the array, which can lead to power loss in the target

direction of the spatial spectrum. We propose using a cyclic redundancy reference

to restore spatial imbalance. On the other hand, temporal imbalance is caused by

automatic gain control (AGC), which results in regular phase hopping as the gain

changes. To address this, we have designed an additional method to restore temporal

imbalance.

Summary. We have built five customized gateways based on the proposed phase

estimation protocols, which have been extensively evaluated across the commercial

off-the-shelf (COTS) RFID tags. Fig. 2.1 summarizes the accuracy of our system

as a function of the working range, compared with SOTA typical backscatter po-

sitioning systems. Our system extends the range of cm-level localization accuracy

from 8 m to 15 m. It also almost maintains dm-level accuracy throughout the entire

communication range, by avoiding the butterfly effect from the beginning.

5.2 Overview

Our primary strategy to effectively track backscatter tags involves designing and

implementing a gateway equipped with multiple antennas. This setup enables us to

estimate the direction of a backscatter tag, known as the AoA. By employing two

gateways, we can get the tag’s location in 2D space, and with three gateways, in 3D

space. Our unique challenge, compared to previous works, lies in determining the

direction of a tag that is at a considerable distance (e.g., approximately 50 meters

away), where the gateways receive backscatter signals with low RSS (e.g., less than

-70 dBm).
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Fig. 5.3: Design of the gateway. The gateway contains a three-layer design: (1) Antenna
layer with a 4 ˆ 4 array and a directional side antenna for signal acquisition. (2) Front-end
layer where RF signals are downconverted to baseband by SDR, creating main, secondary,
and side channels for decoding and localization. (3) Estimator layer, the core algorithm hub
for RF phase estimation and denoising.

5.2.1 System Architecture

The key component of our system is the design and implementation of a customized

gateway. The gateway comprises three layers, namely, antenna, front-end, and esti-

mator layers, as shown in Fig. 5.3. (1) Antenna layer: The antenna layer includes a

uniform 4ˆ4 antenna array and a stand-alone directional antenna called side antenna.

The array is used to acquire the backscatter signals, and the side antenna aims to

acquire a pure CW signal without backscatter signals. (2) Front-end layer: In this

layer, RF signals are downconverted into baseband signals by Software Defined Radio

(SDR), wherein we establish three channels: main, secondary, and side channels. The

main channel connects to the antenna 𝐴0 and persistently receives the backscatter

signal, which will be used for the decoding. The secondary channel connects anten-

nas 𝐴1 „ 𝐴15 in a time-sharing manner through RF switches for localization. The

side channel connects to the side antenna 𝐴side for building AFNC. (3) Estimator

layer: The core of the gateway is the estimator layer. In this layer, we first design

the core algorithm (called CPE) to estimate the RF phase (see § 5.3). Then, three

main denoising measures (called M1, M2, and M3) are presented to enhance CPE

84



5.3. CPE: Consistent Phase Estimation

(see § 5.4). The estimated phases are subsequently utilized to generate the spatial

spectrum (SS), indicating the direction of the incoming signal. Details regarding the

hardware configuration of our system are elaborated in the implementation section

(see § 5.5).

5.3 CPE: Consistent Phase Estimation

In the section, we first introduce the limitations of NPE introduced in section 3.1 and

an algorithm to solve the problem with relatively high RSS.

5.3.1 Consistent Phase Estimator

Ideally, the phase of backscatter signals received from a stationary tag should remain

unchanged over time. Actually, the phase reported by the commercial devices often

jumps between two values, which differ by 𝜋-radians, even if the tag remains still.

This is the notorious phenomenon called 𝜋-ambiguity. Reflective signal superposition

involves two distinct scenarios: (1) Constructive, where the signal combines in a

peak-to-peak manner, enhancing the strength of the reflective signal compared to the

non-reflective signal, and (2) Destructive, where the signal combines in a peak-to-

valley manner, resulting in a weaker reflective signal. The NPE only considers the

constructive, i.e., a reflective signal should be stronger than a non-reflective signal.

Thus, NPE always computes the complex difference by subtracting the low-amplitude

cluster from the high-amplitude cluster, making the resulting vector always points

outward, as shown in case ❶ in Fig. 5.4(a). However, the NPE leads to 𝜋-ambiguity

in the destructive situation. When the signal is superimposed destructively (case ❷ in

Fig. 5.4(a)), the reflective signal is weaker than the non-reflective signal. In this case,

if we subtract the weaker signal from the stronger signal, then we actually compute

𝑆𝐺 ´ q𝑆𝐺 rather than the desired difference of q𝑆𝐺 ´𝑆𝐺. The two resulting vectors are
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Fig. 5.4: The 𝜋-ambiguity in NPE. (a) shows two cases where the uplink and self-
link are superimposed constructively and destructively due to the environmental dynamics,
making the directions of the complex difference differ by 𝜋 radians; (b) shows a practical
backscatter signal acquired from a stationary RFID tag twice, which demonstrate the 𝜋-
ambiguity in the time domain.

the same in amplitude but differ by 𝜋 radians in angle ( i.e., pseudo-phase). To verify

our hypothesis, we acquire backscatter signals from the same stationary tag twice.

Fig. 5.4(b) shows the acquired signals in the time domain. In the first reply, the high-

/low-voltage samples are from the reflective/non-reflective signals, respectively. The

pseudo-phase computed using NPE is 3.5 radians. However, the mapping is reversed

in the second reply due to environmental changes. The pseudo-phase is flipped to

3.5 ` 𝜋 “ 6.6 radians correspondingly.

To disambiguate the 𝜋-ambiguity, we develop the consistent phase estimator (CPE),

which can hold the temporal consistency. Firstly, CPE finds out all transitional pairs,

each of which contains two adjacent samples across a state transition; i.e., one sample
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Fig. 5.5: Backscatter signaling. The figure shows the baseband signals received by the
antennas 𝐴𝑘 and 𝐴0. In the signal 𝑆𝐺0 , the high-voltage/low-voltage samples are from the
non-reflective/reflective signals, respectively. However, the mapping is reversed in the signal
𝑆𝐺𝑘

. CPE adopts a pair of transitional samples across the state transition to compute the
pseudo-phase.

has a high voltage, and the other has a low voltage, as shown in Fig. 5.5. Suppose

𝑆𝐺𝑘
r𝑖s and 𝑆𝐺𝑘

r𝑖 ` 1s are a pair of transitional samples received by antenna 𝐴𝑘. We

utilize this pair to compute the pseudo-phase as follows:

=Δ𝑆𝐺𝑘
r𝑖s “ =p𝑆𝐺𝑘

r𝑖s ´ 𝑆𝐺𝑘
r𝑖 ` 1sq (5.2)

Notably, the two samples definitely follow into the two clusters differently. Thus, the

resulting angle is one estimation of the pseudo-phase. Nevertheless, this estimation

does not eliminate the 𝜋-ambiguity yet, i.e., i=∆𝑆𝐺𝑘
r𝑖s “ r𝜃𝑇Ñ𝐺𝑘

r𝑖s or r𝜃𝑇Ñ𝐺𝑘
r𝑖s ` 𝜋.

Note that the 𝜋-ambiguity may differ between two antennas. Directly computing the

relative phase in AoA estimation using the pseudo-phase method does not resolve this

issue.

We observe an insight that the state transition must appear at all antennas at the

same time because RF signals are received by all antennas simultaneously. The delays

caused by distance differences at two antennas are negligible regarding the light speed

and MHz-level sampling rate. Therefore, if 𝑆𝐺𝑘
r𝑖s and 𝑆𝐺𝑘

r𝑖`1s (received by 𝐴𝑘) are

a pair of transitional samples, then 𝑆𝐺0r𝑖s and 𝑆𝐺0r𝑖 ` 1s (received by 𝐴0) must be

a pair of transitional samples as well. As illustrated in Fig. 5.5, if the 𝑖𝑡ℎ sample is

acquired in a reflective state, then 𝑆𝐺𝑘
r𝑖s and 𝑆𝐺0r𝑖s are from the reflective signal or
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vice versa. Hence, =p𝑆𝐺𝑘
r𝑖s´𝑆𝐺𝑘

r𝑖`1sq and =p𝑆𝐺0r𝑖s´𝑆𝐺0r𝑖`1sq either contain the

additional 𝜋 radians or not. We use this new pseudo-phase to compute the complex

division as follows:

𝜌𝑘r𝑖s “
q𝐴𝑘

q𝐴0

𝑒Jppr𝜃𝑇Ñ𝐺𝑘
r𝑖s`𝜋q´pr𝜃𝑇Ñ𝐺0

r𝑖s`𝜋qq

“
q𝐴𝑘

q𝐴0

𝑒Jpr𝜃𝑇Ñ𝐺𝑘
r𝑖s´r𝜃𝑇Ñ𝐺0

r𝑖sq

(5.3)

The additional 𝜋 radians (if existing) are perfectly removed from the division. Al-

though =∆𝑆𝐺𝑘
r𝑖s itself does not disambiguate 𝜋-ambiguity, it ensures that the result

of spatial spectrum is unaffected by the ambiguity.

Suppose 𝑀 pairs of transitional samples exist in the received backscatter signal. CPE

delivers the mean of the 𝑀 complex divisions to the upper layer as follows:

𝜌𝑘 “
1

𝑀

𝑀
ÿ

𝑚“1

𝑆𝐺𝑘
r𝑖𝑚s ´ 𝑆𝐺𝑘

r𝑖𝑚 ` 1s

𝑆𝐺0r𝑖𝑚s ´ 𝑆𝐺0r𝑖𝑚 ` 1s
(5.4)

where 𝑚 “ 1, 2, . . . ,𝑀 . In this way, 𝜋-ambiguity is totally eliminated from the com-

plex divisions, holding temporal consistency. Finally, we depict the difference between

NPE and CPE in Fig. 5.6. Specifically, NPE uses the angle of the vector connecting

the centers of two clusters (highlighted in green) as the pseudo-phase, whereas CPE

uses the mean angle of the vectors connecting multiple pairs of transitional samples

(highlighted in red) to estimate the pseudo-phase.

5.4 CPE+: Enhanced CPE via Denoising

In this section, we consider the case of far-distance communication in which backscat-

ter signals are received with low RSS. As aforementioned, an effective way for reducing

the phase error is the denoising except increasing power. To this end, we present three

denoising measures (i.e., M1„M3) progressively. We call the enhanced CPE by the

denoising algorithms as CPE+.
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Fig. 5.6: CPE vs. NPE. NPE determines pseudo-phase using the angle between cluster
centers (green), while CPE calculates it from the average angle across multiple transitional
sample pairs (red).

5.4.1 Revisiting Phase Noise

Phase noise refers to the random fluctuations in the phase of a waveform. An ideal os-

cillator would generate a pure sine wave, but all real oscillators have phase-modulated

noise components. Phase noise often includes low-frequency flicker noise and full-

frequency white noise. (1) Flicker noise: Flicker noise is caused by the unpre-

dictable jitter of a clock. Once the transmitter and receiver adopt different clocks,

the flicker noise cannot be compensated. Flicker noise is a time-varying random vari-

able related to the clock. (2) White noise: White noise is a random signal having

an equal intensity at different frequencies. It is an internal characteristic of each

electronic component and irreverent to the clock. Thus, white noises are different in

channels even if they share the same clock.

To better understand phase noise, we use the main and secondary channels to acquire

a piece of CW signal concurrently during the same window. The CFO of the two

signals has been compensated. Fig. 5.7 compares the phase of the two signals, in

which the fluctuations are completely from the two types of noises. The stds of the

two signals are 0.011 and 0.010 radians. Given that the two channels share a single

clock, they receive the same flicker noise from the RF source but different white

noises. Visually, it appears that the two phase sequences are highly coherent, which
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is also confirmed by cross correlation. Their correlation coefficient is up to 80%.

This result indicates that the flicker noise dominates the phase noise and it remains

consistent across the two channels. The remaining 20% incoherence comes from the

white noise. We subtract the two phase sequences to cancel out the flicker noise. As

desired, the std of the residual sequence is reduced to 0.006 radians, which is caused

by the unavoidable white noise. To quantitively evaluate the consistency of flicker

noise across the two channels, we conduct an empirical study. The backscatter tag

was positioned in five distinct locations. We collected 100 phase sequences at each

location, resulting in a total of 500 phase sequences. Fig. 5.8 shows the CDF of

the correlation coefficient between the two channels. The analysis revealed a median

similarity of 79.4%, indicating consistency in the flicker noise’s contribution to the

phase noise across different channels and locations.

5.4.2 M1: Cancelling Flicker Noise

In a high RSS case, the phase noise (q𝜑 and 𝜑) can be approximated as a constant. In

a low RSS case, it should be modeled as a time-varying random variable. Considering

a pair of transitional samples q𝑆𝐺𝑘
r𝑖s and 𝑆𝐺𝑘

r𝑖 ` 1s, the complex difference can be
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rewritten as follows:

Δ𝑆𝐺𝑘
r𝑖s “ q𝐴𝑒Jp𝜃𝑇Ñ𝐺` q𝜑r𝑖sq ` 𝐴𝑒Jp𝜃𝑅Ñ𝐺qp𝑒J𝜑r𝑖s ´ 𝑒J𝜑r𝑖`1sq

“ 𝐴𝑒J𝜑𝐺

¨

˚

˚

˝

q𝐴

𝐴
𝑒Jp𝜃𝑇Ñ𝐺`𝜑𝑅r𝑖s`𝜑𝑇 q

loooooooooooooomoooooooooooooon

Phase term

` 𝑒J𝜃𝑅Ñ𝐺

´

𝑒J𝜑𝑅r𝑖s ´ 𝑒J𝜑𝑅r𝑖`1s
¯

looooooooooooooooooooomooooooooooooooooooooon

Noise term

˛

‹

‹

‚

(5.5)

where the common term of 𝐴𝑒J𝜑𝐺 will be eliminated from the next step of complex

division. Given that 𝜑𝑅 is time-varying, 𝜑𝑅r𝑖s ‰ 𝜑𝑅r𝑖 ` 1s and the second nonzero

term cannot be removed. Surely, q𝐴{𝐴 is proportional to the RSS. When RSS is

sufficiently high, the first phase term dominates the sum and the minor phase term

can be ignored. However, in the low RSS case, the noise term becomes non-negligible.

This qualitative analysis is aligned with previous intuitive analysis shown in Section

5.1.

Inspired by the insight that the synchronized channels at a gateway receive the same

flicker noise, we establish a side channel equipped with a directional antenna to cancel

out the flicker noise, as shown in Fig. 5.3. Unlike the main and secondary channels,

the side channel is designed to receive the pure CW from the RF source instead of

from the tags. The baseband signal acquired using the side channel can be given by:

𝑆sider𝑖s “ 𝑒Jp𝜃side`𝜑𝑅r𝑖s`𝜑𝐺r𝑖sq (5.6)

where 𝜃side is the phase rotation over the distance between the antennas of the RF

source and the side channel. The amplitude is forcedly set to one because we only

care about the phase noise. Meanwhile, we add a preprocessing step before phase

estimation. Specifically, each sample acquired from the main channel or from the

secondary channel is divided by the corresponding sample acquired from the side

channel. Formally, the preprocessing is defined as follows:
$

’

&

’

%

𝑆𝐺𝑘
r𝑖s “

𝑆𝐺𝑘
r𝑖s

𝑆sider𝑖s “ 𝐴𝑘𝑒
Jp𝜃𝑅Ñ𝐺´𝜃sideq

q𝑆𝐺𝑘
r𝑖s “

q𝑆𝐺𝑘
r𝑖s

𝑆sider𝑖s “ 𝐴𝑘𝑒
Jp𝜃𝑅Ñ𝐺´𝜃sideq ` q𝐴𝑘𝑒

Jp𝜃𝑇Ñ𝐺𝑘
´𝜃side`𝜑𝑇 q

(5.7)

The last derivations are obtained by substituting Eqn. 3.7 and Eqn. 5.6 into the

division. Then, the complex difference over a pair of transitional samples is redefined
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Fig. 5.9: The side-channel aware AFNC.

as follows:

Δ𝑆𝐺𝑘
r𝑖s “ 𝑆𝐺𝑘

r𝑖s ´ 𝑆𝐺𝑘
r𝑖 ` 1s “ q𝐴𝑘𝑒

Jp𝜃𝑇Ñ𝐺𝑘
`𝜑𝑇 ´𝜃sideq (5.8)

The phase offset, including the flicker noises, is totally removed from the difference,

but the desired true phase of 𝜃𝑇Ñ𝐺𝑘
is kept. Correspondingly, the complex division

is simplified as follows:

𝜌𝑘r𝑖s “
𝑆𝐺𝑘

r𝑖s ´ 𝑆𝐺𝑘
r𝑖 ` 1s

𝑆𝐺0r𝑖s ´ 𝑆𝐺0r𝑖 ` 1s
“

q𝐴𝑘

q𝐴0

𝑒Jp𝜃𝑇Ñ𝐺𝑘
r𝑖s´𝜃𝑇Ñ𝐺0

r𝑖sq (5.9)

which is exactly the same as Eqn. 5.3 that is derived for the high RSS case. This

finding demonstrates that the side-channel-aware AFNC can improve the estimated

phase quality to the approximate level achieved in the high RSS case. Notice that

any additional phase value 𝜃side introduced by the side channel’s location is elimi-

nated during the complex division step. This process ensures that the outcomes of

phase estimation and tag localization become irrelevant to the side antenna’s specific

placement.

To understand the purpose of the side channel, Fig. 5.9 compares the raw backscatter

signals (highlighted in blue) with the same signal after being preprocessed (highlighted

in red). The amplitudes of samples are not changed because the preprocessing does

not change amplitude. By contrast, the preprocessed clusters become much narrower

and more compact than the raw clusters because of denoising. Specifically, the std of
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the computed pseudo-phase is decreased from 0.068 rad to 0.038 rad. This result fully

demonstrates that the side channel can work as an automatic flicker noise canceller

(AFNC) to eliminate the flicker noise.

5.4.3 M2: Neutralizing White Noise

White noises remain in channels even after the flicker noise is canceled using AFNC.

They are generally viewed as independent identically distributed Gaussian random

variables. We would like to know how the white noise changes during the phase esti-

mation. Let 𝑛𝑖p𝑡q be the white noise generated at the 𝑖𝑡ℎ antenna, i.e., 𝑛𝑖p𝑡q „ 𝒩 p0, 𝛿q.

Suppose the signals acquired by the 𝑖𝑡ℎ channel are 𝐴𝑖𝑒
J𝜃𝑖`𝑛𝑖p𝑡q. When we conduct

the complex division between two signals, the result becomes 𝐴𝑖{𝐴𝑗𝑒
Jp𝜃𝑖´𝜃𝑗`𝑛𝑖p𝑡q´𝑛𝑗p𝑡qq.

Suppose both 𝑛𝑖p𝑡q and 𝑛𝑗p𝑡q follow 𝒩 p0, 𝛿q. Their difference follows 𝒩 p0, 2𝛿q, namely,

the std of the white noise is doubled when we perform a complex division. We conduct

two complex divisions in total. One division is for the preprocessing in AFNC, and

the other is for computing relative power. As a result, the std of the white noise is

amplified by fourfold. Fig. 5.10(a) shows the results of the complex difference after the

preprocessing by using AFNC, where each red vector connects a pair of transitional

samples. Ideally, these vectors should remain in parallel because their angles (i.e.,

pseudo-phase) are the same. Actually, many of the vectors intersect with one another

in the figure due to the presence of amplified white noise.

The most efficient way of reducing the influence of white noise is to neutralize the

results by using additional samples because they follow the Gaussian model. In fact,

multiple “redundant” samples exist on the two sides of a state transition, as shown

in Fig. 5.5. They can help in noise neutralization. Suppose there are 𝑤 samples that

exist in each high-voltage and each low-voltage edge (aka window). We update the

93



Chapter 5. Consistent Phase Estimation Protocol

-0.3 -0.29 -0.28 -0.27
In-phase

-0.95

-0.94

Q
ua
dr
at
ur
e

<latexit sha1_base64="CR6QSEzQXxHbcHUsyoDoxr9HQE8=">AAACDHicdVC7SgNBFJ31bXxFLW0Gg2AVdhNJ1kIUbCwVjArZEGZnb5Ihsw9m7ophyQfY2OtP2FgoYusH2Pk3ziYKKnpg4HDOudy5x0+k0Gjb79bE5NT0zOzcfGFhcWl5pbi6dqbjVHFo8FjG6sJnGqSIoIECJVwkCljoSzj3+4e5f34JSos4OsVBAq2QdSPREZyhkdrFkhf68VWmMaCUDqmHQgaQedgDZMM9u2xXd+smZZdrlUrFrVGjjJAT13WrDnU+ldL+022Ou+N28c0LYp6GECGXTOumYyfYyphCwSUMC16qIWG8z7rQNDRiIehWNjpmSLeMEtBOrMyLkI7U7xMZC7UehL5Jhgx7+reXi395zRQ7bisTUZIiRHy8qJNKijHNm6GBUMBRDgxhXAnzV8p7TDGOpr+CKeHrUvo/OauUnVrZPrFLBztkjDmyQTbJNnFInRyQI3JMGoSTa3JPHsmTdWM9WM/Wyzg6YX3OrJMfsF4/ADd/ntw=</latexit>

std ✓̃ = 0.0397

(a) Before noise neutralization

-0.3 -0.29 -0.28 -0.27
In-phase

-0.95

-0.94

Q
ua
dr
at
ur
e

<latexit sha1_base64="SvOzuP/ep777yKVMHuoqg4Twp6k=">AAACDHicdVC7SgNBFJ31GeMramkzGASrsBs0j0IM2FhGMCpkg8zO3pghsw9m7ophyQfY2OtP2FgYxNYPsPNvnE0UVPTAwOGcc7lzjxdLodG2362p6ZnZufncQn5xaXlltbC2fqqjRHFo8UhG6txjGqQIoYUCJZzHCljgSTjz+oeZf3YFSosoPMFBDJ2AXYaiKzhDI10Uim7gRdepRp9SOqQuCulD6mIPkA337ZLt1GsmZZcqTnVvt0qNMkZGanWnUqbOp1I8GN1luG9eFN5cP+JJACFyybRuO3aMnZQpFFzCMO8mGmLG++wS2oaGLADdScfHDOm2UXzajZR5IdKx+n0iZYHWg8AzyYBhT//2MvEvr51gt9ZJRRgnCCGfLOomkmJEs2aoLxRwlANDGFfC/JXyHlOMo+kvb0r4upT+T07LJadSso/tYmOXTJAjm2SL7BCHVEmDHJEmaRFObsgDeSIj69Z6tJ6tl0l0yvqc2SA/YL1+ADkSnt0=</latexit>

std ✓̃ = 0.0198

(b) After noise neutralization

Fig. 5.10: White noise neutralization

complex difference as follows:

Δ𝑆𝐺𝑘
r𝑖s “

1

𝑤2

ÿ

𝑖´𝑤ă𝑎ď𝑖
𝑖ă𝑏ď𝑖`𝑤

p𝑆𝐺𝑘
r𝑎s ´ 𝑆𝐺𝑘

r𝑏sq (5.10)

The complex difference is neutralized by using the 𝑤2 combined transitional pairs.

Fig. 5.10(b) shows the results of complex difference after neutralizing the white

noise. Clearly, all vectors are more aligned with one another compared with those in

Fig. 5.10(a). It seems that more red lines are in Fig. 5.10(b). Both figures actually

show the same number of lines, which is determined by the number of state transitions.

The optical illusion results from the misalignment in the first figure. Parameter 𝑤 is

a system configuration related to the sampling rate. Adopting a high-rate sampling

can facilitate the smoothing remarkably.

5.4.4 M3: Restore Spatial and Temporal Imbalance

In our analysis of the received backscatter signals, we identify two distinct types of

imbalances:

‚ Spatial Imbalance. Conventionally, it is assumed that the RSS of signals received

by all antennas in an array is roughly equal. This assumption leads to the selection

of any one antenna in the array as a reference point for counteracting constant phase
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Fig. 5.11: The spatial and temporal disequilibria

offsets, typically using the leftmost antenna for complex division (refer to Eqn. 3.12).

However, we find that this assumption no longer holds in battery-free backscatter

networks. In these networks, the backscatter signals are highly sensitive to both

the distance and angle of tags, leading to significant RSS variation across different

receiving antennas. Fig. 5.11(a) illustrates the RSS variation for signals received by 16

antennas in an array. The spatial imbalance is evident, with the largest RSS difference

among antennas reaching up to 15 dB. Notably, the first antenna records the second

lowest RSS. If the weakest antenna is chosen as the reference, there is a risk that

the offsets will not be fully counteracted. An extreme scenario is when the chosen

reference antenna fails to receive the backscatter signal at all, potentially causing a

loss of power in the desired direction of the spatial spectrum. To address this spatial

disequilibrium, we propose an updated definition of relative power as follows:

𝑃 p𝛼q “

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

𝐾´1
ÿ

𝑏“0

𝐾´1
ÿ

𝑘“0,𝑘‰𝑏

𝑤p𝑘, 𝛼q ¨
𝑆𝐺𝑘

𝑆𝐺𝑏

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

(5.11)

which traverses all antennas and uses them as references one by one to avoid power
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loss. We call this approach cyclic redundancy reference, namely, each antenna is

selected as the reference in turn.

‚ Temporal imbalance. Additionally, we observe a temporal imbalance in the

received signals, which is attributable to the operation of Automatic Gain Control

(AGC). AGC is a feature in amplifiers that uses a closed-loop feedback system to

maintain a consistent output signal amplitude, despite variations in the input signal

amplitude. It dynamically adjusts the amplifiers’ gain based on either the average

or peak signal level at the output, thereby significantly improving the success ratio

of decoding. However, a side effect of AGC is that it alters the phase offsets each

time the gain is adjusted, leading to a temporal imbalance in the phase. Fig. 5.11(b)

shows how the estimated phase of the received CW signal is influenced when the

AGC automatically adjusts the gain at different levels. To address this temporal

imbalance, it is necessary to compensate for the phase changes induced by AGC

adjustments. Typically, an AGC system operates at several predefined levels, and

the chipset includes a feedback loop to detect the current AGC level. By measuring

these phase offsets beforehand and establishing a correlation between the offsets and

AGC levels, we can create a map for this purpose. Then, during operation, we can

use the AGC level to accurately compensate for the phase variation.

5.5 Implementation

The configuration of our gateway prototypes and the experimental system is outlined

as follows:

‚ Antenna layer: Our antenna array is composed of 4 ˆ 4 antennas. We use the

microstrip technique to fabricate the antenna array on a printed circuit board (PCB)

to avoid signal attenuation on the board. The PCB is composed of a substrate of

RT/duroid 5880. The model of high-speed RF switches is HMC241 [102] from Analog
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Fig. 5.13: Baseband signals acquired through the three channels. We utilize the
preamble (PA) segment for scheduling start identification. Following PA, signals are divided
into 15 equal segments, each corresponding to antennas 𝐴1 „ 𝐴15.

Devices. The size of the antenna array is 65 ˆ 65 cm2, each of which is 12 ˆ 12 cm2.

Fig. 5.12 shows the antenna array deployed in an RF chamber and its measured gain

in all directions. Specifically, each array element has 0.5 dBi gain, 0.5 dB flatness,

and ˘45˝ dB beamwidth.

‚ Front-end layer: We use a USRP X310 software-defined radio (SDR) from NI [76]

to build the front-end. The SDR contains four stand-alone I/O interfaces, which are

used to build the main, secondary, and side channels. The main channel connects to

the antenna 𝐴0 and continuously receives the backscatter signal for decoding purposes.

The side channel equipped with a directional antenna acquires the pure CW signal

for building AFNC. In the secondary channel, five single-pole four-throws (SP4T) RF

switches bridge antennas 𝐴1 „ 𝐴15 to a shared ADC for saving cost. At any moment,
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Fig. 5.14: Experimental scenarios

only a single antenna element can be put through. In this manner, each element can

receive a segment of the entire packet. The switching delay is negligible compared

with the ms-level packet duration. Fig. 5.13 shows the baseband signals acquired

concurrently by the three channels from an RFID tag’s RN16 reply. In the secondary

channel, the received signal is sliced into segments through the amplitude changes.

The preamble (PA) segment with a larger window is used to determine the beginning

of the schedule. After PA, 15 equal segments are received by the antennas 𝐴1 „ 𝐴15

respectively. The RF front-end has a bandwidth of 100 MHz, which covers the entire

UHF of 860 „ 960 MHz. The backend runs at a high-performance PC equipped with

an Intel CPU Xeon E5-2620.

‚ RF source & backscatters: We use another USRP X310 equipped with an

omnidirectional antenna as the RF source, shown in Fig. 5.14. Commercial ImpinJ

H47 RFID tags equipped with Monza 4QT chips are employed as the backscatter

elements [103]. Specifically, the RF source transmits a single-tone CW to activate

tags and broadcasts Query commands to bootstrap the communication. To avoid

the mutual interaction, we use the Select command for acquiring the RN16 replies

only without ACK, as used in [104]. In a single-tag scenario, our system is capable of

localizing the tag up to 100 times per second. When expanding the setup to include
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multiple tags (specifically 𝑁 tags), the system employs the SELECT command to

sequentially poll and localize each tag. This approach allows for the localization of

each tag at a rate of around 100{𝑁 times per second.

5.6 Evaluation

We evaluate the performance of the gateway prototype by conducting comprehensive

experiments. Due to the indoor space limit, we mainly conduct the benchmark out-

doors, as shown in Fig. 5.14(a). Since the power provided by an RF source distributed

unevenly in the space, the localization might fail if a tag cannot be activated steadily

in some space. In this case, we have no idea about whether the resulted inaccuracy

is caused by either the activation failures or the localization errors. Thus, we deploy

the tag very close to the RF source (i.e., 55 cm) to ensure that the tag is definitely

powered up outdoors. We will discuss the opposite scenario that tag is powered far

away at 10 m in the case study. The power of the RF source is fixed at 1 watt. The

range is defined as the distance from the RF source to the gateway via the tag. We

gather the ground truth by using OptiTrack [105] equipped with 12 infrared cameras.

5.6.1 Performance of Phase Estimators

First, we evaluate performance of CPE and CPE+, which targets at estimating the

pseudo-phase. In the experiment, we move the tag away from the antenna array

with a distance. We perform 17 experimental trails, in which the distance is set to

2, 3, ¨ ¨ ¨ , 9, 10, 15, . . . , 45, 50 m successively. In each setting, the RFID tag remains

stationary and transmits about 3000 RN16 packets during 30 seconds, by each of

which phase estimators output a phase value.

RSS vs. Distance. First of all, we evaluated the RSS of the signal collected through

the main channel, focusing on how it varies with distance. The results, presented in
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Fig. 5.15, indicate a decrease in RSS from -40 dBm to -80 dBm as the distance

increases. Additionally, the data reveal the shadowing effect of the RF signal at

various distances. Despite these observations, the measured signal aligns well with

the established models of classical communication channels. Given that the sensitivity

threshold of a USRP receiver is -90 dBm, we noted that decoding backscatter signals

becomes increasingly challenging beyond 50 meters. Consequently, distances greater

than 50 meters were not included in our analysis.

Phase Noise vs. Distance. The primary objective of our research is phase es-

timation, for which we randomly select an antenna from the array and use CPE,

CPE+, and NPE to compute the pseudo-phase. The 𝜋-ambiguity is eliminated in

NPE by using the method proposed in [57]. CPE+ means CPE+M1+M2, where M3

is not considered here because it is used to equilibrate the power distribution in a

spatial spectrum and is invalid for phase stability. The ground truth of the phase

value is hardly measured due to the presence of unknown offsets (like 𝜑𝑅 and 𝜑𝐺) and

multipath effect. Instead, we compute the deviations of the pseudo-phase to evalu-

ate the performance of estimators indirectly. We will use the accuracy of AoA and

localization to reflect the phase measurement accuracy indirectly in the following.

Fig. 5.16 plots the deviation distribution of the phase as the function of distance.

From the figure, we observe the following findings: (1) The mean deviation (i.e., std)

is raised as the increased distance regardless of which estimator is adopted. The

phase deviation is caused by the phase noise. The increased distance reduces the
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Fig. 5.17: Effect of denoising measures

RSS and conversely enhances the influence of phase noise as we analyzed before; (2)

Our practice suggests that a cm-level localization accuracy requires the phase std to

be lower than 0.01 radians. The NPE, CPE, and CPE+ meet this criterion when

the distance is less than 3 m, 5 m, and 10 m, respectively, which demonstrates that

CPE+ can well depress the noise at a further distance than others.

Effect of Denoising Measures. Next, we evaluate the performance two denoising

measures introduced in our paper. In the experiment, we fix a tag at a distance of 10

meters. Fig. 5.17 shows the CDFs for phase deviation when employing CPE, CPE with

measure M1 (CPE+M1), and CPE with both measures M1 and M2 (CPE+M1+M2).

The results showed median phase deviations of 0.021 radians, 0.013 radians, and 0.007

radians for CPE, CPE+M1, and CPE+M1+M2, respectively. The 90th percentile

deviations for these setups were 0.052 radians, 0.039 radians, and 0.019 radians,

respectively. Overall, measures M1 and M2 contributed to a reduction in phase noise

by 57% and 43%, respectively.

Compared with COTS Reader. We also evaluated the phase deviation of CPE+

in comparison with a standard Commercial Off-The-Shelf (COTS) RFID reader,

specifically the Impinj Speedway R420, which is widely utilized in RFID localiza-

tion systems [106]. The RFID tag was positioned at a 5m distance. Fig. 5.18 shows

the CDFs of phase deviation for both CPE+ and the Impinj R420. CPE+ achieves

an median phase deviation of 0.016 rad (with the 10th percentile at 0.002 rad and the

90th percentile at 0.045 rad). In contrast, the Impinj R420 recorded a median phase
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Fig. 5.19: Impact of tag motion

deviation of 0.061 rad (with the 10th percentile at 0.013 rad and the 90th percentile at

0.134 rad). The result indicates that the phase stability of CPE+ is approximately

3.8ˆ greater than that of conventional COTS readers, owing to the implementation

of our proposed denoising methods.

Impact of Tag Motion. Finally, we evaluated the stability of phase measurements

in CPE+ during RFID tag movement. The robot, with the tag attached, followed a

straight path at a speed of 1 m/s. Fig. 5.19 displays the phase samples captured using

both CPE and CPE+. It is evident that the phase estimated by CPE+ is notably

more stable than that of CPE, a benefit arising from the implemented denoising

measures. This enhanced stability in phase estimation is advantageous for tracking

tags in motion. In the following section, we conduct a detailed quantitative analysis

of how the speed of tag movement impacts localization accuracy.

5.6.2 Accuracy of AoA

Second, we evaluate the accuracy of AoA computed using the estimated phase. In the

experiment, the tag is placed on the vertical plane 25 meters away from the gateway’s

antenna array. We place the tag at different angles and estimate the AoA along the

direct path. The ground truth is calculated on the basis of the true physical locations

of the tag and the antenna array, which are measured by OptiTrack.
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Fig. 5.20: AoA estimation error vs. Algorithms

Impact of AoA Estimation Algorithms. To assess the generality of CPE+ across

different algorithms, we evaluated the accuracy of AoA estimation using both CPE

and CPE+. Our experiment involved three main algorithms: Bartlett [107], MUSIC,

and Tagoram. We conducted the test in a controlled environment with minimal

multipath effects to focus on the influence of CPE+ on these algorithms, thereby

eliminating other variables. Fig. 5.20 compares the azimuthal and elevation angle

errors across these algorithms. With CPE+, the median azimuthal AoA errors for

Bartlett, MUSIC, and Tagoram were 1.4˝, 1.3˝, and 1.3˝, respectively. In contrast,

using CPE resulted in median errors of 5.1˝, 4.8˝, and 4.7˝, which are approximately

3.6ˆ larger. A similar trend was observed for elevation angles, where CPE+ achieved

a median error of 0.4˝ for all algorithms, significantly lower than the 2.1˝ median error

with CPE, which is approximately 5.3ˆ larger. These results lead to two conclusions:

(1) CPE+ is versatile and effective across different AoA estimation algorithms, and

(2) CPE+ significantly enhances AoA estimation accuracy by effectively reducing

phase noise.

Impact of Multipath. We also evaluate the performance of CPE+ in environments

affected by multipath interference. Fig. 5.21 plots the CDFs of the AoA errors using

the pseudo-phase estimated by both CPE and CPE+ (enhanced with measures M1,

M2, and M3). From the data, we made the following observations: (1) In the absence
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of denoising measures, the median AoA errors for azimuthal and elevation angles are

11.2˝ and 8.1˝respectively, with the 90th percentile errors reaching 25˝ and 17.9˝. (2)

If the three measures are adopted, then the median errors are 3.3˝ and 1.4˝, and the

90 percentile errors are 10.3˝ and 5.6˝ in the two angles, respectively. We see 70% and

82% error reduction in the estimation. Clearly, the quality of phase plays a pivotal

role in the AoA computation.

Impact of M3. We particularly compare the azimuthal errors with and without M3

in Fig. 5.22. The purpose of M3 is to address the spatial and temporal equilibria.

In the figure, the median errors of azimuthal angles with/without M3 are 1.09˝ and

1.67˝ respectively. The M3 can help improve the accuracy by 34.7%. In addition, we

also observe large fluctuations in the results without M3. For example, the error is

raised to 5˝ at the azimuthal angle of 110˝ without M3. This is mainly caused by

spatial disequilibrium, which can be restored by the technique of cyclic redundancy

reference. By contrast, the error is reduced to 2˝ at that angle of 110˝.

5.6.3 Accuracy of Localization

Next, we evaluate the accuracy of localization. The deployment of our system is

illustrated in Fig. 5.23, with three gateways positioned equidistantly along a circle’s

perimeter. The distance is defined as the mean value between the scene center and the
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three gateways. The OpiTrack system is used for ground truth collection. As shown

in Fig. 5.24, when a single gateway is used, the tag is localized on the 2D vertical

plane at some distance from the antenna array. When employing multiple gateways

(2G, 3G), the tag’s location is determined as the point that minimally distances itself

from the rays, which are directed toward the anticipated AoA from each gateway. A

Kalman Filter is employed to enhance result stability during tag tracking.

Impact of Distance. Our initial evaluation focuses on how distance affects localiza-

tion accuracy. Fig. 5.25 plots the median location errors as a function of the distance.

In the figure, 1G, 2G, and 3G are short for 1, 2, and 3 gateways. From the figure,

we have the following findings: (1) our system can achieve ultra-high precision lower

than 10 cm regardless of how many gateways are used if the distance is less than 10

m. (2) Given one gateway (1G), the error starts to increase rapidly when the distance

is over 10 m or equivalently, the RSS reduces to lower than -70 dBm (see Fig. 5.15).

Since then, the phase noise dominates the phase error. Due to the “butterfly effect”,

the location error is eventually amplified to a high level. This effect is more evident

at a further distance. Even so, CPE+ prolongs the range of ultra-high precision from

3 m to 15 m compared with CPE. (3) Surely, more gateways can further help reduce

the errors. For example, the error at 50 m is reduced from 58 cm to 30 cm by using

two additional gateways (3G) compared with a single gateway (1G).

Impact of Velocity. In this experiment, we evaluate how the tag movement speed
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influences tracking precision. Utilizing three gateways positioned 5 meters apart, tags

were tracked as they moved linearly over a 3-meter distance, with speeds adjusted

from 5 to 50 𝑐𝑚{𝑠 in 5 𝑐𝑚{𝑠 increments. The Optitrack system provided ground

truth data. As depicted in Fig. 6.8, localization accuracy remains relatively stable at

speeds below 20 cm/s, showcasing a peak median accuracy of 5.2 cm and a standard

deviation of 3.3 cm. However, beyond this threshold, we observed a gradual increase in

tracking errors, culminating in a median accuracy of 11.7 cm and a standard deviation

of 8.5 cm at 50 𝑐𝑚{𝑠. A primary factor for the observed increase in localization error

at higher velocities is the Doppler shift. The relative motion between the tag and

gateways will change the RF signal frequency, significantly amplifying localization

errors at increased velocities.

5.6.4 Case Study

Finally, we would like to quantitatively test the high precision of the gateway in

tracking a moving object (i.e., a toy train) in our office. As shown in Fig. 5.14(b), our

office is full of different types of indoor reflectors, including tables, chairs, computers,

and metal obstacles. In our tracking experiments, a gateway is hung horizontally

to the 3 m high ceiling and set up a train track on the ground in a 2 ˆ 2 m2 small

area. The tag, powered by an RF source located 10 meters away, resulted in a total

distance of approximately 13 meters. First, we visually present our tracking results.
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Fig. 5.27: Real-World Applications. The first column shows the real scenarios where
an RFID tag is attached to a toy train moving along different tracks; the second column
shows the tracked locations of the tag output by our system; the third column compares
the output results with the real tracks; the fifth column shows the heat map of trajectory,
which fuses all computed spatial spectrums into a single one.

Fig. 5.27 shows the multiple demos for various tracking tasks, organized into three

rows representing three distinct scenarios: case I utilizes an "8-shaped" track, case II

features a squashed rectangle track, and case III employs a circular track. Particularly,

we demonstrate the multipath effect in case III, where a metal object is placed close

to the tag on the top left corner. The visual result suggests high positioning accuracy,

as indicated by the distinct and unentangled trajectories. Quantitatively, our results

show median localization accuracies of 9.7 cm for case I, 8.2 cm for case II, and 6.3

cm for case III, demonstrating the system’s efficacy across various configurations.
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Chapter 6

Understanding Localization by a

Tailored GPT

6.1 Motivation

In recent years, there has been an emerging interest in the construction of precise RF-

based indoor localization systems that supplement the final hundred meters where

GPS lacks reach. Numerous strides [10,42,73,108–122] have been conducted for this

purpose in the past two decades, culminating in a rather promising level of accu-

racy. High-precision indoor localization has the potential to unlock a plethora of key

applications encompassing indoor navigation, augmented reality, location-conscious

pervasive computing, advertising, and social networking, among others. As a result,

the practice of tracking IoT devices within structural enclosures has emerged as an

expanding commercial interest.

However, only a small fraction of the proposed solutions have successfully transitioned

to real-world implementations due to unforeseen challenges encountered across differ-

ent deployment scenarios, some of which are discussed here. (1) Hardware diversity :

the heterogeneity in hardware arising from circuitry specifications can lead to unde-
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sirable errors in RF signal measurements, thereby skewing the input to a localization

algorithm with several unknown offsets. (2) Spatial diversity : the RF signal ex-

periences spatial fluctuations due to uneven electromagnetic field distribution. (3)

Multipath effect : amidst an unpredictable, intricate, and dynamic wireless landscape,

RF signals suffer reflection from a multitude of static or mobile obstacles. This mul-

tipath effect has become a formidable barrier to indoor localization, especially when

the localization algorithm is highly reliant on line-of-sight (LoS) propagation.

Indoor localization essentially boils down to solving a non-linear optimization prob-

lem, that is, finding the optimal position at which the RF device can generate signals

that closely match those received by the base stations (see S3.2). This challenge

squarely falls within the realm of machine learning. In the wake of the deep learning

(DL) surge, some studies [9, 84, 123–125] have begun to exploit DL advancements to

confront these challenges. These works have successfully showcased that DL surpasses

traditional localization algorithms in terms of accuracy and stability. The success of

previous attempts has inspired our investigation into the potential of DNNs, while

addressing the following two main limitations:

• Current methods are largely reliant on supervised learning, in which the efficacy is

intimately tied to the volume and quality of training samples (i.e., accurate location

labels). To this end, existing methods require another set of high-precision optical

localization systems, such as OptiTrack [84] or Lidar [45], to amass the training

datasets. This necessity adds significant complexity to deployment. Additionally,

the lack of high-quality, large-scale datasets specifically tailored for this purpose

further exacerbates the challenges in the community.

• Current methods face the challenge of non-transferability. In particular, the train-

ing dataset is intimately tied to the specific layout of a scene, which means that

the value of datasets collected in other environments or at earlier times drastically

diminishes. This limitation hampers the universal deployment of a trained model

across diverse environments, thus impeding scalability. This constrained adapt-
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ability represents a significant drawback in existing approaches, highlighting the

demand for techniques with enhanced versatility across multiple scenarios.

To address the above limitations, we propose the Transformer-based localization

(TBL) model, distinguished by its proficiency in contextual understanding and abil-

ity to discern relationships between sequential elements. Our model is distinct from

previous works [126, 127], which utilized individual components of the Transformer

model (e.g., encoders or decoders). Instead, our study exploits the full potential of

the Transformer architecture, aiming to understand both the contextual scenes and

the intricate relationships between phase measurements and positions. To unleash

the generalizability of the TBL model across scenes, we introduce NeRF2, a tailored

variant of the Generative Pre-training Transformer (GPT) model for localization.

NeRF2, which serves as the pre-training version for the TBL model, is pre-trained

on 1.4 million localization data samples. Like linguistic models such as ChatGPT

that generate text from provided contexts, NeRF2 “generates” locations by process-

ing contextual RF signals and previously determined positions. Specifically, we make

the following efforts:

‚ Focusing on antenna array-based triangulation, we present an inventive hierarchical

neural network architecture adapted from the Transformer model. The architecture

comprises multiple A-Subnetworks and a singular T-Subnetwork. Each A-Subnetwork

ingests phase measurements acquired from a specific antenna array as tokens, gen-

erating Angle-of-Arrival (AoA) results and directional features. The T-Subnetwork

integrates the combined feature vectors along with the historical positions of the tar-

get device to generate its current position. The A-Subnetworks and T-Subnetwork

are built using Transformer encoders and decoders, respectively. This arrangement

harmonizes ideally with the core architecture of the original Transformer.

‚ Second, we propose a semi-supervised training methodology. Past DL-based local-

ization systems [9,84,123–125] require the use of absolute location labels to guide the
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neural network’s training in a supervised manner. As previously mentioned, this strict

requirement for label acquisition necessitates the use of a secondary high-precision lo-

calization system, thereby increasing deployment costs and operational complexity.

In this work, we introduce two novel loss functions that are designed to minimize

the discrepancy between the actual and predicted distances of two sampled locations.

Without the need for absolute position labels, the network model can predict two lo-

cations whose distances closely align with the ground truth. This subtle modification

allows the collection of RF signals using a pair of fixed target devices with a known

separation.

‚ Finally, the micro-benchmark results compellingly demonstrate that our proposed

Transformer model consistently outperforms other state-of-the-art solutions, with im-

provements ranging between 30% and 70%. In light of these promising outcomes, we

are excited to release a pre-training version of the Transformer-based localization

(TBL) model, LocGPT, which is equipped with 36 million parameters. As a robust

initial model for localization, LocGPT can be effectively fine-tuned for a specific scene

using less than 50% of the sample data ordinarily required. This design has the po-

tential to significantly lower the barriers to adoption, making high-accuracy indoor

localization more accessible across a wide range of applications and environments.

Summary. Our main contributions are fourfold. First, we repurpose the Transformer

model to achieve the antenna array-based triangulation. Second, we propose a semi-

supervised training methodology to reduce deployment costs and operational com-

plexity. Finally, we release the first pre-training model LocGPT to achieve widespread

transfer learning in the indoor localization domain.
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6.2 Overview

Antenna arrays, widely utilized for high-capacity communication processes such as

MIMO and beamforming, are increasingly being repurposed for indoor localization by

many prominent standard organizations. Examples include the enhancements seen

in Wi-Fi 802.11 az and Bluetooth 5.1 or above versions. The primary advantage of

using antenna arrays lies in their capability to amplify signal strength and enhance

localization precision by harnessing spatial diversity and the directionality of signal

propagation. Following this trend, our proposed system employs planar antenna

arrays to accurately locate wireless terminals, encompassing RFID tags, Bluetooth

labels, Wi-Fi devices, and beyond, in 3D space. Our design is a versatile solution

that transcends the constraints of specific wireless technologies.

Antenna arrays, commonly used in high-capacity communications, such as MIMO

and beamforming, are now being adapted for indoor localization by leading standard

organizations, as seen in Wi-Fi 802.11 az and Bluetooth 5.1+. Their strength lies

in enhancing signal strength and localization accuracy through spatial diversity and

directional signal propagation. In line with this, our system uses antenna arrays to

pinpoint various wireless terminals, offering a technology-agnostic solution.

We also harness the power of the Transformer to address the problem of indoor local-

ization. The Transformer, composed of encoders and decoders, is originally designed

for natural language processing (NLP) tasks, such as language translation. It has now

become the de facto standard model for NLP that is widely adopted for many ap-

plications, such as ChatGPT [128] and LLaMA [129]. On a broader scale, our entire

system operates analogously to the task of sequence-to-sequence language transla-

tion. The Transformer encoders ingest a sequence of phase measurements (recorded

by antennas), whereas the Transformer decoders convert this sequence to a sequence

of positions. Toward this objective, we first introduce how the Transformer has been

repurposed to serve our localization task in S6.3. Then, we demonstrate the feasibility
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Fig. 6.1: TBL Network Architecture. It consists of two layers of neural networks. The
first layer is the A-Subnetwork assigned to each base station with the purpose of estimating
the AoA relative to the current antenna array. The second layer is the T-Subnetwork aiming
to pinpoint the final position by feeding the AoA feature from three A-Subnetworks.

and effectiveness of the proposed model via a comprehensive micro-benchmark in S6.4

across the high-quality dataset (see S3.3). Finally, we introduce the first pre-training

Transformer model, LocGPT, in S6.5 and evaluate it in S6.6.

6.3 Transformer-based Localization

This section provides a detailed account of the repurposed Transformer for the local-

ization task. The approach is termed “Transformer-based Localization” (TBL).

6.3.1 Network Architecture

As illustrated in Fig. 7.5, the architecture of our model is underpinned by the Trans-

former neural network, which mainly consists of two types of subnetworks: the AoA

subnetwork (A-Subnetwork) and the triangulation subnetwork (T-Subnetwork). (1)

A-Subnetwork: Each A-Subnetwork is dedicated to fit Eqn. 3.21 by accepting the

phase values collected by an antenna array. An A-Subnetwork is realized by exploit-

ing the powerful capabilities of the Transformer encoders, which are renowned for
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their proficiency in discerning intricate patterns and hierarchically structured repre-

sentations within the input data. The model architecture accommodates an arbi-

trary number of A-Subnetworks, each corresponding to a distinct base station. These

A-Subnetworks operate independently of one another, transforming their respective

inputs into an AoA and corresponding directional features. These outputs then col-

lectively serve as the input to the T-Subnetwork. (2) T-Subnetwork: Equipped

with Transformer decoders, the T-Subnetwork collates the directional and feature

vectors provided by the A-Subnetworks to yield a precise estimate of the target’s

location. Namely, it is designed to fit Eqn. 3.25 mathematically. Owing to the se-

quence generation capabilities of the Transformer decoders, the T-Subnetwork also

effectively incorporates historical location data, thereby refining the accuracy of lo-

cation predictions. In the following, we delve into a detailed examination of each

subnetwork.

6.3.2 A-Subnetwork

Inspired by the Transformer encoder stack, the A-Subnetwork is designed to estimate

the AoA of the RF signals that are transmitted from the target device. More formally,

the 𝑖th A-Subnetwork denoted by 𝒜𝑖 is defined as follows:

𝒜𝑖 :

ˆ

𝐴𝑖,
␣

p𝑡𝑗,Φ𝑗q
loomoon

Current

, p𝑡𝑗´1,Φ𝑗´1q, . . . , p𝑡𝑗´𝑀 ,Φ𝑗´𝑀q
loooooooooooooooooomoooooooooooooooooon

ď𝑀 recent measurements

(

˙

Ñ p𝜔⃗𝑖,ℱ𝑖q (6.1)

where 𝐴𝑖 denotes the location of the 𝑖th station, and p𝑡𝑗,Φ𝑗q represents the phase

values Φ𝑗 “ t𝜑1
𝑗 , 𝜑

2
𝑗 , ¨ ¨ ¨ , 𝜑𝐾

𝑗 u, which are measured by the station equipped with 𝐾

antennas at the time 𝑡𝑗. The subnetwork takes the required current phase measure-

ment Φ𝑗 and optional recent historical measurements, namely Φ𝑗´1,Φ𝑗´2, . . . ,Φ𝑗´𝑀 .

The total number of measurements does not exceed 𝑀 ` 1. The direction vector 𝜔⃗𝑖

indicates the estimated AoA, while ℱ𝑖 is the feature vector that is utilized by the

subsequent subnetwork. Next, we elaborate on the subnetwork.
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Input Representation

Each A-Subnetwork processes a spatial spectrum. We favor the use of spatial spec-

trum over raw phase values as input due to several key considerations. First, fluctua-

tions in the antenna array size integrated into the base station (e.g., 3ˆ3 or 4ˆ4) can

lead to inconsistent input dimensions. Second, the device’s operational frequencies

may vary (e.g., 800MHz or 2.4GHz), such that even the sample phase value reflects

the different distances traversed by the RF signals at varying frequencies. Finally,

using raw phase values as inputs fails to consider the structure of the antenna array.

For instance, 16 phase values could be measured by arrays of 1ˆ 16, 4ˆ 4, and 2ˆ 8,

but this structural information would be lost in the phase sequence. These variations

in hardware configurations could undermine the model’s universality.

(1) Spectra as Tokens: In contrast, spatial spectra are closely linked with the

hardware configurations. Regardless of the hardware setup, the spatial spectra of a

consistent size can be generated using Eqn. 3.20. The size of the spatial spectrum

depends solely on the granularity with which we traverse the spatial domain. Thus, we

partition the space into 36ˆ10 directions with a granularity of 10˝ to strike a balance

between resolution and computational load. Directions with elevation angles less than

10˝ should be disregarded due to the limited directionality of directional antennas,

which is typically less than 80˝. Hence, the spatial spectrum size is standardized to

36 ˆ 9, which we subsequently reshape into a 324-dimension vector that serves as a

token. This can be formally expressed as:

Ω “

”

𝒫p0˝, 0˝q,𝒫p0˝, 10˝q, ¨ ¨ ¨ ,𝒫p350˝, 70˝q,𝒫p350˝, 80˝q

ı

(6.2)

where 𝒫p𝛼, 𝛽q denotes the normalized relative power at the direction 𝜔p𝛼, 𝛽q (refer

to Eqn. 4.11).

Contrary to previous works [84,90,130] that transform spectra into images and employ

CNN or AutoEncoder for feature extraction, we opted to preserve a whole spectrum
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as a single token form for three primary reasons. First, image recognition is a highly

time-intensive process. Second, our experience suggests that the partitioning of im-

ages (for instance, ViT patches) causes disorganization within the spectrum, leading

to training misconvergence. Finally, an image-centric approach tends to fall into the

approaches of signature-based localization, in which an image feature corresponds to

a specific location, making it extremely susceptible to environmental factors.

(2) Learning from History: It is important to note that phase measurements from

the same object are intricately interconnected over time. Given that historical mea-

surements may help eliminate transient interference, we thus assemble the current

measurement and 𝑀 preceding ones into a token sequence that are fed into the sub-

network. Prior measurements are not mandatory. In cases where past measurements

are lacking, their corresponding tokens can simply be set to zero. Nevertheless, the

maximum number of tokens fed into the subnetwork is set to 𝑀 . The measurement

time could be seen as the “position” of a measurement within the sequence. To in-

corporate this aspect, we encode the time using the positional encoding scheme as

follows.

PEp𝑥q “
“

sin
`

20{𝐿𝜋𝑥
˘

, cos
`

20{𝐿𝜋𝑥
˘

, . . . , sin
`

2p𝐿´1q{𝐿𝜋𝑥
˘

, cos
`

2p𝐿´1q{𝐿𝜋𝑥
˘‰ (6.3)

Originally devised to encode positions within the Transformer model, PEp𝑥q has

evolved to augment the dimension of any number 𝑥 from one to 2𝐿. Today, it has

been widely used across various DL contexts. In our scenario, we first encode the

measurement time using PEp𝑡q into a 324-dimensional vector, which is then added

to the token. Hence, the input for an A-Subnetwork at time 𝑡𝑗 can be formally

represented as:

Ip𝑡𝑗q “
“

Ω𝑗 ` PEp𝑡𝑗 ´ 𝑡𝑗q,Ω𝑗´1 ` PEp𝑡𝑗 ´ 𝑡𝑗´1q, . . . ,Ω𝑗´𝑀 ` PEp𝑡𝑗 ´ 𝑡𝑗´𝑀q
‰

where the time is expressed relative to the current time 𝑡𝑗. In addition, Ω𝑗, . . . ,Ω𝑗´𝑀

are the spectra obtained at time 𝑡𝑗, . . . , 𝑡𝑗´𝑀 , i.e., 𝑡𝑗 ą 𝑡𝑗´1 ą ¨ ¨ ¨ ą 𝑡𝑗´𝑀 . The
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input consistently comprises 𝑀 ` 1 tokens. Missing tokens are filled with zeros. Our

evaluation advises 𝑀 “ 5 in practice.

Discussion: In our approach, positional encoding is applied exclusively to the syn-

chronized timestamps of data from each base station. The spatial spectra derived

from each base station naturally serve as a form of “spatial encoding” for phase, as

depicted in Section 2.1. Therefore, we omit additional positional encoding for spatial

spectra.

Network Body

Each A-subnetwork consists of multiple Transformer encoders. The encoder is a key

building block in the Transformer architecture, primarily designed for processing se-

quential data in NLP tasks. This encoder operates through multiple layers, each

consisting of two main components: a self-attention mechanism and a position-wise

feed-forward neural network. The self-attention mechanism allows the model to weigh

the relevance of each element in a sequence relative to all other elements, thus cap-

turing dependencies regardless of their distance in the sequence. The position-wise

feed-forward networks, which are applied independently to each position, involve two

linear transformations with a GELU activation in between. Layer normalization and

residual connections are employed around both the self-attention and feed-forward

sub-layers to stabilize the learning process. Then, these layers are stacked to construct

the complete Transformer encoder, which transforms input data into a higher-level

feature representation that captures complex patterns within the data.

Network Output

Unlike CNNs, the Transformer retains the dimensionality of the input to ensure con-

sistency and compatibility between layers. This means each layer’s input and output

dimensions remain the same. As we feed in 𝑀 ` 1 tokens, the outputs are 𝑀 ` 1
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feature vectors with 324 dimensions, denoted by ℱ𝑖. An additional Multilayer Percep-

tron (MLP, a two-layer fully connected network) is appended to decode the features

into a directional vector 𝜔⃗𝑖p𝛼, 𝛽q, which represents the estimated AoA. Considering

the location of the station 𝐴𝑖, the direction can be formulated as a ray:

𝑙⃗𝑖 “ 𝐴𝑖 ` 𝜔𝑖 ¨ 𝑢 “ 𝐴𝑖 ` MLPpℱ𝑖q ˆ 𝑢 (6.4)

where 𝑢 is the distance between the 𝐴𝑖 and a point on the ray. Given three A-

Subnetworks, we finally obtain three rays, namely, 𝑙⃗1, 𝑙⃗2, and 𝑙⃗3.

6.3.3 T-Subnetwork

Our model incorporates a single T-Subnetwork to compute the final position using

the resulting AoAs. A T-Subnetwork denoted by 𝒯 can be formally expressed as

follows:

𝒯 :

ˆ

`

𝐴1,ℱ1p𝑡𝑗q
˘

,
`

𝐴2,ℱ2p𝑡𝑗q
˘

,
`

𝐴3,ℱ3p𝑡𝑗q
˘

˙

Ñ 𝑃𝑗p𝑥, 𝑦, 𝑧q (6.5)

where 𝑃𝑗p𝑥, 𝑦, 𝑧q is the 3D location of the wireless terminal at time 𝑡𝑗. One might ques-

tion the necessity for the T-Subnetwork, given that the previous three A-Subnetworks

have already provided AoA directions. Theoretically, we could compute the intersec-

tion of these three rays using a geometric approach, if they intersect at all. However,

our observations reveal that these three rays rarely intersect at a single point in 3D

space, as shown in Fig. 6.2(a). In such scenarios, the goal is to identify a point clos-

est to the three rays, thereby transforming the problem into another optimization

task (see Eqn. 3.25). Notably, recent location estimations can greatly aid in current

predictions, especially when tracking a moving target. Therefore, we must devise a

strategy to incorporate this motion context into our model. In response to this, em-

ploying another neural network, referred to as the T-Subnetwork, has demonstrated

its effectiveness in tackling the issues.

118



6.3. Transformer-based Localization

Input Representations

As aforementioned, the network should consider two factors: the directional rays

and the historically estimated locations. Thus, we have two types of inputs for the

T-Subnetwork, which we discuss below.

(1) Input I: Triangulation determines the intersection of the three rays, each orig-

inating from a known location and representing a direction. This necessitates the

inclusion of both the base station’s location 𝐴𝑖p𝑥𝑖, 𝑦𝑖, 𝑧𝑖q and the directional features

ℱ𝑖p𝑡𝑗q into the T-Subnetwork. Specifically, the station’s location 𝐴𝑖 is first encoded

using PEp¨q and then multiplied with the feature ℱ𝑖p𝑡𝑗q. Finally, the updated feature

vectors from the three A-Subnetworks are combined into a single vector, which is

then inputted into the T-Subnetwork. This can be formally represented as:

I1p𝑡𝑗q “ PEp𝐴1q b ℱ1p𝑡𝑗q ` PEp𝐴2q b ℱ2p𝑡𝑗q ` PEp𝐴3q b ℱ3p𝑡𝑗q (6.6)

where PEp𝐴𝑖q “ rPEp𝑥𝑖q,PEp𝑦𝑖q,PEp𝑧𝑖qs. Here, 𝑥𝑖, 𝑦𝑖, and 𝑧𝑖 are enhanced to a

108D vector using the PEp¨q and subsequently merged into a singular 324D vector.

The symbol b stands for the Hadamard product. This approach ensures the input is

standardized, regardless of the number of deployed base stations.

(2) Input II: Given that the positions of a target are intrinsically interrelated, the

T-Subnetwork input additionally comprises 𝑀 historical position tokens along with a

“start-of-sequence” (SOS) token, specifically employed to initiate the decoding proce-

dure. Similarly, we treat the time as the “position” within the sequence context when

the target is found at 𝑃𝑗. Both are encoded using PEp𝑥q and then combined to form

an embedding token. Thus, the second input can be represented as

I2p𝑡𝑗q “ rPEp𝑡𝑗 ´ 𝑡𝑗´1q ` PEp𝑃𝑗´1q, ¨ ¨ ¨ ,PEp𝑡𝑗 ´ 𝑡SOSq ` PEp𝑃SOSqs (6.7)

with the phase values measured at time 𝑡𝑗, wherein we are predicting the position of
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the device at time 𝑡𝑗. Both the time and location are expanded to a 324D vector.

Hence, every element in I2 is a 324D token, which matches the dimensionality in

the A-Subnetwork. The consistent dimensionality is particularly relevant during the

cross-attention phase where the decoder attends to the encoder’s outputs. The second

input contains a maximum of 𝑀 ` 1 tokens. Similarly, the history is not mandatory.

In cases where we are first localizing the object, the initial context 𝑃SOS and 𝑡SOS

can be set to zero. Even for the stationary object, the historical context could help

reduce potential errors.

Network Body

The T-Subnetwork is composed of multiple Transformer decoders, which are instru-

mental in sequence generation tasks. Each decoder layer comprises three princi-

pal components: self-attention, encoder-decoder attention, and a position-wise feed-

forward network. (1) The self-attention mechanism allows each token in the input

sequence to focus on other tokens within the same sequence, which helps in under-

standing the sequence’s context. As depicted in Fig. 7.5, the input I2p𝑡𝑗q is fed into

the self-attention block, which attends to the historical trajectory. Once a position is

predicted by the T-Subnetwork, the output position is added to I2p𝑡𝑗`1q, contribut-

ing to the tracking context. This mode is often referred to as “autoregressive”. (2)

The encoder-decoder attention allows every position in the decoder to attend to all

features in the input sequence captured by the encoder, helping the decoder con-

centrate on the input’s relevant parts. In the figure, input I1p𝑡𝑗q is integrated into

the encoder-decoder attention block. (3) The output of features from the decoder is

directed through an MLP for the final positions prediction.
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Output

The final output of the T-Subnetwork represents the ultimate spatial location of the

wireless terminal at time 𝑡𝑗. This is achieved through the synergistic operations of

both the subnetworks, which analyze spatial spectrum data and execute a sequence of

historical location estimations to determine the terminal’s position in the space. To

enable autoregressive learning, the current predicted position 𝑃𝑗 will be appended to

I2p𝑡𝑗`1q for the next prediction. If the total number of tokens is greater than 𝑀 ` 1,

the oldest predictions are removed.

6.3.4 Semi-Supervised Training

Next, we introduce a novel semi-supervised training approach along with the loss

functions.

(1) Position Loss: All past DL-based indoor solutions, such as DLoc [9] and

iArk [84], adopt the supervised training approach, i.e., providing the absolute lo-

cation labels and using the distance between the predictions and true location labels

for the loss function. In particular, their loss functions are defined as follows:

ℒ0 “ } p𝑃𝑗 ´ 𝑃𝑗} (6.8)

where p𝑃𝑗 and 𝑃𝑗 are the predicated location and the ground truth, respectively. This

approach requires us to acquire the absolute locations using a second high-precision

positioning system, such as the OptiTrack or Lidar. However, such a cumbersome

deployment mode prevents the spread of DL-driven localization. This limitation

motivates us to find new loss functions that do not require absolute position labels.

(2) Distance Loss: Our first loss involves the distance between two sampled loca-

tions. We design a Y-shaped handle with two terminals fixed at the two heads at a

known distance 𝐷, as shown in Fig. 6.2(b). As this handle is maneuvered in space,
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Chapter 6. Understanding Localization by a Tailored GPT

(a) (b)

Fig. 6.2: Intersection and Dataset Collection. (a) shows the different intersection
cases by three rays. (b) shows our proposed dataset collection approach where two wireless
terminals are fixed at the two heads of the Y-shaped handle with a known constant distance.

base stations collect two RF signals, each from a terminal. The data are then con-

verted into two spatial spectra and processed by the model. Consequently, the model

can predict two results, p𝑃 1
𝑗 and p𝑃 2

𝑗 , for the two devices at time 𝑡𝑗, respectively. Then,

we can define the distance loss as follows:

ℒ1 “
ˇ

ˇ} p𝑃 1
𝑗 ´ p𝑃 2

𝑗 } ´ 𝐷
ˇ

ˇ (6.9)

This subtle shift obviates the necessity for recording the absolute locations of the two

sampled points. This approach greatly simplifies the process of data collection by

eliminating the need for additional positioning systems.

(3) Variance Loss: Prior solutions tend to emphasize minimizing ℒ0, often over-

looking the variability in the resultant errors. When it comes to triangulation, this

variability manifests as the area of intersection of the three rays. Ideally, these three

rays would converge at a single point. Yet, they often form a triangle, within which

the wireless device might be located. Therefore, it is ideal to minimize the area of this

error triangle as much as possible. With this perspective in mind, we propose another

loss function that is intended to reduce the area of the intersection region. This issue

might be amplified in three dimensions as the three rays might not intersect at all,

as shown in Fig. 6.2(a). In such instances, computing the area is unfeasible. Thus,
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6.3. Transformer-based Localization

we use the perimeter instead for the loss:

ℒ2 “ 𝒟p⃗𝑙1, 𝑙⃗2q ` 𝒟p⃗𝑙2, 𝑙⃗3q ` 𝒟p⃗𝑙1, 𝑙⃗3q (6.10)

where 𝒟p¨q signifies the distance of two rays. The rays of 𝑙⃗1, 𝑙⃗2, and 𝑙⃗3 are the outputs

of the A-Subnetwork (see Eqn. 6.4). The minimization of distances can bring these

rays closer together in a manner that they are near-intersecting or intersect within a

small region, which can be considered an approximation of an intersection point under

practical circumstances. It is often sufficient for indoor localization applications.

The ℒ2 is solely back-propagated into the A-Subnetworks for parameter adjustment

without affecting the T-Subnetwork. This characteristic can further instruct the A-

subnetworks in the acquisition of AoA knowledge. Previous studies [84,90,130] have

reported the use of triangulation-based deep learning with the inclusion of CSI images

or spatial spectra as inputs. Regrettably, these studies lack a mechanism to verify

the model’s triangulation fitting. Most of the time, the model functions similarly

to a fingerprint-based localization, outputting a location given an image resembling

a previously learned one. Our novel loss function, solely back-propagated to the

A-subnetwork, guarantees that the produced features are truly relevant to the AoA.

(4) Joint Loss: A joint loss function can be formulated to combine the two loss

components, i.e., the deviation between predicted and true distances and the area of

intersection region. The overall loss function can be written as follows:

ℒ3 “ 𝜆ℒ1 ` p1 ´ 𝜆q
`

ℒ1
2 ` ℒ2

2

˘

(6.11)

where ℒ1 is the distance loss, and ℒ1p2q

2 are the variance loss for the two devices’

predicted positions 𝑃 1p2q, respectively. 𝜆 is a hyperparameter that determines the

relative weighting of the two loss terms and can be tuned for optimal performance.

Discussion: Compared to methods that employed Lidar or OptiTrack, this semi-
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Chapter 6. Understanding Localization by a Tailored GPT

supervised approach substantially reduces both the cost and complexity of training

dataset collection. Since the model never receives absolute position labels as input, it

develops its own global coordinate system. The coordinates generated by the model

need to be aligned with the real-world coordinate system through a coordinate trans-

formation, which can be achieved by positioning several anchors at known locations.

6.4 Micro-Benchmark

In this section, we evaluate the TBL solution using the collected datasets, focusing

on the errors in individual scenes.

Experimental Setup.

We construct individual models for each distinct setting without addressing the trans-

ferability of these models. Thus, a total of 50 TBL models are trained for the corre-

sponding 50 scenarios. In Section 6.4.4, we evaluate various model configurations and

ultimately adopt a structure comprising two standard encoders for the A-Subnetwork

and two decoders for the T-Subnetwork in micro-benchmark. Within this setup, each

attention layer features eight heads, each with 64 dimensions. This architecture re-

sults in a total of approximately 12 million parameters for the entire model. In the

training process, we split the collected dataset into segments in the time domain, each

containing 10 samples to facilitate learning from historical data. The samples in each

segment are fed into the model sequentially for training or testing. We allocate 80%

of segments for training purposes and reserve the remaining 20% for testing. During

the training process, the joint loss with 𝜆 “ 0.05 is employed, in which the ℒ2 is

sole-propagated to the encoder. During model training, we maintain a batch size of

4096 and subject each dataset to 5,000–7,000 iterations of training. Our model is

trained on a server equipped with an AMD 3955WX processor, 64 GB of RAM, and

two NVIDIA 4090 GPUs. The training process in each setting takes approximately
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Table 6.1: Accuracy of RFID Localiza-
tion (mean errors in cm)

# TBL
(w/ history)

TBL
(w/o history) iArk DLoc

S01 8.2˘6.4 10.9 (24.8% Ò) 13.2 (37.9% Ò) 23.4 (65.0% Ò)
S02 9.7˘7.1 13.5 (28.1% Ò) 31.7 (69.4% Ò) 32.6 (70.2% Ò)
S03 18.3˘10.8 25.1 (27.1% Ò) 46.4 (60.6% Ò) 37.7 (51.5% Ò)
S04 27.4˘16.4 33.7 (18.7% Ò) 70.9 (61.4% Ò) 46.1 (40.6% Ò)
S05 33.7˘19.8 47.9 (29.6% Ò) 91.2 (63.0% Ò) 56.6 (40.5% Ò)
S06 37.5˘34.9 62.5 (40.0% Ò) 99.1 (62.2% Ò) 63.5 (40.9% Ò)
S07 38.1˘24.6 51.2 (25.6% Ò) 110.7 (65.6% Ò) 63.2 (39.7% Ò)
S08 55.2˘31.3 79.0 (30.1% Ò) 118.2 (53.3% Ò) 85.0 (35.1% Ò)
S09 60.8˘36.0 88.2 (31.1% Ò) 133.1 (54.3% Ò) 87.3 (30.4% Ò)
S10 35.8˘27.3 57.4 (37.6% Ò) 167.1 (78.6% Ò) 78.1 (54.2% Ò)
S11 41.9˘28.4 52.4 (20.0% Ò) 179.0 (76.6% Ò) 72.6 (42.3% Ò)
S12 43.5˘29.1 63.7 (31.7% Ò) 91.2 (52.3% Ò) 88.2 (50.7% Ò)
S13 52.9˘34.1 65.3 (19.0% Ò) 108.5 (51.2% Ò) 101.2 (47.7% Ò)
S14 39.3˘26.6 60.5 (35.0% Ò) 114.0 (65.5% Ò) 76.3 (48.5% Ò)
S15 10.2˘6.8 16.4 (37.8% Ò) 60.5 (83.1% Ò) 13.2 (22.7% Ò)
S16 14.2˘9.7 23.8 (40.3% Ò) 38.8 (63.4% Ò) 29.6 (52.0% Ò)
S17 14.5˘10.1 20.2 (28.2% Ò) 36.0 (59.7% Ò) 41.4 (65.0% Ò)
S18 7.0˘3.7 9.9 (29.3% Ò) 29.1 (75.9% Ò) 13.2 (47.0% Ò)
S19 5.1˘2.4 9.1 (44.0% Ò) 31.2 (83.7% Ò) 9.7 (47.4% Ò)
S20 5.9˘2.7 8.9 (33.7% Ò) 25.3 (76.7% Ò) 11.3 (47.8% Ò)
S21 9.7˘5.6 8.9 (9.0% Ó) 19.8 (51.0% Ò) 9.4 (3.2% Ó)
S22 8.1˘6.9 13.7 (40.9% Ò) 33.2 (75.6% Ò) 15.3 (47.1% Ò)
S23 4.4˘3.1 8.2 (46.3% Ò) 18.6 (76.3% Ò) 9.4 (53.2% Ò)
S24 6.6˘4.3 9.9 (33.3% Ò) 16.4 (59.8% Ò) 13.6 (51.5% Ò)
S25 10.8˘7.6 13.0 (16.9% Ò) 16.7 (35.3% Ò) 23.7 (54.4% Ò)
S26 8.6˘5.0 10.7 (19.6% Ò) 14.2 (39.4% Ò) 13.2 (34.8% Ò)
S27 7.8˘5.4 13.1 (40.5% Ò) 20.5 (62.0% Ò) 22.2 (64.9% Ò)
S28 14.7˘9.5 16.3 (9.8% Ò) 15.7 (6.4% Ò) 21.5 (31.6% Ò)

Mean 22.5˘14.8 31.9 (28.9% Ò) 62.5 (60.7% Ò) 41.4 (45.5% Ò)

Table 6.2: Accuracy of Wi-Fi Localiza-
tion (mean errors in cm).

# TBL
(w/o history)

TBL
(w/ history) iArk DLoc

S29 23.8˘14.2 29.1 (18.2% Ò) 74.8 (68.2% Ò) 63.2 (62.3% Ò)
S30 21.2˘12.5 28.1 (24.6% Ò) 73.2 (71.0% Ò) 61.8 (65.7% Ò)
S31 21.8˘13.1 30.4 (28.3% Ò) 68.2 (68.0% Ò) 59.5 (63.4% Ò)
S32 20.3˘12.9 28.2 (28.0% Ò) 71.5 (71.6% Ò) 58.8 (65.5% Ò)
S33 22.4˘14.0 30.5 (26.6% Ò) 73.9 (69.7% Ò) 60.4 (62.9% Ò)
S34 16.4˘8.5 19.4 (15.5% Ò) 54.2 (69.7% Ò) 37.2 (55.9% Ò)
S35 11.2˘6.3 14.7 (23.8% Ò) 48.7 (77.0% Ò) 32.1 (65.1% Ò)
S36 14.1˘7.7 18.0 (21.7% Ò) 45.2 (68.8% Ò) 36.6 (61.5% Ò)

Mean 18.9˘11.1 24.8 (23.3% Ò) 63.7 (70.5% Ò) 51.2 (62.8% Ò)

Table 6.3: Accuracy of BLE Localiza-
tion (mean errors in cm)

# TBL
(w/o history)

TBL
(w/ history) iArk DLoc

S37 19.8˘10.4 24.2 (18.2% Ò) 35.9 (44.8% Ò) 30.5 (35.1% Ò)
S38 37.5˘25.2 43.2 (13.2% Ò) 58.2 (35.6% Ò) 54.9 (31.7% Ò)
S39 39.2˘27.9 47.7 (17.8% Ò) 63.5 (38.3% Ò) 58.0 (32.4% Ò)
S40 7.0˘4.8 11.5 (39.1% Ò) 10.3 (32.0% Ò) 27.0 (74.1% Ò)
S41 6.6˘2.7 10.3 (35.9% Ò) 9.9 (33.3% Ò) 24.4 (73.0% Ò)
S42 6.6˘5.0 8.1 (18.5% Ò) 27.8 (76.3% Ò) 19.9 (66.8% Ò)
S43 5.1˘4.7 7.8 (34.6% Ò) 26.2 (80.5% Ò) 21.7 (76.5% Ò)
S44 32.5˘22.2 36.5 (11.0% Ò) 65.2 (50.2% Ò) 48.3 (32.7% Ò)
S45 36.2˘24.8 40.1 (9.7% Ò) 68.7 (47.3% Ò) 51.6 (29.8% Ò)
S46 50.2˘45.8 65.8 (23.7% Ò) 80.0 (37.2% Ò) 103.8 (51.6% Ò)
S47 52.9˘47.7 67.3 (21.4% Ò) 84.5 (37.4% Ò) 105.2 (49.7% Ò)
S48 101.1˘51.9 107.0 (5.5% Ò) 122.6 (17.5% Ò) 137.8 (26.6% Ò)
S49 72.3˘40.5 90.5 (20.1% Ò) 114.6 (36.9% Ò) 97.5 (25.8% Ò)
S50 45.9˘34.7 56.2 (18.3% Ò) 82.1 (44.1% Ò) 75.5 (39.2% Ò)

Mean 36.6˘24.9 44.0 (20.5% Ò) 60.7 (43.7% Ò) 61.2 (46.1% Ò)

4–6 hours each. We accomplished the complete training tasks in 11 days.

6.4.1 Accuracy

The accuracy of our model is gauged by the position error, which is conceptualized

as the Euclidean distance between the predicted and actual positions. For a com-

parative analysis, we adopt the SOTA solutions, namely, iArk [84] and DLoc [9] –

as benchmark references. Using spatial spectra in image format, both approaches

leverage ResNet coupled with MLP to determine the positions. Particularly, DLoc

integrates an additional ResNet-based decoder for consistency verification. In con-

trast, the Transformer ingests spatial spectra as tokens, which may include or exclude

historical data. To ensure unbiased comparisons, input spatial spectra dimensions are

consistently set at 36 ˆ 9. Both iArk and DLoc were trained using the same dataset

and under the same train/test sets settings as TBL. The outcomes for the three

technologies are tabulated in Table 6.1, Table 6.2, and Table 6.3, respectively. In

the table, the red arrow (Ò) indicates an increase in percentage error, reflecting a
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decrease in performance compared to the TBL with historical context. Conversely,

the green arrow (Ó) represents a reduction in percentage error, indicating improved

performance relative to the TBL with historical context. Overall, the TBL model

consistently outperforms the other solutions across all three datasets, regardless of

the inclusion of historical data. Given the space constraints, we focus solely on the

RFID results for analysis. The findings from the other two datasets indicate similar

results. Specifically, we observe the following:

‚ First, the TBL reduces errors by 60.7% and 45.5% on average when compared with

iArk and DLoc, respectively. An outlier (9.4 cm vs. 8.9 cm) is evident in S21. This

marginal 3.2% deviation lies within the standard deviation.

‚ Second, the errors of the TBL without historical context are derived from the

localization errors of the first samples in the test segments, where no historical context

is available. The TBL results with historical context cover the cases with the context

from 1 to 10 samples. The results demonstrate that the inclusion of past data enhances

accuracy by an estimated 28.9%.

‚ Third, a pronounced correlation exists between accuracy and the RSS. This cor-

relation is evident in the results from the S01 to S11 scenarios, all gathered within

the same environment but at varying distances. As the range increases (specifically,

between 5 and 55 m), the RSS weakens, spanning from -62.5 dBm to -88.6 dBm,

which in turn elevates the mean error values, ranging from 8.2 cm to 41.9 cm.

‚ Fourth, the best outcomes are discerned in S23, S19, and S20. These results are

attributable to their augmented densities (e.g., 22,627 samples per 𝑚3) and reduced

distances (e.g., 7 m). Conversely, the least accurate outcomes are recorded in seg-

ments S8–S11, stemming from notably feeble signals (e.g., -88.6 dBm) and extended

distances (e.g., 40 m).

‚ Finally, comparable configurations within identical scenes (e.g., S18–S22 within

Scene E and S24–S28 within Scene G) display closely aligned errors (e.g., deviations
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of 22.6% and 29.4%, respectively). This finding suggests that localization precision

is predominantly influenced by scene layouts rather than specific settings, such as

station placements.

Discussion. The superior performance of TBL when compared with SOTA meth-

ods can be attributed to several key factors. Primarily, the self-attention mechanism

allows the model to intelligently weigh signals across various time intervals. This

is further enhanced by the contextual processing capability of Transformers, which

processes data in parallel, fostering a deeper understanding of inter-measurement re-

lationships. Moreover, the model’s hierarchical feature abstraction strategy, where

encoders in the A-Subnetwork are tasked with AoA estimation and decoders in the

T-Subnetwork focus on triangulation, facilitates a refined analysis of environmental

dynamics. The integration of historical context aids in mitigating instantaneous in-

terference and noise, ensuring consistent outcomes. Lastly, the introduction of a joint

loss function integrates the distinct roles of encoders and decoders, culminating in

enhanced localization precision.

6.4.2 Ablation Study

Next, we investigate the influence of various loss functions on localization accuracy.

We measure errors using three distinct loss functions: ℒ0 (Eqn. 6.8), ℒ1 (Eqn. 6.9),

and the joint loss ℒ3 “ ℒ1 ` ℒ2 (Eqn. 6.11). In our subsequent experiments, we

primarily utilize the S03 dataset, chosen for its characteristic base station deployment

distances typical of indoor localization scenarios, unless specified otherwise. For the

ablation study, to ensure fairness, we maintain consistent hyper-parameters across

various loss functions. The respective CDFs of these errors are presented in Fig. 7.12.

Leveraging absolute location labels results in a reduced mean error of 16 cm (the 90th

percentile: 45.7 cm) relative to other setups. The accuracy of joint loss is about 24%

lower than ℒ0. This is anticipated, given that supervised learning typically exhibits
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superior performance over semi-supervised techniques. Nevertheless, this comes at

the cost of deploying an additional high-precision localization system for acquiring

labels. On the other hand, the median errors for ℒ1 and ℒ1 ` ℒ2 stand at 21.2

cm (90th percentile: 49.2 cm) and 18.6 cm (90th percentile: 44.6 cm), respectively,

suggesting that incorporating variance loss can reduce errors by approximately 13%.

6.4.3 Impact of the Historical Context

We further analyze the impact of the historical context by focusing on two chosen

scenes: S03 (RFID) and S30 (Wi-Fi). During the experiments, we compute the

average errors incorporating 𝑀 historical contexts, i.e., encompassing 𝑀 past spatial

spectra for the A-Subnetwork and 𝑀 location outcomes for the T-Subnetwork, where

𝑀 ranges from 0 to 9. As shown in Fig. 6.4, the findings reveal a compelling trend:

errors decrease notably when incorporating 5 – 6 historical context steps. This finding

underscores the value of leveraging historical data, which can help in counteracting

the sporadic signal fluctuations instigated by transient interferences, such as moving

entities. Interestingly, there is an uptick in errors for 𝑀 ą 6, possibly due to the

error accumulation. Thus, a setting of 𝑀 “ 5 is recommended.
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6.4.4 Model Variant

In our default configuration, we employ two encoder layers for the A-Subnetwork

and two decoder layers for the T-Subnetwork. This experiment aims to assess the

performance of various architectural variants. Specifically, we explore configurations

with one layer (with two 8D heads each), two layers (with two 8D heads each), two

layers (with eight 64D heads each), four layers (with eight 64D heads each), six layers

(with eight 64D heads each), and eight layers (with eight 64D heads each). The

respective parameter counts for these configurations are 0.8, 6, 12, 24, 36, and 48 M.

The results are shown in Fig. 6.5. The six configurations achieve mean errors of 60.7,

43.6, 30.9, 32.5, 32.4, and 34.8 cm, respectively. We also observe a linear reduction

in error corresponding to parameter counts less than 10 M. Yet, the error plateaus

when the parameter count ranges from 10 to 50 M. This observation is in accordance

with the emergence phenomenon or phase transition in large AI models—namely,

a pronounced behavioral shift not anticipated from training the system at smaller

scales. Without supplementing with additional training data, increasing model size

may not necessarily yield enhanced accuracy. Thus, 10 M parameters are advised for

the TBL for an individual scenario.
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6.4.5 Inference Speed

Finally, we evaluate the inference speeds of TBL, iArk, and DLoc. For a fair com-

parison, all models are implemented within the PyTorch framework and evaluated

using the S03 dataset to measure inference times. These evaluations are conducted

on the same computational setup as detailed in the experimental setup section, en-

suring consistency across all tests. The CDFs of the inference time for each approach

are shown in Fig. 6.6. As can be seen, their median inference time stands at 3.5

ms, 7.9 ms, and 22.9 ms, respectively. Notably, TBL demonstrates superior speed

compared with the others. This efficiency can be attributed to TBL’s treatment of

spatial spectra as tokens, rather than the more resource-intensive image inputs used

by iArk and DLoc. Furthermore, the latter two rely on computationally demanding

CNNs for processing. Additionally, the inherent parallel processing capabilities of the

Transformers contribute to TBL’s faster response time.

6.5 LocGPT: Pre-training model

Prior micro-benchmark has demonstrated both the feasibility and efficacy of imple-

menting the Transformer model for localization purposes. In this section, we address

the challenge of non-transferability.

6.5.1 Pre-Training

RF signal propagation is highly dependent on environmental specifics, meaning mod-

els trained in one setting may not perform well in others, thus limiting their general-

izability. This challenge requires the recollection of large volumes of data whenever a

new scene is encountered. Inspired by the remarkable success of GPT in the field of

NLP, we propose LocGPT to tackle the generalizability issue. LocGPT is a pre-trained
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Fig. 6.7: Architecture of LocGPT

TBL model with millions of high-quality data. When encountering a distinct scene,

LocGPT is capable of being fine-tuned with a limited amount of data, thereby fitting

effectively into the new dynamics.

The network architecture of LocGPT, shown in Fig. 6.7, is almost the same as that

of the previously proposed TBL model, except for the number of A-Subnetworks. In

the previous architecture, each base station is designated an A-Subnetwork. How-

ever, the exact number of base stations deployed can vary depending on the specific

setting. To deal with the scalability, we train only a single A-Subnetwork, term

as the “parent A-Subnetwork”, during the pre-training phase. Doing this allows all

trained base stations to share parameters from this singular A-Subnetwork. In con-

trast to our micro-benchmark setup, for pre-training LocGPT, we employ 1.4 million

localization data points. The initial configuration of a two-encoder/decoder model is

inadequate for addressing generalization challenges. Through empirical analysis, we

determined that a configuration comprising six layers in both the encoder and decoder

subnetworks strikes an optimal balance between convergence speed and generalization

capabilities, with each layer featuring eight heads of 64 dimensions. Consequently,

the total amount of parameters of LocGPT is about 20M, effectively reduced from

36M through parameter sharing of A-Subnetwork. While models with an increased

number of encoder/decoder layers exhibit marginally enhanced transferability, they
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also require extended training durations. LocGPT is pre-trained using all datasets,

excluding S02, S13, S20, S27, S31, S32, S33, S35, S36, S37, S40, S46, and S50. These

datasets are reserved for assessing the model’s transfer learning performance. This

selected dataset enables us to evaluate LocGPT’s adaptability across various tech-

nologies, including RFID, Wi-Fi, and BLE, and to showcase its transfer learning

potential both within identical scenes under varying scenarios and across completely

distinct scenes. LocGPT is trained with ℒ0 loss. The hardware setup for pre-training

is the same as that used for the micro-benchmark. The Adam optimizer with a co-

sine learning rate schedule is employed, ranging from 5𝑒´4 to 𝑒´6. We conducted the

pre-training within 5 days.

6.5.2 Fine-Tuning

During the fine-tuning phase, the shared A-Subnetwork is further specialized into

distinct A-Subnetworks tailored for individual base stations. The rationale behind

this design is to harness the generalized capabilities of the primary A-Subnetwork,

which captures universal AoA estimation features and then adapts these features to

the specificities of each base station. This model can be fine-tuned through three

predominant techniques: Full fine-tuning, LoRA, and Adapter.

(1) Full Fine-tuning: This approach updates all 36M parameters of the pre-trained

model based on the target task’s dataset. It is a comprehensive method that adjusts

the entire model to the new data.

(2) LoRA: Leveraging a recalibration strategy, LoRA modifies the activations of the

pre-trained model at each layer. Instead of revising all parameters, LoRA recalibrates

existing model knowledge to better fit the new tasks. In this method, about 0.9M

new parameters are updated [131].

(3) Adapter: This method embeds small, specialized adapter modules between the

model’s layers. Rather than adjusting all the parameters, only these adapters, con-
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sisting of 0.8M parameters, undergo training, while the primary model parameters

stay frozen.

6.6 Evaluation

This section evaluates the advancement of LocGPT and the performance of various

fine-tuning techniques.

6.6.1 Convergence Efficiency

We selected the S02 dataset to fine-tune LocGPT, allocating 40% for training and

60% for testing. We measured fine-tuning efficiency by counting iterations (each

processing 4096 samples) and tracking mean error. After each iteration, we assess the

mean error using the test set. For comparison, we also trained a TBL model from

scratch as the baseline, bypassing the benefits of the pre-trained model. The results

are depicted in Fig. 6.8. The ideal trajectory for these curves is towards the bottom-

left corner, which would indicate achieving lower errors in fewer iterations. The

graph clearly shows that leveraging a pre-trained model accelerates this convergence,

regardless of the specific fine-tuning approach used. Specifically, to reach a mean

error of 25cm, full fine-tuning, LoRA, adapter, and baseline methods took 1450,
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2030, 4350, and 5220 iterations, respectively. Thus, in terms of convergence speed,

the ranking from slowest to fastest is the baseline, adapter, LoRA, and full fine-tuning.

Furthermore, this experiment demonstrates that training deep models from scratch

can be computationally intensive and time-consuming. By starting with a pretrained

model, one can achieve faster convergence, thus saving computational resources and

time.

6.6.2 Accuracy

Next, we employ varying portions of the S02 dataset for fine-tuning, specifically 20%,

40%, 60%, and 80%, while maintaining a consistent 20% for testing. The comparative

accuracies of the three fine-tuning techniques are depicted in Fig. 6.9. As can be seen,

the trends remain consistent across all four cases, with full fine-tuning consistently

achieving the lowest mean errors, followed by the adapter, and then LoRA. For in-

stance, when utilizing 60% of the dataset, the resultant mean errors for the three

techniques are 11.1, 18.5, and 16.4 cm, respectively. Evidently, in terms of precision,

full fine-tuning stands out as the superior method compared with the others. The

advantage of full fine-tuning can be attributed to two main reasons. First, full fine-

tuning can provide a good balance between leveraging the pre-trained knowledge and

fitting the new data. This can lead to a model that generalizes well to new, unseen

data. Second, unlike other methods that add additional components (like adapters)

or adjust activations (e.g., LoRA), full fine-tuning does not introduce new architec-

tural components. Instead, it utilizes the existing architecture, which often has been

optimized for performance during pre-training.

6.6.3 Transfer Learning

Finally, we assess the transfer learning capabilities of LocGPT in new environments

using a full fine-tuning method, termed "FT-40," where it was fine-tuned with 40%
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of data from different scenarios. For comparison, we trained separate models from

scratch with either 80% or 40% of data, named "RT-80" and "RT-40," respectively,

using the same 20% test dataset. To assess transfer learning effectiveness beyond

just error rates, we used robust scaling normalization for localization errors, defined

as 𝑋norm “ 𝑋{IQR, with IQR being the interquartile range. The resulting error

distributions are shown in Figure 6.10. Our observations highlight two key insights.

On one hand, the fine-tuned model consistently surpassed the performance of RT-40,

even though both are trained on a similar 40% data subset. For instance, the median

errors in the 13 scenarios for RT-40 are reduced by 16.7%, 16.1%, 37.1%, 24.8%,

13.3%, 20.5%, 47.7%, 28.5%, 59.5%, 19.4%, 20.2%, 22.8%, and 23.6% respectively,

when compared with FT-40. On the other hand, the outcomes for FT-40 closely

mirror the results of RT-80, with median error disparities being 13.7%, 4.5%, 3.2%,

2.8%, 46.0%, 23.8%, 36.1%, 6.5%, 38.2%, 3.1%, 7.0%, 6.2%, and 4.9%, respectively.

In short, the results of FT-40 closely align with that of RT-80 (diff: 15%), but are

far higher than that of RT-40 (diff: 27%). These comparisons fully demonstrate the

efficacy of transferring knowledge from pre-training for specific scenarios, even when

faced with constrained data availability.

This efficacy of LocGPT is due to several key factors. First, the pre-trained model’s

exposure to diverse data enables it to discern various patterns, structures, and data

relationships. Second, the pre-trained model’s weights offer a robust starting point,

encapsulating beneficial features that are typically transferable across tasks, leading
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to enhanced performance against models that are arbitrarily initialized. Third, by

commencing with a pre-trained model and subsequently fine-tuning with limited data,

the risks associated with overfitting are reduced, as the model has already generalized

over comprehensive data during its pre-training phase. Finally, the use of spatial

spectra-based tokens ensures effective abstraction of hardware diversity, ensuring that

LocGPT can be adapted to various localization technologies.

6.7 Limitations and Future works

We discuss the limitations and future improvement of LocGPT as follows:

Zero/Few-shot generalizability: The transfer learning experiments suggest that

40% of new environmental data is essential for effective fine-tuning. This need arises

from the intricate and unpredictable nature of indoor environments, amplified by the

multipath effect, where signals bounce and create diverse and unpredictable spatial

contexts. This complexity demands a deeper learning and adaptation strategy. In-

tegrating additional modalities, like environmental visual data, could offer a viable

strategy, enhancing the model’s understanding of the context for RF signal propa-

gation. This enhancement has the potential to boost the model’s performance in

zero/few-shot learning scenarios.

Dynamic adaptation: The performance of the trained model is susceptible to en-

vironmental configurations, such as the placement of furniture items like tables and

sofas. When primary obstacles or reflectors change their positions, it becomes neces-

sary to fine-tune models using a small number of freshly gathered samples. Regret-

tably, during the operational phase, we do not have a clear indicator of a drop in

prediction accuracy due to the absence of ground truth or a benchmark. Currently,

with our model, we can employ the ℒ2 loss as an indirect measure to monitor perfor-

mance degradation. A persistently high ℒ2 loss indicates that the rays estimated by
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the A-Subnetworks fail to intersect. It suggests that the model might be losing its

effectiveness and needs fine-tuning. Future work will explore additional strategies to

mitigate the impact of dynamic environmental changes.

Multi-modality scalability: Leveraging the flexibility of the Transformer archi-

tecture, LocGPT can easily incorporate multi-modal inputs, such as IMU, visual,

and acoustic data, to enhance its localization capabilities. By integrating additional

encoders tailored for each modality, the model can perform unified feature extrac-

tion, enabling it to adapt to diverse sensor streams. Acoustic data, for example,

provides valuable spatial cues, especially in environments where RF signals may be

less reliable or visual data is sparse. Time-of-flight measurements or sound patterns

could help improve localization by providing insights into object positions or envi-

ronmental layouts. Additionally, the A-subnetwork, designed for phase information

extraction, could be extended to process acoustic signals by modifying the MLP head,

while the T-subnetwork could fuse these multi-modal features for enhanced accuracy

and robustness. This approach would enable LocGPT to handle complex, multi-

sensory environments, opening new possibilities for real-time localization in dynamic,

resource-constrained settings.
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Chapter 7

Constructing 3D Urban Maps with

Satellitic Radiance Fields

7.1 Motivation
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Fig. 7.1: Illustration of SaRF. Our framework effectively reconstructs 3D urban maps
using crowdsourced GNSS data, primarily through a methodical voxelization process. In
the figures, medium-sized voxels are used to reduce the overall image size.

3D urban mapping is driven by the need for detailed and accurate representations of

urban environments for many reasons, such as better urban planning [132], emergency

response [133], environmental monitoring [134], vehicle navigation [135], virtual and

augmented reality [136], cultural heritage preservation [137], and so on. Specifically, a

comprehensive understanding of the urban landscape is vital for the widespread adop-
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tion and success of autonomous vehicles in enabling them to plan routes efficiently,

avoid obstacles, and interact with other road users. By creating highly accurate

digital representations of real-world environments, these maps allow users enjoying

immersive virtual and augmented reality to explore and interact with urban settings

in a realistic manner. 3D urban mapping also benefits drone delivery systems by

enabling optimized routing, obstacle avoidance, and precise navigation, ensuring safe

and efficient transportation of goods in complex urban environments.

Advanced 3D mapping technologies include several key methods: (1) LiDAR, using

laser pulses to create detailed point clouds [21, 22]; (2) Photogrammetry, generating

3D data from overlapping 2D images; (3) Synthetic Aperture Radar (SAR) for high-

resolution 3D mapping in challenging conditions; (4) Structure from Motion (SfM),

reconstructing 3D structures from 2D drone images; and (5) SLAM, used in robotics

and autonomous vehicles for real-time mapping and localization. These technologies

contribute significantly to precise, high-quality mapping, enhancing our understand-

ing of complex environments. However, they often focus on major structures and

require lengthy intervals for updates, with limited access for external use. There re-

mains a gap for cost-effective, regularly updated urban 3D modeling techniques with

acceptable accuracy.

Recent studies have delved into the use of crowdsourced geospatial intelligence, lever-

aging GNSS data casually collected from mobile devices to identify buildings [138]

and even construct 3D models of cities [139–141]. Although these methods might not

match the accuracy of traditional techniques, they offer the advantages of reduced

costs and broader area coverage. The underlying concept is that urban structures

like buildings can block, diminish, or reflect GNSS signals. By examining the fluctu-

ations in signal strength and the visibility of satellites, it becomes feasible to deduce

the presence and bounding boxes of buildings or other urban elements. This method

is economical since it does not necessitate exclusive hardware or specialized data-

gathering campaigns; it instead utilizes GNSS data generated incidentally by individ-
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uals in their everyday routines. The extensive data coverage is attributed to the vast

number of people using GNSS-equipped devices, which facilitates widespread data

acquisition across large geographical regions and yields insights into various urban

landscapes.

We expand upon the idea of crowdsourced geospatial intelligence by integrating NeRF

(Neural Radiance Fields) into the process of 3D urban mapping [32]. NeRF is a pi-

oneering deep learning approach that generates realistic 3D scenes from multiple 2D

images. The model is trained to represent a scene as a continuous function, mapping

3D coordinates and viewing directions to colors and densities. Once trained, NeRF

can create new views of the scene, consistent with the input images. Recognized for

rendering detailed 3D scenes with few inputs, NeRF has led to significant advance-

ments in 3D scene representation [32, 36, 79–81]. Recently, the adaptation of NeRF

to work with electromagnetic data (NeRF2 [142]) has opened opportunities to use

crowdsourced GNSS data for fine-grained 3D building reconstruction.

In this work, we introduce the Sattellic Radiance Fields (SaRF), a deep learning

method for generating 3D urban maps using GPS data sourced through crowdsourc-

ing. Similar to NeRF2, SaRF compiles GPS measurements from diverse locations.

It employs a sparse voxel octree structure to effectively capture voxel-based implicit

fields, highlighting physical characteristics like voxel density. The model is progres-

sively refined via a differentiable ray-marching process, resulting in detailed urban

topography maps that accurately reflect variations in voxel densities. This sophis-

ticated modeling and reconstruction approach, facilitated by SaRF, opens up new

possibilities in urban planning, simulation, and analysis. Fig. 7.1 presents an exam-

ple of voxelization applied to a library building, viewed from various angles.

Challenges. Translating the above idea into a practical system presents numerous

challenges.

‚ The first challenge lies in the need for a comprehensive collection of GPS data from
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multiple angles to accurately depict a scene, a notably demanding task. To tackle this,

we developed an Android app and collaborated with numerous volunteers who col-

lected 617,286 GPS measurements across a specific scene within a year. Furthermore,

we leveraged publicly available GPS data from the SenseMyCity project [140, 143],

which provided extensive data from five different scenes. This dataset includes over

27.4 million GPS records, gathered by 900 unique users across a span of five years.

Collectively, through these crowdsourcing efforts, we accumulated approximately 28

million GPS records.

‚ Second, traditional approaches often rely on line-of-sight (LOS) attenuation mod-

els, like those in [139–141], to infer the presence of buildings along the LOS path.

While straightforward, this method falls short in efficiency as it overlooks the impact

of reflections from non-line-of-sight (NLOS) propagations. These reflections could be

instrumental in deducing the layout of adjacent buildings and in refining the LOS

propagation by distinguishing it from other NLOS paths. To address this gap, we

introduce SaRF, a model designed to trace potential signal propagations from a com-

prehensive range of directions. Consequently, every kind of propagation captured by

a GPS receiver is effectively utilized in the scene representation, ensuring a more

thorough and accurate mapping process.

‚ Third, in our method, we adopt voxelization to depict a scene. This technique

divides the scene into numerous small cubic units, or voxels, which aids in constructing

the 3D urban map. Consider a case where each voxel has a volume of 10 cm3. In a

scene spanning 100 m3, this equates to a total of a billion voxels, creating a substantial

computational challenge in the ray marching process. To overcome this, we implement

a hierarchical data structure, specifically an octree. Within this framework, each

larger voxel can be subdivided into eight smaller sub-voxels during each training

iteration, as required, until the smallest voxel size is achieved. This approach is

known as progressive training. In the final analysis, non-air voxels whose relative

density surpasses a set threshold are identified as part of a building, thereby enhancing
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the precision of the resultant 3D urban map.

Contributions. The key contributions of this work are outlined as follows. Firstly,

to the best of our knowledge, we are the first to introduce neural radiance fields to

address the challenges of a 3D urban map reconstruction using crowdsourced GPS

data. Secondly, we introduce SaRF, a novel framework that transforms the training

of radiance fields into a problem akin to conventional global illumination. Thirdly,

we implement our proposed methodology to construct 3D maps for six diverse scenes,

utilizing tens of millions of GPS records available in the public domain.

7.2 Preliminary

In this section, we introduce the background knowledge.

7.2.1 Global Navigation Satellite System

The Global Navigation Satellite System (GNSS) is a collective term for satellite-

based navigation systems providing accurate global positioning and timing. Key

GNSS systems include GPS, GLONASS, Galileo, and BeiDou. Focusing on GPS, it

uses three L-band frequencies, primarily L1 at 1.57542 GHz, as L2 and L3 are less

accessible. GPS signals, modulated using BPSK, contain ephemeris data and time

stamps. GPS receivers calculate their locations by measuring the time delay of signals

from at least four satellites, employing trilateration to determine latitude, longitude,

and altitude.

Various factors can impact the precision of GPS trilateration. Common sources of

error include inaccuracies in satellite clocks, atmospheric delays, multipath errors,

suboptimal satellite geometry, receiver noise, and selective availability. Particularly,

urban buildings can significantly impact GPS accuracy and reliability in several ways:
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(1) Signal Blockage: High buildings can obstruct the line of sight between the re-

ceiver and satellites, particularly in densely built areas, leading to signal loss. (2)

Multipath Errors: GPS signals reflecting off buildings can take longer or differ-

ent paths, causing errors where the receiver miscalculates its position. (3) Signal

Attenuation: Urban structures can attenuate, or weaken, GPS signals before they

reach the receiver, which can further degrade positioning accuracy. Consequently, un-

der optimal conditions with clear skies and no enhancements, standard GPS typically

achieves a horizontal accuracy of around 5-10 meters [144].

7.2.2 Augmented GPS Accuracy

To mitigate these potential errors, mobile platforms such as iOS and Android in-

corporate various advanced GPS methods. (1) Assisted GPS: It uses an internet

connection to assist in the acquisition of satellite data [145]. By accessing informa-

tion from a network server, mobile devices can reduce the time to find and lock onto

satellites, especially in urban settings where GPS signals might be obstructed. (2)

Differential GPS: The system [146] improves accuracy by using a network of fixed,

ground-based reference stations to broadcast the difference between the positions in-

dicated by the satellite systems and the known fixed positions. Mobile devices can use

it to correct their own GPS data. (3) Augmentation Systems: Systems like WAAS

(Wide Area Augmentation System) in North America and EGNOS (European Geo-

stationary Navigation Overlay Service) in Europe [147], provide corrections and addi-

tional information to improve GNSS performance in terms of accuracy, integrity, and

availability. (4) Multi-GNSS Support: Modern mobile devices are increasingly

capable of receiving signals from multiple GNSS networks (like GLONASS, Galileo,

BeiDou) simultaneously [148], increasing the number of satellites available for posi-

tioning and thereby enhancing accuracy. (5) Integration with Other Sensors:

Modern mobile devices often integrate GPS with other sensors like accelerometers,

gyroscopes, and barometers to improve location accuracy [149]. This sensor fusion
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approach helps in providing more accurate positioning, especially where GPS signals

are weak or unavailable. The combined use of the above methods can significantly

enhance GPS accuracy, often achieving cm-level precision even in urban settings.

7.2.3 3D voxel map

SaRF aims to reconstruct the 3D voxel map (i.e., occupancy map), which is a spatial

representation technique used primarily in robotics and autonomous vehicle naviga-

tion. It involves dividing a three-dimensional space into discrete, uniformly sized

cubes known as voxels, each of which can store various types of data about the envi-

ronment. This method allows for highly detailed and dynamic modeling of physical

spaces, facilitating precise object and obstacle detection critical for navigation and

decision-making in autonomous systems. For example, companies like Tesla incor-

porate 3D voxel maps in their self-driving cars [150] to process and interpret vast

amounts of sensory data. These maps are instrumental in understanding complex

environments, enabling the vehicle to navigate safely by identifying and classifying

objects. Key benefits of using 3D voxel maps include improved accuracy in object

perception and the ability to perform terrain analysis. This technology not only en-

hances the safety features of autonomous vehicles but also improves their operational

efficiency in diverse driving conditions.

7.2.4 Assumption

Modern mobile devices use advanced localization algorithms that integrate previously

mentioned GPS techniques, typically achieving an accuracy of less than 1 meter, as

commonly experienced in daily usage. Based on this, we adopt a practical assumption:

Assumption 1 The positions determined by GPS receivers are deemed relatively ac-

curate, despite raw GPS signals being susceptible to disturbances from urban architec-
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ture, like signal blockage and multipath errors.

Furthermore, satellite positions, known accurately through ephemeris data, enable the

precise establishment of both GPS transmitters (satellites) and receivers (devices)

locations, despite potential interference from buildings on raw GPS signals. This

observation motivates us to discover building structures using raw GPS signals.

7.3 Overview

For the sake of simplicity, we demonstrate our system using GPS signals, despite hav-

ing collected various GNSS data types. Given that smartphones, commonly equipped

with GPS receivers, are widely used, it becomes straightforward to amass substan-

tial data via crowdsourcing. This cost-effective method of data collection encourages

more frequent and highly efficient updates of 3D maps. However, our aim is not to

supplant existing high-accuracy measurement methods like LiDAR and SAR but to

offer an additional methodology for real-time updates. As shown in Fig. 7.2, the

workflow of our approach contains four steps:

‚ Step 1 - Data Collection: Gather comprehensive raw GPS data, including raw

RF signals, satellite positions, and receiver locations. This data forms the foundation

for accurate 3D mapping, providing insights into spatial relationships.

‚ Step 2 - Establishing SaRF: Develop a SaRF model to interpret GPS data and

model the urban environment’s physical characteristics. SaRF serves as the basis for

transforming GPS signals into a structured representation for a 3D scene.

‚ Step 3 - Training: Train the neural network through ray tracing, a technique that

simulates GPS signal propagation in the environment. This semi-supervised approach

enhances learning from both labeled and unlabeled data, adapting to diverse urban

settings.
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Fig. 7.2: Approach to Building 3D Urban Maps. This involves (1) amassing exten-
sive raw GPS data, encompassing raw RF signals, positions of satellites, and locations of
receivers; (2) creating a SaRF, depicted through two Multilayer Perceptrons (MLPs); (3)
training the neural network using ray tracing within a semi-supervised learning framework;
and (4) forming the 3D map by eliminating superfluous aerial voxels.

‚ Step 4 - Reconstruction: Process and analyze data to create a 3D map by prun-

ing unnecessary aerial voxels. This step focuses the map on critical urban features,

resulting in a realistic and functional 3D urban map.

The following subsequent will elaborate on each step.

7.4 Data Collection

In this section, we provide information about the crowdsourced data collection.

7.4.1 Methodology

Our team developed a crowdsensing application that autonomously collects GNSS

data from users’ smartphones during their regular activities. This application has

successfully gathered 617,286 million geo-tagged data points from participants’ daily

movements. Ten volunteers participated in the data collection process, traversing the

perimeters of three buildings, each approximately 23 meters in height. We use the

Android API on smartphones to report the GNSS data. Each data record consists of

data following:

rLon𝑝,Lat𝑝,Alt𝑝,Lon𝑠,Lat𝑠,Alt𝑠, SNR, 𝜃,PRN,Timestamps
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Fig. 7.3: Spatial distribution of GNSS data across various scenes. (a)-(b) display
the GPS data from five different scenes sourced from the SenseMyCity dataset, while (f)
illustrates the GPS records we gathered around the architectural complex of a university
campus.

where Lon𝑝, Lat𝑝, Alt𝑝, Lon𝑠, Lat𝑠, and Alt𝑠 are the longitude, latitude, and altitude

of the smartphone and satellite, respectively. SNR and 𝜃 denote the received signal-

to-noise ratio and carrier phase of the GNSS signal. PRN code is used to identify the

ID of the satellites. Additionally, the use of network-based location data from Wi-Fi

and cellular sources by Android devices augments the location accuracy, particularly

in areas with poor GPS signal reception.

Moreover, our study incorporated publicly accessible crowdsourced GPS data from

SenseMyCity [140,143], which amassed 27.4 million data points through crowdsourc-

ing involving 900 unique users over a period of five years. The data undergoes the

pre-processing [140], leading to the absence of phase and timestamp. The SenseMyC-

ity application employs a low-rate, energy-efficient sensing algorithm to detect user

movement, enhancing the frequency of data collection specifically during periods of

travel [140].
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Fig. 7.4: Histogram of GPS records across 32 GPS satellites

In short, an accumulation of approximately 28 million GPS records is collected in a

crowdsourcing way, which fuels the next step of the establishment of SaRF.

7.4.2 Data Analysis

Fig. 7.3 illustrates the record distributions for six unique scenes, each serving as

a benchmark for our experimental analysis. These scenes, characterized by their

distinct layouts, are as follows: Scene A: Features a 30 ˆ 30 ˆ 34 m3 building,

surrounded by open areas and a car park, with notably dense data collection in the

northern section. Scene B: Encompasses a larger, yet shorter building (60 ˆ 90 ˆ

19 m3) situated downtown, surrounded by pedestrian zones and a park. Scene C:

Distinguished by a 5-way junction with buildings 24-35m in height, this scene’s data

predominantly originates from vehicles. Scene D: A busy, 100m segment of a 22

m-wide avenue, lined with buildings 16-28m tall, where data collection is largely

vehicle-based. Scene E: An urban canyon with a narrow road flanked by buildings

15-20m tall, which likely experiences poor GPS reception. Scene F: Represents the

architectural layout of a university campus, featuring three main buildings. Each

scene presents unique architectural features, with diverse recesses and protrusions

typical of urban structures.

Fig.7.4 shows a histogram of the number of satellites visible in the entire dataset,

with an average of 7.4 satellites visible at each GNSS location. Notably, satellite
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#4, the first GPS satellite launched in 1978 and now decommissioned, still appears

occasionally in the data despite its retirement [151]. The distribution indicates that

Scene A (the library) forms the largest part of the dataset, while Scene F (the campus)

has a smaller representation. The amount of data from each scene is determined by

factors like user traffic in the area and the duration of data collection.

7.5 Satellitic Radiance Fields

In this section, we transform the task of estimating the satellite radiance field into a

problem akin to global illumination, a concept extensively explored in 3D computer

graphics through radiosity.

7.5.1 Radiosity

We segment an urban landscape into a multitude of small, continuous voxels and

apply discrete geometry calculations to each. As GPS satellites emit continuous

signals from the sky toward the ground, these voxels are illuminated in a manner

akin to sunlight, with the satellite serving as the light source. Buildings within the

scene either attenuate or reflect these RF signals, which are then captured by GPS

receivers. This process resembles global illumination in computer graphics, where the

intricate behavior of light in the real world is simulated to create more lifelike images.

The size of each voxel is a customizable parameter, balancing between computational

performance and spatial accuracy. In terms of RF signal propagation, each voxel is

characterized by specific attenuation and radiation properties.
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Attenuation Characteristic

When a GPS signal traverses a voxel, it undergoes attenuation, which is contingent

on the voxel’s physical properties. For example, a voxel filled with air only causes

negligible signal fading. In the standard RF model, the attenuation coefficient of

the 𝑖th voxel denoted by 𝑉𝑖 is represented as a complex number, expressed by the

equation:

ℎp𝑉𝑖q “ ∆𝑎p𝑉𝑖q𝑒
JΔ𝜃p𝑉𝑖q (7.1)

where ∆𝑎p𝑉𝑖q (normalized from 0 to 1) signifies the reduction in amplitude, while

∆𝜃p𝑉𝑖q (varying from 0 to 2𝜋) indicates the phase shift. For ease of computation in

the ray-marching algorithm, we transform this attenuation coefficient into a negative

logarithmic form as below:

𝛿p𝑉𝑖q “ ´ lnpℎp𝑉𝑖qq “ ´ lnpΔ𝑎p𝑉𝑖q𝑒
JΔ𝜃p𝑉𝑖qq

“ ´ lnΔ𝑎p𝑉𝑖q ´ JΔ𝜃p𝑉𝑖q

(7.2)

where the real part ´ ln∆𝑎p𝑉𝑖q is non-negative since ∆𝑎p𝑉𝑖q is less than or equal to

1. Conversely, the imaginary part ´𝜃p𝑉𝑖q is negative, reflecting the extent of phase

rotation. The preference for using the negative logarithm in this context is due to two

ranges being easily confined through the applications of ReLu and Sigmoid activation

functions in the subsequent neural network layers.

The attenuation characteristic at a given RF frequency is influenced by physical at-

tributes such as size, density, and the composition of the material, irrespective of

whether the voxel is illuminated or not. Typically, a voxel filled with air exhibits a

substantially lower attenuation coefficient compared to one made of concrete. This

variance in attenuation properties plays a crucial role in accurately defining the con-

tours of buildings in the next step.
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Radiance Characteristic

In accordance with the Huygens–Fresnel principle, a voxel acts as a secondary source

of radiance upon receiving signals from satellites directly or other voxels attributed

to multipath effects. Consequently, we conceptualize each voxel 𝑉𝑖 as an emergent

RF source originating from the GPS signals transmitted by the GPS satellite 𝑂. This

voxel then re-emits a new signal along the direction 𝜔, which can be mathematically

expressed as:

𝑆p𝑉𝑖, 𝑂, 𝜔q “ 𝑎p𝑉𝑖q𝑒
J𝜃p𝑉𝑖q (7.3)

where 𝜃p𝑉𝑖q represents the initial phase value and 𝑎p𝑉𝑖q the initial amplitude of the

signal. Given that a voxel can potentially radiate in any direction, 𝜔 symbolizes a

prospective 2D direction, denoted as 𝜔 “ p𝛼, 𝛽q. The parameters 𝛼 and 𝛽, varying

within p0, 2𝜋s and p0, 𝜋{2s respectively, correspond to the azimuthal and elevation

angles. This model allows us to account for the diverse and complex ways in which

voxels may radiate RF signals, influenced by their interactions with incoming satellite

signals and the surrounding environment. Understanding these radiative behaviors

is crucial for accurately mapping and interpreting the RF signal propagation within

urban landscapes.

7.5.2 Neural Radiance Network

Drawing inspiration from NeRF2, we employ two MLPs to model two key characteris-

tics: the attenuation and radiance of each voxel. This approach leads us to designate

the neural network as satellitic radiance fields (SaRF), as shown in Fig. 7.5. Central

to SaRF is the concept of representing a scene using two distinct continuous functions.

These functions, embodied by the MLPs, are tasked with linking 3D coordinates to

the attenuation and radiance properties of a voxel. They process inputs such as the

voxel’s position 𝑉𝑖, the satellite’s position 𝑠, and the viewing direction 𝜔, to out-
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Fig. 7.5: Neural Network Architecture of SaRF

put the attenuation coefficient 𝛿p𝑉𝑖q and the reemitted GPS signal 𝑆p𝑉𝑖, 𝜔, 𝑠q. The

network is fundamentally structured into two segments: the attenuation subnetwork,

which focuses on signal weakening, and the radiance subnetwork, which handles signal

retransmission.

Attenuation Subnetwork

The first MLP, termed the attenuation subnetwork, is designed to correlate a voxel’s

position with its attenuation coefficient, which is represented by the following equa-

tion:

F𝛿 : p𝑉𝑖q Ñ p𝛿p𝑉𝑖q,ℱp𝑉𝑖qq (7.4)

The network processes the 3D position of a voxel and yields two outputs: the atten-

uation coefficient 𝛿p𝑉𝑖q and a 256-dimensional feature vector ℱp𝑉𝑖q. The coefficient

𝛿p𝑉𝑖q is a complex number. Its real component is modified using a ReLu activation

function to guarantee that ´ lnp∆𝑎p𝑉𝑖qq ě 0 (implying ∆𝑎p𝑉𝑖q ď 1). The imaginary

component, on the other hand, is adjusted with a 2𝜋 ˆ sigmoid function to constrain

the phase shift between 0 and 2𝜋. This feature vector ℱp𝑉𝑖q is then employed as

input for the subsequent radiance subnetwork.

Composed of eight fully connected layers, each with ReLU activations and 256 chan-

nels, the MLP is structured to process this data effectively. It is important to note
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that the attenuation characteristic is solely determined by the voxel’s density and

the structural composition of the scene, making it independent of the incoming RF

signals. As a result, the attenuation subnetwork does not require satellite information

as part of its input.

Radiance Subnetwork

The radiance subnetwork, represented by Fϒ, is tasked with predicting the charac-

teristics of the GPS signal that is retransmitted by a voxel. This prediction is based

on the voxel’s attenuation feature vector ℱp𝑉𝑖q, the observation direction 𝜔, and the

satellite position 𝑂 (i.e., orbiter). The functionality of this subnetwork is encapsulated

in the equation:

Fϒ : pℱp𝑉𝑖q, 𝑂, 𝜔q Ñ p𝑎p𝑉𝑖q, 𝜃p𝑉𝑖qq (7.5)

It is worth noting that the voxel’s position is embedded into the feature vector.

Comprising two fully connected layers equipped with ReLU activation functions, the

subnetwork features 256 channels in the first layer and 128 in the second. Its output is

the direction-dependent retransmitted GPS signal 𝑎p𝑉𝑖q𝑒
J𝜃p𝑉𝑖q, where the amplitude

and phase components are respectively refined using ReLu and Sigmoid activation

functions.

The radiance subnetwork plays a crucial role in modeling how each voxel interacts

with the incoming GPS signals, transforming and re-emitting them based on their

unique characteristics. The subnetwork’s structure allows for the nuanced interpreta-

tion of signal behavior, accounting for variations in signal strength (amplitude) and

the phase shift by the voxel’s material properties and position relative to the satel-

lite. By processing the amplitude with ReLU, the network ensures a non-negative

output, while the Sigmoid function applied to the phase ensures it remains within a

valid range. This detailed modeling is instrumental in accurately reconstructing the

complex signal interactions within an urban environment, facilitating a deeper under-
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standing of GPS signal propagation and its interaction with various urban structures.

7.5.3 Summary

Our approach contrasts with NeRF2, which primarily targets signal prediction, mak-

ing both of its subnetworks crucial. Different materials, such as concrete or wood,

have distinct attenuation characteristics, enabling us to identify voxels composed of

non-air materials. Once the attenuation subnetwork is proficiently trained, it becomes

possible to reconstruct building structures within the scene. While the radiance sub-

network might appear superfluous for our end goal, it is in fact essential for the

training process. Direct collection of ground truth data for attenuation coefficients

is impractical, making it challenging to train the attenuation subnetwork in isola-

tion. The training dataset, crowdsourced via smartphones, offers only GPS signal

samples captured at various locations within the scene. Consequently, the training

approach amalgamates both subnetworks, employing a semi-supervised method to

train them jointly. This integrated training methodology ensures a comprehensive

learning process, leveraging the strengths of both subnetworks to achieve accurate

scene reconstruction.

7.6 Training

In this section, we introduce a self-supervised method for training SaRF using a

dataset crowdsourced from samples of GPS signals gathered at various locations.

7.6.1 Divide and Conquer

Self-supervised learning is centered around devising a pretext task, a learning problem

that can be resolved using only the input data. By tackling this task, the model learns
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Fig. 7.6: Ray Marching. We progressively trace rays from the smartphone’s viewpoint
into the scene to predict the GPS signal received by the receiver.

to extract meaningful representations. For SaRF, the task is to accurately predict

the GPS signal at a specific location. The objective of the training is to reduce the

difference between the real GPS signal received by a smartphone and the model’s

predicted signal, all without direct supervision. This means that there are no pre-

established ground-truth outputs for any of the two subnetworks involved in the

process.

To leverage SaRF for predicting the GPS signal received at a specific location, we

adopt a divide-and-conquer approach. As shown in Fig. 7.6, the GPS signal a smart-

phone receives can be methodically broken down. Specifically, ❶ the overall GPS

signal is an amalgamation of signals from various satellites Ñ ❷ the signal from each

satellite is itself composed of signals from multiple directions Ñ ❸ the signal from a

particular direction is an aggregate of signals from all voxels along that path Ñ ❹

the signal retransmitted from a specific voxel. By tracing the signal from individual

voxels and cumulatively combining them, we can predict the final received signal.

This technique, akin to ray marching in computer graphics, involves progressively

tracing rays from the smartphone’s viewpoint into the scene. The subsequent sec-

tions will delve deeper into utilizing ray marching for predicting GPS signals received

by smartphones.
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7.6.2 Tracing from a Single Voxel

The RF signal propagation model can generally be depicted using the Friis transmis-

sion equation, represented as:

𝑆RX “ 𝐻TXÑRX𝑆TX (7.6)

where 𝑆TX and 𝑆RX denote the transmitted and received signals, while 𝐻TXÑRX sym-

bolizes the channel attenuation. Accordingly, the GPS signal emitted from a specific

voxel 𝑉𝑖 can be expressed as:

𝑆voxp𝑃0, 𝑉𝑖q “ 𝐻𝑉𝑖Ñ𝑃0𝑆p𝑉𝑖, 𝑂, 𝜔q (7.7)

In this scenario, 𝑆p𝑉𝑖, 𝑂, 𝜔q indicates the GPS signal re-emitted from 𝑉𝑖 in the di-

rection 𝜔 to the receiver located at 𝑃0, originating from the satellite 𝑂. If there

are 𝑀 voxels, denoted as t𝑉1, 𝑉2, . . . , 𝑉𝑀u, along the path between 𝑉𝑖 and 𝑃0, they

collectively attenuate the GPS signal 𝑆p𝑉𝑖, 𝑂, 𝜔q. The channel attenuation is thus

formulated as:

𝐻𝑉𝑖Ñ𝑃0 “ 𝐻p𝑉1q ¨ 𝐻p𝑉2q ¨ ¨ ¨ ¨ 𝐻p𝑉𝑀 q “

𝑀
ź

𝑚“1

ˆ

Δ𝑎p𝑉𝑚q𝑒JΔ𝜃p𝑉𝑚q

˙

“ exp

ˆ

´

𝑀
ÿ

𝑚“1

´ ln
`

Δ𝑎p𝑉𝑚q𝑒JΔ𝜃p𝑉𝑚q
˘

˙

“ exp

˜

´

𝑀
ÿ

𝑚“1

𝛿p𝑉𝑚q

¸

(7.8)

where 𝛿p𝑉𝑚q represents the negative logarithmic attenuation caused by voxel 𝑉𝑚.

The logarithmic form simplifies calculations, transforming multiplications into sum-

mations. Integrating this equation into Eqn. 7.7, we derive the GPS signal received

at the receiver contributed by 𝑉𝑖 as follows:

𝑆voxp𝑃0, 𝑉𝑖q “ exp

˜

´

𝑀
ÿ

𝑚“1

𝛿p𝑉𝑚q

¸

¨ 𝑆p𝑉𝑖, 𝑂, 𝜔q (7.9)

where 𝛿p𝑉𝑚q and 𝑆p𝑉𝑖, 𝑂, 𝜔q are obtained from Eqn. 7.4 and Eqn. 7.5, respectively.

Both are fitted by the two neural subnetworks.

156



7.6. Training

<latexit sha1_base64="7H0SYzFnV1GxaRQR9ghAncHNOvQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEWo8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD+2BNyhX3Kq7AFknXk4qkKM5KH/1hzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx6oxcWGVIwljbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uwxs/EypJkSu2XBSmkmBM5n+TodCcoZxaQpkW9lbCxlRThjadkg3BW315nbSvql6t6t1fVxq1PI4inME5XIIHdWjAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwDWMY14</latexit>

V1

<latexit sha1_base64="QMddug4JopSgq0puWgmZdrqJzMA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKVI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD+1BbVCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni1Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06JRuCt/ryOmnXql696t1fVRr1PI4inME5XIIH19CAO2hCCxiM4Ble4c2Rzovz7nwsWwtOPnMKf+B8/gDXtY15</latexit>

V2

<latexit sha1_base64="Zm7nCVVCuZotWsvDiclOelRZPl4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEq8eCF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz00Opf9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14Y2fcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmldVL1a1bu/rNRreRxFOIFTOAcPrqEOd9CAJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AHcQY18</latexit>

V5

<latexit sha1_base64="P+Vjs4TbNM2Jzeg7ABb9lUtM5bw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkVI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD82BOyhX3Kq7AFknXk4qkKM5KH/1hzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx6oxcWGVIwljbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uwxs/EypJkSu2XBSmkmBM5n+TodCcoZxaQpkW9lbCxlRThjadkg3BW315nbSvql696t3XKo1aHkcRzuAcLsGDa2jAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwDK741v</latexit>

P0

<latexit sha1_base64="2Fk+0xmMC0cQbS1EuFsC22HUziE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lUqseCF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz00Opf9ssVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14Y2fcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmldVL1a1bu/qtRreRxFOIFTOAcPrqEOd9CAJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AHZOY16</latexit>

V3

<latexit sha1_base64="avyHEfGY+rozl06qfGOqN4N4yH4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkVI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD+1BbVCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni1Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06JRuCt/ryOmlfVb161buvVRr1PI4inME5XIIH19CAO2hCCxiM4Ble4c2Rzovz7nwsWwtOPnMKf+B8/gDavY17</latexit>

V4

<latexit sha1_base64="BVn/ZknNrDz3V6EU7BvIgeQyryQ=">AAAB6nicdVDLSsNAFL2pr1pfVZduBovgKiRpTeuu4MZlRfuANpTJdNIOnTyYmQgl9BPcuFDErV/kzr9x0lZQ0QMXDufcy733+AlnUlnWh1FYW9/Y3Cpul3Z29/YPyodHHRmngtA2iXksej6WlLOIthVTnPYSQXHoc9r1p1e5372nQrI4ulOzhHohHkcsYAQrLd12hu6wXLHMy4brXDjIMi2r7lTdnDj1mlNFtlZyVGCF1rD8PhjFJA1ppAjHUvZtK1FehoVihNN5aZBKmmAyxWPa1zTCIZVetjh1js60MkJBLHRFCi3U7xMZDqWchb7uDLGayN9eLv7l9VMVNLyMRUmqaESWi4KUIxWj/G80YoISxWeaYCKYvhWRCRaYKJ1OSYfw9Sn6n3Qc03ZN+6ZWabqrOIpwAqdwDjbUoQnX0II2EBjDAzzBs8GNR+PFeF22FozVzDH8gPH2CUC9jcE=</latexit>

V6

<latexit sha1_base64="cPLuwXP6NuwzqiDrzxYdgT7pIZM=">AAACNXicbVBNTxsxEPVCy0f4aArHXqxGSIkUol1U0l6QInHhUKmhaUKkbLryeifBwl6v7NmKaJU/xYX/wQkOHFpVvfYv4IQcWuBJIz2/NyPPvDiTwqLv33lLy69er6yurZc2Nre235Tf7vSszg2HLtdSm37MLEiRQhcFSuhnBpiKJZzFF8cz/+wHGCt0+g0nGQwVG6diJDhDJ0Xlz50oRLjE4mt/Wm1Hfp32omaNHtEQLrPqfmhzFRXqKJh+PwwTkMiqvUjVaiFPNNKOezTr9Es91ArGrBaVK37Dn4M+J8GCVMgC7ah8Eyaa5wpS5JJZOwj8DIcFMyi4hGkpzC1kjF+wMQwcTZkCOyzmV0/pnlMSOtLGVYp0rv47UTBl7UTFrlMxPLdPvZn4kjfIcfRpWIg0yxFS/vjRKJcUNZ1FSBNhgKOcOMK4EW5Xys+ZYRxd0CUXQvD05Oekd9AImo3g9EOl1VjEsUbekfekSgLykbTICWmTLuHkitySn+SXd+3de7+9P4+tS95iZpf8B+/vA6tyqEU=</latexit>

SRX(P0, V6) = exp(�
5X

m=1

�(Vm)) · S(V6, O, !)

<latexit sha1_base64="1+c/8SXRim6/wC4wXIpgqZW5vuw=">AAAB/XicbVDJSgNBEO2JW4zbuNy8NAYhgoQZkegx4MVjXLJAMgw9nZ6kSU/P0F0jxiH4K148KOLV//Dm39hZDhp9UPB4r4qqekEiuAbH+bJyC4tLyyv51cLa+sbmlr2909Bxqiir01jEqhUQzQSXrA4cBGslipEoEKwZDC7GfvOOKc1jeQvDhHkR6UkeckrASL69d+N3gN1Ddt0alWq+c9zwK0e+XXTKzgT4L3FnpIhmqPn2Z6cb0zRiEqggWrddJwEvIwo4FWxU6KSaJYQOSI+1DZUkYtrLJteP8KFRujiMlSkJeKL+nMhIpPUwCkxnRKCv572x+J/XTiE89zIukxSYpNNFYSowxHgcBe5yxSiIoSGEKm5uxbRPFKFgAiuYENz5l/+SxknZrZTdq9Ni1ZnFkUf76ACVkIvOUBVdohqqI4oe0BN6Qa/Wo/VsvVnv09acNZvZRb9gfXwD4B2UIw==</latexit>

SRX(P0, V6)

(a) Tracing from a
voxel

1st iter. 2nd iter. 3rd iter. 4th iter. 5th iter.

<latexit sha1_base64="9wy87UxkUayCy3tm2Geb9qr7crQ=">AAAB/XicbVDJSgNBEO2JW4zbuNy8NAYhgoSZINFjwIvHuGSBZBh6Oj1Jk56F7hoxDsFf8eJBEa/+hzf/xk4yB018UPB4r4qqel4suALL+jZyS8srq2v59cLG5tb2jrm711RRIilr0EhEsu0RxQQPWQM4CNaOJSOBJ1jLG15O/NY9k4pH4R2MYuYEpB9yn1MCWnLNg1u3C+wB0pv2uFR3rdOmWz1xzaJVtqbAi8TOSBFlqLvmV7cX0SRgIVBBlOrYVgxOSiRwKti40E0Uiwkdkj7raBqSgCknnV4/xsda6WE/krpCwFP190RKAqVGgac7AwIDNe9NxP+8TgL+hZPyME6AhXS2yE8EhghPosA9LhkFMdKEUMn1rZgOiCQUdGAFHYI9//IiaVbKdrVsX58Va5Usjjw6REeohGx0jmroCtVRA1H0iJ7RK3oznowX4934mLXmjGxmH/2B8fkD4LeUJQ==</latexit>

SRX(P0, V6)
<latexit sha1_base64="z5GrPe86e5V/ncmCu0CKXmTLVxw=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5CRahgpSk+FoW3Lisjz6gDWEynbRDJ5MwcyPWUPwVNy4Ucet/uPNvnLZZaOuBC4dz7uXee/yYMwW2/W3kFhaXllfyq4W19Y3NLXN7p6GiRBJaJxGPZMvHinImaB0YcNqKJcWhz2nTH1yO/eY9lYpF4g6GMXVD3BMsYASDljxz79brAH2A9KY1KtU8+7jhnR55ZtEu2xNY88TJSBFlqHnmV6cbkSSkAgjHSrUdOwY3xRIY4XRU6CSKxpgMcI+2NRU4pMpNJ9ePrEOtdK0gkroEWBP190SKQ6WGoa87Qwx9NeuNxf+8dgLBhZsyESdABZkuChJuQWSNo7C6TFICfKgJJpLpWy3SxxIT0IEVdAjO7MvzpFEpO2dl5/qkWK1kceTRPjpAJeSgc1RFV6iG6oigR/SMXtGb8WS8GO/Gx7Q1Z2Qzu+gPjM8f3zKUJA==</latexit>

SRX(P0, V5)
<latexit sha1_base64="VLvNDpUkKrIhK+LKpSazOb+Kaw0=">AAAB/XicbVDJSgNBEO2JW4zbuNy8NAYhgoSZENRjwIvHuGSBZBh6Oj1Jk56F7hoxDsFf8eJBEa/+hzf/xk4yB018UPB4r4qqel4suALL+jZyS8srq2v59cLG5tb2jrm711RRIilr0EhEsu0RxQQPWQM4CNaOJSOBJ1jLG15O/NY9k4pH4R2MYuYEpB9yn1MCWnLNg1u3C+wB0pv2uFR3rdOmWz1xzaJVtqbAi8TOSBFlqLvmV7cX0SRgIVBBlOrYVgxOSiRwKti40E0Uiwkdkj7raBqSgCknnV4/xsda6WE/krpCwFP190RKAqVGgac7AwIDNe9NxP+8TgL+hZPyME6AhXS2yE8EhghPosA9LhkFMdKEUMn1rZgOiCQUdGAFHYI9//IiaVbK9lnZvq4Wa5Usjjw6REeohGx0jmroCtVRA1H0iJ7RK3oznowX4934mLXmjGxmH/2B8fkD3a2UIw==</latexit>

SRX(P0, V4)
<latexit sha1_base64="tAOVxaTkSzeAJktkDr6a8la+JKc=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5CRahgpSkirosuHFZH31AG8JkOmmHTiZh5kasofgrblwo4tb/cOffOG2z0NYDFw7n3Mu99/gxZwps+9vILSwuLa/kVwtr6xubW+b2TkNFiSS0TiIeyZaPFeVM0Dow4LQVS4pDn9OmP7gc+817KhWLxB0MY+qGuCdYwAgGLXnm3q3XAfoA6U1rVKp59nHDOznyzKJdtiew5omTkSLKUPPMr043IklIBRCOlWo7dgxuiiUwwumo0EkUjTEZ4B5taypwSJWbTq4fWYda6VpBJHUJsCbq74kUh0oNQ193hhj6atYbi/957QSCCzdlIk6ACjJdFCTcgsgaR2F1maQE+FATTCTTt1qkjyUmoAMr6BCc2ZfnSaNSds7KzvVpsVrJ4sijfXSASshB56iKrlAN1RFBj+gZvaI348l4Md6Nj2lrzshmdtEfGJ8/3CiUIg==</latexit>

SRX(P0, V3)
<latexit sha1_base64="sPQQ/Jk3ToGFh8LBmSXpIO4FOlk=">AAAB/XicbVDJSgNBEO2JW4zbuNy8NAYhgoSZIOox4MVjXLJAMgw9nZ6kSU/P0F0jxiH4K148KOLV//Dm39hZDhp9UPB4r4qqekEiuAbH+bJyC4tLyyv51cLa+sbmlr2909Bxqiir01jEqhUQzQSXrA4cBGslipEoEKwZDC7GfvOOKc1jeQvDhHkR6UkeckrASL69d+N3gN1Ddt0alWq+c9zwK0e+XXTKzgT4L3FnpIhmqPn2Z6cb0zRiEqggWrddJwEvIwo4FWxU6KSaJYQOSI+1DZUkYtrLJteP8KFRujiMlSkJeKL+nMhIpPUwCkxnRKCv572x+J/XTiE89zIukxSYpNNFYSowxHgcBe5yxSiIoSGEKm5uxbRPFKFgAiuYENz5l/+SRqXsnpbdq5NitTKLI4/20QEqIRedoSq6RDVURxQ9oCf0gl6tR+vZerPep605azazi37B+vgG2qOUIQ==</latexit>

SRX(P0, V2)
<latexit sha1_base64="EVSIvetpf9eArQchH3AZw00SkqQ=">AAAB/XicbVDJSgNBEO2JW4zbuNy8NAYhgoSZIOox4MVjXLJAMgw9nZ6kSU/P0F0jxiH4K148KOLV//Dm39hZDhp9UPB4r4qqekEiuAbH+bJyC4tLyyv51cLa+sbmlr2909Bxqiir01jEqhUQzQSXrA4cBGslipEoEKwZDC7GfvOOKc1jeQvDhHkR6UkeckrASL69d+N3gN1Ddt0alWq+c9zw3SPfLjplZwL8l7gzUkQz1Hz7s9ONaRoxCVQQrduuk4CXEQWcCjYqdFLNEkIHpMfahkoSMe1lk+tH+NAoXRzGypQEPFF/TmQk0noYBaYzItDX895Y/M9rpxCeexmXSQpM0umiMBUYYjyOAne5YhTE0BBCFTe3YtonilAwgRVMCO78y39Jo1J2T8vu1UmxWpnFkUf76ACVkIvOUBVdohqqI4oe0BN6Qa/Wo/VsvVnv09acNZvZRb9gfXwD2R6UIA==</latexit>

SRX(P0, V1)

6th iter.

<latexit sha1_base64="eqbjpXxpq1L46/7pUPpH6fVR3Mo=">AAACLnicbVBdSxtBFJ3V+hU/mraPvgwNgoKEXRHtiyCUQh8jNlHIxuXu5CYOzuxsZ+6KYckv8qV/RR8KbRFf+zM6iUvx68DA4ZxzuXNPmivpKAx/BTOzb+bmFxaXassrq2tv6+/ed5wprMC2MMrY0xQcKplhmyQpPM0tgk4VnqQXnyf+ySVaJ032jUY59jQMMzmQAshLSf1L/L2APj9OYsIrKi2MxputJNzmsdE4hC1+wGNX6KTUB9H4bO9/8NJcVcFOoreSeiNshlPwlySqSINVaCX127hvRKExI6HAuW4U5tQrwZIUCse1uHCYg7iAIXY9zUCj65XTc8d8wyt9PjDWv4z4VH08UYJ2bqRTn9RA5+65NxFf87oFDT71SpnlBWEmHhYNCsXJ8El3vC8tClIjT0BY6f/KxTlYEOQbrvkSoucnvySdnWa014yOdhuHO1Udi2ydfWSbLGL77JB9ZS3WZoJdsxv2m/0JfgQ/g7vg/iE6E1QzH9gTBH//ASW4p0w=</latexit>

Sray(P0, !) =

6X

m=1

Svox(P0, Vm)

(b) Tracing from a single direction

<latexit sha1_base64="8wDL9hMdXk0w3cZkQ+GeTvyIdNU=">AAACNXicbVDBShxBFOxRk+hqko0evTQuAYVkmZFgchEELzkIbtBVYWcZ3vS+XRu7e8buN+Iy7E958T9y0oMHQ8g1v5CenT0kmoKGoqoer1+luZKOwvA+mJtfePHy1eJSY3nl9Zu3zXerJy4rrMCuyFRmz1JwqKTBLklSeJZbBJ0qPE0v9iv/9Aqtk5k5pnGOfQ0jI4dSAHkpaR7ElwUM+FESH2ocwWYnCT/wwy2+y2NX6KSMs0rmsTS8TkyqLOE1lRbGkzr/sU5tJc1W2A6n4M9JNCMtNkMnaX6PB5koNBoSCpzrRWFO/RIsSaFw0ogLhzmICxhhz1MDGl2/nF494e+9MuDDzPpniE/VvydK0M6NdeqTGujcPfUq8X9er6Dhl34pTV4QGlEvGhaKU8arCvlAWhSkxp6AsNL/lYtzsCDIF93wJURPT35OTrbb0U47+vaptbc9q2ORrbMNtski9pntsa+sw7pMsBt2xx7Zj+A2eAh+Br/q6Fwwm1lj/yD4/QdyIqlp</latexit>

S⌦(P0, O) =
X

!2⌦

Sray(P0,�!)

(c) Tracing from all direc-
tions

Buiding

237 m

Vacant area

Buiding

Buiding Buiding

Street

<latexit sha1_base64="fAOo1qLu0PIjos3xJ2KbOTA6UhY=">AAACYHicbVFBSxtBGJ1dtU1TrbG91cvQIETQsCul9SJIe2lBMNLGCNk4fDv5Ng7O7C4zs6Zh3D/ZWw+99Jd0EoNY7YOBx3vvY+Z7k5ZSGBtFv4JwZXXt2fPGi+bL9Y1Xm62t1+emqDTHPi9koS9SMChFjn0rrMSLUiOoVOIgvf489wc3qI0o8u92VuJIwSQXmeBgvcRa00SBveIg3UnNEos/rFNQ1vQoyTRwF9fuPjCoa5qYSjE3OIrrywd6UoIGKVHST53bbyw5VTiBTo9N9+gpi3bp7e4+pV/Z9D53ecBa7agbLUCfknhJ2mSJHmv9TMYFrxTmlkswZhhHpR050FZwiXUzqQyWwK9hgkNPc1BoRm5RUE13vDKmWaH9yS1dqA8nHChjZir1yflW5rE3F//nDSubHY6cyMvKYs7vLsoqSW1B523TsdDIrZx5AlwL/1bKr3wJ3Po/afoS4scrPyXnB934Qzc+e98+7i7raJBt8o50SEw+kmPyhfRIn3DyO1gJ1oON4E/YCDfDrbtoGCxn3pB/EL79C/uUthY=</latexit>

Lmap =
1

W
WX

W=1

k B(|S⌦(Pw, O0)|) � Iw k2

(d) Tracing with a 2D map

Fig. 7.7: Divide-and-Conquer Ray Marching Algorithm

Fig. 7.7(a) shows an example. The GPS signal 𝑆p𝑉6, 𝑂, 𝜔q, re-emitted by voxel 𝑉6

(depicted as the red voxel), experiences attenuation while passing through voxels

𝑉1´𝑉5 (shown as gray voxels). The direction 𝜔, relative to 𝑉6, results in an attenuation

coefficient that is the sum of 𝛿1 ` 𝛿2 ` 𝛿3 ` 𝛿4 ` 𝛿5, measured in dB units. For

signal computation, this coefficient is reconverted to volts, and the received signal

at the position 𝑃0 is expressed as 𝑆voxp𝑃0, 𝑉6q “ expp´p𝛿1 ` ¨ ¨ ¨ ` 𝛿5qq ¨ 𝑆p𝑉6, 𝑂, 𝜔q.

There might be concerns about neglecting the RF signals reflected from adjacent

voxels, which originally emanate from 𝑉6. It’s crucial to recognize that in this model,

each voxel is conceptualized as an RF source that captures signals from all possible

directions. Therefore, reflections are treated as an integral part of the re-emission

process of the neighboring voxels. This approach ensures that when tracing the

signals from nearby voxels, such reflections are automatically counted in the analysis,

providing a thorough representation of signal dynamics within the scene.
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7.6.3 Tracing from a Single Direction

A given direction 𝜔 can be conceptualized as a ray originating from the position 𝑃RX

and extending towards 𝜔. The points along this ray can be mathematically described

as:

𝑃 p𝑟, 𝜔q “ 𝑃0 ` 𝑟𝜔 (7.10)

where 𝑟 represents the radial distance from the RX to the points on the ray, with

𝑃 p0, 𝜔q “ 𝑃0 denoting the starting point. Consequently, the RX is capable of receiving

signals that are retransmitted only from the voxels intersecting this particular ray.

Imagine a scenario where a ray intersects with 𝑁 voxels, labeled as t𝑉1, 𝑉2, . . . , 𝑉𝑁u,

with 𝑉1 being the closest to the receiver and 𝑉𝑁 the farthest, also acting as the

scene’s boundary voxel. The signal received from direction 𝜔 can be understood as

the cumulative effect of the GPS signals re-emitted from these 𝑁 voxels along the

ray. This can be mathematically represented as:

𝑆rayp𝑃0, 𝜔q “

𝑁
ÿ

𝑛“1

𝑆voxp𝑃0, 𝑉𝑛q

“

𝑁
ÿ

𝑛“1

˜

exp

ˆ

´

𝑛´1
ÿ

𝑚“1

𝛿p𝑉𝑚q

˙

¨ 𝑆p𝑉𝑛, 𝑂,´𝜔q

¸ (7.11)

This formulation is derived from Eqn. 7.9. It’s important to note that while the

direction 𝜔 is defined with respect to the receiver, the re-emitted GPS signal from

a voxel is relative to the voxel itself, effectively 180˝ opposite to 𝜔. Therefore, ´𝜔

is used in the term 𝑆p¨q. An illustrative example is shown in Fig. 7.7(b), where we

execute six iterations of voxel-based tracing. Each iteration calculates the GPS signal

re-emitted from voxels 𝑉6 to 𝑉1 sequentially.

7.6.4 Tracing from all Directions

GPS receivers in smartphones typically come with directional antennas, but the ori-

entation of the phones in the crowdsourced dataset is not known. Therefore, it’s
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necessary to consider all possible directions, represented by Ω. As a result, the GPS

signal received by a receiver from a satellite is the cumulative effect of signals from

all these directions:

𝑆Ωp𝑃0, 𝑂q “
ÿ

𝜔PΩ

𝑆rayp𝑃0, 𝜔q “
ÿ

𝜔PΩ

𝑁
ÿ

𝑛“1

𝑆voxp𝑃0, 𝑉𝑛q

“
ÿ

𝜔PΩ

𝑁
ÿ

𝑛“1

˜

exp

ˆ

´

𝑛´1
ÿ

𝑚“1

𝛿p𝑉𝑚q

˙

¨ 𝑆p𝑉𝑛, 𝑂,´𝜔q

¸ (7.12)

where the voxels of t𝑉1, 𝑉2, . . . , 𝑉𝑁u are on the direction 𝜔. An example of this is

illustrated in Fig. 7.7(c). Typically, Ω represents all possible directions. Yet, when

the directionality of the GPS receiver is known, this range can be narrowed down

significantly.

7.6.5 Tracing from all Satellites

For a specific detected satellite, we can collect a set of GPS signals at 𝒩 distinct

locations through crowdsourcing. The training process aims to minimize the following

objective function:

ℒgps “
1

𝒩
𝒩
ÿ

𝑛“1

‖ |𝑆Ωp𝑃𝑛, 𝑂q| ´ |𝑆Ωp𝑃𝑛, 𝑂q| ‖2 (7.13)

where |𝑆Ωp𝑃𝑛, 𝑂q| denotes the strength of actual raw signal received at position 𝑃𝑛,

which is originated from the satellite 𝑂 (i.e., the location of the satellite at the current

time). The goal of this objective function is to reduce the strength discrepancy

between the predicted GPS signal, 𝑆Ωp𝑃𝑛, 𝑂q, as calculated by our model, and the

real-world signal, 𝑆Ωp𝑃𝑛, 𝑂q, gathered from the field.

A smartphone typically has the capability to simultaneously receive GPS signals from

at least three satellites at any given location. This means that the voxels within a

scene are illuminated by multiple satellites. Utilizing the CDMA encoding scheme,

the smartphone is able to distinguish and decode each satellite’s GPS signals, cap-
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turing both amplitude and phase information. Let us assume that the smartphone

collects GPS signals from 𝒦 satellites, represented as 𝑂1, 𝑂2, . . . , 𝑂𝒦. Under these

circumstances, the loss function is modified as follows:

ℒgps “
1

𝒦𝒩

𝒦
ÿ

𝑘“1

𝒩
ÿ

𝑛“1

‖ |𝑆Ωp𝑃𝑛, 𝑂𝑘q| ´ |𝑆Ωp𝑃𝑛, 𝑂𝑘q| ‖2 (7.14)

Assuming that the scene remains static, the objective of the training is to minimize

the difference between the received and predicted GPS signals at various positions,

emanating from different satellites. Typically, smartphones report the estimated am-

plitude of signals in dBm and their phase. For the purposes of our model, it is

necessary to convert the amplitude from dBm to volts. Once converted, these am-

plitude values, along with the phase information, are combined to form a complex

exponential number. This approach allows for a more accurate representation of the

GPS signals and facilitates more precise training and prediction of signal behaviors

in the model.

7.6.6 Tracing with a Known 2D Map

2D city maps, providing a bird’s eye view of urban areas, display streets, landmarks,

buildings, and other features, aiding in navigation and urban analysis. These maps

are useful for various stakeholders, including tourists, residents, and planners, for

city exploration and infrastructure study. An example from Google Maps, shown in

Fig. 7.7(d), illustrates buildings in gray, roads in yellow, and vacant areas in pink,

effectively portraying the physical layout. Leveraging the accessibility of 2D maps,

we use them as a supportive tool in training SaRF. We simulate GPS signals as

coming from above to the ground level, where the receiver is conceptually placed

corresponding to a pixel on the 2D map. If the receiver is under a building, complete

signal attenuation is expected; if in open space, minimal attenuation occurs. The 2D

map is thus converted to a binary format, with buildings marked as zero and open
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areas as one. Our training focuses on minimizing a specific loss function derived from

this binary map representation:

ℒmap “
1

𝒲
𝒲
ÿ

𝑊“1

‖ 𝐵p|𝑆Ωp𝑃𝑤, 𝑂0q|q ´ 𝐼𝑤 ‖2

where 𝐵p𝑥q “

$

’

&

’

%

1 𝑥 ą 𝜉

0 otherwise

(7.15)

where 𝑃𝑤 refers to the GPS coordinates of the 𝑤th pixel in the 2D map, which spans

the scene of interest. 𝜉 represents the threshold for minimal detectable GPS signal

strength. 𝑂0 is the position of a virtual satellite, strategically placed at the cen-

ter above the scene at an altitude typical of GPS satellites (20,200 km), allowing

us to assume that the GPS signals are parallel with a 90˝ angle of incidence. For

consistency, all coordinates in the earlier equations are converted to GPS-based co-

ordinates, including longitude, latitude, and altitude. 𝐼𝑤 is the value of the binarized

pixel, set to zero for pixels within building outlines, implying no measurable GPS sig-

nal (|𝑆Ωp𝑃𝑤, 𝑂0q| ď 𝜉) underneath a building. The network is expected to recognize

these as concrete structures. Conversely, when 𝐼𝑤 “ 1, the actual GPS signals should

align with the predicted values. This process essentially projects the predicted 3D

map onto a 2D plane, facilitating a comparison with the actual 2D map, particularly

regarding building locations.

7.6.7 Summary

Finally, we put the pieces together to get the joint training loss function as follows:

ℒ “ p1 ´ 𝜆1 ´ 𝜆2qℒgps ` 𝜆1ℒmap ` 𝜆2 ¨ 𝜁p|𝑆RXp𝑝0, 𝑠𝑘q|q (7.16)

where 𝜁 is a beta-distribution regularizer introduced by [33,152], 𝜆1 and 𝜆2 are hyper-

parameters. This loss function aims to minimize the difference between the measured

and predicted GPS signals at the smartphone’s positions. Meanwhile, it obtains hints
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about the boundaries and shapes of the building from the 2D map. Certainly, the

map loss is optional if the 2D map is not available.

7.7 3D Map Reconstruction

Materials with higher density tend to cause more significant attenuation of RF signals.

This implies a direct correlation between a voxel’s density and the level of attenuation

it imparts on a GPS signal. We thus define the relative density of a voxel as follows:

𝜌p𝑉𝑖q “ | exp
`

𝛿p𝑉𝑖q
˘

| “
1

∆𝑎p𝑉𝑖q
(7.17)

where ∆𝑎p𝑉𝑖q indicates the attenuation of the RF signal that traverses through the

voxel 𝑉𝑖. The density of a voxel is inversely proportional to the amount of signal

it absorbs. The relative densities of all voxels are acquired from the attenuation

subnetwork. By establishing a threshold value, denoted as 𝜌air, we classify a voxel

to be a component of a building when its relative density 𝜌p𝑉𝑖q exceeds 𝜌air. If not,

the voxel is identified as air. This approach enables the reconstruction of buildings

within the scene by omitting voxels identified as air, thereby effectively differentiating

between solid structures and open areas. The final step involves identifying a suitable

bounding box that encompasses all the non-air voxels, facilitating the creation of a

comprehensive 3D map.

Progressive Training. Employing fine-grained uniform voxelization enhances the

model’s resolution and accuracy. However, the sheer number of voxels poses a chal-

lenge for computational efficiency, especially during ray marching procedures. Con-

sider a scenario where each voxel measures 10 cm3. In a 100 m3 scene, this results in

a billion voxels. Consequently, a single ray marching along a direction could involve

interactions with over a thousand voxels, leading to an excessively high computational

burden. Moreover, many areas in a typical scene are ‘vacant,’ filled predominantly
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Fig. 7.8: Octree-based Voxelization

with air, contributing minimal attenuation to the ray marching process. To address

this, we adopt a hierarchical data structure known as an octree for representing the

3D scene as shown in Fig. 7.8. The fundamental principle of an octree is to recursively

subdivide space into eight smaller segments, or ‘octants.’ Each octant corresponds

to a node in the tree structure. The tree is structured such that each node either

has eight child nodes or none, with the root node encapsulating the entire space and

each subsequent level representing a division into smaller subspaces. Importantly,

each node in this structure contains numerous voxels. To build an octree in local

coordinate, we transform the coordinate from LLA (Longitude, Latitude, Altitude)

to ENU (East, North, Up), in which we select a reference point as the origin, east is

the x-axis, north is the y-axis, and up is the z-axis.

7.8 Results

In this section, we evaluate the performance of the 3D map reconstruction using

SaRF.

7.8.1 Implementation

In our experiment, we set 𝜆1 “ 0.01 and 𝜆2 “ 0.001. We use a batch size of 16

coupled with a cosine learning rate scheduler that varies between 10´4 and 10´6. The
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Table 7.1: Annotated Voxels Description

Scenes (#) A B C D E F

Records 17.1M 2.6M 1.8M 5.8M 121K 617K

Building 14,012 12,245 13,680 19,097 12,371 7,026
Vacant 23,428 18,811 30,864 22,999 13,069 23,598
Total 37,440 31,056 44,544 42,096 25,440 30,624

loss is computed for each sample. We use Adam to optimize the loss function. The

direction space Ω is sampled to 36 ˆ 9 “ 324 directions. We conducted our training

over approximately 500,00 iterations, which took about 10 hours on a single NVIDIA

GTX 4090. We start by creating a balanced octree with a root node size of 200

m with coarse leaf nodes of 6.25 m. Nodes can be further subdivided down to the

smallest unit, a 0.39 m voxel, if its relative density exceeds 𝜌air “ 0.5. If not, the node

undergoes self-pruning. This method not only maintains the model’s high resolution

where necessary but also significantly reduces computational load in areas with little

to no significant content.

Ground Truth. For the ground truth 3D map of the campus, we utilized Google

Earth for its high-resolution 3D building models and footprints. Buildings and open

spaces were manually annotated with voxels, as shown in Table 7.1, which lists the

number of voxels annotated. "Records" means the amount of collected GNSS data in

the scenes. Voxels within buildings were labeled as "Building", while those in open

spaces near buildings were marked as "Vacant". These labels, numbering over 25,000

per scene, are crucial for assessing the reconstruction accuracy of our model.

7.8.2 Accuracy of Satellite SNR Prediction

Evolving from NeRF2, which is capable of predicting received signals at any given

location, SaRF has also been endowed with the same predictive capability. A higher

level of prediction accuracy signifies a more precise fit of the neural radiance fields,

as the predictions emerge from ray tracing by using the two MLPs. Therefore, our
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initial evaluation of SaRF focuses on its accuracy in predicting the GPS SNR. During

our experiments, we randomly selected 80% of the datasets from Scenes B and F for

training, reserving the remaining 20% for testing purposes.

The results of the predicted SNR, when compared with the ground truth (GT) and

represented as a PDF, are depicted in Fig. 7.9. The prediction closely mirrors the

actual SNR distribution. Notably, the SNR predominantly ranges between 10 and

30 dB for Scene B, while it spans a broader spectrum of 10 – 40 dB for Scene F,

attributable to the latter’s more extensive area coverage. Further quantifying the

accuracy, we computed the SNR errors, defined as the absolute deviation between

the predicted SNR and the ground truth. The CDF of these prediction errors is

presented in Fig. 7.10. For Scene B, we attained a median error of 2.3 dB (with the

10th percentile at 0.4 dB and the 90th percentile at 5.9 dB), and for Scene F, the

median error was 2.2 dB (with the 10th percentile at 0.6 dB and the 90th percentile

at 10.3 dB). These findings affirm that SaRF possesses a high degree of accuracy in

modeling GPS signal propagation, which is advantageous for reconstructing 3D maps.

7.8.3 Accuracy of Reconstruction

We extended our evaluation to assess building reconstruction performance using SaRF

and the SenseMyCity dataset. To measure the outcomes, we employed balanced
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Table 7.2: Accuracy of Reconstruction

SaRF SenseMyCity

Dataset Acc. Ò Rec. Ò Pre. Ò Acc. Ò Rec. Ò Pre. Ò

Scene A 85.8% 77.8% 92.5% 78.5% 73.2% 49.5%
Scene B 85.1% 79.4% 89.8% 81.5% 69.5% 76.5%
Scene C 80.9% 92.8% 70.9% 68.0% 38.0% 81.0%
Scene D 73.7% 59.7% 83.0% 63.3% 33.5% 85.3%
Scene E 84.0% 96.3% 70.6% 82.5% 93.8% 61.0%
Scene F 89.2% 83.9% 86.0% – – –

Avg 83.1% 81.7% 82.1% 74.8% 61.6% 70.7%

accuracy (Acc.), precision (Pre.), and recall (Rec.) as principal metrics. Accuracy is

a universal metric reflecting the proportion of voxels accurately classified. This metric

treats all voxels with equal weight, which can lead to skewed results in datasets with

imbalances, like a predominance of “vacant" voxels over "Building" voxels. Balanced

accuracy, defined as 1
2

`

TP
TP`FN ` TN

TN`FP

˘

, addresses this by computing the mean of

the correct classification rates for each class separately, thereby adjusting for any

disparities in class distribution. Precision, denoted as Precision “ TP
TP`FP , evaluates

the correct identification rate of building voxels within the octree, with TP being

true positives and FP false positives. Recall, defined as Recall “ TP
TP`FN , measures

the model’s success in correctly identifying actual building voxels, indicative of its

comprehensive detection ability. Higher values for these three metrics are preferable.

Partial Analysis. Table 7.2 showcases the reconstruction performance comparison

between SaRF and SenseMyCity, with the latter’s results sourced from [140] (Scene F

is unavailable to SenseMyCity). Our findings indicate that (1) SaRF surpasses Sense-

MyCity with an average balanced accuracy, recall, and precision of 83.1%, 81.7%,

and 82.1%, respectively, while SenseMyCity, utilizing the Random Forest classifier,

achieves 74.8%, 61.6%, and 70.7%. This underscores SaRF’s superior performance in

precise classification and detection of building voxels, along with more effective voxel

pruning within the octree framework. (2) SaRF attains peak balanced accuracy of

89.2% in Scene F, a peak recall of 96.3% in Scene E, and peak precision of 92.5% in
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Scene A. These scenes, associated with residential and educational environments, are

characterized by fewer dynamic objects such as vehicles that could otherwise impact

model precision.

Overall Analysis. For a comprehensive evaluation of SaRF’s performance, we uti-

lize the F1 score, which represents the harmonic mean of precision and recall and

accounts for both metrics concurrently. Higher F1 scores are indicative of more ac-

curate reconstruction. Fig. 7.11 shows a comparison of the F1 scores between SaRF

and SenseMyCity across five different scenes. The data reveals that (1) SaRF nearly

attains F1 scores exceeding 80%, with specific scores of 84.5%, 84.3%, 80.4%, 69.4%

and 81.5% for Scene A, B, C, D and E, respectively. On the other hand, SenseMyC-

ity’s F1 scores are comparatively lower, at 50.7%, 68.0%, 47.8%, 32.3%, and 72.3%,

respectively. SaRF outperforms SenseMyCity by 25.6%. (2) The F1 scores in Scene

D are notably lower, a consequence of particularly poor recall in that scene (59.7%

and 33.5%). In Scene D, which features a complex architectural layout with irregular

buildings and ambiguous open spaces, numerous voxels are misclassified from open

air to building, impacting the accuracy.

Summary. SaRF surpasses existing state-of-the-art methodologies due to two pri-

mary factors. Firstly, prior approaches rely solely on line-of-sight (LOS) assumptions

to deduce the presence of buildings, neglecting non-line-of-sight (NLOS) signal paths.

This simplification is problematic since distinguishing LOS from NLOS components

in received signals is nearly impossible, often rendering the assumption inaccurate.

In contrast, SaRF fully accounts for all potential signal paths using the ray marching

algorithm. Secondly, SaRF enhances prediction accuracy by incorporating the phys-

ical properties of objects encountered along signal paths–something not considered

in previous models. These properties are finely represented through the dual MLPs

within our system.

167



Chapter 7. Constructing 3D Urban Maps with Satellitic Radiance Fields

A B C D E
Scenes (#)

20

40

60

80

100

F1
 S

co
re

 (%
)

SaRF SenseMyCity

Fig. 7.11: Performance of F1 score

Acc. Rec. Pre. F1
20%

40%

60%

80%

w/ 2D map w/o 2D map

Fig. 7.12: Ablation Study

7.8.4 Ablation Study

An ablation study was performed to assess the contribution of ℒmap to the model’s

performance using Scene F as the test case. Specifically, we evaluated the performance

of SaRF with and without the integration of the 2D map in the training process,

focusing on balanced accuracy, precision, recall, and F1 score. The findings revealed

that without the 2D map, SaRF’s performance metrics experienced a drop: accuracy

fell to 82.0%, recall to 77.9%, precision to 55.6%, and F1 score to 64.9%. These

figures reflect declines of 7.2%, 6.0%, 30.4%, and 16.6%, respectively, when compared

to the results achieved with the inclusion of ℒmap. The most significant reductions

were observed in precision and the F1 score, underscoring the 2D map’s pivotal role

in curbing false positives, where non-building voxels are incorrectly identified as part

of a building. Hence, the integration of ℒmap into the training markedly curtails false

positives, thereby bolstering the precision and overall performance of SaRF.

7.8.5 Impact of Altitude

Then, we assessed the balanced accuracy of SaRF across different voxel altitudes

within the reconstructed 3D map. The evaluation was carried out on Scene A (Li-

brary) and Scene F (Campus), calculating the average accuracy for reconstructed

voxels at different height levels. The campus scene featured building heights around
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23 m, while the library scene had buildings approximately 31 m tall. We analyzed

accuracy for voxel heights from 2 m to 38 m, in increments of 4 m, as depicted in

Fig. 7.13. Our results indicated that accuracy fluctuated across different altitudes.

Typically, accuracy peaked at ground level, then gradually diminished as height in-

creased, up to a point close to the building’s height, before rebounding. For example,

accuracy was (98.1%, 94.3%) at 2m, dipped to (78.4%, 74.2%) at 23m and 30m, and

then increased to (99.8%, 83.6%) at 38m. The average accuracy across all layers was

89.2% for Scene A and 85.8% for Scene F.

The pattern of varying accuracy across different voxel altitudes can be explained by

the limitations of the ray tracing technique. GPS signals are predominantly captured

at ground level, resulting in ray tracing predominantly occurring in upward directions

from the ground. Particularly during directional tracing, voxels nearer to the ground

are more frequently traced, while those at higher altitudes may be traced less often.

This occurs because the separation between two distinct directional paths increases

with altitude, leading to less effective tracing of higher voxels. Additionally, the

standard practice of assuming voxels to be vacant by default contributes to improved

accuracy at levels above the actual height of buildings, thereby enhancing the accuracy

observed in the upper layers of the reconstruction.
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Fig. 7.15: Illustration of 3D Urban Constructions. The first row displays the ground
truth for five scenes, with 3D building models sourced from Google Earth and voxels labeled
manually. The second row illustrates the reconstruction outcomes from the related project,
SenseMyCity. The third row presents the 3D voxels reconstructed using SaRF. The fourth
row depicts the bounding boxes of the reconstructed buildings, where each box circumscribes
relevant voxels.

7.8.6 Impact of Training Scale

Next, we assessed how varying amounts of data affect the performance of 3D building

reconstruction in SaRF. For this evaluation, we selected a building in the Scene B.

Fig.7.14 illustrates the changes in accuracy, recall, and precision as the volume of

data increments from 5K to 40K in steps of 5K. Initial results with 5K data show

SaRF achieving 40.2% accuracy, 36.9% recall, and 39.5% precision. As the data

volume increases, these metrics progressively improve. However, beyond 30K data,

the rate of performance enhancement slows down. At 40K data, SaRF reaches 82.3%

accuracy, 75.6% recall, and 87.4% precision. Compared to the full dataset training

results (approximately 120K), detailed in Table7.2, there is a performance decrease

of 4.1%, 4.8%, and 2.8% in accuracy, recall, and precision, respectively. Considering

the balance between data collection efforts and performance efficiency, we recommend

40K data as an optimal amount for effective building reconstruction.
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7.8.7 Visualization

Finally, we visualize the reconstruction results in Fig. 7.15. We employ the City3D

toolbox [153] to draw the recognized building voxels and bounding boxes on Google

Earth. In the model, red and yellow represent the higher and lower-density building

voxels, respectively. The visualization distinctly shows that our recognition results are

more detailed and precise compared to those achieved by SenseMyCity. Regardless

of the coverage or accuracy, SaRF outperforms SenseMyCity.

7.9 Related Work

Our work is related to the following three categories:

Crowdsensing. Crowdsensing has become a popular method for conducting large-

scale, diverse data across various domains. It’s used to many applications from loca-

tion and driving information [154–157], spectrum monitoring with smartphones [158,

159], construct Wi-Fi maps [160]. However, these systems often face challenges re-

lated to the quality of data, especially when the collection process is opportunistic and

lacks controlled environments [160]. In addressing these challenges, recent research

has proposed various methodologies. For instance, Fang et al. explore pervasive

vehicular sensing to refine urban map inference, which can potentially enhance the

accuracy and reliability of location-based data [135]. Uvlens [161] integrates crowd-

sourced data with open government datasets to identify urban village boundaries

and estimate populations, which showcases the potential of crowdsourcing in urban

planning. Additionally, MultiCell develops a model for urban population dynamics

using multiple cellphone networks, offering a novel approach to demographic analyt-

ics [162]. Wang et al. focus on constructing a cellular signal map, which serves to

improve network coverage analysis through mobile crowdsensing [163]. SaRF employs

crowdsourced GNSS data from mobile devices to construct a 3D occupancy map.
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GNSS-based 3D Mapping. RF signals have demonstrated the capacity to perceive

the environment beyond their original applications, extending to areas such as occu-

pancy detection [164–166], human activity recognition [167, 168], localization [169]

and imaging [170]. 3D city maps, crucial for applications ranging from network plan-

ning to climate studies [171–173], have traditionally relied on expensive methods

such as manual annotation and depth-sensing technologies [21,22,174,175]. However,

GNSS signals, commonly used for positioning, have transformed urban mapping.

They provide a globally accessible, economical option for 3D mapping, enhanced

by smartphone-based passive data collection [176, 177]. GNSS-based 3D mapping,

employing building signal obstruction and GPS for urban reconstruction, shows sig-

nificant potential [139, 178]. The integration of crowdsourced data and probabilistic

methods using GNSS SNR measurements further demonstrates the adaptability of

GNSS for urban modeling [138, 140, 154, 179], mitigating the inaccuracies inherent

in crowdsourced data, thereby improving the reliability and precision of the urban

models generated. While GNSS mapping holds promise, its accuracy faces chal-

lenges from signal strength classification and processing, especially in complex urban

settings. Unlike prior methods using SNR-based classifiers for identifying building

voxels, SaRF leverages an RF model-informed neural radiance field to discern voxel

attenuation properties, thereby improving accuracy.
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Conclusions and Future Works

8.1 Conclusions

Wireless technologies have attracted enormous attention from around the world with

the development of related technologies. In wireless systems, the wireless channel is

crucial for both the communication and sensing tasks. As the increment of massive

antenna arrays and frequency bands for higher capacity communications, the intrigu-

ing interaction between the RF signals and environments makes the wireless channel

modeling and prediction becomes more challenges. Moreover, in a practical environ-

ment, the non-negligible noise and frequency offset will make it struggle in the mud.

This dissertation analyzes the development and applications of neural radio-frequency

radiance fields, which is a novel concept for wireless channel modeling and prediction.

Specifically, we make the following contributions:

• Neural Radio-Frequency Radiance Field: We introduce NeRF2, a pioneering deep

learning framework specifically developed for wireless channel understanding. This

framework incorporates a sophisticated physical model of electromagnetic wave

transmission within its learning algorithm, enabling NeRF2 to achieve a detailed un-
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derstanding of wireless communication channels. To accurately predict the channel

characteristics of wideband RF signals, we have developed frequency-aware NeRF2,

which includes an RF prism module along with specialized optimization techniques.

Our extensive experiments demonstrate that NeRF2 substantially enhances perfor-

mance in critical deep learning-based application-layer tasks, particularly in indoor

localization and massive MIMO communication systems.

• Consistent Phase Estimation Protocol: This work presents a long-range, high-

accurate tracking system for commercial backscatter tags. It develops a phase

estimation protocol to solve the problem of 𝜋-ambiguity reported by the commer-

cial devices. In addition, we also proposed three denoising measures for antenna

array equipped backscatter gateways. This innovative combination enables precise

AoA estimation and localization across the entire communication range, a signif-

icant advancement in the field of backscatter tag tracking. A detailed prototype

evaluation reveals a 3ˆ coverage improvement in high-accurate tracking compared

to the state-of-the-art works.

• Understanding Localization by a Tailored GPT: This paper presents a Transformer-

based Localization (TBL) model designed for wireless indoor localization encom-

passing RFID, Wi-Fi, and BLE technologies. The hierarchical structure of TBL

consists of multiple A-Subnetworks, each tasked with determining the AoA from

different base stations. These are then collectively processed by the T-Subnetwork

to predict the localization results along with historical positions. TBL outper-

forms existing methods in 50 different scenarios. To enhance the generalizability

of the TBL model across scenarios, we introduce LocGPT, which is pre-trained on

1.4 million data samples. It demonstrates the capability to maintain near-optimal

accuracy even with considerably reduced datasets.

• We introduce SaRF, a framework designed for 3D urban mapping utilizing crowd-

sourced GNSS data. The key of SaRF lies in its innovative voxel-based represen-

tation of urban structures, coupled with the use of radio frequency neural radiance

fields for learning the attenuation properties of these voxels. This unique combina-
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tion allows our framework to efficiently and accurately reconstruct urban building

structures based on GNSS data, representing a significant advancement in the field

of urban mapping.

8.2 Future Works

8.2.1 Adaptation for Dynamics Environments

NeRF2 employs an implicit model to encapsulate the radiance fields of RF signals

within a specified scene. The primary advantage of utilizing an implicit model lies in

its independence from a rigid structural model for ray tracing, thereby enabling the

integration of voxel radiance data through numerical integration to achieve precise

outcomes. Nevertheless, a limitation of this approach is its inflexibility in adapting

to dynamic environmental changes. Once the RF radiance fields are established,

altering the physical setup—such as relocating a table—poses a challenge, as the

implicit model struggles to identify and adjust the affected voxels within the radiance

model.

Potential Direction I: Adaptation via Explicit Neural Representations

To address these limitations, the adoption of explicit representations such as neural

signed distance functions, neural voxel grids, or 3D Gaussian splatting offers a more

structured and adaptable approach to environmental modeling.

• Neural Signed Distance Functions (SDFs): Neural signed distance functions

provide a powerful method for representing complex geometries and scenes through

continuous scalar fields. In a neural SDF, each point in space is associated with

the shortest distance to the surface boundary, with the sign indicating whether

the point is inside or outside the object. This representation allows for precise
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boundary delineation and robust handling of topological transformations, which

are invaluable for applications involving dynamic environments. The utilization of

neural SDFs in RF signal modeling can lead to more accurate predictions of wave

interactions with the environment, as the model dynamically adjusts to changes

such as moving objects or altering structural layouts. Furthermore, the differentia-

bility of SDFs facilitates the integration with gradient-based learning algorithms,

enhancing the adaptability and speed of training processes in response to environ-

mental changes.

• Neural Voxel Grids: Neural voxel grids represent environments using a dis-

cretized three-dimensional grid where each voxel stores learned features or parame-

ters that describe the local electromagnetic properties. The representation is similar

to the SaRF. This approach allows for a straightforward integration of spatial data

with deep learning architectures, enabling efficient large-scale scene representations.

Voxel-based models excel in scenarios where high-resolution data is available, and

precise control over local interactions is necessary. They are particularly adept

at handling indoor environments with multiple obstructions and varying material

properties. Additionally, the modularity of voxel grids makes them highly adapt-

able to changes within the scene, as updates can be localized to specific voxels

affected by physical modifications, thereby preserving the integrity and accuracy

of the overall model.

• 3D Gaussian Splatting (3DGS): 3D Gaussian splatting extends the concept

of voxelization by incorporating Gaussian functions to model the influence of each

data point over its neighborhood, resulting in a smoother and more continuous

representation of the scene. This technique is particularly useful for RF modeling

as it naturally accommodates the diffuse and scattered nature of RF signals. The

use of Gaussian functions helps in approximating the gradual changes in signal

strength and properties across space, providing a more nuanced understanding of

signal behavior in complex environments. The continuous nature of the Gaussian

splat model also means that updates to the environment, such as the movement of
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objects or changes in layout, can be smoothly integrated into the existing model

without the need for extensive retraining or recalibration.

Each of these explicit representations offers unique advantages for modeling dynamic

environments in RF signal propagation. Their integration into the initialization pro-

cess of environmental models not only enhances the precision and adaptability of the

system but also ensures that the models remain relevant and accurate even as the

physical setting evolves. These advancements represent significant strides towards cre-

ating more responsive and robust systems for real-time RF-based applications, such

as autonomous navigation, interactive simulations, and smart infrastructure manage-

ment.

Potential Direction II: Adaptation via Differentiable Ray Tracing

Exploring the integration of differentiable ray tracing technologies, such as NV Sionna,

presents an innovative method for simulating the intricate interactions of electromag-

netic waves within complex environments. Differentiable ray tracing (DRT) stands

out by enabling the computation of gradients for both the geometry and material

properties of a scene relative to the path of electromagnetic signals. This capability

not only facilitates more accurate simulations but also enhances the adaptability of

the models to dynamic changes within the environment.

• Initial Geometry Acquisition through Inverse Rendering. The first step

in employing DRT effectively involves using inverse rendering techniques to as-

certain the geometric structure of the environment. Inverse rendering works by

reconstructing the three-dimensional geometry of the scene from observed data,

typically captured through various sensors or imaging devices. This process essen-

tially inverts the traditional rendering pipeline, utilizing observed measurements to

deduce physical properties of the scene. By accurately reconstructing the geometry,

177



Chapter 8. Conclusions and Future Works

the foundation is laid for subsequent detailed analyses and simulations, providing

a robust framework upon which further properties can be built and refined.

• Material Property Learning via Ray Tracing. Once the geometry is estab-

lished, DRT can be utilized to learn the material properties of entities within the

scene. This involves tracing simulated rays through the environment and adjust-

ing material properties based on how these rays interact with different surfaces.

The differentiation aspect of DRT allows for the adjustment of these properties

by backpropagating errors from observed versus simulated interactions, optimizing

material characteristics to reflect real-world behaviors. This step is crucial for un-

derstanding and predicting complex interactions such as reflection, absorption, and

scattering, which are vital for accurate channel modeling in RF applications.

• Dynamic Adaptation and Path Tracing. After the electromagnetic (EM)

properties of the scene’s materials have been learned, the system is equipped to

handle dynamic changes efficiently. In dynamic environments, where objects may

move or where new structures might be introduced, DRT can dynamically trace

new paths for the electromagnetic waves, recalculating interactions based on the

updated scene configuration. This ability to adapt in real-time is pivotal for ap-

plications such as real-time gaming, autonomous vehicle navigation, and urban

planning, where environments are continually changing.

The development of algorithms that integrate DRT with existing neural representa-

tions marks a significant advancement in predictive performance of channel models.

These algorithms would leverage the learned EM properties and geometrical data to

predict signal behavior with high accuracy, even in environments characterized by

complex physical interactions. The validation of these algorithms involves rigorous

testing across a variety of scenarios to ensure they not only meet theoretical expecta-

tions but also perform robustly in practical applications. By refining the interaction

models between electromagnetic waves and environmental features, DRT can sig-

nificantly enhance the predictive accuracy of channel models. This improvement is
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particularly beneficial in scenarios involving complex geometries and diverse material

types, where traditional models may fail to capture the nuanced behaviors of EM

waves.

Potential Direction III: Adaptation via Temporal Model

To further enhance the adaptability of RF signal models in dynamic environments,

incorporating time as an additional input can provide crucial insights into the tempo-

ral dynamics of electromagnetic wave interactions. A temporal model could be used

to track and model the evolution of RF signal behaviors over time. This would allow

the system to not only account for spatial changes but also adapt in real-time as the

environment evolves.

By extending the concept of NeRF2 to include time as a parameter, dynamic NeRF2

can be used to model the continuous evolution of the scene’s electromagnetic proper-

ties over time. Each voxel or radiance field element is parameterized by both spatial

coordinates and temporal information, allowing the model to account for dynamic

changes such as moving objects, fluctuating environmental conditions, or time-of-day

effects. This extension makes the model responsive not only to static changes but also

to periodic or transient environmental transformations. The temporal component en-

ables more accurate modeling of time-varying RF behaviors, such as signal fading,

interference patterns, or the movement of obstacles that alter wave propagation. En-

vironmental elements and their material properties can change over time—due to

factors such as temperature variations, humidity, or motion. A temporal model can

incorporate these time-dependent variations into the RF propagation model. This

adaptation is crucial for applications that require real-time updates to signal propa-

gation predictions, such as autonomous vehicle navigation or dynamic wireless com-

munication networks. By dynamically adjusting material properties, the system can

more accurately reflect the changing physical and electromagnetic characteristics of
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the environment.

8.2.2 Time Consumption Reduction

Potential Direction I: Compression for Lightweight Models

Recent advancements in model compression techniques have revealed effective strate-

gies for accelerating the training and deployment of NeRF2 models, which is essential

for applications requiring fast updates and quick deployment. Two of the most im-

pactful methods in this area are pruning and quantization, both of which aim to

improve the computational efficiency of these complex neural networks.

Pruning is a technique that involves systematically removing less important weights

from a neural network, thereby reducing its overall complexity. By focusing com-

putational resources on the most influential parts of the model, pruning not only

accelerates training but also simplifies the architecture. This results in a model with

fewer parameters to manage, which in turn leads to faster load times and reduced la-

tency during inference. Pruning is especially valuable in scenarios where models need

to be updated incrementally, as it allows systems to adapt more swiftly to changes in

the environment or data. This agility enhances both the efficiency and effectiveness

of NeRF2 applications in dynamic settings.

Quantization can address the computational demands of NeRF2 models by converting

high-precision parameters (e.g., 32-bit floating point) to lower precision formats, such

as 16-bit or 8-bit integers. This reduction in precision lowers the computational

and memory overhead, making the model lighter and more efficient. Additionally,

quantization enables the use of specialized hardware accelerators like FPGAs or AI

chips, which are optimized for handling lower-precision calculations. The reduced

computational load speeds up training and inference, while also decreasing energy

consumption, making the system more sustainable and cost-effective.
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Integrating these compression techniques into the NeRF2 training pipeline could dras-

tically improve the deployment of these models in dynamic, real-time environments.

By reducing downtime and enhancing responsiveness, pruning and quantization make

NeRF2 technologies more viable for applications where time, efficiency, and resource

management are critical. As a result, these techniques not only make NeRF2 models

more accessible but also help optimize their performance for real-world applications.

Potential Direction II: Effective Rendering and Representation Strategies

Beyond model compression, targeted algorithmic enhancements significantly stream-

line NeRF2 training processes, crucial for rapid and efficient model development.

Subsampling techniques such as importance sampling are instrumental in this regard.

By prioritizing the processing of data points that contribute most significantly to the

model’s learning, importance sampling effectively minimizes the computations on less

critical data. This strategic data handling not only accelerates convergence but also

conserves computational resources, crucial for training complex models like NeRF2.

The selective processing ensures that the training focus is maintained on data that

enhance model accuracy and learning speed, optimizing the overall training cycle.

Further enhancing NeRF2’s efficiency, advanced data structures such as hash tables

and octrees play a pivotal role in optimizing memory usage and accelerating data

access. For instance, multi-resolution hash tables adaptively manage the spatial hier-

archy of data, allowing for quick adjustments to the model parameters throughout the

training process. This method leverages the parallel processing capabilities of GPUs,

facilitating a significant reduction in computation time while handling the extensive

data volumes typical in NeRF2 training. These data structures not only improve

the speed but also enhance the spatial accuracy of the rendered models, crucial for

applications requiring high fidelity and precision.

These algorithmic improvements extend beyond mere acceleration. They also bolster
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the robustness and adaptability of NeRF2 models, making them suitable for dynamic

and real-time applications. Looking forward, the integration of these strategies with

real-time processing requirements could be transformative, particularly in fields such

as autonomous vehicle navigation, augmented reality, and dynamic scene reconstruc-

tion. By marrying effective rendering techniques with efficient data representation,

future research could unlock new potentials for NeRF2, enabling it to operate seam-

lessly in real-world scenarios that demand both speed and accuracy. This evolution in

NeRF2 training methodologies could potentially set new standards for performance

in complex, interactive environments.

8.2.3 Scaling for Broader Applications

Potential Direction I: City-scale 5G Digital Twin Network

A promising direction for extending the capabilities of NeRF2 is the development of

city-scale 5G digital twin networks. By combining detailed 3D models of urban en-

vironments, we can simulate RF signal propagation across entire cities in real-time.

These digital twins would offer a highly accurate, dynamic, and scalable representa-

tion of how 5G signals interact with the complex geometries of urban infrastructure,

including buildings, roads, vegetation, and moving objects. With these models, we

could simulate various propagation effects such as reflections, diffractions, and scat-

tering, leading to more precise predictions of signal strength, coverage, and interfer-

ence in different parts of the city. This would significantly aid in network planning,

optimization, and troubleshooting, allowing for proactive management of urban 5G

networks and ensuring reliable service in high-demand areas. One possible solution is

to leverage Google Street Map data to train a visual NeRF model and then transfer

this model to NeRF2 model for 5G signal prediction.
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Potential Direction II: mmWave and THz bands Adaptation

Adapting NeRF2 models to mmWave and THz frequency bands presents challenges

due to their increased signal attenuation, susceptibility to absorption, and sensitivity

to environmental obstacles like wall. These higher frequency bands also experience

more pronounced diffraction and scattering effects, requiring high spatial resolution

to accurately model signal propagation. To address these challenges, solutions include

enhancing the NeRF2 framework with finer spatial resolution and incorporating more

granular material properties to capture the complex interactions at these frequencies.

Additionally, leveraging visual data could improve model accuracy and adaptability.

Advanced machine learning techniques, including transfer learning and domain adap-

tation, can also help mitigate the limited availability of large datasets for these bands,

enabling the model to better generalize to diverse urban environments and dynamic

propagation conditions. These strategies would improve the accuracy of mmWave

and THz signal predictions, aiding in more efficient network design and optimization

in challenging environments.
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