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Abstract

Localization and navigation rely on a global navigation satellite system (GNSS)

to provide an absolute position. However, signal reflection and attenuation result

in positioning performance degradation, which is common in urban canyons. Ur-

ban localization can be enhanced using the resources associated with 3D building

models. Different 3D mapping-aided (3DMA) GNSS algorithms have been pro-

posed, in which the 3D building models are used to aid the positioning. Recently,

the candidate-based 3DMA GNSS framework was presented to examine the dis-

tributed particles, and the particles that best match the observed measurements,

that is, the particles with the minimum cost, are identified as the receiver location.

Such particle sampling approaches are inexpensive but incur a high computational

load. Besides, the candidate-based 3DMAGNSS cannot provide reliable solutions

for continuous positioning.

This study develops a novel 3DMA GNSS positioning framework for urban

positioning. Based on the existing candidate-based 3DMA GNSS, the candidates

are distributed effectively with a context-based algorithm. Furthermore, this study

harnesses the benefits brought by the complementary nature of the different 3DMA

GNSS algorithms and provides an integrated solution to maximize positioning

performance. The third contribution of this study is to increase the robustness
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of the positioning by connecting multi-epoch solutions. This study achieves this

by mathematically expressing the candidate-based 3DMAGNSS. The mathemati-

cally expressed model is then tightly integrated with Doppler measurements using

factor graph optimization (FGO).

Designed experiments are conducted to validate the performance of the pro-

posed positioning framework. The evaluation shows that the proposed position-

ing framework outperforms the conventional positioning methods. The proposed

framework can provide accurate and reliable positioning for smartphones and consumer-

grade GNSS receivers in urban canyons.
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Chapter 1

Introduction

1.1 Motivation

Positioning and navigation are irreplaceable for our daily to locate ourselves and

bring us to the destination safely. Positioning technologies diversely apply in intel-

ligent transportation systems (ITS) and location-based services (LBS) to localize

in absolute coordinate system [1]. Positioning technology requisites can be charac-

terized from diverse perspectives, including considerations of accuracy, integrity,

continuity, and availability [2]. Global navigation satellites system (GNSS) usu-

ally performs well in these aspects when operating in opensky environments with

meter-level accuracy, it can provide absolute positioning under the global coordi-

nate system for these applications [3]. Smartphones and low-cost GNSS receivers

typically use multi-constellation capability to maximize the number of received

satellites, enhancing the availability of GNSS positioning.

Demand for reliable and accurate positioning is increasing with the urbaniza-

tion footprint. However, high rise buildings bottleneck GNSS to provide satis-

1
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factory performance with the conventional GNSS positioning strategies. GNSS

signal transmission in urban canyons is often obstructed, reflected, or diffracted

by building surfaces, deviating from a straightforward line-of-sight propagation.

Phenomena of non-line-of-sight (NLOS) reception and multipath effect are two

common errors when reflection occurs [4]. Two errors are named based onwhether

the LOS signal is blocked or not. NLOS reception refers to the case that only the

reflected signal can reach the receiver. Multipath effect presents when both LOS

and reflected signals are arriving the receiver.

The extra traveling distance of reflected signals introduces non-Gaussian errors

to themeasurements, degrading positioning performance. Assisted positioning ap-

proaches, such as GNSS aided by inertial or visual sensors, have been shown to

improve performance in various scenarios, including urban environments. How-

ever, these aiding approaches primarily provide relative position updates, while

absolute coordinate positioning via GNSS remains irreplaceable in such unfavor-

able conditions. Therefore, it is crucial to develop methods that offer more reli-

able positioning for performance improvement. Beyond excluding or mitigating

unhealthy measurements, correcting these measurements holds significant poten-

tial for enhancing performance. 3D mapping-aided (3DMA) GNSS [5] uses 3D

building models to significantly improve positioning accuracy.

Several 3DMAGNSS algorithms have been introduced in the last decade, ben-

efitting from the extensive coverage of 3D city models available to researchers.

3DMAGNSS has been widely commercialized and even become a standard built-

in function for smartphones [6]. 3DMA GNSS uses the context of 3D models to

predict, detect, and even correct GNSS signal errors. 3DMAGNSS can be catego-

rized into two main groups: shadow matching [7], [8] and ranging-based 3DMA
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GNSS. Examples of ranging-based 3DMA GNSS include ray-tracing GNSS [9],

[10], likelihood-based ranging 3DMA GNSS [11], and skymask 3DMA GNSS

[12]. Errors raised by surrounding obstacles are strongly location-dependent, as

reflections tend to occur in close proximity to the receivers. As a result, creat-

ing a universally applicable correction model for all environments is challenging.

3DMAGNSS positioning algorithms typically use the particle filter concept, aim-

ing to identify a position that optimally matches with the modeled and received

measurements. Meanwhile, corrections are applied to satellite visibility for those

predicted as NLOS. The candidate-based positioning approach is first distributing

several positioning hypothesis candidates and compare the predictions with obser-

vations. Shadow matching and ranging-based 3DMA GNSS use distinct features

for positioning. The former relies on satellite visibilities as the matching feature,

whereas the latter uses pseudorange measurements for matching.

Candidate-based 3DMAGNSS are commonly in single point positioning (SPP)

basis. However, SPP is not robust enough for continuous positioning. Due to the

high similarity of features and observation outliers, multimodal and drifting prob-

lems occur and degrade the positioning reliability over time. Temporal information

engages to provide extra constraint to increase the robustness of positioning. Sev-

eral studies extend the 3DMA GNSS positioning to multi-epoch approach using

filtering basis, such as Kalman filter, particle filter, and grid filter. Factor graph

optimization (FGO) is widely adopted in the robotics field and draws the attention

of GNSS communities, but there is lack of discussion to extend 3DMA GNSS in

multi-epoch solution using FGO.

This study is the pioneer on improving the accuracy and robustness of 3DMA

GNSS positioning in several perspectives. This study first acknowledges the dif-
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ficulties of GNSS positioning in urban areas and limitations of existing 3DMA

GNSS algorithms via literature reviews in chapter 2. Then, the performance of

a basic 3DMA GNSS positioning algorithm is presented in chapter 3, and results

from actual recorded data are analysed to identify existing limitations. This study

then adopts an L5-band GNSS signal to mitigate the multipath effect and pro-

vide a higher quality of NLOS measurements. Also, the uncertainty of the re-

ceiver clock estimation in the measurements modelling phase of candidate-based

3DMA GNSS is discussed, and a method to improve the estimation is proposed

in chapter 4. Meanwhile, to improve the efficiency of the candidate sampling and

propagation, dynamical candidate sampling is proposed chapter 5. After that, the

candidate-based 3DMA GNSS is proposed to extend the positioning to a multi-

epoch basis using FGO in loosely coupled (chapter 5), hybrid-coupled (chapter 6)

and semi-tightly coupled (chapter 7) manners.

1.2 Problem Statements and Objectives

Though 3DMA GNSS shows a promising performance by using NLOS reception

as a positioning feature and ensuring a sufficient number of effective satellites,

there remain uncertainties and sufficient opportunities for performance improve-

ment. This thesis aims to provide a more accurate and robust 3DMA GNSS po-

sitioning framework for low-cost receivers, such as smartphones. Improvement

can be made in several perspectives, such as in measurement modelling and po-

sitioning phrases. Furthermore, the positioning can be extended to multi-epoch

manner via incorporating relative position of consecutive epochs, such as Doppler

measurements estimated velocity. And four related problems are identified as the
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key objectives to be achieved in this study.

1.2.1 Measurements quality enhancement via L5-band signal

In the measurement domain, 3DMA GNSS only uses NLOS reception as the po-

sitioning feature, leaving out the mitigation of Multipath effect. This gap occurs

because the measurement error is signal-dependent in the receiver, requiring alter-

native approaches to address this error. Low-cost devices, such as smartphones,

are newly capable of receiving the L5-band signal. The nature of the L5-band

signal of a higher chipping rate provides excellent performance in excluding mul-

tipath error that exceeds one chip length. By this means, this study investigates

the performance of L5-band signals for 3DMA GNSS positioning.

1.2.2 Receiver clock modelling over candidate-based approach

In the modeling of pseudorange measurements at each distributed candidate, es-

timates for atmospheric delays and satellite clock offset can be derived from the

parameters provided in the ephemeris. Meanwhile, NLOS delays can be predicted

by ranging-based 3DMA GNSS. However, uncertainty arises in estimating the

receiver clock offset, which is a device-dependent term without external aiding.

This is particularly impactful in low-cost receivers where clock stability may be

compromised during continuous operation, significantly affecting positioning per-

formance. Therefore, this study proposed an alternative way to better estimate the

receiver clock offset and compared different receiver clock offset modelling meth-

ods.
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1.2.3 Effective candidate-based 3DMAGNSS in position-domain

The main limitation of a candidate-based approach is its dependence on a rela-

tively accurate initial location, essential for ensuring adequate sampling coverage

around the actual location. Conversely, excessively distributed positioning hy-

pothesis candidates can lead to a high computational load. Therefore, this study

proposed an environment context-based candidate distribution approach to effec-

tively distributing the sampling candidates.

Meanwhile, multimodal problems degrade the candidate-based 3DMAGNSS.

Clustering using region growing is proposed in this study to identify potential mul-

timodal existence and only select the high scores candidates or cluster for position-

ing and propagation of the sampling at next epoch. This can reduce the uncertainty

of 3DMA GNSS positioning.

1.2.4 Multi-epoch 3DMA GNSS using factor graph optimiza-

tion (FGO)

Multi-epoch positioning has to be considered to increase the robustness of 3DMA

GNSS. FGO uses batch optimization concept to include as much as information,

providing extra constraint to the position states estimation. There are lack of stud-

ies on multi-epoch 3DMA GNSS using FGO, and this study extends the single-

epoch candidate-based 3DMA GNSS to a multi-epoch solution.

The optimization is done in both loosely and semi-tightly coupled manners.

Loosely coupled FGO integrates position solution from candidate-based 3DMA

GNSS and Doppler measurements estimated velocity.

Semi-tightly coupled FGO integrates cost function of 3DMAGNSS andDoppler
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measurements directly, this maximizes all available information to constraint the

state estimation with all historical information as a batch to provide complete op-

timality. The cost function of 3DMA GNSS is a differentiable function that math-

ematically models the sampled locations and the likelihood scores of candidate-

based 3DMA GNSS. Therefore, nonlinear least squares (NLS) can be adopted to

estimate the position solution.

1.3 Thesis Outline

A reminder of this thesis is structured as follows:

Chapter 2 presents a comprehensive review of GNSS positioning algorithms.

Requirements and difficulties of GNSS positioning in urban areas are first pre-

sented. Then, various conventional and advanced GNSS positioning techniques

are reviewed. Finally, different NLOS reception and multipath effect mitigation

techniques are discussed from several perspectives: hardware layer, measurement

level, and 3DMA GNSS approaches.

Chapter 3 discusses the details of the basic candidate-based 3DMA GNSS.

This chapter first explains the position sampling and measurement modelling of

different 3DMA GNSS algorithms. Then, the integration of 3DMA GNSS algo-

rithms is explained. Finally, the performance of the basic candidate-based 3DMA

GNSS is accessed by actual data from designed experiments to highlight its limi-

tations.

Chapter 4 improves the measurement modelling phase of the candidate-based

3DMAGNSS. Twomain improvements have beenmade to address the limitations.

The first improvement is using L5-band measurements in the positioning as dual-
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frequency 3DMA GNSS. The second improvement is proposing a receiver clock

modelling approach for the pseudorange. The performance of the improvements is

accessed by the actual recorded dataset of designed experiments in urban canyons.

Chapter 5 extends the candidate-based 3DMA GNSS from single-point po-

sitioning into a multi-epoch approach. Position solution from candidate-based

3DMA GNSS integrates with velocity estimated by Doppler measurements in a

loosely coupled manner using FGO.Meanwhile, the candidate distribution is done

effectively with a context-based distribution. Therefore, real-time positioning can

be achieved. The performance of the loosely coupled integration is accessed by

real-world datasets recorded in Hong Kong and New York City.

Chapter 6 improves the multi-epoch 3DMA GNSS in the position domain by

using a region-growing method to identify the potential occurrence of multimodal

and select the cluster using the position of the previous epoch and displacement.

Then, the selected cluster and estimated velocity are inputted into FGO to esti-

mate the optimal states of multiple epochs. As the selected cluster has a smaller

position covariance than the estimated position without clustering, positions of

other epochswith smaller covariance canmitigate the solution of solution solution-

shifted epoch to a correct position.

Chapter 7 advanced the integration of the 3DMAGNSS into FGO, and all can-

didates were modelled as a differentiable continuous function and inputted to the

FGO. The modelled continuous function returns the actual cost when inputting a

desired location. Therefore, the higher resolution information can better constrain

the position estimation. This study uses actual recorded datasets in the vehicular

and pedestrian scenarios as the showcase for performance evaluation.

Chapter 8 concludes the thesis and discusses the remaining issues and future
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work.

1.4 Research Contribution to Research Community

The proposed research topic is divided into five main phases, and each phases are

summarized into academic articles. Each milestone and corresponding publica-

tions are summarized in Figure 1.1.

Figure 1.1: Milestones and the corresponding publications of this thesis.



Chapter 2

Background

2.1 Positioning inGNSS-Challenging Environments

Sufficient numbers of LOS satellite are the key for reliable GNSS positioning.

Highrise buildings with highly reflectivity surface materials obstruct the GNSS

signal transmitted to the receiver, affecting the number and the geometry of the

visible satellites. As a result, the performance of GNSS positioning degrades when

receiver operates in harsh conditions, such as urban canyons surrounded by tall

buildings.

Building blockage of GNSS signal causes the first difficulties on a limited

number and poor geometry of the available satellites. Poor geometry results in high

dilution of precision (DOP) value. DOP value is higher at the lateral direction of

the street because the building geometries are usually distributed at this direction,

while a wider sky visibility is parallel to the longitudinal direction of the street.

Satellites located in the longitudinal direction of the street are generally the LOS

ones, providing better positioning accuracy at this direction.

10
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Satellites distributed along the lateral side of the street, where buildings are

located, are frequently blocked or received as reflected signals. This leads to the

second challenge of NLOS reception and the multipath effect of the GNSS sig-

nals. The reflections violate the LOS signal assumption of GNSS. The additional

travel distance of the signal introduces noise to the position estimation, resulting

in errors of degraded position achieving 50 m or more [13]. Error behaviors and

naming are different for the reflection occurs, it is depending on the status of the

LOS signal. NLOS reception occurs when only reflection signal is received by

the antenna. While multipath effect refers to the case of both LOS and reflected

signals arrive the antenna. They are highly spatial correlated compared to atmo-

spheric delays, where the error sources (blockage and reflecting point) are close

to the receiver. When the receiver updates to another location, satellite visibility

and ranging delays are totally different.

NLOS reception and multipath effect demonstrate distinct behaviors in terms

of signal strength and ranging errors. In NLOS reception, the reflected signal

travels an extra distance, leading to a positive ranging error. Simultaneously, when

the signal bounces over a building surface, it results in weaker signal strength when

arriving at the antenna.

The error associated with the multipath effect is influenced not only by the ge-

ometrical error of the reflection but also by the interference within the receiver’s

correlation process. In cases where the receiver receives multiple signals, several

correlation peaks form inside the correlator [4]. Feeding both direct and reflected

signals into the correlator can lead to constructive or destructive interference, im-

pacting the equalization of power between the early and late channels. Construc-

tive interference results in positive errors for in-phase reflection, while out-of-
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phase reflection leads to negative errors. Therefore, the multipath error can be

either positive or negative for pseudorange measurements, depending on whether

constructive or destructive interference occurs. Similarly, signal strength becomes

stronger and weaker for multipath effect during constructive and destructive inter-

ference, respectively.

Another signal transmission error is ‘diffraction’ [14]. Similar to NLOS re-

ception, the signal is attenuated over the building edge. The diffracted signal also

travels with an extra delay distance, but this distance is much smaller than that of

reflection. Identifying this error is challenging due to its relatively small magni-

tude, and it only occurs when the signal travels close to the building edge.

Furthermore, low-cost GNSS receivers often have highly sensitive antenna,

resulting in measurements with very low carrier-to-noise ratio densities due to the

low-cost hardware and baseband processing algorithm designs. These low-quality

measurements may not be excluded from positioning algorithms, significantly de-

teriorating the positioning performance as unhealthy measurements.

2.2 GNSS positioning in general scenarios

Traditional GNSS positioning relies on pseudorange measurements and applies

the least squares (LS) method as a SPP basis. However, LS estimation is not ro-

bust in handling outliers [15]. To enhance robustness, mass-market products often

fuse GNSS positioning with navigation filter, such as the Kalman filter (KF) [16].

However, positioning performance of the KF-based approach may degrade in the

presence of non-Gaussian measurement errors [17]. Errors can propagate through

the measurements and covariance updates, implying that KF and EKF do not en-
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sure the optimality of the estimated results.

The particle filter can effectively distribute and sample the candidates [18],

[19]. Moreover, a grid filter was used to distribute positioning candidates evenly

[20]. However, the accuracy of the initial location is important for the distribution

of hypothesis positions. Like the KF-based approach, particle and grid filters do

not guarantee result robustness.

Factor graph optimization (FGO) is extensively adopted in the robotics and

autonomous driving fields due to its inherent robustness [17]. It offers two main

benefits among different optimization methods. Firstly, it uses data as a batch

and incorporates historical information, improving robustness. Additionally, FGO

maintains a reasonable computational load during optimization. Secondly, it pro-

vides a flexible optimization architecture that can be easily expanded in scale and

factor types. A comprehensive study comparing FGO and EKF in GNSS/INS in-

tegration [17]. Results show that FGO outperforms EKF in terms of accuracy

and robustness for both loosely-coupled (LC) and tightly-coupled (TC) integra-

tion. FGO has demonstrated revolutionary positioning performance in sensor fu-

sion [21], centimeter-level positioning with RTK GNSS [22], and collaborative

positioning [23].

It is worth noting that a sliding window-based FGO optimizes in both the for-

ward direction (as filtering) and the backward direction (as smoothing), whereas

EKF only performs filtering in the forward direction. For a fair comparison, the

EKF should be implemented in a window-based setting, with state updates within

the window iteratively calculated.

After applying model corrections, there are still several meters of common er-

rors present, contributing to the user equivalent range error budget [24]. These
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remaining errors can degrade positioning accuracy. However, since these errors

are spatially correlated, such as the atmospheric delays from the same satellite,

their magnitudes are similar within the same area. To mitigate this, differencing

observations across receivers or base stations with known locations can be em-

polyed, a technique known as differential GNSS (DGNSS) [3]. In open areas,

DGNSS can achieve positioning solution within 1 to 2 meters of error.

The mentioned approaches use pseudorange measurements for positioning but

introduce noise that limits resolution to the meter level [3]. To achieve centimeter-

level accuracy, real time kinematic (RTK) GNSS positioning is employed, extend-

ing the concept of DGNSS by applying the differential technique to carrier phase

measurements. Then resolves the ambiguities in carrier phase measurements to

get the fixed solution [25], [26]. An alternative method is precise point positioning

(PPP), which uses precise orbit and clock ephemerides, alongwith linear combined

multiple-frequency measurements [26], to provide precise locations in centimeter-

level positioning accuracy. PPP expands the estimation state to comprehensively

model the entire system and converges all unknowns over continuous operation

[27], [28]. Although advancements such as the instantaneous PPP-WAR technique

[29] relaxing convergence time requirements, carrier phase measurements are still

susceptible to multipath errors and cycle slip problems, presenting difficulties for

these techniques in urban canyons.

Although quality control procedures can be implemented to detect, identify,

and adapt to outliers, they may still persist in the position estimation process, po-

tentially deteriorating performance. Alternative approaches must be developed

and implemented to improve positioning reliability.
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2.3 NLOS reception and multipath mitigation tech-

niques for GNSS challenging environments

Strategies for addressing NLOS reception and multipath effects can be catego-

rized into identification, mitigation, and correction. These strategies can be imple-

mented at several levels, including hardware, measurement, and additional aiding

resources. This subsection introduces techniques for addressing NLOS reception

and multipath effects from these perspectives.

2.3.1 Hardware design perspective

Various hardware solutions can aid in identifying satellite blockage. Using hard-

ware offers the advantage of real-time, local recognition of the real-world context

using recognition algorithms to classify image regions into skies and obstacles.

This approach uses the known positions of satellites and obstacles to determine

which satellites are blocked. Therefore, aided positioning with hardware outper-

forms in identifying dynamic obstacles, such as moving vehicles.

A method using a sky-pointing fisheye camera for NLOS signal detection

through image recognition has been introduced [30], [31]. In this approach, a

fisheye camera is installed on the roof of a vehicle, pointing toward the sky. Dur-

ing the online positioning stage, the fisheye camera captures the environment as an

image. An image recognition algorithm is then employed to classify areas in the

image into skies and obstacles. This information is fused with heading informa-

tion to determine the angular positions of obstacles. By projecting satellites onto

the image, this method can identify NLOS satellites, which are then excluded from



CHAPTER 2. BACKGROUND 16

the positioning process.

Another approach is using 3D light detection and ranging (LiDAR). TheNLOS

signals can be detected [32] and corrected based on scanned surrounding building

distance andNLOS propagationmodel [33]. In study [32], a LiDAR is used to scan

the point cloud of real environments. An object detection algorithm is then applied

to identify a double-deck bus, and its dimensions are extended to create a realistic

representation if detected. After that, the obstacle is transformed and projected

onto GNSS skyplot for NLOS exclusion. Study [33] extends the usage of LiDAR

to detect and correct the NLOS reception. This study proposes a LiDAR-based

point cloud segmentation method to detect the top boundary of the building. The

top boundary information can be used to identify NLOS reception, and using the

distance to the building, the NLOS correction can be estimated by the NLOS error

model instead of excluding it.

These studies show excellent performance in identifying NLOS satellites, es-

pecially in identifying signal blockages based on the actual environments. How-

ever, these approaches require extra equipment and increased power consumption,

making them impractical for hand-held devices.

2.3.2 Measurement level

The consistency-check method [34] is used to detect and isolate the unhealthy

pseudorange measurements, achieving a satisfactory positioning result. It recur-

sively performs a consistency test on residuals of the LS solution and eliminates

the largest residual measurement until the test passes or the number of residuals is

less than a certain threshold. However, its performance may degrade in the dense
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urban scenario with severe NLOS reception. Multiple NLOS receptions as the

outliers may lead to fault consistency issues, degrading the correctness of fault de-

tection and exclusion [35]. Meanwhile, aggressively excluding measurements can

lead to bad satellite geometry or an insufficient number satellites for positioning.

Employing multi-frequency GNSS measurements proves to be an effective

way in mitigating the multipath effect, especially with the growing popularity of

L5-band signals for civilian use. GNSS L5-band measurements are commonly

available in smartphones and low-cost consumer-level receivers in recent years.

Studies show that the multi-constellation dual-frequency measurements can pro-

vide more accurate clocks and orbital data for smartphones [36]. Usually, they

are capable of receiving the L1 C/A, B1I, and E1 signals from GPS/QZSS, BDS,

and Galileo, respectively. The latest receiver employing the lower L-band signal

(1176.45 MHz) can receive more signals in addition to the preceding signals, such

as the L5 signal of GPS/QZSS [37], [38], the E5a signal of Galileo [39] and the

B2a signal of BeiDou-3 [40]. The combination of GPS/ Galileo /BDS can achieve

a satisfactory satellite geometric distribution for positioning [41]. GNSS L5-band

signal has excellent potential to contribute to civilian positioning applications.

GNSS L5-band signals are less affected by the multipath effect compared to

the commonly used L1 C/A signals. This is attributed to the design of the L5-

band signal, which features a higher chipping rate and shorter chip length than

the open-service civil L1-band signal [42]. Owing to the property of the spread-

ing code, when the multipath error exceeds one chip length, the amplitude of the

auto-correlation between the incoming multipath code signal and the local replica

is significantly reduced [3]. Therefore, the accuracy of the code tracking error

discriminated by a commonly used three-channel correlator in terms of the LOS
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signal can be efficiently improved as its autocorrelation function is unlikely to be

distorted by the multipath effect. Moreover, the L5-band signal benefits from a

smaller chip length than that of the L1 C/A signal. The L5-band signal includes a

smaller multipath error than the latter. The code Doppler frequency can be mea-

sured to be closer to the truth. As a result, according to the theory for the design

of the receiver, both the pseudorange and the carrier phase measurements can be

improved [43].

The research attempts to explore methods to optimize the usage of L5-band

measurements for enhancing positioning accuracy. The benefits of harnessing the

L5 signal-to-noise ratio for multipath reflectometry are thoroughly examined [44].

The signals vary in wavelength and demonstrate distinct ionospheric delays [45].

Therefore, a study explores using the linear combination of dual-frequency sig-

nals to eliminate the ionospheric delay [46]. Additionally, some studies combine

triple-frequency measurements on L1/L2/L5 to enhance positioning performance

for single-point positioning [47] and advanced receiver autonomous integritymon-

itoring [48].

Furthermore, in the presence of multipath, GNSS signals with varying wave-

lengths exhibit distinct behaviors in terms of signal-to-noise ratio. This character-

istic has been applied to detect the multipath effect for geodetic GNSS receivers in

urban areas [49]. A study [50] introduced a novel integrated positioning algorithm

that using GNSS L1/L5 bands, featuring outlier isolation designed specifically for

dual-frequency enabled receivers for urban positioning.

L5 signals also play a crucial role in achieving centimeter-level positioning

accuracy, as demonstrated in techniques like precise point positioning (PPP) [51]

and real-time kinematic (RTK) GNSS [25]. PPP applies triple-frequency mea-
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surements to accelerate the convergence process [52], [53]. The advantages of the

L5 signal have also been employed by multi-frequency geodetic receiver [54] to

enhance PPP [55] or RTK positioning [56].

L5 signals serve to reduce multipath effects and isolate errors in NLOS recep-

tion [6]. Consequently, algorithms have a significant potential to estimate NLOS

delays with greater precision using these improved NLOS measurements.

2.3.3 Handling NLOS reception with 3DMA GNSS

NLOS reception and multipath are highly spatial correlated with the surrounding

buildings, making it essential to use extra resources for environmental perception

to detect any NLOS signal transmission. 3D building models digitally formalize

the entity of the city infrastructures. With the widespread digitalization of smart

cities, 3D building models are widely accessible for major cities globally, such as

in Hong Kong, China [57], [58], New York City, US [59], Tokyo, Japan[60], Lon-

don, UK [61], Schiphol, Netherlands [62], Delft, Netherlands [63], and Daejeon,

Korea [64].

The available 3D building model makes it possible to aid the urban position-

ing, namely 3D mapping aided (3DMA) GNSS [5]. 3DMA GNSS can be used in

a low-cost receiver as a software-based approach to enhance positioning capabili-

ties. It predicts satellite visibility and transmission path propagation, which can be

divided into two primary categories: shadow matching (SM) [7], [8] and ranging-

based 3DMA GNSS, such as likelihood-based ranging (LBR) [11], ray-tracing

GNSS [9], [10], and skymask 3DMA (SKY) [12].

3DMAGNSS demonstrates a strong capability for detecting NLOS receptions
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using georeferenced building models. Consequently, it can accurately predict the

actual locations of blockages and reflections based on the specified positions of

the desired location and satellites.

2.3.3.1 Digitalization of cities

Various technologies facilitate the straightforward acquisition of 3D buildingmod-

els by integrating satellite imagery and airborne LiDAR data [65]. While satel-

lite images offer 2D building outlines, airborne LiDAR provides detailed building

heights, resulting in comprehensive 3D models. The establishment of large-scale

3D building models is thoroughly reviewed in [66], this enables us to rapidly gen-

erate 3D building models with extensive coverage. Additionally, an increasing

number of open-source buildingmodels are freely available on themarket. Crowd-

sourcing also contributes to open data initiatives, such as OpenStreetMap (OSM)

[67], which collects user-generated street maps, including 2D building contours

with details like the number of floors or absolute height.

In practical implementation, the 3D building models are usually pre-processed

remotely and the information is stored in the device for online applications. The

‘Skymask’ represents a processed format for satellite visibility prediction, con-

sisting of a skyplot overlaid with projected building boundaries for a specific lo-

cation. The azimuth angle starts from the north direction, rotating clockwise; the

elevation angle begins from the horizon at 0°. If the satellite’s elevation angle is

lower than that of the building boundary (at the same azimuth angle), the signal

is presumed to be obstructed by buildings, indicating a NLOS signal. The area

of interest (AOI) covered by the skymask is typically subdivided into a grid of

points. In [12], the grid’s horizontal position resolution is set at 2 meters, while
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the azimuth is resolved in 1-degree increments, and the elevation in 0.1-degree

increments. In 3DMA GNSS, it is assumed that the candidate always remains at

ground level, specifically at mean-sea-level (MSL). Consequently, the height of

the skymask position is referenced to the MSL datum, which can be obtained from

sources such as the data provided by the Hong Kong Lands Department [68].

2.3.3.2 NLOS reception exclusion

An existing study uses the 3D building model to exclude the NLOS satellites, and

the weighted least-squares (WLS) solution was enhanced [69], [70].

2.3.3.3 Shadow Matching

Evaluation in [71] reveals limitation in satellite visibility, with satellite blockage

simulated by 3D building models indicating that positioning uncertainty is typi-

cally larger in the lateral direction of the street compared to the longitudinal direc-

tion. Hence, it is important to ensure reliable positioning t accurately determine

the user’s precise location on the correct side of the street. Shadow matching was

developed to facilitate this demand [7], [8]. It uses building boundaries extracted

from the 3D city model and satellite positions obtained from the ephemeris to esti-

mate satellite visibility at given location. The shadowmatching technique uses the

building boundaries [71], specifically the highest elevation angle of the surrounded

building on each azimuth angle, extracted from the 3D city model. It also incorpo-

rates the position of the satellite obtained from the ephemeris to predict the satellite

visibility at a specific location. Shadow matching operates under the assumption

that the received satellites are in LOS, while any non-received satellites listed in

the ephemeris are considered NLOS. By comparing predictions and observations
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within a scoring framework, candidates are scored accordingly. Consequently, the

user’s position can be determined based on the candidate location with satellite vis-

ibility that best matches the measurements. It can effectively enhance positioning

accuracy along lateral streets by offering more distinctive building boundary fea-

tures in that direction. However, its effectiveness is somewhat diminished along

longitudinal streets, primarily because of the similarity in building geometry along

this direction.

The fundamental concept behind the scoring scheme in shadowmatching is as-

sessing the consistency between LOS and NLOS predictions and the actual recep-

tion status of the signal. At its core, the scoring mechanism employs an exclusive

NOR (XNOR) logic gate, where a score is assigned to the LOS-predicted satellite

that is indeed received, and conversely. The table of the scoring scheme is shown

in Figure 2.1(a). However, the effectiveness of shadow matching is compromised

in scenarios involving NLOS reception. When an NLOS signal is mistakenly iden-

tified as a LOS one and included in the matching process, it can significantly de-

grade the performance of the algorithm. To address this, the received signals are

categorized into strong and weak signals based on their signal strength, using a

threshold determined through experience. Weak signals, indicative of uncertainty,

are assigned lower scores within the scoring scheme, as shown in Figure 2.1(b).

Furthermore, a novel weighting scheme is proposed, using the C ∕N0 values to es-

timate the LOS probability for matching [8]. In this approach, C ∕N0 value are

incorporated into a probability function to estimate the probability of LOS. This

probability is then used to compare the LOS and NLOS predictions, providing a

measure of visibility consistency.

Another study uses an intelligent classifier [72] to identify the NLOS-received
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Figure 2.1: Scoring matrix for the matching process of shadow matching [8].

satellites in shadow matching [73]. This study uses different LOS/NLOS labels

with different GNSS features to train a machine learning classifier, specifically

a support vector machine (SVM). During the online positioning stage, the C ∕N0

value is fed into the SVM to calculate the LOS probability. Furthermore, the con-

cept of key satellites is introduced, which are satellites positioned angularly close

to building boundaries. The visibility of key satellites fluctuates depending on

nearby locations. Therefore, these key satellites can be used to assess the confi-

dence level of shadow matching, indicating how accurately the available satellites

align with the building boundaries.

2.3.3.4 Ranging-based 3DMA GNSS

Since shadow matching offers only a partial solution, the ranging-based 3DMA

GNSS method is demonstrated to focus on the use of pseudoranges to improve

the performance in the longitudinal-street direction. The ranging-based 3DMA

GNSS method predicts satellite visibility, estimates reflection delays, and simu-

lates GNSS pseudorange at each sample location. Similar to shadowmatching, the
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user’s location is determined based on the sample location with the highest similar-

ity between simulated and received pseudorange. Reflection delays are only avail-

able if the satellite is classified as NLOS at a particular sample location. Strategies

for reflection delay estimation can be divided geometrically and statistically.

Ray-tracing GNSS [9], [10] determines the reflecting point geometrically by

validating the transmission paths over building surfaces and calculating the ex-

tra travelling distance as the NLOS delays. Studies use particle filters to match

the C ∕N0 [74] and pseudorange [75] to determine the user’s location. However,

the ray-tracing technique requires an enormous computational load, especially in

densely urbanized areas with numerous buildings. Different studies try to reduce

the computational load, making the algorithm suitable for practical implementa-

tion. Study [76] employs an off-site approach to compute reflection delays, stor-

ing them in the device for online application. Additionally, another study uses

graphical processing unit (GPU) to accelerate simulations [77], [78]. Study [12]

determines the reflecting point effectively on an enhanced skymask and calculates

delays using a set of trigonometric functions.

In contrast, the likelihood-based ranging 3DMA GNSS adopts a statistical

methodology to remap NLOS pseudorange errors into LOS measurements [20]. It

uses a skew–normal distribution to model the NLOS delay measurements, subse-

quently remapping these errors to LOS measurements using a normal distribution.

Given that healthy LOS satellites are typically distributed along the longitudinal

direction of streets, the ranging-based 3DMA GNSS is better at determining the

user’s location in this direction.

The integration of ranging-based 3DMA GNSS and GNSS shadow match-

ing offers complementary benefits owing to the distinct distributions of buildings.
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This integrated approach aims to harness these benefits and enhance overall per-

formance [20], [79]. Although the overall positioning accuracy is improved to

approximately 10 m in dense urban environments, the snapshot-based approach

exhibits reduced robustness in continuous positioning. Multi-modal and solution

drifting issues are the main limitations that affect positioning performance.

2.3.3.5 Multi-epoch 3DMA GNSS

Many navigation applications require continuous operation, especially for pedes-

trians carrying smartphoneswhilewalking along streets. To enhance 3DMAGNSS,

researchers have explored incorporating temporal links between solution epochs.

Several research groups have investigated the use of filtering techniques to imple-

ment 3DMA GNSS with inter-epoch connections.

For example, the Kalman filter (KF) and extended Kalman filter (EKF) have

been employed to recursively update the current state by predicting based on past

estimations and the errors of current measurements [16]. A study uses EKF to

integrate shadowmatchingwith INSmeasurements [80]. Additionally, the particle

filter has been employed to efficiently distribute and sample the candidates [19],

[75]. Moreover, a grid filter was used to evenly distribute positioning candidates

[20].

Furthermore, machine learning techniques have been used to estimate the most

likely paths on a map, optimizing position estimation [81]. It used machine learn-

ing to predict signal status changes, corresponding to intelligent signal status esti-

mation. The result indicated that these techniques could enhance position estima-

tion accuracy.

These studies have demonstrated that filtering techniques can enhance posi-
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tioning performance by providing smoother and more accurate results. However,

there is a risk of accumulating measurement errors during the propagation stage,

leading to degradation in the reliability of positioning performance over time.

2.3.3.6 Precise positioning with 3DMA GNSS

Carrier phasemeasurements are easily interferedwith by bothNLOS reception and

multipath effects. Using 3D models presents a promising solution for identifying

and excluding these unhealthymeasurements fromRTKor PPPGNSS positioning.

An innovative approach known as the continuous-LOS method [82] has been

developed. This method assumes that the continuously tracked pseudorange and

carrier phase measurements indicate good quality of the measurements, thereby

enhancing positioning accuracy by only relying on healthy measurements. The

results show the significance of selecting healthy satellites, particularly those with

continuous LOS satellites, for GNSS RTK positioning. By using 3D models, it

predicts satellite visibility and establishes a threshold for continuous LOS duration,

varying by the satellite system (e.g., 6 seconds for GPS, GLONASS, and QZSS,

and 15 seconds for Beidou). Only satellites continuously predicted as LOS for

longer than the specified threshold duration are employed for RTK GNSS, leading

to an increase in RTK fixing rate from 1.2% to 7.7%. Notably, the 3Dmodel-based

prediction achieves an 88% correctness in predicting continuous LOS signals.

Furthermore, study [83] has demonstrated the potential of 3D maps in enhanc-

ing RTK GNSS by selectively using LOS signals. Through a sampling approach

within a designated area, the study exclusively incorporates LOS satellites for RTK

GNSS positioning. Results validate that approximate positions within a range of 5

m to 15 m from the actual antenna location can still yield accurate fixed positions
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by RTK GNSS positioning. Expanding on this finding, study [84] introduces the

application of the 3DMA position hypothesis GNSS method to RTK GNSS posi-

tioning, named 3DMAGNSSRTK. This approach proposes amethod for selecting

the optimal healthy satellites for RTK GNSS positioning. By sampling positions

within the AOI and selecting only LOS satellites for RTK GNSS positioning, like-

lihood scores for each sampled position are determined by evaluating the residual

of the double-differenced carrier phase with estimated ambiguities. Finally, LOS

satellites at the weighted average position are employed to compute the optimal

RTK GNSS solution.

For UAV applications, using 3D maps can optimize path planning to avoid

GNSS challenging areas and maximizing RTK GNSS performance [85]. This

study uses buildings and vegetation within the AOI to construct a GPS geom-

etry map. This map contains site-specific predictions of satellite visibility and

PDOP. Subsequently, this information is integrated into the flight planner to nav-

igate away from GNSS challenging environments characterized by high PDOP

values. In cases where avoidance is not feasible, blocked satellites are identified

using obstruction adaptive elevation masks (OAEMs) and subsequently excluded

from RTK GNSS positioning. These OAEMs are adaptive elevation angle masks

that delineate obstructions from various directions, using georeferenced 3D point

clouds obtained from terrestrial laser scanners (TLS).



Chapter 3

Basic Candidate-Based 3DMA

GNSS

3DMA GNSS can identify the locations of blockage and reflection. However, as

the actual location of the receiver is unknown, the 3D building model cannot cor-

rect the measurements directly. Therefore, 3DMA GNSS positioning usually ap-

plies filtering techniques to estimate the position. Candidate-based 3DMA GNSS

positioning aims to find a position with the highest similarity between the mod-

elled and received measurements. It can be expressed mathematically,

x∗k = argmin
x
∥ŷk (x)− ~yk∥ (3.1)

where x and x∗k are desire and estimated state, respectively. ŷk (x) is the predicted

measurements at state x at epoch k. ~yk is the received measurements at epoch k.

Components included in the state diverse for measurements, such as state estima-

tion for pseudorange consists of receiver’s position, rk, and clock offset, δtk, as,

28
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xk = [xk, δtk]⊺.

A flowchart of a basic candidate-based 3DMA GNSS positioning process is

shown in Figure 3.1. The implementation follows the author’s work presented in

[86], and this thesis builds upon that work. Initially, position hypothesis candi-

dates are distributed around the initial location. Then, GNSS measurements are

simulated for each candidate and compared with observations to calculate likeli-

hood scores. Finally, the candidate with the highest similarity between simulation

and measurement is identified as the receiver location.

Figure 3.1: System flowchart on the candidate-based 3DMA GNSS.

3.1 Initializing candidates

In practical implementation, a database of skymasks is generated in a grid format

evenly distributed within the AOI. Therefore, the sampling of positions is also
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evenly separated so that it is easy to look up in the database. Initially, a set of po-

sitioning hypothesis candidates at epoch k, {rk,j}, is distributed around the initial

location, rk,0, with a determined sampling radius, rk. It can be expressed as,

{rk,j} = {r| ∥r− rk,0∥ < rk} (3.2)

where ∥·∥ is the Euclidean distance between locations.

Sampling radius, rk, is determined based on experience and should be larger

than the position error of the initial location to ensure that the candidate distribu-

tion covers the receiver location. Various approaches can be selected as the initial

location, rk,0. The most common approach is to use the WLS, as in study [79], or

the device solution, as in study [12], [73]. Alternatively, the position of the previ-

ous epoch can serve as the initial location and the sampling radius is doubled, as

demonstrated in study [20].

3.2 Sampling candidates

The sampling process consists modelling the measurements and scoring each can-

didate. Measurements are modelled based on different 3DMA GNSS algorithms

for each distributed candidate, with the modelling based on visibility predictions

at the corresponding location. Then, a score is given to each candidate based on

the similarity or consistency between the modelled and received measurements.
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3.2.1 Shadow matching

Shadow matching [7], [87] compares the visibility consistency between received

satellites and predictions at a given position based on the building model. It com-

pares the received satellite signals and visibility predictions on each positioning

hypothesis candidate to locate the position with the highest similarity as the solu-

tion [71]. The implementation of the shadow matching used is based on [11]. The

satellite visibility is estimated for each satellite on each candidate’s skymask. The

probability of satellite i at candidate j is predicted to be direct LOS using skymask,

p (LOS|BB)ij , where BB stands for ‘building boundary’, is calculated using the

following formula,

p (LOS|BB)ij =


0.8 LOS

0.2 NLOS
(3.3)

the applied values in this study are determined empirically, which account for the

prediction uncertainties, such as the accuracy of the 3D building model or signal

diffraction by obstacles not accounted for in the model. Besides, the probability

of each signal to be directed to LOS is predicted by using C ∕N0 measurement,

p (LOS|C ∕N0)
i is given by the following formula,

p (LOS|C ∕N0)
i =


p0−min (C/N0) ≤ smin

a0 + a1(C/N0) + a2[(C/N0)]
2 smin < (C/N0) < smax

p0−max (C/N0) ≥ smax

(3.4)

where p0−min, smin, p0−max, smax, a0, a1, and a2 refer to the empirically deter-

mined constants, which follows the values used in [20]. Therefore, the score of
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the matching between the predicted and measured satellite visibility can be calcu-

lated as,

Pij = 1− p (LOS|BB)ij − p (LOS|C ∕N0)
i + 2p (LOS|BB)ij p (LOS|C ∕N0)

i

(3.5)

Finally, the score of shadow matching on a candidate can be obtained by the prod-

uct of all satellites’ matching scores,

Λj,SM =
∏
i

Pij (3.6)

3.2.2 Ranging-based 3DMA GNSS

The ranging-based method models the pseudorange of satellite i at candidate j, as

ρ̂ij, and compares it with the measured pseudorange, ρ̃i. In theory, the candidate

near the ground truth (GT) should obtain a smaller difference between the mod-

elled and measured pseudorange, that is ρ̂GT ≈ ρ̃. The modelled pseudorange can

be expressed as follows:

ρ̂ij = ∥rj − ri∥+ c(δtj − δti) + I i,L1j

(
λi,f

λi,L1

)2

+ T ij + εij,NLOS + εij (3.7)

where ∥rj−ri∥ represents the true range with Sagnac effect [16], calculated using

the given satellite ECEF position, ri, and candidate ECEF position, rj; c denotes

the speed of light; δtj indicates the time delay of the receiver clock to the cor-

responding satellite constellation; δti is the satellite clock delay provided by the

ephemeris data; I i,L1j refers to the modelled ionospheric delay for the L1-band sig-

nal [88]. Since the ionospheric error varies due to the different wavelengths for
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L1- and other signals, a constant is needed to tune this error, calculated based on

the wavelengths of the L1-band, λi,L1, and corresponding frequency band, f , as

λi,f , of corresponding satellite, that is,
(
λi,f/λi,L1

)2. T ij represents the modelled
tropospheric delay [89]. It is worth noting that the corrections provided by tropo-

spheric and ionospheric models can be replaced by satellite-based augmentation

system (SBAS) messages, which can improve the modelling of pseudorange [90].

However, this study uses conventional methods for simplicity. εij,NLOS refers to the

reflection delay for the NLOS reception. εij denotes the thermal noise of the re-

ceiver. Moreover, the receiver clock bias δtj introduces significant uncertainty to

the pseudorange modelling process. This bias can be estimated using the weighted

least squares (WLS) method or eliminated through the single difference (SD) tech-

nique.

The difference between the modelled and received pseudoranges is computed

as,

∆ρj,∗ = ρ̃− ρ̂j,∗ = [ρ̃1 − ρ̂1j,∗, ρ̂2j,∗, ..., ρ̃i − ρ̂ij,∗]T (3.8)

where ∗ represents the type of the ranging-based 3DMA GNSS. For example,

the subscript ’SKY’ stands for skymask 3DMA, while ’LBR’ denotes likelihood-

based ranging. It is noted that 3DMAGNSS assumes noNLOS delay if the satellite

is predicted as LOS, for example, εij,NLOS = 0, and no NLOS delay correction is

applied.

The pseudorange difference is then used to calculate the score for the candidate,

Λj,∗, which is expressed as,

Λj,∗ = exp (−∆ρT
j,∗Q−1∆ρj,∗) (3.9)
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where Q refers to a diagonal matrix containing the uncertainty for each satellite,

Q = diag([τ 1, τ 2, ...τ i]) (3.10)

where τ i represents the measurement uncertainty of the satellite i. In this study, the

uncertainty is calculated based on the carrier-to-noise ratio, (C ∕N0)
i, and elevation

angle θi [91], expressed as follows:

τ i1 =


1

sin2 θi

10
−
(C/N0)

i − T
a


 A

10
−
F− T
a

− 1

 (C/N0)
i − T

F− T
+ 1


 (C ∕N0)

i < T

1 (C ∕N0)
i > T

(3.11)

where T, F, A, and a refer to the empirical constants used to control the model

performance, respectively.

If the satellite is predicted as NLOS at the corresponding candidate location,

ranging correction is provided by ranging-based 3DMA GNSS to model the pseu-

dorangemeasurement. Several ranging-based 3DMAGNSSmethods can estimate

the reflection delay, as presented in previous section, such as likelihood-based

ranging (LBR) [20], ray-tracing GNSS [9], [10], and skymask 3DMA (SKY) [12].

This study mainly focuses on LBR [20] and SKY [12] due to their computational

efficiency. The modelled pseudorange with NLOS error εij,NLOS is given by the

following formula:

ρ̂ij,NLOS = ρ̂ij + εij,NLOS (3.12)

ranging-based 3DMA GNSS algorithms try to estimate or eliminate εij,NLOS for

pseudorange modelling.
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3.2.2.1 Likelihood-Based Ranging

Likelihood-Based ranging (LBR) [11] eliminates the NLOS delays in pseudor-

ange difference, where NLOS pseudorange difference should be dominated by the

NLOS delay error, εrefl(i)n . Equation 3.12 can yield to,

∆ρij,NLOS = ρ̃i − ρ̂ij,NLOS = ρ̃i −
(
ρ̂ij + εij,NLOS

)
≈ −εij,NLOS (3.13)

A reference satellite is first selected by a scoring algorithm,

si =
1

nj′

∑
j′

(
θi − BBj′,ψi

)
× (C/N0)

i (3.14)

where 1
nj′

∑
j′

(
θi − BBj′,ψi

)
is the average value of the elevation angle difference

between satellite and skymask at corresponding azimuth angle. j′ denotes the can-

didate j and its immediate neighbours, j′ = j, 2, · · · , nj′ . Immediate neighbours

refer to the candidate locations that are less than 1.5 times the grid spacing. The

satellite with the highest score, si, is selected as the reference satellite.

After that, the standard deviation of all errors except for the NLOS reflection

delay is computed using a function based on C/N0,

σi =
√
a× 10−(C/N0)i/10 + b (3.15)

where a and b refer to the empirically determined constant. The parameters tuning

follows in [20] used.

Satellite visibility is first classified at each positioning candidate using the cor-

responding skymask. Pseudorange difference of LOS predicted satellite is mod-
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elled by a normal distribution with a mean of µL. While pseudorange difference of

NLOS predicted satellite,∆ρij,NLOS, is remapped using a skew-normal distribution

to determine the cumulative probability of FNLOS. The skew-normal distribution

represents using three parameters, which are location, ξ, scale, ω, and shape, α.

These parameters are obtained by using the following formula:

ξ = µL + µN −

√
2σ2

N (σ2
i + σ2

r + σ2
N)

π (σ2
i + σ2

r) + (π − 2) σ2
N

(3.16)

ω =

√√√√√ (σ2
i + σ2

r + σ2
N)

2

σ2
i + σ2

r +

(
1− 2

π
σ2
N

) (3.17)

α =

√
σ2
N

σ2
N + σ2

r

(3.18)

where µN and σN denote empirical tuned constants on mean and standard devia-

tion of NLOS reflection delay, respectively. µL referees to the mean of LOS pseu-

dorange difference, and σr denotes the error standard deviation of the reference

satellite. The cumulative probability of NLOS pseudorange difference, FNLOS,

can be obtained by substituting the values in (Equation 3.16)-(3.18) into,

FNLOS =
1

2

[
1 + erf

(
∆ρij,NLOS − ξ

ω
√
2

)]
− 2T

(
∆ρij,NLOS − ξ

ω
, α

)
(3.19)

where integral of the normal distribution, erf(·), and Owen’s T function, T(·), can

be calculated by the following formula,

erf (x) =
2√
π

∫ x

0

exp−t2 dt (3.20)
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and

T (x) =
2

2π

∫ α

0

exp
(
−1

2
x2 (1 + t2)

)
1 + t2

dt (3.21)

, respectively.

Finally, NLOSmeasurement can be remapped to the corresponding direct LOS

error distribution of zero-mean Gaussian distribution by CDF. The remapped pseu-

dorange difference, ∆ρ̂ij,LBR, can be obtained from FNLOS by solving:

FNLOS =
1

2

[
1 + erf

(
∆ρij,LBR√
2(σ2

i + σ2
r)

)]
(3.22)

where FNLOS at the left-hand side refers to the NLOS CDF, while the right-hand

side includes the corresponding LOS CDF, which makes the LOS and NLOSmea-

surements comparable in the same hypothesis for positioning. As a result, the

NLOS pseudorange difference becomes NLOS error-free, as ∆ρij,LBR. Estimated

pseudorange difference is substituted back to Equation 3.8 to calculate the likeli-

hood score of the candidate.

3.2.2.2 Skymask 3DMA GNSS

Skymask 3DMA [12] is a simplified version of ray-tracing GNSS [9], [10], which

reduces the computational load of ray-tracing GNSS while maintaining an almost

identical accuracy. Skymask 3DMA utilizes the ‘enhanced skymask’, which also

consists of the building height information and azimuth angle of the reflecting

planes (AARP) associated with each azimuth angle. Consequently, the reflecting

point can be detected by using the AARP value and building height information.

Skymask 3DMA requires the NLOS predicted satellite’s azimuth and elevation
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angles, which are ψij and θij , respectively, which enhanced the skymask of the

candidate of BBj . Then, the reflecting point azimuth and elevation angles can be

obtained by using the AARP value. With the building height information on the

corresponding azimuth and elevation angle of the reflecting point, the position of

the reflecting point can be obtained as well. Therefore, the reflection delay, εij,NLOS,

can be calculated by subtracting the distance between the satellite and the candidate

from the total distance of the reflection path. Therefore, the modelled pseudorange

of skymask 3DMA, ρij,SKY , can be obtained. It is worth noting that only the LOS

and NLOS with reflection found satellites are going to score the candidate, that

is, i ∈ {LOS,NLOS with reflection}. The NLOS reflection delay, εij,NLOS , can

be obtained by Equation (2), notated as εrefl(i)n , in [12] after locating the reflection

point which is determined by the enhanced skymask at the candidate and AARP

of the surrounding potential reflector. The pseudorange difference of ∆ρj,SKY ,

weighted root mean square error of δρj,SKY and the score for the candidate of

Λj,SKY can be obtained by Equation 3.8 and Equation 3.9, respectively.

3.2.3 Integration of 3DMA GNSS algorithms

After obtaining the likelihood scores from two ranging-based 3DMA GNSS al-

gorithms, which are Λj,LBR and Λj,SKY. Their pseudorange differences integrate

complementarily based on the status of finding the exact reflecting point,

ρ̂ij,RNG =


ρ̂ij,LBR if no reflection is found by SKY

ρ̂ij,SKY if a reflection is found by SKY
(3.23)
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The pseudorange difference for LOS predicted satellite is identical for both SKY

and LBR methods at the corresponding candidate, as no NLOS delay correction is

required. As a result, pseudorange difference of integrated ranging-based 3DMA,

RNG, at candidate, ∆ρj,RNG, can be obtained using Equation 3.8. And the likeli-

hood score, Λj,RNG, can be obtained using Equation 3.9.

Integration of SM and RNG is based on their likelihood scores, Λj,SM and

Λj,RNG, respectively. The integrated score, Λj,ALL, is the square root of their prod-

uct, as,

Λj,ALL =
√
Λj,SM × Λj,RNG (3.24)

3.3 Solution estimation

The position solution is calculated by the weighted average of the scored position-

ing candidates. The score is given by the corresponding algorithm or integration

method, ∗,

r∗ =
∑

j rjΛj,∗∑
j Λj,∗

(3.25)

3.4 Results evaluation

A vehicular case recorded in Hong Kong is selected to demonstrate the position-

ing performance of basic candidate-based 3DMA GNSS compared to conven-

tional positioning approaches. The experiment setup follows the open-sourced

dataset [92]. Ground truth reference of the dynamic experiment is provided by the

NovAtel SPAN-CPT [93], a GNSS RTK/INS (fiber-optic gyroscopes, FOG) inte-

grated navigation system. SPAN-CPT is connected to a GNSS signal splitter for a
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common-ground signal reception environment to other geodetic- and commercial-

grade GNSS receivers.

Comparison of the positioning performance includes both conventional and

candidate-based 3DMA GNSS, including:

1. NMEA: Device outputted solution in NMEA formatted string.

2. WLS: Conventional solutions using weighted least squares approach pro-

cessed by open sourced library [94].

3. Cand-3DMA: candidate-based 3DMA GNSS.

Candidate sampling for the 3DMA GNSS is initial by the WLS solution as the

center and the sampling radius is 40 m.

The positioning result of the vehicular experiment is shown in Table 3.1 and

Figure 3.2. The device solution (NMEA) performs the best in general, as it incor-

porates different positioning techniques other than only GNSS. Such as the com-

mercial GNSS receiver supports the satellite-based augmentation system (SBAS)

for correcting satellite- and atmospheric-related errors. On the other hand, the

smartphone positioning service, known as fused location provider, powered by

Google is using different sensors and even 3DMA GNSS [6]. These factors result

in the excellent positioning performance for the device outputted solution.

Table 3.1: Positioning result of the vehicular experiment with a commercial-grade
receiver. (Unit: meter)

Algorithm 50th percentile RMSE 90th percentile 95th percentile
NMEA 2.71 3.87 5.38 7.45
WLS 5.71 12.18 17.75 30.29
3DMA
GNSS

5.86 11.47 19.15 23.48
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Table 3.1: Positioning result of the vehicular experiment with a commercial-grade
receiver. (Unit: meter)

EKF 5.10 10.71 16.29 25.52

Figure 3.2: (a) Root mean square error (RMSE), 50th, 90th, and 95th percentile of
the horizontal radial positioning error for the vehicular experiment across different
algorithms. (b) Map plot on the positioning trajectories.

Conventional positioning error is significant that the position RMSE achieves

12.18 m and the 95-th percent of errors achieve 30.29 m. This large positioning

error is mainly attributed to the NLOS reception effect in the urban canyons. Fig-

ure 3.3 (a) and (b) show the labelled pseudorange residual and signal strength on
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LOS and NLOS based on the ground truth information, respectively. The labelled

information shows that the signal strength of the NLOS satellite is weaker than

that of the LOS one. Meanwhile, the pseudorange error is larger for the NLOS

received signals, this degrades the positioning performance of the WLS.

Figure 3.3: LOS and NLOS labelled (a) pseudorange residual and (b) Signal
strength.

Meanwhile, 3DMA GNSS outperforms the conventional GNSS positioning

approach, the position RMSE is 11.47 m. Especially when the experiment vehicle

gets into the deep urban, WLS positioned the vehicle on the wrong street, but

3DMA GNSS is on the correct street.

However, several limitations of 3DMA GNSS can lead to degradation in the

positioning performance; they can be separated into several aspects. Firstly, in the

system initialization, candidate distribution and sampling of 3DMA GNSS are in-

dependent for each epoch. Positioning performance is subjected to the candidate

distribution that is initialized byWLS.When positioning errors ofWLS exceed the

sampling radius, distributed candidates do not cover the actual location of the re-

ceiver. Thus, this error makes it impossible for 3DMA GNSS to locate the correct
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location.

Furthermore, positioning uncertainty increased due to the lack of identifiable

features from GNSS measurements and surrounding building geometries. Multi-

modal and solution shifting are often found in the scoring surface of candidates, ex-

amples are shown in Figure 3.4(a) and (b), respectively. Multimodal, often termed

as a local minimum or ambiguity problem, commonly occurs when there are lim-

ited matching features available. This leads to the emergence of multiple clusters

of position hypothesis candidates with high similarity or likelihood scores. When

a weighted average is employed to calculate the position solution, it tends to re-

side within a low-scoring region between clusters, as the estimated solution of the

purple circle in Figure 3.4(a).

Solution shifting refers to the phenomenon where a position solution, influ-

enced by numerous low-scoring candidates through weighted averaging, deviates

from high-scoring regions. This issue can arise due to inaccuracies in satellite vis-

ibility predictions, erroneous measurements like multipath interference, and insuf-

ficient LOS satellites. It is important to note that this error may also manifest in

the presence of multimodality. However, employing outlier detection techniques

or restricting the selection to candidates with higher scores during solution com-

putation can help alleviate some of these errors.

The integration of measurements across multiple epochs aims to enlarge the

correct peak in the likelihood surface while diminishing the scores associated with

incorrect peaks and their surrounding areas. Consequently, both multimodality

and solution shifting effects are mitigated. However, this approach depends on

knowledge of the receiver’s motion between epochs, necessitating the availabil-

ity of velocity measurements. Therefore, temporal velocity information becomes
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Figure 3.4: Selected example on (a) multimodal and (b) solution shifting cases.

crucial, which can be obtained through GNSS Doppler (or pseudorange rate) mea-

surements.

Lastly, positioning epoch-wise independently results in non-smooth position

estimates. From the map plot shown in Figure 3.5, the trajectory of 3DMA GNSS

is not smooth with some position outliers. Therefore, connecting consecutive

epochs solutions is required to improve the performance. Two benefits can be

provided by integrating the velocity information, the first is mitigating the impact

of position outliers, and the second advantage is providing a smoother trajectory.

Figure 3.5: Partial positioning results of single-epoch candidate-based 3DMA
GNSS.
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3.5 Summary

This section presents the steps for the basic candidate-based 3DMA GNSS. The

performance of candidate-based 3DMA GNSS is shown using an actual vehicular

experiment recorded in Hong Kong. The positioning results show that 3DMA

GNSS outperforms the conventional WLS, where position RMSE are 11.47 and

12.18 respectively.

However, some issues were identified that cause limitations or degradation in

the performance of 3DMA GNSS, which can be divided into several stages. In

the system initialization, candidate distribution initialized by WLS results in the

distributed candidates not covering the actual location when the positioning error

exceeds the sampling radius. Meanwhile, multimodal and solution shifting are

found in the scoring process due to the high similarity of the building geometries or

lack of distinguishing features from GNSS measurements. Lastly, independently

estimating position results decreases the overall robustness and non-smoothing

trajectory.

Improvement for the candidate-based 3DMA GNSS can be made in different

aspects. Integrating velocity information or Doppler frequency (or Pseudorange

rate) measurements to connect consecutive epochs can increase the positioning ro-

bustness. Besides, increased positioning robustness can decrease the positioning

uncertainty, and the radius for candidate sampling can also be reduced to lower

the computational load. Distributing candidates based on the surrounding envi-

ronment can also improve the sampling efficiency. Furthermore, candidate-based

3DMAGNSS requires extra unique features for the scoring process, and this can be

improved by adopting the second frequency measurements. The remaining parts
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are going to propose different strategies to address these limitations of candidate-

based 3DMA GNSS.



Chapter 4

Improved Single Point

Candidate-Based 3DMA GNSS

Chapter 3 identifies the limitations of the basic candidate-based 3DMA GNSS.

Measurement and its modelling process is one of the possible improvements for the

candidate-based 3DMA GNSS. This section focuses on improving the candidate-

based 3DMA GNSS in this aspect. Two contributions are made in this section,

introducing dual-frequency pseudorange measurements and receiver clock offset

modelling.

4.1 L1- and L5-Band Measurements

C/N0 of GNSS signals is affected differently by multipath interference, depend-

ing on their wavelengths. This property has been leveraged as a distinguishing

feature to detect the multipath effect in geodetic GNSS receivers operating in ur-

ban areas [49]. L5-band measurements provide a higher accuracy on the code

47
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and carrier phase measurement [95], [96], due to its natures of a higher chipping

rate and shorter wavelength [42]. As a result, it is believed that using L5-band

measurements can reduce the impact of the multipath effect. Meanwhile, L5-band

measurement can provide a higher accuracy for NLOS-received satellites that can

isolate the NLOS reflection delays.

To maximize the satellite geometry and measurement quality of L5-band mea-

surements, this study replaces the L1-band measurements on pseudorange, ρ̃, and

carrier-to-noise ratio, C ∕N0, with L5-band when it is available. The measured

pseudorange, ρ̃, and carrier-to-noise ratio, C ∕N0, for satellite i, are notated as ρ

and (C ∕N0)
i, respectively. They are given by,

ρ̃i =


ρi,L1 if satelliteionly receives L1 band

ρi,L5 if satelliteireceives both L1 and L5 band
(4.1)

(C ∕N0)
i =


(C ∕N0)

i,L1 if satellite i only receives L1 band

(C ∕N0)
i,L5 if satellite i receives both L1 and L5 band

(4.2)

Given that the chip length of the L5-band signal is ten times shorter than that

of the L1-band signal, resulting in multipath errors on the L5-band measurement

being ten times smaller than those on the L1-band measurement [50], this study

adjust the weighting model accordingly with a tuning factor of 10 for L5-band

measurements [50]. For the measurement uncertainty, τ i, if the associated mea-

surement is in the L5-band, the weighting is adjusted with a tuning factor of 10
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[50],

τ i =


τ i1 L1 band

1
10
(τ i1 − 1) + 1 L5 band

(4.3)

The multipath effect on L5-band measurements is significantly reduced compared

to L1-band measurements due to the shorter chip length of L5 signals, which is

one-tenth of the chip length of L1 signals. Therefore, the weighting assigned to

L5-band measurements is increased by a factor of ten compared to L1-band mea-

surements. Assuming identical tracking algorithms for both L1 and L5 signals,

such as a non-coherent early-late power delay lock loop (DLL) discriminator, and

considering thermal noise power for code-based measurements, the noise is ex-

pected to be proportional to the code length [3]. With L5 signals having a code

length one-tenth that of L1 signals, the maximum noise is assumed to be ten times

smaller for L5 measurements.

4.2 Receiver clock bias modelling

The receiver clock bias, δtj , modelling significantly contributes to the uncertainty

in pseudorange measurement modelling. Two commonly employed approaches to

address this issue are outlined in the following sub-sections. These two common

methods are extensively compared and discussed in section 4.3 to select the best

receiver clock bias modelling for positioning in urban areas.
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4.2.1 Single difference (SD)

Single differencing (SD) of pseudorange measurements between two satellites of

the same constellation theoretically eliminates the receiver clock bias from the re-

sulting SD measurement. Ideally, if the inter-constellation clock offset is known,

only one reference satellite is needed. However, careful selection of the reference

satellite is important for SD. If errors, particularly multipath and NLOS errors in

urban environments, exist within the reference satellite, they will be propagated

to the SD measurement. Typically, the preferred approach involves selecting the

satellite with the highest elevation angle to minimize the multipath effect. Never-

theless, in dense urban settings, even the LOS satellite with the highest elevation

angle may be susceptible to multipath effects. Hence, two popular methods for

reference satellite selection are employed: 1) Using an algorithm considering fac-

tors such as CN0, elevation angle, and surrounding buildings to score each satel-

lite [11], [20]. Only the satellite with the highest score is chosen as the reference

satellite and is used for all sampling candidates. 2) selecting the reference satel-

lite based on each position hypothesized candidate, allowing for variability across

different candidates [12]. Note that the selected reference satellite is not limited to

only GPS for the method with inter-constellation offset compensation. The single

differenced pseudorange difference for i-th satellite can be expressed as,

∆ρij =
(
ρ̃i − ρ̃r(i)

)
−
(
ρ̂ij − ρ̂r(i)j

)
(4.4)

where ∗r(i) refers to the reference satellite for the i-th satellite.
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4.2.2 Weighted least squares (WLS)

In contrast to the SD method, the WLS approach does not rely on a single refer-

ence satellite. However, it is subjected to errors from all the measurements used,

potentially affecting the estimation accuracy. In study [9], a receiver clock bias

was estimated and applied uniformly across all positioning hypothesis candidates.

Nonetheless, if this estimation is inaccurate, the simulated pseudorange is not pre-

cise for all candidates, rendering the ranging-based 3DMA GNSS less robust.

Therefore, this study proposes estimating the receiver clock delay using WLS

based on the geolocation of each candidate, with the WLS only estimating the

receiver clock bias. The state vector, including the receiver clock bias for different

constellations, xδtj , can be calculated using the following formula:

xδtj =
(
ATQ−1A

)−1ATQ−1
(
ρ̃− ρ̂j

)
(4.5)

where the receiver clock delay vector xδtj = [δtj,GPS, δtj,δGAL, δtj,δGLO, δtj,δBDS]
T.

δtj,GPS denotes the GPS receiver clock delay at candidate j; δtj,δGAL, δtj,δGLO, and

δtj,δBDS represent the inter-constellation delay of Galileo, GLONASS, and Bei-

dou between GPS, respectively. This study only uses the predicted LOS satellites

on each candidate along with their corresponding pseudorange to estimate the re-

ceiver clock delay. A refers to the design matrix consisting flags indicating the

availability of satellites from each constellation,

A = c ·


1 b1GAL b1GLO b1BDS
...

...
...

...

1 biGAL biGLO biBDS

 (4.6)
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where c refers to the constant on the speed of light; bi∗ represents the flag to decide

whether the satellite of i belongs to the ∗ constellation or not. If satellite i belongs

to the ∗ constellation, value 1 is assigned; otherwise, 0 is assigned.

Available satellites are considered as one single constellation if inter-constellation

bias is available. Therefore, A becomes a single column vector filled with the

speed of light, c, with the size same as ρ̃ or ρ̂j .

4.3 Designed Experiments

4.3.1 Experiment Setup

Several designed experiments were conducted in urban canyons in Hong Kong us-

ing a dual-frequency L1- and L5-band measurements enabled smartphone, which

is Xiaomi Mi 8. The smartphone supports GPS (L1 and L5), GALILEO (E1 and

E5a), GLONASS (G1), and Beidou (B1I). Information on the designed experi-

ments is summarized in Figure 4.1 and Table 4.1. The ground truth was man-

ually labeled based on Google Earth, with an accuracy of approximately 1 me-

ter in our experience. The ratio of building height to street width is calculated

using (building_height)∕(street_width). A higher value indicates a narrower

street surrounded by taller buildings, indicating a more challenging environment

for GNSS positioning.
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Figure 4.1: (a)-(d) Location of experiment 1 to 5, respectively. (e)-(i) Sky-pointing
fisheye camera image of experiment 1 to 5, respectively.
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This study evaluates the measurement quality and positioning performance of

a total of seven different 3DMA GNSS algorithms, Table 4.2 summarizes their in-

formation. The score mentioned above can be utilized to calculate the positioning

by replacing Λj,∗ in Equation 3.25.
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The subsection 4.3.2 provides an analysis the quality of the L1- and L5-band

pseudorange measurements for 3DMA GNSS used. In subsection 4.3.3, the per-

formance of the methods in estimating receiver clock bias is discussed, while sub-

section 4.3.4 evaluates the results of 3DMAGNSS positioning. Evaluation criteria

for positioning performance include root-mean-square (RMS) error, mean value,

standard deviation (STD), maximum value (Max), and minimum value (Min).

4.3.2 Pseudorange quality of L1- and L5-band signals

Experiment 3 is selected as the example of pseudorange quality evaluation based

on the L1- and L5-pseudorange differences. Pseudorange difference is calcu-

lated with Equation 3.8 at the ground truth (GT) location with tropospheric and

ionospheric corrections, notated as ∆ρGT,SKY , that yields to ∆ρGT,SKY = ρ̃ −

ρ̂GT,SKY . The Figure 4.2 shows the satellites that receive both L1- and L5-band

pseudorange measurements. In Figure 4.2, each entry’s upper and lower rows de-

pict the L1- and L5-band pseudorange differences for each satellite, respectively.

The initial entry labelled ‘Weighted AVG’ denotes the weighted average pseudo-

range difference of all available satellites. The upper row presents the weighted

average L1-band pseudorange difference, while the lower row illustrates the L5-

band measurements replacing the L1-band ones. The receiver clock bias is esti-

mated by using the weighted least-square with inter-constellation correction, as

shown in subsection 4.2.2. Therefore, A is a single-column vector with c. The

inter-constellation bias is calculated using the data recorded before the time span

of the actual experiment, and it is assumed that it is unchanged over the experi-

ment. The tropospheric and ionospheric corrections are provided by the reference
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station SatRef [57] by the Lands Department of Hong Kong, and noted that the

pseudorange error in urban canyons should be dominated by NLOS reflection.

Figure 4.2: The L1- and L5-band pseudorange differences between simulated
pseudoranges, as per Equation 3.8, are displayed for satellite G01, G03, G08, and
G30, along with the weighted average (Weighted AVG) of all available satellites
at the ground truth for Experiment 3. In each entry, the L1- and L5-band pseu-
dorange differences are separated: the upper row is highlighted in red, while the
lower row is outlined in blue. The Y-axis label indicates the satellite’s ID, with
the elevation angle provided within brackets, and the satellite visibility labelled as
either LOS or NLOS. The color axis is confined within the range of 20m.

Figure 4.2 illustrates that the pseudorange difference using L5-band measure-

ment is smaller than that of the L1-band, particularly noticeable for satellites with

low elevation angles, such as satellite G03 and G08. Additionally, ray-tracing

simulations are conducted at the ground truth location, as shown in Figure 4.3.

The simulation suggests that satellite G03 is affected by multipath. Interest-

ingly, both G30 and G01 exhibit similar patterns to G03, although single reflec-

tions cannot be identified through ray tracing. Therefore, the analysis primarily

focuses on discussing the results based on G03. Figure 4.4(a) shows the pseu-

dorange error calculated using the double-differencing method, as explained in
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Figure 4.3: Ray-tracing results for satellite (a) G03, a multipath satellite, LOS
path is not blocked, and reflection path is found; and (b) G08, an NLOS diffracted
satellite, LOS path is blocked, and diffraction path is found. Red point illustrates
the ground truth; the yellow line shows the LOS path; and the blue line represents
the reflection/diffraction path.

Section 2.3.2 of our previous work in [97]. As previously discussed, the L5 sig-

nal operates at a higher chipping rate of 10.23 Mchip/s with a shorter wavelength,

which aids in reducing waveform distortion in the correlator. Therefore, the L5

signal can achieve a higher level of accuracy in code measurements when both L1

and L5 correlators share the same early-late spacing. This characteristic is particu-

larly beneficial in environments with numerous reflective obstacles, such as those

encountered in Experiment 3, as it enables the L5 signal to effectively mitigate the

multipath effect and improve positioning accuracy. Comparing the pseudorange

errors, the average error for L1 is 6.32m with a standard deviation of 15.53m,

whereas for L5, the average error is 1.46m with a standard deviation of 1.86m.

The maximum difference between the pseudorange errors of L1 and L5 occurs at

epoch 970, with the differences of 69.49m. At this epoch, the pseudorange error
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for L1 is 71.57m, while for L5, it is 2.08m. Throughout the entire experiment,

the curves in blue representing the L5 pseudorange error exhibit less fluctuation

compared to those related to L1 in red, indicating that the L5 pseudorange quality

is generally better in this experiment. From the probability density distribution of

L1 and L5 for satellite G03 in Figure 4.4(b), it is proven that the L5 signal demon-

strates higher precision in pseudorange measurements compared to L1. As shown

in Figure 4.5, the cumulative distribution function (CDF) of L1- and L5-band pseu-

dorange errors, based on the data collected in all the experiments, further supports

this observation. The 1-sigma pseudorange error of L5- and L1-band signals is

approximately 11m and 20m, respectively. Considering the overall data distribu-

tion, it can be noted that 90% of the L1 signal falls within 58.3m, while the L5

signal stays within 26.8m. This confirms that the L5 pseudorange measurement is

less influenced by multipath compared to L1. This characteristic is advantageous

for ranging-based 3DMA GNSS, as it contributes to a more concentrated likeli-

hood distribution of the candidates, owing to the higher consistency between the

modelled and observed pseudorange.

In contrast, the G08 satellite is identified as an NLOS diffracted signal, as de-

picted on the right side of Figure 4.3. This explains the large pseudorange error

observed for G08. It is important to note that this study assumes all NLOS recep-

tions are reflected signals and only applies reflection correction to these satellites.

However, it is important to differentiate between diffraction and reflection delays

and apply distinct strategies to address these effects separately [14]. In the case

of G08, its diffraction path passes through a narrow gap between two buildings,

where multiple reflections may occur on these surfaces. Additionally, G08 is a

satellite with a low elevation angle of about 15°, and the average C/N0 for L1-
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Figure 4.4: Multipath labelled satellite G03 (a) pseudorange error in the entire
experiment; (b) probability density function (PDF) plot.

and L5-band measurements is 12.8 dB-Hz and 10.6 dB-Hz, respectively. Due

to the low-cost design approaches, commercial receivers are typically easier to

receive these complex reflected/diffracted signals. The range measurement with

very weak C ∕N0 can partially reflect the actual reflection interference experienced

by the signal. Therefore, we cannot conclusively state that the L5 measurement of

G08 has higher quality.

4.3.3 Receiver clock offset modelling

This study also discusses different receiver clock offset modelling methods in pre-

dicting the psuedorange at candidate locations. The estimation methods compared
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Figure 4.5: Cumulative distribution function (CDF) of L1- and L5-band pseudor-
ange error by using the data collected in all experiments.

are:

1. SD-IC: The single difference method introduced in subsection 4.2.1. The

reference satellite is selected by using a scoring algorithm ((14) in study

[11]) and used for all candidates, same as [11] proposed.

2. P-SD-IC: The single difference method introduced in subsection 4.2.1. The

reference satellite is selected for each candidate with the highest elevation

angle [12].

3. WLS-IC: The WLS method introduced in Section subsection 4.2.2. All

available satellites are used to calculate the receiver clock error [9].

4. P-WLS-IC: The proposed particle-basedWLS introduced in subsection 4.2.2.

Only LOS satellites are used to estimate the receiver clock error. The re-

ceiver clock offset is calculated by Equation 4.5 and Equation 4.6. Inter-

constellation clock offsets are used. Hence, A refers to a single column

vector with c.
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5. P-WLS: The proposed particle-based WLS introduced in subsection 4.2.2.

Only LOS satellites are used to estimate the receiver clock error. The re-

ceiver clock bias is estimated by using Equation 4.5 and Equation 4.6.

The clock offset of inter-constellations proves to be highly beneficial for improv-

ing the estimation accuracy of the receiver clock bias. Especially in scenarios

where only a few satellites are received for a specific constellation with a low el-

evation angle, estimating an erroneous receiver clock bias for that constellation

becomes a risk. To address this issue, the inter-constellation offset (IC) is esti-

mated using measurements from the reference station ’SatRef’ [57] established by

the Lands Department of Hong Kong. Table 4.3 presents the RMS positioning er-

ror of Experiment 3, showcasing the effectiveness of different receiver clock error

estimation methods with both L1- and L5-band measurements.
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Method 3 yields the best positioning results for SKY, followed by Method 4

with an additional 0.46 m RMSE. Meanwhile Method 4 achieves the best posi-

tioning results for LBR. For SKY+LBR, Method 1 achieves the best positioning

result, followed by Method 4 with an additional 0.1 m RMSE. When consider-

ing the average RMSE of SKY, LBR, and SKY+LBR, Methods 1, 3, and 4 all

result in RMSE values within 12 m. Overall, WLS proves to be more effective

for achieving better positioning results compared to SD. These findings highlight

the significance of utilizing inter-constellation clock offset for improved receiver

error estimation and positioning accuracy.

The RMSE values of Methods 1 and 4 are similar, but their STD and Max

values exhibit differences, as shown in Table 4.4. The STD of SD is approximately

5 m, whereas that ofWLS is about 4 m for SKY, indicating that WLS offers a more

consistent positioning performance. This can be attributed to the fact that SD relies

on a single satellite to eliminate receiver clock error through differencing with all

other satellites. As a result, if an error exists in the selected reference satellite, it

will accumulate across other satellites as well. On the other hand, WLS estimates

the clock error using all LOS satellites, allowing errors within one satellite to be

mitigated by the presence of other healthy measurements. Additionally, compared

to SD on LBR, the STD error is found to be smaller by 2 m with WLS. A similar

observation is found in the maximum error, where SKY with SD yields around 57

m, whereas WLS results in 42 m.

Table 4.4: Statistics of the 3DMA GNSS positioning results using Method 1 and
4 for Experiment 3. (Unit: meter)

Method 1: SD-IC Method 4: P-WLS-IC
SKY LBR SKY+LBR SKY LBR SKY+LBR

RMS 12.55 12.86 10.50 12.16 11.82 10.64
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Table 4.4: Statistics of the 3DMA GNSS positioning results using Method 1 and
4 for Experiment 3. (Unit: meter)

Mean 11.38 11.45 9.79 11.52 11.38 10.14
STD 5.30 5.86 3.80 3.90 3.21 3.24
Max 56.80 53.03 52.90 42.39 36.74 32.72
Min 4.04 4.72 0.80 1.28 6.06 0.93
An epoch in Experiment 3 is selected for a deeper analysis, as illustrated in

Figure 4.6(a)-(f). Additionally, Figure 4.6(g) displays the skymask along with the

CN0 value of each satellite. Observing the positioning heatmap, it’s evident that

SD exhibits a larger positioning error at several epochs.

Figure 4.6: (a)-(c) Heatmap of SKY, LBR, and SKY+LBR using Method 1, re-
spectively. (d)-(f) Heatmap of SKY, LBR, and SKY+LBR using Method 4, re-
spectively. (g) the skymask with satellite, colour points represent the C ∕N0 value
for the corresponding satellite.

Form Figure 4.6, it is noticeable that higher score particles in the SD heatmaps

from (a) to (c) aremore concentrated around their solution compared to the particle-

based WLS ones from (d) to (f). Generally, the size of the candidate area for SD,

indicated by the light blue to red regions, is smaller than that of WLS. The major

axis length is approximately 10m for SD and 20m for WLS. This suggests a stable

and accurate 3DMA GNSS solution for both methods [73]. However, high-score
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particles in SD tend to shift away from the true location compared to WLS. This

error may originate from the reference satellite chosen for SD. In this study, G01 is

selected as themaster satellite as it has the highest elevation angle andC/N0 across

all received satellites, as shown in Figure 4.6. Although G01 has a relatively high

elevation angle of more than 60°, its C ∕N0 value is only about 35 dB-Hz. While

ray-tracing for G01 did not identify any reflected path, there could be some mul-

tipath with destructive interference affecting the signal, leading to an estimation

error for Method 1. Additionally, G01 does not have a very high elevation angle.

Figure 4.5 shows the CDF on different receiver clock error estimation meth-

ods influence the positioning error. The results indicate that methods 1, 3, and

4 generally outperform the others across most of the ranging-based 3DMA algo-

rithms. Upon closer examination of the zoom-in plot (subfigure in Figure 4.5(d)),

it becomes evident thatMethod 3 and 4, which involve theWLSmethodwith inter-

constellation clock offset correction, exhibit superior performance in the position

domain.

Figure 4.7: The CDF plots illustrating the 2D positioning error resulting from
different receiver clock error estimation methods contribute to (a) skymask 3dma
(SKY); (b) likelihood-based ranging GNSS (LBR); (c) integration of SKY and
LBR (SKY+LBR); (d) combination of all ranging-based 3DMA GNSS (SKY,
LBR, and SKY+LBR).

Based on the findings from Sections 4.3.2 and 4.3.3,

1. L5-band measurements have a better measurement quality and potentially
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enhance the performance of 3DMAGNSS positioning, particularly in urban

environments.

2. Using inter-constellation clock corrections improves the accuracy of receiver

clock delay estimation, especially for ranging-based 3DMA GNSS.

3. Method 4, employing a particle-based WLS approach, demonstrates greater

robustness in receiver clock bias estimation compared to other methods.

These conclusions highlight the significance of using L5-band measurements and

employing effective receiver clock delay estimation methods for improved 3DMA

GNSS positioning performance.

4.3.4 Positioning results

Summarized findings in subsection 4.3.3 reveal that using L5-band measurements

alongside the proposed P-WLS-IC (Method 4) is anticipated to yield enhanced

performance. Therefore, the positioning outcomes of the 3DMA GNSS methods

are assessed using this setup. The positioning metrics for all experiments are con-

solidated in Table 4.5, accompanied by a graphical representation provided in Fig-

ure 4.8. Based on the short conclusions drawn above, the L5-band measurements

plus the proposed P-WLS-IC (Method 4) should be able to obtain better perfor-

mance. Therefore, the positioning results of 3DMA GNSS methods are evaluated

based on this configuration. The positioning statistics of all experiments are sum-

marized in Table 4.5, and a graphical view is illustrated in Figure 4.8.
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Figure 4.8: (a) - (e) Positioning results on Experiment 1 - 5, respectively. These
3DMA GNSS results use both L1- and L5-band measurements.

Table 4.5: Summary on the 3DMAGNSS results using L1- and L5-band measure-
ments. (Unit: meter)

Experiment SKY LBR SM SKY
+LBR

SKY
+SM

LBR
+SM

SKY
+LBR
+SM

1

RMS 19.73 3.85 12.84 3.85 4.89 3.72 3.73
Mean 15.74 3.37 12.83 3.37 3.30 3.08 3.08
STD 11.91 1.86 0.46 1.86 3.61 2.09 2.10
Max 33.44 17.87 16.35 17.87 33.25 9.92 9.92
Min 0.23 0.23 11.76 0.23 0.25 0.33 0.33

2

RMS 39.90 8.56 9.26 9.76 12.13 5.47 5.83
Mean 34.52 7.80 7.94 8.44 8.42 4.61 4.71
STD 20.02 3.54 4.77 4.91 8.74 2.94 3.44
Max 64.00 21.75 45.50 26.93 57.17 15.99 22.26
Min 0.50 1.52 0.52 1.91 0.51 0.45 0.45

3

RMS 12.16 11.82 16.09 10.64 10.76 9.69 9.17
Mean 11.52 11.38 13.07 10.14 10.19 9.46 8.62
STD 3.90 3.21 9.38 3.24 3.45 2.07 3.11



CHAPTER4. IMPROVEDSINGLEPOINTCANDIDATE-BASED3DMAGNSS70

Table 4.5: Summary on the 3DMAGNSS results using L1- and L5-band measure-
ments. (Unit: meter)

Max 42.39 36.74 38.74 32.72 39.50 26.10 28.52
Min 1.28 6.06 0.79 0.93 1.86 3.75 0.99

4

RMS 7.65 5.72 10.21 6.37 5.12 4.19 4.28
Mean 5.86 5.12 7.56 5.31 4.40 4.08 3.87
STD 4.92 2.54 6.86 3.53 2.61 0.94 1.83
Max 59.64 15.74 53.34 25.25 48.23 10.34 15.34
Min 0.39 2.00 0.12 0.44 0.20 3.01 0.23

5

RMS 7.74 9.09 22.89 5.54 7.39 11.59 5.53
Mean 6.04 8.10 21.64 5.15 6.07 10.55 5.14
STD 4.84 4.12 7.45 2.05 4.21 4.80 2.03
Max 34.88 28.87 38.33 15.00 27.30 27.16 21.66
Min 0.80 0.18 4.80 0.20 1.20 3.01 1.57

The positioning results show that the integrated solution (SKY+LBR+SM)

consistently maintains an RMSE within 10m across various scenarios. Even in

highly dense urban environments such as Experiments 4 and 5, this integrated ap-

proach achieves an impressive RMSE of 5m. Additionally, it is noteworthy that

the SKY+LBR+SM algorithm outperforms other configurations in Experiments

1, 3, and 5 in terms of RMSE. However, in Experiments 2 and 4, the LBR+SM

combination yields slightly better positioning results compared to the proposed

SKY+LBR+SM approach.

In Experiment 5, the standalone positioning solutions yield RMSE values of

about 8m, 9m, and 23m for SKY, LBR, and SM, respectively. However, after

integration, both SKY+LBR and SKY+LBR+SM configurations achieve RMSE

values within 5m. To illustrate the effectiveness of integrating SKY and LBR,

the positioning heatmap for one of the epochs is shown in Figure 4.9. Initially,

the high-scoring particles from SKY, LBR, and SM tend to shift away from the

true location towards the intersection center. However, after integration, only the

high-scoring candidate common to both SKY and LBR remains. In Figure 4.9(d),
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the combined SKY and LBR solution demonstrates significant improvement, with

candidates near the true location maintaining high scores. Despite a large reddish

area in the LBR heatmap, only candidates close to the truth location retain high

scores after integration with SKY. This integration results in a positioning error of

4.7m, a substantial enhancement compared to SKY and LBR alone. Furthermore,

the SM solution initially places the position on the opposite side of the street with

an error of 28.3m. However, after integration with the ranging-based 3DMA algo-

rithm, the positioning error decreases to 4.6m, as depicted in Figure 4.9(e). This

integration process, using different algorithms, preserves commonly high-scoring

candidates while deweighting others, thereby enhancing the positioning accuracy.

Figure 4.9: Heatmap of Experiment 5 showing the positioning results in (a) SKY,
(b) LBR, (c) SM, (d) SKY+LBR (RNG), and (e) SKY+LBR+SM. The green star
marks the truth location, while the purple point indicates the positioning solution of
the respective algorithm. The value inside the bracket indicates the 2D positioning
error.
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However, integration can sometimes lead to worse results if the standalone so-

lutions exhibit drift. For instance, consider an epoch in Experiment 1, illustrated

in Figure 4.10. The heatmap for SKY in (a) shows a noticeable shift from the

ground truth, resulting in a positioning error exceeding 20m. This shift occurs be-

cause SKY only uses corrected NLOS satellites for positioning, and in this case,

no correction is available for the NLOS satellites. Therefore, SKY can only rely

on LOS satellites for positioning. Conversely, the heatmap for LBR in (b) con-

centrates around the ground truth, showcasing its excellent performance. When

integrated with SKY in (d) as SKY+LBR, the combination benefits from LBR’s

accuracy, yielding a good positioning result. However, when integrated with SM,

the heatmap becomes more scattered, as seen in (e), as SM’s heatmap in (c) is dis-

persed along the building edge. Consequently, although the positioning result of

SKY+LBR+SM is 2.7m, the high score area in the heatmap is larger than that of

SKY+LBR.

The heatmap of the positioning results show that integration does not consis-

tently lead to improved outcomes, as observed in Experiment 2. This experiment,

conducted in an area with single-sided buildings, lacked corrections for NLOS

satellites, limiting SKY uses only LOS satellites for positioning. As a result, the

achieved positioning RMSE is approximately 40m, indicating notably poor perfor-

mance. This negatively impacts the integration with other algorithms. Integration

of SKY with LBR results in a larger positioning RMSE compared to LBR alone.

Even when combined with SM (SKY+LBR+SM), the positioning RMSE remains

high at about 5.83m. In contrast, the RMSE for LBR+SM is 5.47m, indicating a

0.4m improvement, highlighting the added uncertainty from SKYwhen integrated

with other solutions.
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Figure 4.10: Heatmaps for Experiment 1 in (a) SKY, (b) LBR, (c) SM, (d)
SKY+LBR (RNG), and (e) SKY+LBR+SM. The green star represents the truth
location, and the purple point refers to the positioning solution of the respective
algorithm. The value inside the bracket denotes the 2D positioning error.

4.4 Summary

This section presents the integration of L5-band measurements into ranging-based

3DMA GNSS algorithms, alongside the estimation of receiver clock bias using a

particle-based WLS method. Additionally, this section integrated shadow match-

ing with two ranging-based 3DMA GNSS approaches: likelihood-based ranging

and skymask-based methods. Through experiments conducted in urban canyons

of Hong Kong, the L1-L5 3DMA GNSS demonstrated a stable positioning per-

formance with an average accuracy of within 10m. Using L5-band measurements

resulted in a noticeable improvement in positioning accuracy by reducing the pseu-

dorange difference. As smartphones increasingly support the L5-band signal, it
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represents a promising avenue for future developments in urban positioning.

In regard to computational load, the current processing of 3DMA GNSS in-

volves candidate distribution for positioning. The effectiveness of this process

hinges on the precision of the initial positioning, which dictates how candidates

are distributed. Ensuring that the distributed candidates adequately encompass the

truth location is essential for achieving optimal solutions. In principle, computa-

tions performed for candidates located far from the truth are unnecessary. Hence,

there is a need for an optimal method to determine the solution.



Chapter 5

Loosely Coupled 3DMA GNSS with

Velocity using FGO

5.1 Real-Time 3D Mapping-Aided (3DMA) GNSS-

Positioning System

This section proposes a loosely coupled 3DMA GNSS and velocity-positioning

system using FGO. The flowchart is shown in Figure 5.1.

During the online positioning stage, 3DMA GNSS evenly disperses hypoth-

esis positioning candidates around the initial position. Subsequently, simulated

measurements are generated for comparison with the received measurements for

each candidate. To enhance computational efficiency, this study integrates shadow

matching and likelihood-based ranging 3DMA GNSS methodologies.

75
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Figure 5.1: System flowchart on the proposed system.

5.2 Effective candidate distribution based on envi-

ronmental context

Efficiently sampling the positioning hypothesis candidates is crucial for the per-

formance of 3DMAGNSS. It is essential that the sampling area adequately covers

the receiver location to achieve optimal performance. Increasing the sampling ra-

dius ensures coverage of the receiver location, but this also introduces a significant

computational burden for low-end microcomputers, making it impractical for real-

time applications. The computational time required is directly proportional to the

number of sampled candidates and received satellites, and it must be within the

required output rate. Therefore, this study proposes the use of surrounding sky-

masks and principal component analysis (PCA) to determine street direction and

distribute sampling candidates effectively.

Candidate distribution is initiated with WLS for the first epoch, followed by

using the previous epoch’s FGO solution as the initial position once it becomes

available. An initial circle with a sampling radius, says 50 m, denoted as R, is
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established empirically to estimate the surrounding environment through weighted

averaging of the skymask, ¯SM
ψ.

¯SM
ψ
=

1∑
j ωj

∑
j

ωjSMψ
j where rj ∈ {∥r− rinit∥ < R} (5.1)

where SMψ
j represents the skymask at location rj within the sampling radius R

based on the initial location, rinit. ψ is an array index representing the azimuth

angle ranging from 0° to 359°. wj = ∥rj − rinit∥−2 denotes the weighting of

location rj based on the inverse of the distance between the initial location, rinit.

The averaged skymask is then transformed into vectors in the Earth-Centered-

Earth-Fixed (ECEF) frame using the transformation matrix, R, expressed as,

qψ = R · [sinψ · cos ¯SM
ψ
, cosψ · sin ¯SM

ψ
] (5.2)

where R is the transformation matrix that converts the vector from the local frame

to the ECEF frame. Therefore, the variance-covariance matrix,Q, is expressed as,

Q = qTq (5.3)

Therefore, the eigenvalues, λ =

λ1 0

0 λ2

, and eigenvectors, V =

[
v1 v2

]
,

can be obtained from the variance-covariance matrix,Q. Note that the eigenvalues

and eigenvectors are sorted in descending order, where λ1 and v1 denote the largest

eigenvalues and eigenvectors. The eigenvector associated with a larger eigenvalue

can be interpreted as representing the longitudinal direction of the street.

As a result, the initial circle can be filtered with an ellipsoid based on deter-
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mined eigenvalues and eigenvectors. The length of the semi-major and semi-minor

axes are denoted as R and R · λ2/λ1, respectively. The direction of the semi-major

and semi-minor axes are represented by v1 and v2, respectively.

rj =
{
rk ∈

(dk · v1)2

R2
+

(dk∙v2)2

(R× λ2/λ1)2
< 1

}
(5.4)

where dk = ∥rk − rinit∥ is the vector between the candidate’s position, rk, and

initial location, rinit.

The distributed candidates are an ellipsoid with a semi-major axis of 50 m.

The separation for each candidate is 4 m. The above settings are determined em-

pirically and suitable for real-time processing on a low-end microcomputer used

in this study. A semi-major axis of 50 m can cover the position error of the initial

position in most cases. In comparison, separation with 4 m can reduce the number

of distributed candidates while maintaining an acceptable accuracy level.

The proposed distribution method effectively distributes the position hypothe-

sis candidates based on the surrounding environment. Figure 5.2 shows two typical

cases observed in urban canyons. In road intersections, where two eigenvalues are

nearly the same (Figure 5.2(b)), the candidate distribution forms almost a circle

that covers the entire intersection, as shown in Figure 5.2(a). In contrast, when

the initial location is situated on a straight street, with one eigenvalue significantly

larger than the other (Figure 5.2(d)), the candidates are mostly distributed along

the same street rather than extending to the next block.

Preventing candidate distribution on the next block has the potential to miti-

gate the local minima issue arising from the high similarity of building geometry,

as shown in Figure 5.3. Local minima are situated on the next street (highlighted
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Figure 5.2: Typical cases of candidate sampling in urban environments on inter-
section (a,b) and straight street (c,d). Note that the eigenvectors (red and blue lines
in (b,d) are projected back to azimuth and elevation angle (local frame) for illus-
tration here.

in red near the upper right corner). However, by implementing the proposed sky-

mask context-based candidate sampling strategy, this local minima issue can be

alleviated. Furthermore, since the candidates distributed fall mainly in the same

direction on the street, the initial location should be on the correct street to prevent

accidentally determining the wrong block of the street.

In conclusion, the skymask context-based candidate sampling method effec-

tively distributes position candidates, offering two key advantages. Firstly, it re-

duces computational load by adjusting the number of distributed candidates ac-
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Figure 5.3: Example of skymask context−based candidates sampling.

cording to the surrounding environment. Secondly, it ensures that candidates are

predominantly distributed along the same street, potentially eliminating local min-

ima issues on adjacent streets.

5.3 Loosely-Coupled FactorGraphOptimization (LC-

FGO)

This study also optimized the position solution from the candidate with context-

based 3DMA GNSS as a batch through the formation of a graphical optimization

framework. This framework is associated with FGO, which connects the solutions

of two consecutive epochs with velocity. The overall structure of the FGO process

is shown in Figure 5.4.

The error factor of 3DMA GNSS estimates the distance between the position
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Figure 5.4: Structure of the proposed loosely-coupled 3DMA GNSS and velocity
via FGO.

solution from 3DMA GNSS, rk,3DMA, and optimized state, rk, is given by,

∥ek,3DMA∥2Σ2
k,3DMA

= ∥rk − rk,3DMA∥2Σ2
k,3DMA

(5.5)

where Σ2
3DMA = α × diag([σ2

3DMA,x, σ
2
3DMA,y, σ

2
3DMA,z]) is a diagonal variance

matrix of the 3DMA GNSS. Constant α = 1 is an empirically determined tuning

factor for the 3DMA GNSS error factor. The variance at each axis is calculated as

the distance variation between the 3DMA GNSS solution and candidates with the

highest 10% likelihood score, divided by the separation of candidates, γ, expressed

as,

Σ2
k,3DMA =

1

γ
V ar(∥rk,3DMA − rk,10%∥) (5.6)

where rk,10% represents the position of candidates with the highest 10% likelihood

score. ∥ · ∥ denotes the Euclidean distance between two positions.

Receiver velocity, vk, and clock drift, δ̇tk, are estimated using the Doppler

measurements of every satellite i at epoch k, ρ̇k = [ρ̇1k, ρ̇
2
k, · · · , ρ̇ik], through the

least-squares (LS) method [22]. The error factor on motion propagation estimates
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the difference between the displacement of consecutive epochs and the estimated

velocity. It can be expressed as,

∥ek,v∥2Σ2
k,v

= ∥∆t× vk − (rk+1 − rk)∥2Σ2
k,v

(5.7)

where∆t is the time difference between epoch k and k+1. Σ2
k,v = β×diag([σ2

k,v,x, σ
2
k,v,y, σ

2
k,v,z])

is a diagonal covariance matrix associated with the velocity vk at x-, y-, and z-

axis, respectively. Here, the constant β = 5.2 serves as an empirically determined

tuning factor for the motion propagation error factor. Parameters α and β are

determined empirically based on an open-source dataset [92] that covers various

typical urban canyon scenarios. All results in this section are based on the same

set of parameters. Increasing the tuning factor β brings the integrated result closer

to 3DMA GNSS. Conversely, decreasing the factor below 5.0 results in much

smoother optimized results, but makes it easier to observe a drift if an incorrect

velocity is estimated.

A constant velocity motion model [98] is integrated into this graph structure to

offer a smoothed trajectory estimation. Assuming users’ motions are minimal with

negligible acceleration, this factor aims to minimize the error between the position

change between two epochs and the averaged velocity estimated via Doppler mea-

surements. The output rate of the measurement and estimated velocity will affect

the optimization especially a rapid steering change, this study set the output rate 1

Hz which should be sufficient for the. The model us represented as,

∥ek,�v∥2Σ2
k,�v

=

∥∥∥∥∆t2 (vk + vk+1)− (rk+1 − rk)
∥∥∥∥2
Σ2

k,�v

(5.8)
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where Σ2
k,�v = 1

2
(Σ2

k,v + Σ2
k+1,v) is the averaged diagonal covariance matrix at

epochs k and k + 1.

The cost function for estimating the position in the proposed loosely-coupled

3DMA GNSS through FGO is formulated as,

χ∗ = argmin
x

∑
k

∥ek,3DMA∥2Σ2
k,3DMA

+ ∥ek,v∥2Σ2
k,v

+ ∥ek,�v∥2Σ2
k,�v

(5.9)

where χ = [x1, x2,…, xk] represents the states set of the receiver, where χ∗ de-

notes the optimal states set. To ensure computational efficiency, a sliding window

for FGO is set at 200 s, determined empirically.

5.4 Experiments and Results

5.4.1 Experiments Setup

A commercial-grade receiver, u-blox ZED-F9P, was connected to a microcom-

puter, Nvidia Jetson TX2. Four satellite constellations with a single frequency

were enabled during the experiments: GPS L1, GLONASS G1, Galileo E1, and

Beidou B1. The output rate of the recorded data is 1 Hz, which is sufficient for

Doppler measurements and estimated velocity to reflect the steering change. A

modified open-source library RTKLIB [94] is adopted for the GNSS-related pro-

cesses. Google Ceres Solver [99] is used for the nonlinear least squares (NLS)

and FGO processes. Several experiments were conducted on the lower east side

of NYC (Murray Hill, Manhattan). During these experiments, two team mem-

bers followed fixed navigation routes resembling commuting between an origin

(NYU Medical Center, New York City) and specific target destinations (store-
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fronts) within a 1-mile radius. A total of 11 trips were made and used for analysis.

The ground-truth reference trajectory was obtained through post-processing.

Pedestrian subjects gathering the data walked along straight lines, making efforts

to maintain a steady course without deviation. Starting points, endpoints, and in-

termediate locations were manually labelled. Additionally, a smartphone was used

during the experiment to capture device location data. This data was employed to

interpolate longitudinal speed and to project vectors between the starting and end-

ing locations.

5.4.2 Experiment Results

The evaluation aimed to compare the proposed algorithms in both real-time and

post-processing scenarios, alongside several conventional solutions:

1. NMEA: receiver output solution.

2. WLS: weighted least squares method [94], uses pseudorange to estimate

receiver location.

3. 3DMA GNSS: snapshot state-of-the-art 3DMA GNSS with positioning hy-

pothesis candidates [79].

4. LC-FGO (proposed): real-time forward (instantaneous) processed loosely-

coupled FGO solution with integrated 3DMA GNSS and velocity.

5. LC-FGO-PP (proposed): combined (forward and backward) processed loose-

ly-coupled FGO solution with integrated 3DMA GNSS and velocity.

The optimization framework was conducted within the Earth-Centered-Earth-

Fixed (ECEF) coordinate system. The comparison is segmented into root-mean-
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squared error (RMSE) and standard deviation (STD) positioning errors in meters.

It’s important to note that both LC-FGO and LC-FGO-PP share the same graph

structure. The distinction lies in LC-FGO-PP, which incorporates historical and

future factors and is optimized in a combined forward and backward directions.

A total of 11 experimental navigation trips were conducted in New York City.

The positioning results of these trips are summarized in Table 5.1. Overall, the

candidate-based 3DMA GNSS consistently outperformed the conventional WLS

method. Furthermore, the integration of velocity and optimization in the for-

ward direction led to improved positioning accuracy. When optimizing in a com-

bined directions manner, positioning accuracy further increased. Additionally, in

most cases, FGO yielded better results compared to the receiver’s output solu-

tion (NMEA). Considering the overall performance across different experiments,

the RMSE and STD of 3DMA GNSS were 25.34 m and 19.46 m, respectively.

Meanwhile, LC-FGO achieved an RMSE of 21.05 m and an STD of 14.60 m. LC-

FGO-PP, with stronger constraints between epochs, achieved an RMSE of 15.97 m

and an STD of 12.48 m. Both FGO methods demonstrated smaller RMSE values,

indicating better overall performance compared to 3DMA GNSS. Additionally,

the lower STD values suggest increased robustness. For further analysis, two trips

out of the eleven are selected, representing both a good and bad case, respectively.

Table 5.1: Statistics on positioning results of all experiments. (Unit: m)

Navigation
Trips

Epochs (s) Algorithm RMSE (m) STD (m)

1 952

1. NMEA 31.09 14.47
2. WLS 38.30 20.00
3. 3DMA GNSS 19.70 15.51
4. LC-FGO 24.66 14.95
5. LC-FGO-PP 15.54 12.25
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Table 5.1: Statistics on positioning results of all experiments. (Unit: m)

2 979

1. NMEA 74.81 31.57
2. WLS 59.15 26.94
3. 3DMA GNSS 29.14 16.75
4. LC-FGO 33.56 17.13
5. LC-FGO-PP 24.66 13.08

3 574

1. NMEA 19.87 7.35
2. WLS 62.66 38.62
3. 3DMA GNSS 27.62 16.40
4. LC-FGO 22.98 11.04
5. LC-FGO-PP 21.38 9.51

4 607

1. NMEA 17.20 11.08
2. WLS 91.98 54.99
3. 3DMA GNSS 21.08 12.26
4. LC-FGO 13.01 6.48
5. LC-FGO-PP 14.09 6.85

5 599

1. NMEA 29.01 7.43
2. WLS 30.34 10.46
3. 3DMA GNSS 22.64 13.21
4. LC-FGO 20.38 10.25
5. LC-FGO-PP 18.90 11.18

6 934

1. NMEA 36.89 18.01
2. WLS 39.17 19.54
3. 3DMA GNSS 18.27 11.28
4. LC-FGO 15.32 10.44
5. LC-FGO-PP 14.56 8.73

7 885

1. NMEA 33.36 15.61
2. WLS 44.25 25.89
3. 3DMA GNSS 18.64 11.27
4. LC-FGO 25.17 11.03
5. LC-FGO-PP 12.17 6.08

8 513

1. NMEA 39.09 11.05
2. WLS 36.43 15.94
3. 3DMA GNSS 16.55 9.46
4. LC-FGO 21.30 8.36
5. LC-FGO-PP 14.22 7.47

9 878

1. NMEA 24.17 10.38
2. WLS 40.86 21.21
3. 3DMA GNSS 41.50 26.91
4. LC-FGO 44.62 29.99
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Table 5.1: Statistics on positioning results of all experiments. (Unit: m)

5. LC-FGO-PP 37.67 24.91

10 742

1. NMEA 36.01 16.88
2. WLS 49.43 31.11
3. 3DMA GNSS 26.72 15.29
4. LC-FGO 25.49 13.08
5. LC-FGO-PP 20.46 11.15

11 733

1. NMEA 46.78 18.12
2. WLS 62.33 37.96
3. 3DMA GNSS 36.85 28.13
4. LC-FGO 37.82 27.85
5. LC-FGO-PP 32.13 26.08

Trip 6 achieves a good positioning performance. commences in an area char-

acterized by relatively unobstructed sky visibility and progresses along a straight

path into a densely built urban canyon. These visual representations are Figure 5.5.

In this experiment, it’s evident that 3DMA GNSS outperforms WLS signifi-

cantly, with positioning RMSE values of 18.27 m and 39.17 m, respectively. Fig-

ure 5.5(c) shows that many WLS solutions were situated either across the street

or on the wrong side entirely. 3DMA GNSS can accurately rectify the solution,

correcting it back on the correct street. Further integration with Doppler mea-

surements estimated velocity yields even more promising results, notably between

epochs 200 s and 600 s, where the positioning error is notably reduced. The for-

ward LC-FGO and combined FGO (LC-FGO-PP) yield RMSE results of 15.32 m

and 14.56 m, respectively.

In contrast, Trip 2 performsworse than Trip 6. It begins in a deep urban canyon,

with a walk along the street leading to a relatively open area, in stark contrast to

Trip 6. The map and error plots of this experiment are depicted in Figure 5.6.

Similar to Trip 6, both 3DMA GNSS and the two LC-FGO algorithms out-

perform WLS. The RMSE of WLS, 3DMA GNSS, LC-FGO, and LC-FGO-PP
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Figure 5.5: (a) map plot, (b) positioning errors, (c) magnified map plot of last 300
epochs, and (d) number of received satellites and average skymask elevation angle
of good positioning trip (Trip 6).

are 59.15 m, 29.14 m, 33.56 m, and 24.66 m, respectively. However, LC-FGO

performs worse than 3DMA GNSS. The overall positioning error is larger than

that in Trip 6 because the environment is more complex. The average skymask

elevation angle is higher in Trip 2, resulting in a more severe NLOS reception

that mostly occupies a large portion of the total received satellites. The main error

comes from the last 200 epochs, where the performance of 3DMA GNSS fluctu-

ates during this period. 3DMA GNSS is a snapshot estimation, and each epoch’s

performance is independent of the others. However, FGO is different, especially

for the forward FGO. The fluctuation of the forward FGO accumulates errors in

batch optimization. Therefore, future estimation is affected. However, the com-
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Figure 5.6: (a) map plot, (b) positioning errors, and (c) number of received satel-
lites and average skymask elevation angle of bad positioning trip (Trip 2).

bined FGO, LC-FGO-PP, has a much stronger constraint that attempts to optimize

the solution in both directions. As a result, the positioning error can be suppressed.

These different natures of 3DMAGNSS and FGO result in performance variation.

Therefore, to improve the performance of LC-FGO, marginalization analysis must

be conducted to determine the acceptable error of this graphical problem. Wemust

adaptively select the existing trustworthy information in the sliding window.

Towards the end of the experiment, certain 3DMA GNSS solutions inaccu-

rately predicted the position of the next block, as depicted in Figure 5.7(a). This
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error occurred because the receiver was positioned in a relatively open area. The

PCA analysis of the average skymask showed similar eigenvalues, indicating a

lack of distinct major or minor axes. As a result, candidates were distributed in a

full circle, leading to solutions being estimated at local minima, as illustrated in

Figure 5.7(b). To address this issue, candidates may need to be distributed based

on the user’s average historical motion. However, pedestrian motion is not as con-

sistent as that of a vehicle, making it difficult to accurately capture rapid motion

changes through candidate distribution based on average motion alone. An alter-

native approach could involve the detection of instant motion changes using an

inertial measurement unit (IMU), which could be integrated into the camera or

platform more broadly.

Figure 5.7: (a) Close-up map plot near the end of Trip 2. (b) Snapshot of an epoch
with large position error due to local minima issues.

Trip 5 is selected to compare the positioning performance of EKF and different

FGO processing strategies. The RMSE values for EKF, LC-FGO, and LC-FGO-

PP are 22.38 m, 20.38 m, and 18.90 m, respectively. LC-FGO is comparable to

EKF, as both are filtering approaches, but LC-FGO outperforms EKF by 2 m. This
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demonstrates that FGO provides more accurate positioning than EKF. It is worth

noting that the implementation processes of FGO and EKF may differ, particu-

larly in the initialization of state and covariance. For a fully fair comparison, the

propagated state and covariance from EKF should be included as prior factors in

the FGO optimization. Nonetheless, based on the author’s observations, FGO still

outperforms EKF even when these prior factors are added.

Additionally, this section also presents a vehicular case study conducted in

Hong Kong using the same receiver. The experiment covers various scenarios

encountered in an urban environment, ranging from open-sky areas to deep urban

canyons. The data for this experiment can be accessed in [92]. Similar to the

pedestrian experiments, the data is collected using the same model of receiver,

which is u-blox ZED-F9P equipped with a patch antenna. The reference trajectory

is provided by NovAtel SPAN-CPT [93], which integrates GNSS RTK/INS (fiber-

optic gyroscopes, FOG). Positioning statistics are shown in Table 5.2, while map

plots and error analyses are presented in Figure 5.8. The vehicular case study

explores a wider range of scenarios across different environmental complexities

and velocities, as illustrated in Figure 5.8 (c) and (d), respectively. Urban scenarios

with average skymask elevation angles ranging from approximately 20 degrees to

nearly 80 degrees are examined, alongside velocities from 0 m/s up to about 12

m/s.

Table 5.2: Statistics of vehicle-mounted trip results.

Algorithm RMSE (m) STD (m)
1. WLS 14.92 9.20
2. 3DMA GNSS 7.94 4.85
3. LC-FGO 8.09 4.55
4. LC-FGO-PP 5.80 2.95
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Figure 5.8: (a) zoom−in map plot near the end of Trip 2. (b) one of the epochs
with large position error due to local minima problem.

In this scenario, both 3DMA GNSS and FGO demonstrated superior perfor-

mance compared to WLS. The RMSE values for WLS, 3DMA GNSS, LC-FGO,

and LC-FGO-PP are 14.92 m, 7.94 m, 8.09 m, and 5.80 m, respectively. Overall,

the positioning accuracy exceeded that observed in New York. This exceptional

performance can be attributed to two primary factors. Firstly, there was a notable

difference in the local environments between New York and Hong Kong. The

testing areas in New York were more urbanized, as evidenced by the average sky-

mask elevation angles at ground truth locations, which were 58.6 degrees and 46.9
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degrees for New York and Hong Kong, respectively. Secondly, the measurement

noise was significantly higher in New York, likely due to variations in motion

[100]. The vehicular experiment in Hong Kong experienced higher dynamic mo-

tion, and its measurements were less affected by multipath effects, resulting in

better positioning performance. The pseudorange error is labelled using the dou-

ble differencing technique [97] for a good case in the NewYork dataset (Trip 6) and

Hong Kong, as illustrated in Figure 5.9. The double difference [97] requires mea-

surements from the reference station. It involves differencing the pseudorange of

satellites commonly received by both the rover and reference stations. This process

eliminates common clock and atmospheric errors. The geometric distance, r, is

calculated using the satellite position determined from the ephemeris, the surveyed

location of the reference station, and our labelled ground truth. The reference sta-

tion is located in an open-sky area, ensuring healthy measurements. Therefore,

the residual can be regarded as the error attributed to the environment surrounding

the receiver location. The double-difference-labelled pseudorange error of the i-th

satellite,∇∆ρi, can be calculated by,

∇∆ρi = ρircv − ρmrcv − (ρiref − ρmref )−∇∆Di

where∇∆ri = rircv − rmrcv − (riref − rmref )
(5.10)

where ∗rcv represents receiver data, while ∗ref stands for reference station data.

∗m denotes the master satellite’s data, selected based on a system-specific pivot

satellite approach with the highest elevation angle. ρ andD correspond to pseudo-

range measurement and geometric distance, respectively. Reference station data

for evaluation in New York was sourced from the NYS Spatial Reference Net-
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work (NYSNet). For the evaluation of the Hong Kong dataset, reference station

data was obtained from the Hong Kong Satellite Positioning Reference Station

Network (SatRef) [57].

Figure 5.9: Probability density function plot on pseudorange error labelled by dou-
ble differencing technique. Note that the master satellite is excluded from pseu-
dorange error labelling, e.g., i ̸= m in Equation 5.10.

Pseudorange quality is higher in the Hong Kong dataset, suggesting an expec-

tation of a better positioning performance. A comparable inference can be drawn

from the outcomes of this vehicle-mounted experiment. 3DMA GNSS and LC-

FGO achieve comparable performance in this dataset. However, comparing the

positioning error shown in Figure 5.8(b), LC-FGO demonstrates a error reduc-

tion capabilities compared to 3DMA, resulting in a smaller standard deviation in

positioning error. In other words, LC-FGO offers a smoother and more robust tra-

jectory, a characteristic that also applies to LC-FGO-PP. However, velocity errors

can degrade the integration performance. Figure 5.9 illustrates the epoch around

1300 s. Though 3DMA GNSS performing well, incorrect velocity estimates de-

rived from Doppler measurements with WLS lead to inaccurate integrated results.
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Consequently, exploring error mitigation or correction methods for Doppler mea-

surements is necessary for future improvements. Therefore, tightly coupling these

approaches with Doppler measurements could potentially address the problem.

By doing so, incorrect Doppler measurements can be identified and isolated

from the state estimation separately. A sophisticated model could be developed to

characterize Doppler errors, ensuring that inaccurate measurements are not used

in future estimations. Meanwhile, for future work, a tighter integration of 3DMA

GNSS with Doppler measurements could be achieved by representing discrete

sampled locations with a continuous mathematical model.

Figure 5.10: Zoom-in map plot of positioning error caused by badly estimated
velocity.

5.4.3 Computational Load and Storage Requirements

One of the primary contributions of this study lies in the development of a real-

time positioning system. Hence, the processing time for a single epoch solution

is important for guiding real-time operations, which require maintaining an out-

put rate of 1 Hz. The computational workload is directly linked to the number
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of distributed candidates (sampling radius) and available satellites. Based on the

results, the average number of total received satellites (including LOS and NLOS)

and sampled candidates are 26 and 1,143, respectively. The processing time for

a single epoch solution is 0.91 s. This indicates that the implemented system can

support real-time operations at a 1 Hz output rate. If a higher output rate is nec-

essary, leveraging GPU technology holds significant potential for accelerating the

process in real-time applications, as demonstrated in previous work utilizing GPUs

for ray-tracing simulations [101] and correlation-level positioning [77].

Another critical aspect of implementing 3DMA GNSS is the format used to

store information about 3D building models. Generating skymasks in real-time or

online is impractical for a microcomputer. Therefore, skymasks are pre-generated

offline and stored in CSV format. For instance, covering the downtown area of

New York (approximately 3.6 km by 2.9 km) would require storing skymasks for

a total of 812,403 locations (outside the buildings), with a 4 m separation for each

candidate. The total file size for the necessary skymasks would be 1.30 GB.While

this storage requirement is manageable for city-scale applications, extending the

system to cover larger areas or entire states would necessitate further engineering

efforts to develop a sustainable solution for skymask database implementation.

Note that for a practical implementation for a large area, such as country-wise

coverage, the skymasks may download based on the geofenced tile of a smaller

area for better efficiency.
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5.5 Summary

This section proposed a real-time positioning system integrating loosely-coupled

3DMAGNSSwithDopplermeasurements using FGO, alongside skymask context-

based candidate sampling. This approach effectively distributes candidates and

addresses local minima issues. According to experimental findings, the position-

ing RMSE of the loosely-coupled 3DMA GNSS with Doppler measurements via

FGO averaged around 21 m, with a standard deviation of 15 m. Further perfor-

mance enhancement was achieved by optimizing in a combined direction, reduc-

ing the RMSE to approximately 16 m, with a standard deviation of 13 m. Notably,

FGO demonstrated a lower standard deviation error compared to candidate-based

3DMA GNSS, indicating its ability to offer a smoother and more robust solution.

Nevertheless, there is room for improvement in the performance of LC-FGO.

The findings indicate that candidate-based 3DMA GNSS outperforms LC-FGO.

This occurs because the positioning error of 3DMA GNSS continues to influence

the integrationwith Doppler measurements. The accumulated error impacts subse-

quent batch optimization. To address this, an adaptive scheme needs to be devised

to selectively prioritize high-confidence information within the sliding window.

Additionally, inaccurate Doppler measurements lead to erroneous velocity es-

timates, which can deteriorate the performance of FGO. Mitigating or correcting

Doppler measurement errors is important for enhancing positioning accuracy. In

future development, 3DMA GNSS can be more closely integrated with Doppler

measurements to deliver robust positioning in urban canyons, particularly for ap-

plications in smart health and beyond.
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3DMA GNSS with clustering using

FGO

An overview flowchart of the proposed loosely coupled 3DMA GNSS with factor

graph optimisation is shown in Figure 6.1.

6.1 Candidates clustering using region growing

Region-growing [102], a technique commonly employed in image segmentation,

distributed position candidates evenly across the ground, resembling the distribu-

tion of pixels in an image. This section outlines the methodology utilized in this

study to detect multimodality by segregating candidates into clusters. A simplified

illustration of the region-growing process is depicted in Figure 6.2.

To initiate the region-growing process, initial seed locations are required. Ini-

tially, the sampled candidates are arranged in descending order, and their cumu-

lative scores are computed. An illustration of this process is provided in Fig-

98
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Figure 6.1: Flowchart of the proposed algorithm. (SM: shadow matching; LBR:
likelihood-based ranging 3DMA GNSS)

ure 6.2(b) and (c), respectively. The seed locations are selected if the cumula-

tive sum of the score is smaller than the threshold, α1. Seed location selection

and cluster formation occur in ascending order of the cumulative sum of the score

until all non-clustered candidates have cumulative scores lower than the thresh-

old, α2. The threshold α1 is determined as the sum of the scores, K =
∑

j Λ̃j ,

multiplied by the constant c1. Therefore, the selected initial seed locations have

cumulative scores within the top c1 × 100 percentile. This approach effectively

filters out the sampled candidates with low likelihood scores. The valid growing

candidates are then selected based on the cumulative sum of the score that is larger

than the threshold, α2, defined as K multiplied by the constant c2. Similarly, the

cumulative scores of the selected growing candidates fall within the top c2 × 100

percentile.

In the example illustrated in Figure 6.2(d), the sorted scores represented by
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Figure 6.2: A simplified example of the region-growing algorithm.

the blue curve are utilized to compute the cumulative scores shown in the brown

curve, resulting in a total sum of 159. The constants c1 and c2 are defined as 0.2 and

0.6, respectively, while the thresholds α1 and α2 are set at 32 and 96, respectively.

Consequently, candidates with cumulative scores lower than 96 are chosen for

region-growing, as indicated by the black-framed candidates in Figure 6.2(e). On

the other hand, candidates with cumulative scores lower than 32 are selected as

the seed for region-growing, as denoted by candidates in red text in Figure 6.2(e).

Candidates marked in grey text are excluded from subsequent processes as their

scores are lower than those of the sampled candidates.

After the initial seed and growing candidates are identified, each initial seed

candidate is treated as a cluster and examined to determine whether its neighbors
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meet two predefined criteria: 1) they are growing candidates, and 2) the distance

between them is smaller than the threshold, d1. The distance threshold, d1, is

determined empirically as 1.5 times the units of separation between the candidates.

Neighbors that meet these criteria are then added to the cluster accordingly, and the

growing process is iteratively repeated until all valid growing candidates have been

examined. In the example depicted in Figure 6.2(f), two seed locations situated at

the top right-hand corner are found to be in close proximity to each other, leading

to their merger into a single cluster. The outcome reveals the discovery of two

clusters.

Finally, for each identified cluster with its position candidates indexed as m,

both the position, denoted as rm, and the covariance matrix, denoted as Σm, can

be established.

rm =

∑
j′ rj′ × Λ̃j′∑

j′ Λ̃j′
where j′ = j ∈ m (6.1)

Σm =
1∑
j′ Λ̃j′

∑
j′

Λ̃j′(rj′ − rm)T(rj′ − rm) where j′ = j ∈ m (6.2)

6.1.1 Selection of the Cluster and Visibility Estimation

Choosing the appropriate cluster is important for determining a more accurate po-

sition solution, particularly when dealing with multimodal scenarios or solution

shifting. In this study, the cluster selection process relies on the estimated posi-

tion and velocity from the preceding epoch. The selected cluster denoted asm∗ is

chosen if its position is the nearest to the propagated position from the previous

epoch. This selection can be represented as,

m∗ = min
m
∥rm − (rk−1 + vk−1 ×∆tk,k−1)∥ (6.3)
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where rk−1 and vk−1 represent the optimized position and estimated velocity at

epoch k−1, respectively. ∆tk,k−1 the time difference between epochs k and k−1.

The chosen cluster serves as a position measurement in both loosely- and hybrid-

coupled FGO methods, as detailed in section 6.2.

The determination of satellite visibility can be achieved by computing the

weighted average elevation angle difference between the satellite and the building

boundary at the corresponding azimuth angle, denoted as β, across all candidates

within the selected cluster,m∗. This computation helps determine the satellite vis-

ibility flag. If βi > 0, LOS is assigned to the visibility flag; otherwise, NLOS is

assigned for pseudorange and Doppler measurement factors. This can be formu-

lated as,

βi =
1∑
j′ Λ̃j′

∑
j′

{
Λ̃j′ ×

[
θi − BBj′(ψ

i)
]}

where j′ = j ∈ m (6.4)

where j′ represents the candidates in the selected clusterm∗. ψi and θi denote the

azimuth and elevation angles for satellite i, respectively. BBj′(ψ
i) indicates the

highest elevation angle of the building boundary at the corresponding azimuth an-

gle ψ at candidate j′. This determined value influences the satellite visibility flag,

which impacts the formulation of pseudorange factors for hybrid-coupled FGO

only, as described in subsection 6.2.2, determining whether to apply likelihood-

based ranging remapping for measurement innovation. Moreover, only the score

from shadowmatching is utilized for hybrid-coupled FGOduring clustering in sec-

tion 6.1 and satellite visibility estimation in Equation 6.4 to prevent measurement

duplication.
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Figure 6.3: Structure of the factor graph for the proposed algorithm on loosely
coupled (LC) approach.

6.2 FGO optimization

In this study, the factor graph is divided into two categories: loosely coupled

and hybrid-coupled. At each epoch k, the estimated state xk comprises the re-

ceiver’s position rk and the receiver clock offset δtk, forming the state set χ =

[x1, x2, · · · , xk].

6.2.1 Loosely-coupled (LC)

In the loosely-coupled (LC) FGO, error factors are incorporated for both the po-

sition of the selected cluster and motion propagation. The cluster position factors

provides constraints on the position solution for the respective epoch, while mo-

tion model factors estimate the displacement between consecutive epochs. The

factor graph’s layout is depicted in Figure 6.3.

The position factor of the chosen cluster loosely estimates the separation be-

tween the receiver’s position, rk, and the position of the selected cluster, rm∗ . This

factor can be formulated as,

∥ek,m∗∥2Σ−1
k,m∗

= ∥rk − rm∗∥2Σ−1
k,m∗

(6.5)

where Σk,m∗ represents the covariance matrix of the selected cluster computed
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using Equation 6.2 multiplied by the tuning factor c3.

The motion propagation factor is integrated into the factor graph. It links the

positions of two successive epochs and minimizes the differences between the op-

timized position displacement and the estimated velocity from Doppler measure-

ments. This factor can be expressed as,

∥ek,v∥2Σ−1
k,v

= ∥(rk+1 − rk)−∆t× vk∥2Σ−1
k,v

(6.6)

where Σk,v is the covariance matrix of the velocity estimated using WLS.

As a result, the FGO for LC 3DMA GNSS with clustering is formulated,

χ∗
LC = argmin

χ

∑
k

{
∥ek,m∗∥2Σ−1

k,m∗
+ ∥ek,v∥2Σ−1

k,v

}
(6.7)

where χ∗
LC represents the optimal estimate of the state set of LC FGO.

6.2.2 Hybrid-coupled (HC)

Hybrid-coupled FGO combines the error factor on the position of the selected

cluster in a loose manner and tightly integrates error factors on Pseudorange and

Doppler frequency measurements. The factor graph’s structure is depicted in Fig-

ure 6.4.

Every pseudorange factor estimates the state on position and receiver clock

offset by minimizing the residual between the measured pseudorange and the pre-

dicted pseudorange with a given state, which is similar to measurement innova-

tions in likelihood-based ranging 3DMA GNSS. Depending on the determined

visibility, the pseudorange measurement innovation is remapped by likelihood-
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Figure 6.4: Structure of the factor graph for the proposed algorithm on hybrid-
coupled (HC) approach.

based ranging 3DMA GNSS, denoted as δzi(xk). The pseudorange measurement

factor can be represented as,

∥ek,i,ρ∥2σ−1
k,i,ρ

=
∥∥δzi(xk)∥∥2σ−1

k,i,ρ

(6.8)

where σ−1
k,i,ρ is the error standard deviation of the corresponding pseudorange mea-

surement which is calculated by Equation 3.15 times the tuning constant c4. The

measurement innovation, δzi(xk), is expressed as,

δzi(xk) =


ρ̃ik − ρ̂i(xk) LOS

LBR (ρ̃ik − ρ̂i(xk)) NLOS

(6.9)

where LBR(·) is the function to remap themeasurement innovation that is assumed

to be NLOS to LOS. The visibility flag, LOS or NLOS, is determined using Equa-

tion 6.4. Corrected NLOS included in the FGO structure can preserve an accept-

able DOP for positioning. Furthermore, the NLOS-corrected pseudorange is also

used as an extra feature in this structure, as it is diverse across different locations.

Similarly, each Doppler frequency measurement factor optimizes the state by

minimizing the disparity between theDoppler frequencymeasurement, represented
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as ˜̇ρi, and the modelled Doppler frequency, denoted as ˆ̇ρi(xk). However, to model

the Doppler frequency for NLOS signals, an accurate reflecting point is needed to

estimate the LOS unit vector from the receiver to the reflecting point. Therefore,

only the LOS Doppler frequency measurements are employed in the FGO. The

LOS Doppler measurements are modelled as,

λi ˆ̇ρi(xk) = (vk − vi) · uik + c× (δ̇t
i

k − δ̇tk) (6.10)

where λi is the wavelength of the measurement. vk = (rk+1 − rk)/∆t and δ̇tk =

(δ̇tk+1− δ̇tk)/∆t are velocity and clock drift of the receiver, respectively. δt is the

time difference between epochs k and k+ 1. vi and δ̇tik are the velocity and clock

drift of the satellite provided by the ephemeris. uik is the LOS unit vector from the

satellite to the receiver.

As a result, the error factor of the Doppler frequencymeasurement is expressed

as,

∥ek,i,ρ̇∥2σ−1
k,i,ρ̇

=
∥∥∥λi ˜̇ρ− λi ˆ̇ρ(xk)∥∥∥2

σ−1
k,i,ρ̇

(6.11)

where σ−1
k,i,ρ̇ = 0.01 × σ−1

k,i,ρ is the error standard deviation of Doppler frequency

measurement. This study empirically assumes it is 100 times smaller than that of

pseudorange measurement.

Finally, the Hybrid coupled (HC) 3DMA GNSS with clustering is formulated,

χ∗
HC = argmin

χ

∑
k

{
∥ek,m∗∥2Σ−1

k,m∗
+
∑
i

∥ek,i,ρ∥2σ−1
k,i,ρ

+
∑
i

∥ek,i,ρ̇∥2σ−1
k,i,ρ̇

}
(6.12)

where χ∗
HC denotes the optimal estimate of the state set of hybrid-coupled FGO.
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6.2.3 Operation modes of FGO

The optimization results can be delivered in either forward or combinedmodes, de-

pending on the application requirements. In the forward mode, snapshot optimiza-

tion is performed, estimating the current states whenever new measurements are

fed into the optimizer. It uses historical states and measurements to impose prior

constraints. This forward FGO resembles Bayesian estimation algorithms like the

grid filter, conducting step propagation and measurement update steps whenever

new measurements arrive. Although operating in this mode can decrease the com-

putational burden compared to optimization in combined directions, it may be less

robust due to the absence of future measurements to refine the estimation.

On the other hand, the combined mode involves estimating all states by incor-

porating all input measurements in both forward and backward directions. Each

optimizer execution outputs and replaces all historical results. Optimizing in both

directions represents the most effective strategy for post-processing, as it uses the

states from all available epochs. This approach ensures optimal estimates of the

states across all epochs.

6.3 Designed experiment

6.3.1 Experiment setup

Vehicular recorded GNSS data is selected to evaluate the positioning performance

of 3DMAGNSSwith clustering and hybrid integrated FGO. The experiment setup

is identical to the setup introduced in section 3.4.

The recorded datasets are post-processed and the following algorithms are
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compared:

1. NMEA: Device outputted solution in NMEA formated string

2. WLS: Single-epoch conventional GNSS with outlier detection [34]

3. Single epoch 3DMA GNSS: Single-epoch candidate-based 3DMA GNSS

without clustering

4. EKF: loosely-coupledWLS andDoppler frequency estimated velocity using

extended Kalman filter (EKF) [16]

5. EKF 3DMAGNSS: loosely-coupledWLS andDoppler frequency estimated

velocity using extended Kalman filter (EKF)

6. LC-FWD FGO 3DMA GNSS: Loosely-coupled (LC) forward (FWD) FGO

on 3DMA GNSS

7. LC-CMBFGO3DMAGNSS: Loosely-coupled (LC) combined (CMB) FGO

on 3DMA GNSS

8. LC-FWD FGO 3DMA GNSS-C: Loosely-coupled (LC) forward (FWD)

FGO on 3DMA GNSS with clustering using region growing

9. LC-CMB FGO 3DMA GNSS-C: Loosely-coupled (LC) combined (CMB)

FGO on 3DMA GNSS with clustering using region growing

10. HC-FWD FGO 3DMA GNSS: Hybrid-coupled (HC) forward (FWD) FGO

on 3DMA GNSS

11. HC-FWDFGO3DMAGNSS:Hybrid-coupled (HC) combined (CMB) FGO

on 3DMA GNSS
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12. HC-FWDFGO3DMAGNSS-C:Hybrid-coupled (HC) forward (FWD) FGO

on 3DMA GNSS with clustering using region growing

13. HC-CMB FGO 3DMA GNSS-C: Hybrid-coupled (HC) combined (CMB)

FGO on 3DMA GNSS with clustering using region growing

The 3DMA GNSS with clustering requires temporal information to select the best

cluster, so only the multi-epoch positioning methods are involved in the compari-

son.

6.3.2 Experiment results

Table 6.1 and Figure 6.5(a) presents statistical metrics and histograms illustrat-

ing the horizontal radial positioning error, including the root mean square error

(RMSE) and errors at the 50th, 90th, and 95th percentiles across all static experi-

ments. Figure 6.5(b) provides visual representations of these errors.

Table 6.1: Statistics of vehicular experiment across different algorithms. RMSE:
root mean square error. (Unit: meter)

Algorithm 50th percentile RMSE 90th percentile 95th percentile
NMEA 2.71 3.87 5.38 7.45
WLS-CC 5.71 12.18 17.75 30.29
Single epoch
3DMA GNSS

5.86 11.47 19.15 23.48

EKF 5.10 10.71 16.29 25.52
EKF 3DMA
GNSS

4.92 9.52 15.24 20.43

LC-FWD FGO
3DMA GNSS

4.27 8.62 16.29 17.58

LC-CMB FGO
3DMA GNSS

4.28 7.06 11.31 17.59

LC-FWD FGO
3DMA GNSS-C

5.25 8.58 14.74 16.52
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Table 6.1: Statistics of vehicular experiment across different algorithms. RMSE:
root mean square error. (Unit: meter)

LC-CMB FGO
3DMA GNSS-C

4.96 6.92 11.29 13.78

HC-FWD FGO
3DMA GNSS

4.19 7.46 13.31 16.08

HC-CMB FGO
3DMA GNSS

4.31 5.79 8.94 11.31

HC-FWD FGO
3DMA GNSS-C

5.22 8.19 13.78 16.21

HC-CMB FGO
3DMA GNSS-C

4.99 6.99 11.29 13.76

In general, the single-epoch conventional approach demonstrates the lowest

positioning accuracy, with an RMSE nearing 12 m. Single-epoch 3DMA GNSS

observes a slight improvement in positioning accuracy to approximately 11.5 m.

The FGO-based approaches notably reduce the RMSE to below 10 m.

Connecting consecutive epoch solutions notably improves positioning perfor-

mance. By loosely integrating position solutions fromWLS with estimated veloc-

ity, the RMSE is reduced by nearly 1 m for EKF. Replacing the position solution

from 3DMA GNSS, the RMSE decreases to around 9.5 m. Meanwhile, the 95th

percentile error decreases from around 23.5 m for single epoch 3DMA GNSS to

20.4 m for EKF 3DMA GNSS. This indicates that while 3DMA GNSS provides

more accurate absolute positions, connecting multi-epoch solutions using velocity

can enhance robustness. Furthermore, comparing the positioning performance of

EKF 3DMAGNSS with forward-optimized FGOs, only forward-optimized FGOs

are considered due to their similar estimation strategy to EKF in terms of sys-

tem propagation and update. Comparing the positioning performance of EKF and

FGO-FWD, FGO approaches generally outperform the EKF approach. The RMSE

is reduced from around 9.5 m for EKF to 8.5 m or less in FGOs. This demonstrates
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Figure 6.5: (a) Root mean square error (RMSE), 50th, 90th, and 95th percentile of
the horizontal radial positioning error for the vehicular experiment across different
algorithms. (b) Map plot on the positioning trajectories.
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that FGO uses all historical measurements as prior information, thereby enhancing

the robustness of the estimation.

Comparing the positioning performance between methods with and without

clustering, enhancements are observed in LC FGOs, particularly notable is the

nearly 4 m improvement at the 95th percentile error level. However, no posi-

tive impact is seen on TC FGOs with clustering; instead, the positioning error

increases. This is mainly because clustering misidentifies satellite visibility clas-

sification for pseudorange correction using LBR. Therefore, accurate determina-

tion of satellite visibility is crucial for pseudorange correction in hybrid coupling,

a consideration that applies to tightly coupling as well.

Moreover, comparing the two operational modes of FGO, optimizing in both

forward and backward directions tends to yield better positioning performance

than only optimizing in the forward direction. The RMSE of FGO in combined

directions outperforms that of the forward-optimized approaches. Notably, there

is at least a 1.2 m improvement in RMSE observed in FGO-CMB compared to

FGO-FWD, highlighting that optimizing in both directionsmaximizes connections

between measurements and states.

6.4 Summary

This study employs FGO to fuse a 3DMAGNSSwith clustering and Doppler mea-

surements or velocity estimates derived from them. The clustering procedure aims

to segregate individual peaks within a multimodal position likelihood distribution

rather than relying on the averaged position. By selecting the most suitable cluster

based on the propagated location derived from the position solution and estimated
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velocity from the previous epoch, a more precise receiver location and position

uncertainty can be attained. Consequently, the issue of solution shifting can be

alleviated by integrating solutions from multiple epochs. FGO is utilized in this

study to integrate the positions of the selected cluster in two modes: a loosely-

coupled approach with the estimated velocity, and a hybrid-coupled approach in-

corporating pseudorange and Doppler measurements.

Segmenting candidate positions into clusters based on their likelihood scores

enhances positioning accuracy, especially when the position distribution from the

3DMA GNSS is multimodal. Hybrid integration of GNSS measurements yields

more precise positioning compared to a loosely coupled approach. However, the

findings show the significance of visibility estimation for TC FGO 3DMA GNSS

with clustering. Further investigation is warranted to determine appropriate con-

fidence intervals.

This study employs the predicted position derived from the previous posi-

tioning estimate along with the estimated velocity or relative position to identify

the most suitable cluster. Accurate cluster selection is important for ensuring the

proposed method furnishes the correct information to the optimization processes.

Therefore, additional research on cluster selection is imperative.



Chapter 7

Kriging-based 3DMA GNSS using

FGO

In addition to loosely integrating the solution from 3DMA GNSS in the position

domain, tightly integrating the scoring surface into the optimization process is

believed to enhance the identification of multimodality. Consequently, this section

introduces a method to mathematically model the scoring surface from candidate-

based 3DMAGNSS, aiming to create a differentiable scoring surface. This surface

can offer more detailed information on the locations and their scores for FGO.

7.1 An Overview of the Proposed System

Figure 7.1 provides an overview of the proposed Kriging-based 3DMAGNSS em-

ploying FGO. The system incorporates a pre-generated skymask database that en-

compasses the 3D building models relevant to the study area, and The application

of 3DMA GNSS is limited to this specific coverage area [12]. The 3D building

114



CHAPTER 7. KRIGING-BASED 3DMA GNSS USING FGO 115

models utilized in this studywere sourced fromTheHongKong LandsDepartment

[57], featuring a level of detail (LoD) 1, and from the Department of Information

Technology & Telecommunications’ (DoITT) 2014 aerial survey (Department of

City Planning) [59], featuring an LoD 2 for the testing scenarios in Hong Kong

and New York City, respectively. After acquiring the new incoming pseudorange

and Doppler measurements, the initial position can be estimated, and position hy-

pothesis candidates are distributed. After that, the system is modelled, with all

candidates sampled, and the integrated score for 3DMA GNSS is obtained. The

solution integrates both shadow matching and likelihood-based ranging 3DMA

GNSS approaches. Procedures of the system modelling and candidate sampling

follow chapter 4 presented. The likelihood scores of candidates, once determined,

can be converted and standardized into sampled costs, which denote the residuals.

Then, an ordinary Kriging system is set up using the positions of the candidates and

their corresponding residuals. This modelled Kriging system, along with Doppler

measurements, is fed into the FGO for batch optimization to establish the FGO

using Kriging-based 3DMAGNSS. Specifically for Kriging-based 3DMAGNSS,

only a single-epoch modelled Kriging system needs to be provided as input for

FGO.

The graph problem related to FGO using Kriging-based 3DMA GNSS com-

prises two primary elements: the 3DMA GNSS modeled by a Kriging system and

factors associated with Doppler measurements. These factors encompass Doppler

frequency measurements, motion propagation, and motion constraint.
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Figure 7.1: System architecture of the proposed multi-epoch Kriging-based
3DMA GNSS using FGO.

7.2 Expressing Likelihood Scoring as Cost

Objective of the candidate-based 3DMA GNSS can be expressed mathematically

as a cost function,

x∗k = argmin
x
∥ρ̃k − ρ̂(xk)∥ (7.1)

where x is the state, corresponding to the receiver position in ECEF coordinate

frame. x∗k is the optimized state. ρ̃k is a vector of the actual received observations.

ρ̂(xk) is the sophisticated model predicted measurement with the given state xk.

Hence, the cost function can be formulated as an optimization problem, it can be

optimized iteratively if it is differentiable. Therefore, the cost function is formally

modelled by the Kriging method.
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7.3 Modelling 3DMA GNSS using Ordinary Krig-

ing

Kriging methods are commonly employed in spatial statistics, particularly when

dealing with a limited number of sample points [103]. This section uses a Kriging

method to mathematically represent the cost function of the optimization prob-

lem outlined in Equation 7.1, as shown in Figure 7.2. Initially, the 3DMA GNSS

computes the likelihood score for each candidate and transforms it into a sampled

cost. Once the samples are obtained, the locations of the candidates are used to

interpolate and model the cost function, δ(x), using an ordinary Kriging method

[104]. As the Kriging method estimates the parameters of an assumed function

based on the sampled cost data, the function becomes differentiable. This implies

that the Jacobian matrix of the cost function can be derived to facilitate iterative

NLS optimization. In theory, the kriging method provides the same performance if

sampled candidates cover the actual location of the receiver, which can also serve

for high dynamic applications, such as vehicular applications.

Figure 7.2: Process flow for calculating the cost function in the proposed Kriging-
based 3DMA GNSS. (a) Likelihood score of the candidate-based 3DMA GNSS;
(b) Sampled cost of the candidates calculated from the likelihood score (Equa-
tion 7.3); and (c) Interpolated cost function based on the ordinary Kriging method.
Eq.: equation.

Although various types of Kriging methods exist, ordinary Kriging is chosen
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because it does not require the mean and covariance function of the sampled data

to construct the prediction function, simplifying the formation of the cost func-

tion. Additionally, the candidate-based 3DMA GNSS with the Kriging method is

modeled to compute the Jacobian matrix for NLS and FGO, aiming to predict the

unknown values at an unsampled location from the observed data. This approach

allows for a relaxation of the separation of the candidate during sampling.

The ordinary Kriging method at the position of interest can be expressed as,

δ̂ = ω(r)Tδ̃ = [Γ̂
−1
γ̂(r)]Tδ̃ (7.2)

where δ̂ is the predicted cost at the given position r. ω is the ordinary Kriging

weighting vector with the Lagrange multiplier, λ. δ̃ = [δ̃1, δ̃2, · · · , δ̃j, 1]T is the

normalized sampled cost for candidates 1, 2, · · · , j. The proposed Kriging-based

3DMA GNSS aims to minimize the cost function (or residual) that is modelled by

ordinary Kriging. Therefore, the likelihood scores are inverted to a cost (which is

also known as a residual between the measurement and modelled estimation) for

the candidate by,

δ̃j = − logΛj,3DMA (7.3)

As a result, the cost vector δ̃ is normalized and used as the sample for Kriging

interpolation.

The ordinary Kriging weighting vector ω considers the distance between the

desired location and all sampled candidates, also known as the spatial covariance

of the sampled candidates. The calculation of ω can be expressed in the matrix
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form as,

Γ̂
−1
γ̂(r) =



γ(∥r1 − r1∥) γ(∥r1 − r2∥) · · · γ(∥r1 − rj∥) 1

γ(∥r2 − r1∥) γ(∥r2 − r2∥) · · · γ(∥r2 − rj∥) 1

...
... . . . ...

...

γ(∥rj − r1∥) γ(∥rj − r2∥) · · · γ(∥rj − rj∥) 1

1 1 · · · 1 0





ω1

ω2

...

ωj

λ


=



γ(∥r1 − r∥)

γ(∥r2 − r∥)
...

γ(∥rj − r∥)

λ


(7.4)

where ∥ · ∥ is the Euclidean norm distance between two positions. γ(h) is the

semivariogram model, where the exponential model is selected in this study,

γ(h) = b[1− exp (−h
a
)] (7.5)

where h = ∥ · ∥ is the Euclidean norm distance between two positions, and a and

b are constants. These constants are determined by the semivariogram analysis

[104], [105], representing parameters on range and sill, respectively.

The semivariogram analysis estimates the average dissimilarity γ∗(h∗) of all

sampled candidates,

γ∗(h∗) =
1

2|N(h∗)|
∑
N(h∗)

(δ̃m − δ̃n)2 (7.6)

where N(h∗) = {(m,n) : ∥rm − rn∥ ∈ h∗ form,n = 1, 2,…, j} denotes

sets of all pairs of candidates within the set of lag distance, h∗. For example,

h∗ = {5, 10,…, h∗k} (in meters), the union ∪Kk=1h
∗ covers all linking distance, h∗k,

up to the maximum distance: maxm,n=1,··· ,j ∥rm − rn∥ in the sampled candidates.

The selection of the lag distance depends on the separations of candidates, which
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Input:
Set of sampled candidates (position r = {r1, · · · , rj}, cost
δ̃ = {δ̃1, · · · , δ̃j})
Subset of lagging distance h∗, e.g., h∗ = {5, 10, · · · , h∗k} (in metres)
Output:
Range value a
Sill value b

Initialize: a← 0; b← 0
for each element in h∗ do

Initialize temporary variables: Λh ← 0; Nh ← 0
for each element in sampled candidates, asm = 1, · · · , j do

for each element in sampled candidates, as n = 1, · · · , j do
h← ∥rm − rn∥
if h < h∗k then

Λh ← Λh + (δ̃m − δ̃n)
Nh ← Nh + 1

end
end

end
end

Algorithm 1: Pseudocode for the semivariogram calculation

affects the final number of candidates required to facilitate the Kriging interpo-

lation. With a larger lag distance, the interpolation is supported by fewer candi-

dates. Value of two parameters are determined, the sill value, b, is determined by

γ∗(∞) = lim|h|→∞ γ(h), while the range parameter, a, is the distance, h, at which

the semivariogram first reaches the sill value. The pseudocode for determining the

variogram constant is presented as algorithm 1.

After determining constants a and b for themodel, weighting vector of ordinary

Kriging,ω in Equation 7.2, can be expressed as,

ω(r) = Γ̂
−1
γ̂(r) (7.7)
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As a result, the cost (residual) can be estimated with the Kriging method, as

shown in Equation 7.2, at the given location of interest. The cost function of the

3DMA GNSS based on the Kriging method can be expressed as,

r∗k = argmin
r

δ̂(r) = argmin
r

[
Γ̂

−1
γ̂(r)

]T
δ̃ (7.8)

The block matrix Γ̂ and sampled residual δ̃ are obtained by the sampled can-

didates’ positions associated with the candidate-based 3DMA GNSS, which are

known terms in this function.

Therefore, the error factor of the Kriging-based 3DMA GNSS at epoch k can

be formulated,

∥ek,3MDA∥2Σ−2
k,3DMA

= ∥δ̂(rk,ECEF )∥2Σ−2
k,3DMA

=

∥∥∥∥[Γ̂−1
γ̂(r)

]T
δ̃

∥∥∥∥2
Σ−2

k,3DMA

(7.9)

where ∥ · ∥2Q stands for ∥y∥2Q = yTQy, and y is a single column array. Σ−2
k,3DMA

is a diagonal uncertainty matrix of the Kriging-based 3DMA GNSS at the x-, y-,

and z-axis, respectively. The variance at each axis is determined by the weighted

distance variation between the Kriging-based 3DMA GNSS solution and all sam-

pled candidates. The weighting is determined by the renormalized sampled cost

of each corresponding candidate. And it is expressed as,

Σ−2
k,3DMA = c1 × diag

[∑
j(1− δ̃j)(rj − rk,ECEF )∑

j(1− δ̃j)

]
(7.10)

where c1 is an empirically determined tuning factor for the 3DMA GNSS error

factor.

The error function modelled as the Kriging-based 3DMAGNSS can be solved
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using the LM algorithm implemented in Google Ceres Solver [99]. It’s important

to note that while the performance of Kriging-based 3DMA GNSS can match that

of the candidate-based approach, it only mathematically models the sampled can-

didates. Consequently, if multimodal or drifting behaviour occurs, as illustrated in

scenarios like those depicted in Figure 3.4, similar deviations should be observed

in the estimated position. Additionally, the error factor can be utilized in batch

optimization, as discussed in the case of FGO using Kriging-based 3DMA GNSS.

7.4 Doppler measurements

Doppler frequencies and velocity serve to connect consecutive GNSS position so-

lution epochs. This study tightly integrates the received Doppler frequencies with

the Kriging-based 3DMAGNSS.Within this framework, FGO optimizes the error

factor derived from each available Doppler measurement individually. Addition-

ally, the estimated velocity introduces two error factors that bridge two epochs in

the FGO process: motion propagation and motion constraint.

7.4.1 Doppler Measurement Modelling

The received Doppler frequency measurement, ˜̇ρik, is compared with the mod-

elled one, ˆ̇ρik, for all received satellites. Each pair of Doppler frequency differ-

ences forms an error factor for FGO to estimate the receiver’s velocity at epoch k,

vk,ECEF . The modelled Doppler frequency for i-th satellite can be expressed as,

λi ˆ̇ρik = vk,ECEF · aik − vik · aik + c× (δ̇t
i

k − δ̇tk,u) (7.11)
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where λi is the wavelength of the corresponding Doppler frequency. vik and δ̇t
i

k are

the satellite’s clock drift and the velocity of the satellite provided by ephemeris,

respectively. aik is the direct LOS unit vector from the satellite to the receiver. c

is the constant of the speed of light. δ̇tt,u is the clock drift of the receiver to the

corresponding constellation.

Therefore, the error factor on Doppler frequency for the i-th satellite at epoch

k can be expressed as,

∥ek,i,ρ̇∥2σ−2
k,i,ρ̇

= ∥λi ˜̇ρik − λi ˆ̇ρik∥2σ−2
k,i,ρ̇

(7.12)

where σ−2
k,i,ρ̇ = c2τ

i
k,1 is the variance of the Doppler frequency measurement of i-th

satellite at epoch k. τ ik,1 is the uncertainty of the L1-band measurement the same

as Equation (7) in [79].

Besides velocity, Doppler measurements also estimate the clock drift of the re-

ceiver to the corresponding constellation. The stability of clock drift over a given

time span is crucial. Thus, ensuring a stable clock drift factor can help minimize

the clock drift observed in the available satellite constellations, δ̇tt,u, between suc-

cessive epochs, expressed as,

∥ek,δ̇t∥
2
Σ−2

k,δ̇t

= ∥c× (δ̇tk+1,u − δ̇tk,u)∥2Σ−2

k,δ̇t

(7.13)

where Σ2
k,δ̇t

= c3 × diag([σ2
k,GPS, σ

2
k,GLONASS , σ

2
k,Galileo, σ

2
k,BeiDou]) is a diagonal

matrix of the variance of the clock drift of available constellations. The clock

drift variance is assumed to be 1 m in this study, says σ2
k,GPS = σ2

k,GLONASS =

σ2
k,Galileo = σ2

k,BeiDou = 1.0.
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7.4.2 Motion Propagation

Motion propagation establishes a temporal link by utilizing the receiver’s esti-

mated positions and velocity. It uses the estimated positions from two consecutive

epochs, rk and rk+1, to compute the error between the estimated velocities, vt.The

error factor can be obtained by,

∥ek,v∥2Σ−2
k,v

= ∥∆t× vk,ECEF − (rk+1 − rk)∥2Σ−2
k,v

(7.14)

where∆t is the time difference between epochs k and k+1. σ2
t,v = c4·diag([σ2

v,x, σ
2
v,y, σ

2
v,z])

is a diagonal covariance matrix associated with the velocity vk,ECEF at the x-, y-

, and z-axis, respectively. c3 is an empirically determined tuning factor for the

motion propagation factor.

7.4.3 Constant Velocity Motion Constraint

Motion constraint assumes a consistent velocity between two epochs [98], imply-

ing that users maintain a constant velocity with negligible acceleration. Conse-

quently, the impact of the outlier of estimated velocity can be mitigated, and the

optimized trajectory tends to exhibit smoother behaviour. It is worth noting that

this thesis only uses the GNSS measurements, specifically Doppler measurement,

to estimate the velocity for a practical implementation with an IMU. This fac-

tor should be replaced by considering the velocity change between consecutive

epochs better. This factor minimizes the error between the positional change over

two epochs and the averaged estimated velocity. The error factor can be expressed
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by,

∥et,v̄∥2Σ−2
t,v̄

= ∥∆t
2
(vt,ecef + vk+1,ECEF )− (rk+1,ECEF − rk,ECEF )∥2Σ−2

t,v̄
(7.15)

whereΣ−2
t,v̄ = c5× 1

2
(Σ2

k,v+Σ2
k+1,v) is the averaged diagonal covariance matrix at

epochs k and k + 1. c4 is an empirically determined tuning factor for the motion

constraint factor.

7.5 FGO USING KRIGING-BASED 3DMA GNSS

FGO is applied to integrate the error factors associated with the proposed Kriging-

based 3DMAGNSS andDopplermeasurements. Instead of employing other filter-

ing techniques like KF or EKF, FGO is chosen for its robust estimation capabilities,

as demonstrated in prior research [17]. FGO conducts multiple iterations through-

out the estimation process, leading to more accurate results. Moreover, FGO can

effectively capture the time correlation between measurements and states, even

when the measurements deviate from the Gaussian noise assumption, by using a

batch of historical data. Hence, in this study, FGO is utilized as a batch optimiza-

tion framework to optimize the state set, referred to as Tightly-coupled FGO using

Kriging-based 3DMA GNSS (FGO-Krg-Doppler) in the evaluation phase. The

proposed graph structure is shown in Figure 7.3.

The receiver’s states set estimate, χ, for FGO is expressed as,

χ = [x1, x2, · · · , xk] (7.16)

where state xk = [rk, δtk,u, vk, δ̇tk,u]T represents the receiver’s position rk and
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Figure 7.3: Structure of the factor graph of the proposed framework.

velocity vk under ECEF coordinates at epoch k. δtk,u and δ̇tk,u are vectors on the

clock offset and clock drift of the available satellite constellations, respectively.

The Kriging-based 3DMA GNSS provides the initial position value; while veloc-

ities and clock drift are initialized using a least-squares (LS) approach based on

Doppler measurements [106].

Hence, the formulation of the cost function for the position estimation of the

Kriging-based 3DMA GNSS using FGO is as,

χ∗ = argmin
χ

∑
k

{
∥ek,3MDA∥2Σ−2

k,3DMA
+
∑
i

∥ek,i,ρ̇∥2σ−2
k,i,ρ̇

+ ∥ek,δ̇t∥
2
Σ−2

k,δ̇t

+ ∥ek,v∥2Σ−2
k,v

+ ∥et,v̄∥2Σ−2
t,v̄

}
(7.17)

where χ∗ denotes the optimal estimation of the state set. The empirically deter-

mined tuning factors in uncertainty values for each factor, in Equation 7.9 and 7.11

to 7.15, are set as, c1 = 0.00053, c2 = 0.0008, c3 = 1.0, c4 = 5.0, and c5 = 0.3,
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respectively. FGO is implemented using the LM algorithm through Google Ceres

Solver [99].

7.6 Experiment Results and Analysis

7.6.1 Experiment Setup

This section presents three designed experiments: one pedestrian case in New

York City (NYC), a vehicular case, and another pedestrian case in Hong Kong

(HK). The recorded data comprises constellations and signal types including GPS

L1, GLONASS G1, Galileo E1, and BeiDou B1. Details of the experiments are

outlined in Table 7.1, and trajectories are shown in Figure 7.4. The average sky-

mask elevation angle, ¯SM , is determined by averaging the elevation angles of the

skymask at ground truth throughout the entire experiment period. It is expressed

as,

¯SM =
1

K

∑
k

(
1

360

∑
ψ

SMψ
k

)
(7.18)

where SMψ
k is the skymask elevation angle at the corresponding azimuth angle, ψ,

of the ground truth at epoch k. AndK is the number of epochs in the experiment.

As a result, a larger value of ¯SM represents a more complex environment of the

experiment.

RTKLIB [94], an open-source code, is employed for GNSS data processing,

while Google Ceres Solver [99] is used for both the NLS and FGO processes. The

optimization framework processes under the ECEF coordinate system. For ve-

hicular cases, the ground truth is sourced from NovAtel SPAN-CPT [93], ensur-

ing centimeter-level accuracy [92]. In pedestrian walking scenarios, the reference
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trajectory is obtained through post-processing interpolation. Pedestrian subjects

carrying smartphones recorded the device’s fused location output during data col-

lection. These smartphone-generated locations are leveraged to calculate longitu-

dinal speed and project vectors between starting and ending locations, serving as

reference points.

Table 7.1: Environment of designed experiments. Exp: experiment

Exp Scenario Receiver Place Duration,
T (second)

Average skymask
elevation angle,
¯SM (deg)

1 Pedestrian Commercial New York
City

607 45.17

2 Vehicular Commercial Hong Kong 1538 47.00
3 Pedestrian Smartphone Hong Kong 152 45.79

Figure 7.4: Aerial map and ground truth trajectory for Experiment (a) 1, (b) 2, and
(c) 3.

7.6.2 Impact on Increasing the Candidate Sampling Separa-

tions

One limitation of the candidate-based 3DMAGNSS is the increased computational

load associated with candidate sampling. To address this, one strategy involves
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widening the gap between candidates while maintaining the sampling radius, aim-

ing to enhance the efficiency of the 3DMAGNSS. The kriging-based approach of-

fers a solution by representing discrete candidates as a continuous function. This

method allows for the interpolation of cost values at unsampled locations, even

with increased gaps, as long as the separation increment does not disrupt the gra-

dient within the sampling space. This section uses Experiment 2, the vehicular

case in HK, to explore the relationship between candidate sampling separation,

positioning accuracy, and computational load. The vehicular case in HK includes

various levels of urbanization complexity, making it suitable for illustrating gen-

eral scenarios. Figure 7.5 shows the relationship between candidate separations,

the additional positioning error introduced by Kriging-based 3DMA GNSS, and

the average computational time. It is important to note that the Kriging-based

3DMA GNSS is assumed to achieve identical performance to the candidate-based

3DMA GNSS in this evaluation. Thus, the evaluation utilizes the positioning so-

lution of the candidate-based 3DMAGNSS as the initialization and the evaluation

baseline, employing a distribution radius of 40 m with a 2 m separation.

The findings indicate that the separation distance is directly correlated with the

positioning accuracy of the Kriging-based 3DMA GNSS. This relationship arises

because the overall gradient of the sampled space becomes less distinct, making it

challenging for the continuous function to accurately model and interpolate. Con-

versely, the computational time exhibits an inverse relationship with the separa-

tions, decreasing as the gap between candidates increases and thereby reducing the

number of sampled candidates under the same distribution radius. Under identical

sampled candidate sets (2 m separation), it is evident that the Kriging-based ap-

proach introduces approximately 0.1 m additional positioning error compared to
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Figure 7.5: Average extra positioning error introduced by Kriging-based 3DMA
GNSS and average computation time for one epoch solution. The comparison
baseline for positioning error involves assessing the difference between candidate-
based 3DMA GNSS and the proposed Kriging-based 3DMA GNSS.

the candidate-based method. This difference can be regarded as the nature of the

solutions obtained, particularly in scenarios involving multimodal cases. While

the candidate-based approach seeks to find a weighted average position, often

falling locations near multiple local optima, the Kriging-based method tends to

yield a solution located at one of these local minimum areas. Consequently, if

the optimal area is distant from the actual locations, the positioning error of the

Kriging-based approach may be smaller than that of the candidate-based method

because the former relies on local minimum areas for determination.

As the separation increases, the positioning error demonstrates a consistent

rise, whereas the computation time steadily decreases. Upon reaching a separa-

tion of 4 m, the Kriging-based 3DMA GNSS introduced an additional 0.2 m of
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positioning error overall, while the time required for computing a single epoch

nearly halved. Saturation appears to occur at approximately 8 to 10 m separations,

resulting in an approximate half-meter increase in positioning error and a demand

for 0.4 s to compute the solution. Acquiring a balance between positioning accu-

racy and computational efficiency, a 4 m separation emerges as the optimal choice

for the positioning performance evaluation setup. Consequently, the subsequent

section uses a sampling configuration with a distribution radius of 40 m and a 4 m

separation for the Kriging-based 3DMA GNSS.

7.6.3 Evaluation of the Positioning Performance

This section presents the post-processed results and conducts evaluations to assess

the performance of the proposed algorithm, as determined in the preceding section.

The evaluation aims to compare the proposed algorithmswith several conventional

solutions:

1. Device solution, NMEA: position solution outputted by the receiver using

the algorithm developed by the manufacturer, for example, the NMEA so-

lution.

2. Weighted least-squares, WLS: conventional weighted least-squares method

[94], which uses pseudorange to estimate the receiver location.

3. Candidate-based 3DMA GNSS, Cand-3DMA: single point 3DMA GNSS

solution based on the candidate-based approach [79], solution integrated

shadow matching and likelihood-based ranging 3DMA GNSS. We evenly

spaced sample the candidates in a 40 m radius with a 2 m separation.
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4. Kriging-based 3DMA GNSS, KRG-3DMA: single point 3DMA GNSS so-

lution obtained by minimizing the ordinary Kriging-modelled function via

the LM method. We evenly spaced sample the candidates in a 40 m radius

with a 4 m separation.

5. EKF using candidate-based 3DMA GNSS, EKF-cand-vel: solution based

on the integration of Solution 3, Cand-3DMA, and estimated velocity from

Doppler measurements through a conventional EKF estimator [16] with

adaptive noise.

6. Loosely-coupled FGOusing candidate-based 3DMAGNSS, FGO-cand-vel:

integrated solution of Solution 3, Cand-3DMA, and estimated velocity from

Doppler measurements through FGO [107].

7. Semi-tightly-coupled FGO using Kriging-based 3DMA GNSS, FGO-Krg-

vel: integrated solution of Solution 4, KRG-3DMA, and estimated velocity

from Doppler measurements through FGO [108].

8. Tightly-coupled FGOusingKriging-based 3DMAGNSS, FGO-Krg-Doppler:

proposed solution in Section 5, integrated solution of Solution 4, KRG-

3DMA, and Doppler frequency measurements through FGO [109].

The post-processed results of the algorithms are summarized in Table 7.2.

Comparing the single-epoch positioning, it is evident that 3DMA GNSS outper-

forms the conventionalWLS.Additionally, as discussed in subsection 7.6.2, Kriging-

based 3DMA GNSS is assumed to offer identical performance to candidate-based

3DMA GNSS, a notion confirmed by the actual results. Notably, the integration

of multi-epoch positions leads to enhanced positioning accuracy and robustness.
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FGO consistently outperforms EKF across all experiments. Furthermore, when in-

tegrating with FGO, notable improvement is observed after replacing the 3DMA

GNSS error factor with the Kriging-modeled function compared to using loosely

coupled positions. Moreover, integrating Doppler frequency measurements fur-

ther enhances position accuracy compared to using Doppler estimated velocity

alone.

Table 7.2: Positioning result statistics. STD: standard deviation; RMSE: root-
mean-square-error (Unit: m)

Experiment Solution Mean STD RMSE

1. Pedestrian

NMEA 13.16 11.08 17.20
WLS 73.77 54.99 91.98
Cand-3DMA 16.19 10.62 19.36
Krg-3DMA 16.37 10.70 19.55
EKF-cand-vel 13.77 8.83 16.35
FGO-cand-vel 12.50 7.40 14.52
FGO-Krg-vel 10.00 6.75 12.06
FGO-Krg-Doppler 8.79 5.89 10.58

2. Vehicular

NMEA 3.04 2.36 3.84
WLS 11.75 9.20 14.92
Cand-3DMA 6.46 4.80 8.04
Krg-3DMA 6.51 4.84 8.11
EKF-cand-vel 5.71 3.83 6.88
FGO-cand-vel 4.78 2.90 5.59
FGO-Krg-vel 4.42 2.61 5.13
FGO-Krg-Doppler 4.23 2.66 4.99

3. Pedestrian

NMEA 5.90 2.09 6.26
WLS 58.79 19.56 61.94
Cand-3DMA 8.35 6.40 10.50
Krg-3DMA 8.49 6.56 10.72
EKF-cand-vel 6.55 3.87 7.61
FGO-cand-vel 5.28 2.18 5.71
FGO-Krg-vel 4.00 2.55 4.74
FGO-Krg-Doppler 3.40 1.78 3.84

The first designed experiment is a pedestrian case conducted in the urban

depths of NewYork City, with the positioning results and statistics depicted in Fig-
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ure 7.6. Both Cand-3DMA and Krg-3DMA achieve an average positioning accu-

racy of within 20 meters. Notably, upon integrating the Doppler measurements, an

improvement of at least 3 meters was observed. The integration of Kriging-based

3DMAGNSS and Doppler measurements notably reduces the average positioning

error to 10 meters.

Figure 7.6: 2D positioning errors of Experiment 1.

When comparing candidate-based andKriging-based 3DMAGNSS, bothmeth-

ods are expected to yield similar positioning performance. However, the latter

expresses the sampled candidates mathematically and solves them using the LM

method. The overall positioning results validate this assumption, with Kriging-

based 3DMA GNSS introducing a positioning RMSE only 0.2 meters more than

candidate-based 3DMAGNSS.Nonetheless, two common limitations of candidate-

based 3DMAGNSS, namely multimodal and solution shifting, remain unresolved

by Kriging-based 3DMA GNSS alone. For further analysis, two snapshot epochs

are selected, as shown in Figure 7.7, where Kriging-based 3DMA GNSS demon-

strates an error identical to that of candidate-based 3DMA GNSS.

Upon integrating information from Doppler measurements, some algorithms

can address the multimodal issue depicted in Figure 7.7(a). Despite this, large po-
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Figure 7.7: Selected cases on (a) multimodal and (b) solution shifting.

sition errors persist in EKF-cand-vel and FGO-cand-vel due to the predominance

of errors arising from the single-epoch solution. Conversely, enhancements are

shown in FGO-Krg-vel and FGO-Krg-Doppler owing to the higher-resolution in-

formation derived from both 3DMAGNSS andDoppler measurements fed into the

optimization process. This underscores the advantage of integrating Krg-3DMA

GNSS into the solution. While Cand-3DMA determines the solution through can-

didate averaging, Krg-3DMA follows an optimization approach, converging to-

ward a location withminimal cost. Krg-3DMA ismore subjected tomultimodal is-

sues, exhibiting a significant bias. Thus, the addition of velocity constraint signif-

icantly mitigates this issue, highlighting the advantages of the Krg-3DMAmethod

in identifying the correct minimal cost area.

However, incorporating temporal domain information does not resolve the lim-

itation observed in the solution shifting case shown in Figure 7.7(b). This is be-

cause the consistently erroneous information provided by the sampled candidates

leads to concentrated candidates with small sampled costs, resulting in a small

estimated variance based on Equation 7.10, which fails to accurately bound the

actual positioning error. Consequently, the optimization process is compromised,
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as it mistakenly assumes the accuracy of the 3DMA GNSS, leading to deviations

in the determined solution. Notably, for FGO-Krg-vel and FGO-Krg-Doppler, al-

though they are both affected by solution shifting at the snapshot epoch shown,

they benefit from providing higher resolution information to the optimization pro-

cess. However, the solution shifting is slower than that observed in FGO-cand-vel,

particularly in the earlier period.

Another important factor influencing the optimization performance is the esti-

mated variance of 3DMAGNSS. The variance should effectively bound the actual

positioning error to ensure optimal performance. However, particularly in solution

shifting scenarios, the estimated variance tends to be small despite the presence

of significant positioning errors. This difference arises from the concentration

of candidates with low costs, consistently providing erroneous information. Fig-

ure 7.8 shows the actual positioning error and estimated standard deviation (STD)

of single-epoch 3DMA GNSS and the FGO-integrated algorithms.

During certain periods characterized by solution shifting, the actual positioning

error tends to be large, but the estimated variance is small, as illustrated within the

yellow frame in Figure 7.8. In such instances, the optimization process of FGO-

Krg-vel erroneously places trust in the 3DMA GNSS, thereby causing the results

to be influenced by the errors inherent in the 3DMA GNSS. Conversely, the tight

integration of Doppler measurements can offer assistance in some scenarios. By

employing Doppler measurements directly, FGO-Krg-Doppler shows a stronger

constraints on the temporal domain, leading to improved positioning performance,

as shown within the yellow framed period in Figure 7.8.

Nevertheless, tightly integrating Doppler measurements sometimes fails to ad-

equately constrain the position. For instance, considering the period highlighted
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Figure 7.8: Positioning statistic of Experiment 1 on positioning error and Equation
(13) estimated standard deviation (STD).

within the purple frame in Figure 7.8, the estimated standard deviation remains

similar for both the Kriging-based 3DMAGNSS and the FGO-integrated solution.

Although the two FGO results effectively mitigate the positioning error, they ex-

hibit similar trends in positioning error. This reveals the significance of accurate

uncertainty estimation in integration and optimization, particularly for identifying

cases of solution shifting. Continuous efforts are warranted to detect outliers in

3DMA GNSS as part of ongoing work.

The second experiment involves a vehicular scenario traversing various ur-

ban environments in Hong Kong. The positioning results and statistical data are

depicted in Figure 7.9. The experiment begins in a relatively open-sky setting,

progresses through deep urban areas, and then returns to the starting open-sky

location to complete a closed loop. With the aid of the 3D building model, the

positioning error is significantly reduced, from an average of 11.75 m with WLS
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to approximately 6.5 m. For algorithms incorporating temporal continuity, both

positioning accuracy and robustness witness an improvement of at least 1 m. In

terms of loosely-coupled approaches, FGO outperforms EKF by approximately

1 m in accuracy and deviation. Although there is a slight enhancement of 0.6 m

after tightly integrating Kriging-based 3DMA GNSS and Doppler measurements,

the receiver’s output solution still exhibits superior performance by approximately

1 m on average in this scenario.

Figure 7.9: 2D positioning errors of Experiment 2.

Two specific scenarios are selected for a detailed comparison of each 3DMA

GNSS, as well as the performance of both EKF and FGO. These scenarios include

a stationary case during a traffic light wait (blue-framed period in Figure 7.9) and

a moving case for a right turn (green-framed period in Figure 7.9), as illustrated

in Figure 7.10 and Figure 7.11, respectively. First, the stationary case study at the

traffic light is studied. The vehicle remains motionless during epochs 11 s to 64 s

while awaiting the traffic light, implying that any changes in position or velocity

are attributable to unmodeled noise. Between epochs around 20 to 40, both EKF-

cand-vel, FGO-cand-vel, and FGO-Krg-vel are influenced by the positional error

of the single-epoch 3DMA GNSS. In contrast, FGO-Krg-Doppler, which tightly
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couples the Doppler measurements in optimization, exhibits better de-weighting

of erroneous or outlier measurements to provide stronger constraints in the zero-

velocity scenario.

Figure 7.10: Selected scenario on waiting at the traffic light (blue framed period
in Figure 10) on (a) map plot and (b) positioning errors.

The second scenario involves a moving case during a right turn. EKF exhibits

a significant error due to the drifting of the 3DMA GNSS result. Among the three

FGO approaches, FGO-cand-vel initially demonstrates similar accuracy to FGO-

Krg-Doppler before the turn, but its performance worsens after epoch 20. This

indicates that only loosely coupling position and velocity cannot provide a strong

enough constraint to achieve satisfactory accuracy. Upon replacing the position

error factor with a Kriging-modelled one, although the position error can be miti-

gated when driving straight after the turn at epoch 25, a relatively large positioning

error emerges when exiting the turn between epochs 20 and 25. In the integration

of Kriging-based 3DMA GNSS and Doppler measurements, a smaller position-

ing error is observed overall, and the entire trajectory aligns more closely with

the reference trajectory. However, some relatively large errors occur during the

turn (epoch 18) and after the turn (epoch 28), primarily affecting the longitudinal
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aspect of the driving direction.

Figure 7.11: Case study on making a right turn (green framed period in Figure 10)
on (a) map plot and (b) positioning errors.

The last planned experiment involves a pedestrian scenario in an urban set-

ting in Hong Kong, as shown in Figure 7.12 The pedestrian trajectory follows a

straight line parallel to the buildings. The average positioning error of the single-

epoch 3DMA GNSS is approximately 8.5 meters. Upon integration with Doppler

measurements, the positioning error is reduced to an average of 3.4 meters.

Figure 7.12: 2D horizontal positioning error for Experiment 3.

According to the positioning statistics, FGO-Krg-vel and FGO-Krg-Doppler

demonstrate an excellent positioning accuracies, particularly between epochs 30

to 70 and after epoch 120. However, there was a significant positioning error
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around epoch 110 for FGO-Krg-vel. This poor performance is primarily caused

by solution shifting in the lowest sampled cost area along the longitudinal side of

the moving direction.

7.7 Summary

This study presents two primary contributions. Firstly, it introduces the modelling

of candidate-based 3DMA GNSS using an ordinary Kriging method, enabling it-

erative estimation of the receiver location via the NLS approach. This method

establishes a Kriging system, and the LM method is used to ascertain the receiver

location, termed as the Kriging-based 3DMA GNSS. Secondly, it integrates the

Kriging-based 3DMA GNSS with Doppler measurements through FGO, enabling

the optimization of multi-epoch states via FGO to achieve a more resilient position

solution.

Based on the post-processing results derived from real data collected in both

Hong Kong and New York City, the performance of the Kriging-based 3DMA

GNSS generally matches that of the candidate-based 3DMA GNSS across vari-

ous scenarios. Furthermore, employing FGO with Kriging-based 3DMA GNSS

allows for the optimization of states across multiple epochs, resulting in smoother

trajectories. A comparative analysis is conducted among the proposed FGO us-

ing Kriging-based 3DMA GNSS, FGO, and EKF using candidate-based 3DMA

GNSS with loose coupling. The tightly-coupled FGO with Kriging-based 3DMA

GNSS demonstrates better positioning performance by enhanced accuracy and ro-

bustness, yielding an average positioning RMSE of approximately 6 meters across

all three experimental setups. This study showcases that the proposed approach
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effectively mitigates the multimodal issue encountered in 3DMA GNSS, thereby

improving positioning performance. Moreover, by using fewer position candi-

dates, the proposed method reduces computational load, with an optimal separa-

tion setup of 4 meters. Future enhancements could focus on refining candidate

sampling efficiency by considering the uncertainty of previous epoch solutions

and velocities to determine the sampling area.

However, the findings indicate that solution shifting remains a limitation of

3DMA GNSS, where the adaptive variance estimation outlined in Equation 7.10

fails to detect drifting occurrences. The identification of these outlier epochs still

requires further exploration. Additionally, addressing the multimodal limitation

in the position domain could involve inputting samples as multi-hypotheses into

FGO to better represent Gaussian mixture occurrences. Furthermore, while the

proposed Kriging-based 3DMA GNSS builds upon the foundational aspects of

candidate-based 3DMA GNSS, future investigations will focus on optimizing the

sampling area to achieve optimal performance for the Kriging method. More-

over, mathematically expressing the 3DMA GNSS algorithm or even 3D building

models as a differentiable function input to FGO can enhance the contribution of

3DMA GNSS.



Chapter 8

Conclusion

GNSS positioning remains an irreplaceable component in globally referenced po-

sitioning for applications such as ITS and LBS. However, accurate GNSS posi-

tioning in urban environments continues to present a significant challenge. NLOS

receptions introduce a particularly severe threat to the reliability of GNSS posi-

tioning. Effectively identifying and mitigating these errors represents a crucial

step towards achieving precise and reliable GNSS positioning solutions within ur-

ban canyons. The performance of GNSS positioning is greatly influenced by the

surrounding environmental conditions; hence, understanding environmental per-

ception can serve as a fundamental predictor of potential degradation in accuracy.

In this context, 3D building models come up as invaluable resources that fulfil the

necessary functions for enhancing GNSS positioning accuracy in urban settings.

This study delves into the significance of 3D building models in enhancing urban

positioning by proposing a novel 3DMA GNSS positioning framework. The de-

velopment and analysis of the proposed algorithm span various stages, from its

conceptualization to its practical application in real-world scenarios. This chapter
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aims to draw conclusions from the study’s findings, organized according to five

key stages of algorithm development: (1) Identifying the limitations of the ba-

sic candidate-based 3DMA GNSS approach in urban environments; (2) Integrat-

ing second-frequency GNSS measurements and refining measurement modeling;

(3) Effectively selecting sampling candidates based on contextual information and

loosely integrating position solutions from 3DMA GNSS with estimated velocity

using FGO; (4) Employing clustering techniques on position candidates based on

the scoring surface and hybrid integration with estimated velocity; and (5) Tightly

integrating the scoring surface into the FGO estimation process. Furthermore, this

chapter addresses remaining challenges and potential avenues for future research

and development in the field.

8.1 Conclusions of this Research

8.1.1 Baisc Candidate-Based 3DMAGNSS Performance Eval-

uation

In chapter 3, a basic candidate-based 3DMAGNSS algorithm is introduced. It can

mainly divided into three steps; it is first initialed by the WLS position and dis-

tributes position hypothesis candidates around. Then each candidates are sampled

and scored based on the similarity of modelled and received measurements. Af-

ter that, the position is determined by weighted averaging of the scoring surface.

Based on the actual recorded vehicular data in Hong Kong, integrating shadow

matching and ranging-based 3DMA GNSS can improve the overall positioning

accuracy in urban canyons, and connecting multiple epoch solutions can improve
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the positioning accuracy. However, distributed candidates need to cover the actual

location of the receiver to provide the best performance. Thus, the initial location

and sampling radius are important factors under this circumstance. Besides, multi-

modal and solution shifting often occur and degrade the positioning performance.

8.1.2 Advanced Candidate-based 3DMA GNSS

Chapter 4 improves the candidate-based 3DMA GNSS by using dual-frequency

measurements and improving receiver clock estimation in the pseudorange mea-

surement modelling. Dual-frequency GNSS signals refer to L1- and L5-band sig-

nals, where new smartphones are often capable of receiving the L5-band signals.

Due to the fundamental nature of the L5-band signal of a higher chipping rate, it

can naively prevent multipath effects for the LOS signal. Meanwhile, it can also

mitigate the NLOS multipath, which refers to multiple NLOS signals that arrive

at the receiver, to isolate the NLOS reflection delays. As a result, 3DMA GNSS

can better estimate and correct the ranging delays caused by the reflection. Ac-

cording to the experiments conducted in Hong Kong urban canyons, the proposed

candidate-based 3DMAGNSS can provide a more stable positioning performance

at an accuracy within 10 m on average. The L5-band measurements can reduce

the pseudorange difference through a noticeable improvement in positioning ac-

curacy. With the new smartphones starting to support the L5-band signal, urban

positioning will be the future development.
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8.1.3 Loosely-coupled (LC) 3DMA GNSS and Velocity

In chapter 5, a context-based candidate distribution approach is proposed, and the

position solution from 3DMAGNSS is loosely integrated with Doppler frequency

estimated velocity using FGO. Skymask context-based candidate distribution ap-

proach distributes candidates in an ellipsoid along the longitudinal direction of the

street rather than a circle. Two benefits can be achieved by this method; the first

advantage is mitigating the impact of multimodal in the lateral direction of the

street. Another benefit is effectively reducing the number of sampling candidates,

thus the computational load can be reduced. The estimated position from 3DMA

GNSS is then integrated with velocity estimated by Doppler measurements, and

a more robust and accurate positioning performance can be provided. Positioning

performance is evaluated by the designed experiments conducted in Hong Kong

and New York City, more accurate and robust performance can be achieved after

integrating with velocity using FGO.

8.1.4 Hybrid-coupled (HC) 3DMA GNSS and Velocity

In chapter 6, the region growing method is applied to the candidates’ scoring sur-

face to identify high-score peaks into separate clusters. Therefore, multimodal can

be detected, and the cluster is selected based on the position and velocity of the

previous epoch. The selected cluster’s position and its estimated variance are input

to the FGO and integrated with pseudorange and Doppler measurements as a hy-

brid coupled (HC) approach. Meanwhile, the selected cluster provides the visibil-

ity prediction for the integration, pseudorange is corrected by LBR, and Doppler

measurement is excluded for NLOS-predicted satellites in the FGO estimation.
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Results of the vehicular shows that selecting correct cluster is important for HC

FGO to determine the correct satellite visibility, which is believed that also apply

to TC as well.

8.1.5 Tightly-coupled (LC) 3DMAGNSS andDopplermeasure-

ments

Chapter 7 models the candidate-based 3DMA GNSS using an ordinary Kriging

method, allowing the receiver location to be iteratively estimated using the NLS

approach. The Kriging system is established, and the LM method is used to deter-

mine the receiver location, named the Kriging-based 3DMA GNSS. The Kriging-

based 3DMA GNSS is then integrated with Doppler measurements through FGO.

In this manner, multi-epoch states could be optimized through FGO to obtain a

more robust position solution.

According to the post-processing results of actual data recorded in Hong Kong

and New York City, the performance of the Kriging-based 3DMA GNSS is com-

parable to that of the candidate-based 3DMA GNSS in most cases. Moreover,

the FGO using Kriging-based 3DMA GNSS can optimize the states for multiple

epochs, and a smoother trajectory can be obtained. A comparison of the proposed

FGO using Kriging-based 3DMA GNSS, FGO and EKF using candidate-based

3DMAGNSS as loosely coupling is given. The FGO using Kriging-based 3DMA

GNSS achieves superior positioning results with better positioning accuracy and

robustness. Moreover, the proposed method uses fewer position candidates and

thus corresponds to a decreased computational load.
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8.2 Potential Future Developments

The proposed positioning framework successfully suppresses the positioning er-

ror, where 95-percent of positioning errors are within 10 m in some situations.

However, applications related to the ITS, like autonomous driving, still require

the error to be bounded by 3 m or even less. Therefore, plenty of space can be im-

proved in terms of accuracy and robustness for different civil applications. This

section summarizes some suggestions for the development as a beacon for future

studies.

8.2.1 Incorporating More Sophisticated Model

Developing heuristic models based on quantitative features extracted from the sur-

rounding building environment could potentially result in more adaptable and ef-

ficient performance. By quantifying features such as building height, density, and

orientation and integrating them into the heuristic models, these algorithms could

more effectively adjust to diverse urban environments, thereby offering more pre-

cise positioning solutions. Such an approach has the potential to bolster the ro-

bustness and reliability of 3DMAGNSS systems across various scenarios, thereby

expanding their practical utility in real-world urban settings.

8.2.2 Vertical Positioning Enhancements

Extend 3DMA GNSS algorithms to improve vertical positioning for applications

like UAV navigation. By incorporating vertical multipath information and refining

elevation weighting strategies, the system can achieve better altitude accuracy.
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8.2.3 Introducing Higher Resolution Measurements

To enhance the positioning performance in urban canyons, it is necessary to in-

troduce carrier phase measurements in the algorithm. The introduction of carrier

phase measurements can aid positioning, for instance, by integrating the time dif-

ference carrier phase (TDCP) measurements with the RTK GNSS. TDCP assumes

that no cycle slip occurs between consecutive epochs, and thus, no ambiguity res-

olution is required. In other words, when TDCP measurements are used, no ref-

erence station is required for positioning, and position estimation is not relative to

the reference station.

Furthermore, state-of-the-art approaches, such as the PPP-RTK, suffer from

the difficulties of integer ambiguity fixing. There is a lack of study on undiffer-

enced ambiguity resolution in urban positioning, which can be a study direction in

the future.

8.3 Dynamic 3D Environmental Updates

Traditional 3DMA GNSS relies on static 3D building models, which may not re-

flect real-time changes in urban environments, such as new construction, demo-

lition, or temporary structures. Incorporating real-time updates from aerial im-

agery, LiDAR, or crowdsourced data can dynamically enhance the accuracy and

relevance of 3D maps.
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8.4 Machine Learning for Error Estimation

Implement machine learning models to predict and correct GNSSmeasurement er-

rors using 3D map features. Models can adaptively learn the relationship between

environmental characteristics (e.g., building density, satellite visibility) and GNSS

signal quality, improving error correction over time.

8.5 Integration with Multi-Sensor Fusion

Combine GNSS with IMUs, cameras, and LiDAR to mitigate signal degradation

in dense urban areas. By fusing data from these sensors with 3D building models,

the system can better handle scenarios where GNSS signals are weak or obstructed

by tall buildings.

8.6 Crowdsourced and Scalable 3D Mapping

Using crowdsourced GNSS data from users to refine and update 3D building mod-

els continuously. Develop scalable methods to manage and process this data, en-

suring the mapping system remains current and relevant for various urban land-

scapes.

8.7 Edge Computing for Real-Time Processing

Deploy edge computing infrastructure to process GNSS and 3D map data locally,

reducing latency and improving real-time performance. This is particularly useful

for time-critical applications like autonomous vehicles or UAV operations.
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8.8 Resilience to GNSS Spoofing and Interference

Incorporate anomaly detection mechanisms using 3D map constraints to identify

and mitigate spoofing or interference. By cross-validating positioning data with

map-based predictions, the system can enhance security and reliability.
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