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Abstract

This thesis investigates the relationship between creativity and machines through the
lens of mediation theory. The research provides a thorough review of existing Theories of
Concepts (TOCs) and examines their influence on the evolution of rule-based and data-
driven computational approaches, in the context of creative practices. The research objec-
tive is to establish a theoretical framework able to describe the two approaches and utilize it
to identify and validate critical factors of concept formation that affect the creative process,
with particular focus on the observed trend towards data-driven technologies.
An extension of mediation theory is proposed, distinguishing between two computa-

tional approaches and their associated TOCs. The first two studies presented are aimed ex-
ploring the practice of concept representation using data-driven tools, with the objective of
identifying the process’ critical aspects. The first study is a collaboration with a music com-
poser aimed at training a model to generate music in her unique style. The second study
explores the reflective potential of dataset curation using generative adversarial networks,
in partnership with a fellow researcher and photographer. The third study investigates the
relationship between critical factors identified in the first two studies, within the context of
text-to-image generation using StableDiffusion.
The findings highlight the significance of dataset curation for artists and designers adopt-

ing data-driven tools. From the studies, language emerges as a powerful interface for con-
cepts, with potential implications on human and non-human creativity as large language
models advance. The research indicates a possible shift in focus from product to process in
creative practices, emphasizing the need for adaptation and skill development in the age of
abundant content generation.
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Do not follow where the path may lead, go instead where

there is no path and make a trail.

RalphWaldo Emerson

1
Introduction

1.1 Technology and creativity

It is generally agreed that human technology acts on nature for a purpose: an axe can chop

a tree to make firewood. Prima facie, the essence of technology may be superficially con-

ceptualized as instrumental. While it is true that the first stone tools were used to help with

the physical tasks of hunting and gathering, it is also true that the same tools were used to

engrave caves with non-utilitarian abstract patterns (Rodríguez-Vidal et al., 2014). The

first writing was used at first to keep records of crops (Hallo, 1971), but it quickly became

a defining tool of our society, its social laws, religious beliefs and cultural identity. These

artifacts tell us who we are, how we see the world and what our place in it is (Ihde, 1990;

Rosenberger & Verbeek, 2015). Technology and creativity work hand-in-hand to create the
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fabric of human society. If our existence and perception of the world is indeed so heavily

influenced by the technological environment around us, it would be limiting to see technol-

ogy just as means to an end (Feenberg, 1991; Heidegger, 1977; Ihde, 1990; Winner, 1980).

Throughout history, we have examples of how technology has disrupted how we pro-

duce, consume and evaluate creative artifacts. The invention of the printing press in the

15th century changed the way books were produced and distributed. Likewise, the inven-

tion of the camera in the 19th century transformed the way we capture and share images.

The invention of the computer in the 20th century revolutionized the way we store and

process any type of information. Arguably, generative tools based onMachine Learning

(ML) are on the verge of redefining the creative industry. Today, “producing large amounts

of quality text, images and music is much less labor intensive than it ever was” (Colton et

al., 2020, p. 1).

For example, in a not-so-distant future it may be possible to generate narratives about

any given topic by training a ML algorithm on a large corpus of text. This is already possi-

ble to some extent: the current state of the art is such that it is possible to generate relatively

complex stories starting from a simple prompt. Here is an example from GPT3.5 (Brown

et al., 2020):

Prompt: Write a short story with a moral, with protagonist Jack, Mary and their pet
dragon George who is very fond of pizza.

Once upon a time, there was a boy named Jack and a girl namedMary who owned
a pet dragon named George. George was an unusual dragon because he was very
fond of pizza. In fact, he would do anything for a slice of pizza. Jack andMary loved
George very much, so they would always order pizza for him whenever they could.
One day, Jack andMary noticed that George was getting bigger and bigger. They
realized that he was eating too much pizza and not exercising enough. They knew
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they had to do something about it. So, they decided to take George for a walk every
day and limit his pizza intake.
At first, George was unhappy about the change. He missed his favorite food and
didn’t want to exercise. But Jack andMary were patient and persistent. They knew
that it was for his own good. Slowly but surely, George started to enjoy his walks and
even started trying new foods that were healthier for him.
One day, while on a walk, they came across a group of people who were littering the
park. Jack andMary were upset and wanted to do something about it. George, who
had now become fit and strong, decided to take action. He picked up the litter and
put it in the trash bin. Everyone was amazed by what he did and started applauding
him.
From that day on, George realized that he didn’t need only pizza to be happy. He
found joy in helping others and doing good deeds. Jack andMary were proud of
their pet dragon and were grateful for what they had learned. They learned that
sometimes, the things we think we need the most may not be what’s best for us. It’s
important to find balance in life and to take care of ourselves and our surroundings.
The moral of the story is that we should not let our desires control us. We need to
learn to make healthy choices and take care of ourselves. We also need to take care
of the world around us and help others when we can. With determination and
persistence, we can achieve anything we set our minds to.

In a similar way, generating images from text descriptions has become a trivial matter of

seconds. We are now able to generate photo-realistic images, digital illustrations, sketches

and much more from a few keywords. The impact that this technology might have in the

workflow of graphic illustrators, designers, architects in the next ten years is quite substan-

tial. For example, Large DiffusionModels (LDM) such as Stable Diffusion (Rombach et

al., 2021) make it possible to transform basic sketches into full fledged images (see Figure

1.1).

The sound domain is also filled with new tools and applications that make use of large

public datasets. Generative tools can be found in the field of speech recognition and synthe-

3



Figure 1.1: Illustration of StableDiffusion andControlNet, a technique for transforming sketches into full images by Zhang

and Agrawala (2023). The image demonstrates the effectiveness of the method in generating clear and accurate images

from rough sketches, highlighting the potential applications of this technology for creative tasks.

sis, for example OpenAI’s whisper (Radford et al., 2022) and Google’s audioLM (Borsos

et al., 2022). For music composition and generation, it is now also possible to generate rich

and complex audio clips based on a text description or even an image (Agostinelli et al.,

2023; Q. Huang et al., 2022).

All of this could mean that, in the not-so-distant future, the creative industry will be

transformed in a radical way. Technology will allow us to generate large amounts of person-

alized content with little effort. In the long term, it is likely that this will have a profound

impact on the way we consume content, and it also could have substantial impact on the
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way we value creativity. Within this context, it becomes increasingly evident that these com-

putational tools will become intertwined with our way of thinking creatively.

1.2 Concepts and machines

Concept formation is a central part of creative tasks such as problem solving, design, and

scientific discovery. The overarching goal of this thesis is to investigate how computational

methods affect different components of the creative process, such as making associations

or combinations of concepts, performing abstractions, evaluating and selecting concepts

(Hoorn, 2014; 2023). The automation of analytical reasoning and the advent of computers

has made it possible to build machines that can help us come up with new ideas or refine ex-

isting ones. But the nature of human concepts and their origin is still not well understood,

so these automated implementations only reflect our hypothesis about how concepts might

work.

It follows that, in order to discuss concept formation for machines, it is necessary to

have a mental model of how human concepts work, fail to work, combine with each other

and are applied to objects, events, people or experiences. In cognitive psychology this phe-

nomenon is known as categorization. The simplest and most traditional way of thinking

about conceptual categorization (i.e. the process of assigning object instances to the ap-

propriate category) is to use definitions. Scholars refer to this definitional framework as

Classical Theory (CT). According to this view, conceptual categorization involves check-

ing whether the necessary defined properties are present or not in the object instance in

question. Albeit simple, this method can accurately model some aspects of how concepts

work (Laurence &Margolis, 1999). CT also makes it possible to formalize and mechanize

some parts of the creative process. Philosophers and researchers have highlighted the many

limitations about this approach to concepts. Prototype Theory is an alternative theory at-
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tempting to deal with the problems of definition-based approaches (Medin, 1989; Murphy

&Medin, 1985; Rosch, 1978; Rosch &Mervis, 1975; E. E. Smith &Medin, 1981). In PT,

each concept is represented by a prototype, which is an idealized example of the concept.

PT focuses on the properties that are typical for the category in question, as opposed to

the properties that are necessary. This means that in PT, an instance need not have all the

typical properties to be assigned to a category, it simply needs to be more similar to that

category’s prototype than any other (Wittgenstein, 1953). Compared to CT, PT is more

attuned to the way human categorization works, but also has its shortcomings (Laurence &

Margolis, 1999; Osherson & Smith, 1981). For example, it is not obvious what the proto-

type is if a category has many or lacks typical instances, such as New species or Objects

thatweigh more than one gram (Laurence &Margolis, 1999).

PT is well suited for explaining and mechanizing conceptual categorization because it

allows for flexible representations of concepts that can accommodate the inherent fuzzi-

ness of some categories1. However, the notion of similarity upon which they rely on to

assign instances to their categories is not so easy to formalize. Some implementations of

these theories adopt geometrical models to measure similarity, such as euclidean or cosine

distances, while others rely on presence and absence of features, such as Tversky’s contrast

model (Tversky, 1977) which is the most commonly used in psychology.

Another way of formalizing categorization is to use probabilistic models. This approach

has been gaining popularity in recent years, as it has been shown to be more successful in

dealing with the problems of definition-based approaches (Hüllermeier &Waegeman,

2021; Linardatos et al., 2020; Xu et al., 2021). Probabilistic models of categorization are

essentially statistical models that estimate the probability that a given object instance be-

longs to a given category. The probability is calculated based on the observed properties

1Medin (1989) for example asks: are carpets part of the furniture?

6



and their relations. Statistical models typically require a lot of training data in order to

achieve human-level accuracy and of course they will still make wrong predictions. Never-

theless, the non-deterministic nature of the probabilistic approach allows models to exhibit

inherent creativity through misclassification and errors (Hoorn, 2023).

This thesis is concerned with how these different accounts of conceptual categorization

affect the creative process. It investigates how different aspects of creativity are affected by a

technology’s embedded assumptions about what concepts and categories are.

1.3 Two approaches to creative machines

When we use of machines and other computational tools for creative purposes, the choice

of technology has impact on the kinds of tasks required for the creative process. Imagine for

a moment that you are an artist or designer working on a digital artwork around the theme

two circles. You have the option of using a programming language or a traditional program

to produce your design, or you might decide to use as text-to-image generator like StableD-

iffusion or Midjourney. How does this choice affect your creative process? On one hand,

for the code or program to work, you might have to define every aspect of your design, the

size of the canvas, the positioning of the circles, etc... On the other, you could simply type

“two circles” as a prompt and the model will generate many images of circles, which may

or may not contain exactly two circles (see Figure 1.2). The result and the process are both

quite different.

Indeed, these two approaches have opposing theoretical origins, which will be discussed

in the literature review. On one hand the rule-based approach is firmly grounded in the

idea of intelligence as analytical thinking and computation (Turing, 1950). This approach

is tightly connected with CT and has been the dominant paradigm for over five decades.

On the other hand, the data-driven approach that has been gaining popularity in the last
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Figure 1.2: The diagram distinguishes between two different approaches tomachine creativity.

two decades is instead grounded in PT, as it subscribes to a probabilistic representation of

concepts.

This thesis is set out to investigate the differences between these two approaches and the

impact that this choice has on the creative process. The objective is to provide a framework

that can describe these two approaches and their assumptions about what concepts are.

1.4 Societal impact

In the last 15 years, the corpus of papers in the field of Artificial Intelligence (AI) andML

has been growing at an exponential rate (Krenn et al., 2022). A handful of new companies,

such as OpenAI and Stability.ai, alongside few industry giants, such as Google, Meta, Mi-

crosoft and Nvidia, are competing fiercely to offer products and services that leverage ML.
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As these technologies become largely available and more accessible, not much attention is

directed towards gaining a better understanding of the long-term implications that these

data-driven tools have on the way creativity is valued by authors and audiences.

Moreover, state-of-the-art computational methods for media generation also expose how

the technological front has evolved much faster and far beyond our theoretical, ethical and

legal frameworks. Acclaimed projects, such as GPT3 (Brown et al., 2020), StyleGAN 2

(Karras et al., 2019), Magenta (C.-Z. A. Huang et al., 2018; Roberts et al., 2018), build

upon large datasets of text, images and music, often obtained without the consent of the

people involved. So is the case of Stable Diffusion (Rombach et al., 2021), an open-source

model trained on the 5 billion images in LAION-5B dataset (Schuhmann et al., 2022). Sev-

eral artists have found that “the systems create art in their styles when their names are used

as prompts, and that users have been creating works that are indistinguishable from theirs.”

(Brittain, 2023). This discovery led them to file lawsuits against the Stability.ai, the com-

pany that trained the model. This is a unprecedented situation, which poses theoretical and

ethical questions as well as copyright headaches.

Deep Learning (DL) relies on probabilistic representations of concepts obtained from

large datasets. This means that the generated output is optimized to match the bias in the

training data. For this reason, DL and, more specifically, large pre-trained models that learn

from data gathered on the internet, stand in a direct relationship with the cultural and so-

cial norms that influenced the training datasets.

The relationship between society and technology has been discussed at length by philoso-

phers such as Heidegger (1977), Ihde (1990), Latour (1990), Flusser (2000) and Verbeek

(2011). The impact that different forms of technology have on the creative process has also

been addressed by the academic efforts of the Computational Creativity (CC) community.

Scholars in this field, have thoroughly discussed whether non-human agents can be consid-
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ered creative (Wiggins, 2006a; 2006b), thus focusing primarily on how the evaluation of

artifacts produced by autonomous systems should be conducted and which criteria should

be used (Agrawal, 2019; Boden, 2010; Colton, 2008; 2012; Jordanous, 2009; Lamb, 2018).

In parallel, the Human Computer Interaction (HCI) literature stream addresses interac-

tions with computers as a design problem. A few authors attempt to discuss how human

perception is affected by the interaction with new technologies (Algarni, 2020; Hoorn,

2023; Ragot, 2020).

This thesis also discusses the impact of this data-driven trend on society at large. It at-

tempts to identify critical factors of data-driven technologies and the effect they have on the

creative process.

1.5 Thesis summary

Chapter 2 is dedicated to the literature review and discusses two main topics. The first

part (Section 2.1) addresses various TOCs introducing main authors, supporting evidence

and issues related to each theory (Laurence &Margolis, 1999). The second part (Section

2.2) presents a review of philosophy of technology introducing phenomenology and post-

phenomenology (Heidegger, 1977; Ihde, 1993; Latour, 1990; 1993; Verbeek, 2011) and

discusses the evolution of different computational approaches within the context of cre-

ative practices. The second part ends with a systematic literature review of computational

creativity papers, highlighting the trend of data-driven tools and how it is affecting the re-

search community.

Chapter 3 in this thesis reviews existing theoretical frameworks addressing creativity

(Boden, 2003; Hoorn, 2014; Rhodes, 1961) and presents an extension of mediation the-

ory developed by Ihde (1990, 1993). The chapter introduces the distinction between two

approaches to computation and their implied TOCs, as discussed in Chapter 2. This theo-
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retical foundation is then used in the studies and in the final discussion chapter. Chapter 3

also discusses matters related to Practitioner Research (PR) which was adopted for the first

two studies in this doctoral thesis.

Three distinct studies in the creative fields of music, images, and text-to-image are cov-

ered in Chapters 4, 5, and 6, respectively. Chapter 4 presents a collaboration with a music

composer in which we attempted to train a model to generate music in her style using ML

(Dinculescu et al., 2019; C.-Z. A. Huang et al., 2018). The study in Chapter 5 examines the

process of dataset curation as reflective practice (Schön, 1983) and was carried out in part-

nership with a fellow PhD student who is also a photographer. Chapter 6 presents a study

involving 76 participants which investigates how users of a Stable Diffusion (SD) Discord

bot use text-to-image technology in relation to their Tolerance for Ambiguity (TA) per-

sonality trait (Furnham&Marks, 2013; Herman et al., 2010; Norton, 1975; Zenasni et al.,

2008) and user expectations.

Chapter 7 combines the insights collected from each study and discusses three main

points which emerge from the results. First, it addresses the central role of dataset curation

within the ACASIA framework (Hoorn, 2023), highlighting how custommodels trained

by the community might represent an novel form of creative product. It then addresses the

central role of text-based model conditioning in relation to Ihde’s hermenentic intention-

ality (Ihde, 1993), speculating on the role of language as interface for concepts. Finally it

discusses how data-driven tools are blurring the boundaries of authorship and ownership

between human and non-human and the implications of this ambiguity.

The last chapter in this thesis summarizes once again the purpose of the research, the

gaps that have been addressed and the main findings. It then discusses limitations of the

studies and suggests several directions for further research.
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Noman ever steps in the same river twice, for it’s not the

same river and he’s not the same man.

Heraclitus

2
Literature review

The goal of this literature review is to frame the existing discourse around

categorization and concept formation together with the literature stream dis-

cussing technology in relation to human cognition and creativity. In the first part, it re-

views the existing hypotheses about what concepts are and how these concept ontologies

model our creative process. In the second part, it addresses how different technologies em-

bed different Theories of Concepts (TOCs) and how this affects the creative process. From

this view point, it will be possible to formulate a methodology of inquiry to understand

where the current trend towards a probabilistic interpretation of concepts may lead us to.

Because of its trans-disciplinary nature, this literature review spans several fields. The
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review of concept ontologies lies at the intersection between philosophy, psychology and

cognitive science, while the discussion about the relationship between technology and cre-

ativity touches upon design, philosophy of technology and creativity literature.

2.1 Concepts

There is no consensus on a single theory of concepts as of today, in spite of the thousands

of years of philosophical discussions about the nature of ideas that have been ongoing since

the pre-Socratics. The two fundamental questions that a TOCmust provide an answer

to are: (1) how do concepts form in our mind (2) how they relate to one another. In this

section several competing hypotheses are presented as discussed by Laurence andMargolis

(1999):

• The Classical Theory of concepts (CT). CT is based on definitions. It relies on

presence/absence of given properties to establish reference to the world. CT has

been criticized for its rigidity and for its inability to explain evidence emerging from

psychological experiments.

• Prototype Theory (PT). Rosch (1978) and E. E. Smith andMedin (1981) devel-

oped PT to explain the results of their experiments involving typicality effects. PT

adopts probability and fuzzy logic to formalize the categorization process.

• Theory-Theory (TT). Murphy andMedin (1985) and Carey (1991, 2009) devel-

oped TT based on the intuition that concepts rely on theories about the world that

we formulate, assimilating concept formation to the scientific method.

• Neo-classical Theory (NT). Jackendoff (1989) proposed that concepts have partial

definitions which are necessary to identify their extension. NT is however primarily
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concerned with lexical concepts.

• Conceptual Atomism (CA). Fodor (2008) proposes that concepts have no struc-

ture and highlights compositionality as a necessary component of concepts.

Each theory is discussed in a separate subsection, highlighting along the way the poten-

tial fallacies and weaknesses. Some of these issues are shared across more than one theory

and serve as guide for the theoretical framework. The summary descriptions for each theory

are taken verbatim from Laurence andMargolis (1999).

2.1.1 Classical Theory of Concepts

Most concepts are structured mental representations that encode a set of necessary
and sufficient conditions for their application, if possible, in sensory or perceptual
terms.

Classical Theory (CT) holds that most concepts have definitional structure. According

to this view, the concept bird might be composed of a set of properties an object must

have in order to count as a bird, such as has wings, can fly, lays eggs and so on. This

implies that concepts must have a hierarchical structure, in that concepts are effectively

composed by other structurally simpler representations. Following this hierarchical struc-

ture, new concepts can be formed using existing concepts combined in a new definition.

Albeit its simplistic approach and numerous problems, CT has been around since an-

tiquity and stood undisputed until the 1950s because of its explanatory power. Here is a

list of different aspects of concepts and their corresponding explanation according to CT

Laurence andMargolis (1999):

• Concept Acquisition. Learning a concept is just a matter of learning the simpler

individual components that form its definition.
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• Categorization. The process of applying a concept to a particular instance is as triv-

ial as checking the properties of that object.

• Epistemic Justification. We can justify a belief we have about the world by deter-

mining whether its defining properties are satisfied.

• Analyticity and Analytical Inferences. The definitional structure of concepts

guarantees that certain statements can be inferred from others without empirical

evidence.

• Reference Determination. Concepts are semantically evaluable by their definition,

which means that every statement can either be true or false.

In spite of the obvious merits of CT, numerous critiques were raised by philosophers and

psychology scholars over the years. In the forthcoming paragraphs are highlighted six major

ones.

Plato’s problem

InMeno, Plato provides one of the first critiques to CT. In this dialogue, Meno begins by

asking Socrates how “virtue” (in Greek ἀρετή) is acquired and Socrates replies that he does

not know how to define it and asks Meno to help. Meno at first suggests that virtuous ac-

tions depend on the person’s age, gender, role in society and so on, but Socrates is looking

for some quality that is common to all, something more general. Meno then suggest that

there are some common quality to all virtuous men such as justice and temperance, but

Socrates is not satisfied because Meno did not provide a full list and he does not know what

is common among these qualities. Meno is understandably confused and frustrated. The

exchange continues:
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Meno: But in what way will you look for it, Socrates, this thing that you don’t
know at all what it is? What sort of thing, among the things you don’t know,
will you propose to look for? Or even if you should meet right up against it,
how will you know that this is the thing you didn’t know?

Socrates: Do you see what a contentious debater’s argument you’re bringing
up—that it seems impossible for a person to seek either what he knows or
what he doesn’t know? He couldn’t seek what he knows, because he knows
it, and there’s no need for him to seek it. Nor could he seek what he doesn’t
know, because he doesn’t know what to look for.

(Plato, trans. 1998, Meno, 80d-e)

Plato is suggesting here through Socrates’ words that if we subscribe to a definitional

structure of concepts, we end up in a paradox as it seems that for most concepts a definition

is very hard to find. It also becomes very problematic to justify how we recognize some-

thing we have no definition for. Very few examples of defined concepts exist, mostly mathe-

matical, such as Prime Number. Other rather fundamental concepts like Event, Object

or Cause do not have clear definitions, yet we use them all the time. This is a fundamen-

tal problem of CT as there seems to be no need for a definition to exist in order to apply

concepts. For this reason, ascribing definitional structure to concepts creates the epistemo-

logical paradox highlighted by Plato.

The problem of analyticity

The idea that some statements are true by virtue of meaning alone has fascinated many,

but we owe a great deal to Kant (1998) for discussing at length the distinction between

analytic and synthetic propositions in his “Critique of Pure Reason”. Analytic judgments

are those deemed to be true only by virtue of definition, a typical example would be: “all

bachelors are unmarried”. Synthetic judgments, on the other hand, are statements that
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must be verified through experience, for example: “all bachelors are wealthy”. The essential

difference, according to Kant, is that the truth value of analytic statements does not depend

on the state of the world, while the opposite is true for synthetic propositions.

This line that Kant drew has been subject of debate for centuries. On one hand, the dis-

tinction has been the foundation of the empiricist paradigm, which, in an attempt to get

rid of metaphysics altogether, radically stated that all knowledge comes from experience.

Problematic knowledge for this agenda such as mathematics and logic could be placed in

the box of analytic a priori.

On the other hand, the empiricist view has been criticized for being too reductionist, as

it implies that knowledge is limited to what can be determined through the senses and that

all knowledge must come from experience. This view has been challenged by other more

metaphysical approaches such as idealism, which hold that there is knowledge that cannot

be acquired by experience, and that some knowledge can be accessed through pure thought

(a priori).

Kant’s cleavage between analytic a priori and synthetic a posteriori is still relevant today

and is the basis of many debates in philosophy, which continue to this day, with no clear

consensus on the correct approach. Among the critics, Quine questioned the notion of

analyticity itself, arguing that self-contradiction and analyticity are the “two sides of a single

dubious coin” (1951). Quine suggested that such distinction “is an unempirical dogma

of empiricists, a metaphysical article of faith” (1951), primarily by claiming that there is

no such thing as analytic statements. Firstly because there is no definition of similarity or

analyticity that is analytic and second, because individual statements are never confirmed in

isolation.
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The problem of typicality effects

The typicality effect is the finding that people are quicker to make category judgments

about typical members of a category than they are to make such judgments about atypi-

cal members. For example, they are more quickly able to judge that a dog is a mammal than

they are able to judge that a whale is a mammal. The study conducted by Rosch andMervis

(1975), highlights one of the most influential arguments against CT. According to CT all

instances of a concept should be equally good examples as long as they match the defini-

tion, but prototypical judgments provide evidence against this claim as people seem to rank

certain members of a category as more representative than others. The studies on typicality

effect demanded for a revision of CT to match the empirical data, which pushed the devel-

opment of alternative theories of concepts able to accommodate for typicality effects, as

well as some of the other fundamental issues of CT discussed so far.

The problem of psychological reality

The advent of experimental psychology led to many of the critiques to CT. One particular

implication about the hierarchical structure has been shown to be incompatible with the

definitional hypothesis. If concepts have complex structure, then one would expect the def-

initional complexity to affect the psychological complexity, but the evidence collected by

Foss (1969) demonstrates that “lexical concepts show no effects of definitional structure in

psychological experiments” (Laurence &Margolis, 1999, p. 27). There seems to be no sig-

nificant difference in cognitive effort when applying concepts that are more complex than

others, such as in the case of believe and convince (which is defined as the combination

of cause to and believe). This line of research suggests that all concepts are equally ex-

pensive to apply, a finding that does not support the hypothesis of a hierarchical structure
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of concepts, a foundational aspect CT.

The problem of ignorance and error

It is possible to have a concept in spite of massive ignorance and/or error, so concept pos-

session cannot be a matter of knowing the definition (Kripke, 1980; Putnam, 1970; 1975).

For example, the concept associated with the disease smallpox may have been erroneously

defined in the past as divine punishment, whereas now we understand it as something

rather different. This does not imply the concept of smallpox refers to a different disease

now, yet there is substantial difference in its definition. It seems that it is indeed “possible

to possess a concept without representing necessary conditions for its application” (Lau-

rence &Margolis, 1999, p. 21).

The problem of conceptual fuzziness

Medin (1989) suggests that “concepts have determinate extensions and categorization judg-

ments should also yield determinate answers, yet concepts and categorization both admit of

a certain amount of indeterminacy” (Laurence &Margolis, 1999, p. 27). There are abun-

dant examples of this phenomenon. Medin asks, are carpets part of the furniture? This

problem can be reduced to the first issue, that is most concepts lack of a definition.

2.1.2 Prototype Theory

Most concepts are structured mental representation that encode the properties that
objects in their extension tend to possess

In Prototype Theory (PT), concepts have no definitions. According to PT, a concept

“should encode the distribution of statistically prominent properties in a category” (Lau-
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rence &Margolis, 1999, p.29), following the idea of family resemblance byWittgenstein

(1953). PT is developed as an alternative to fix the shortcomings of CT exposed by Psychol-

ogy in the 1970’s, primarily the evidence of typicality effect discussed earlier in this chapter.

For Wittgenstein (1953), as for Rosch andMervis (1975), “a concept like Game isn’t gov-

erned by definitions but rather by a possibly open-ended set of properties which may occur

in different arrangements” (Laurence &Margolis, 1999, p. 29). The whole set of properties

that overlap in games forms a similarity space: “what makes something a Game is that it

falls within the boundaries of this space” (Laurence &Margolis, 1999, p. 29).

PT is also able to effectively describe concept acquisition: acquiring a concept is as sim-

ple as assembling its features. Effectively, this mechanism embodies a statistical procedure,

rather than a logical one as described by CT. Following from the categorization model, this

procedure consists of identifying a new region in the similarity space. Because similarity

is such a central aspect in the theory, PT advocates developed a number of psychological

measures for it. Tversky (1977) proposed a similarity measure known as Contrast Prin-

ciple which is widely used in psychology, which is based on the presence and absence of

features. Another popular method is to define properties as geometrical dimensions and

use measures of distance within this space to describe similarity between two items (see

Section 2.2.6). Furthermore, PT is well suited to sidestep conceptual fuzziness as it allows

to formally describe ambiguity using the mathematical construct of fuzzy sets. There are,

however, significant shortcomings also for PT.

The problem of prototypical primes

Experimental psychology has shown that typicality effects occur even in well-defined con-

cepts, i.e. concepts that people can immediately provide a definition for, such as prime

number or female (Armstrong et al., 1983). Interestingly, this study would be consid-
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ered controversial today given that the binary notion of gender has been obsoleted. How-

ever, the argument for mathematically defined concepts still stands, so the results of this

study suggest that typicality effects cannot be counted as strong evidence supporting PT.

The problem of ignorance and error

Ignorance and error is as much a problem for PT as it is for CT. Indeed, “the problem is

considerably worse for PT, since concepts with prototype structure fail to cover highly atyp-

ical instances and incorrectly include non-instances” (Laurence &Margolis, 1999, p. 44).

There is essentially no way to account for misapplied concepts in PT. The Swan concept

would encode that the prototypical instance is white based on the most frequent occur-

rences, but black swans are still swans. Penguins lack one of the most typical properties of

birds, yet they are considered birds.

The missing prototypes problem

Just as many concepts lack definitions, many concepts also lack prototypes. One can easily

construct such concepts as Objects longer than 1 centimeter or 41st century

technology, that are either too broad or simply have an empty extension and therefore

cannot have prototypical instances. This aspect of concept combination making is where

CT seems to have an edge over PT. Crisp concepts with formal rules of interaction among

them can generate new concepts that may or may not have an extension.

The problem of compositionality

PT does not have an adequate account for compositionality, since the properties of com-

plex concepts are not generally a function of the prototype of their constituent concepts.

For example, the prototype for pet fish would have properties such as small, colorful
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and living in bowls or tanks which hardly relate to the qualities of neither a proto-

typical pet, a dog or a cat would be furry and affectionate, nor a prototypical fish, a

trout or a sea bass would be gray and living in the wild (Osherson & Smith, 1981).

The role of compositionality is central to language and meaning. This idea is already

present in Frege’s work, “Über Sinn und Bedeutung” (On Sense and Reference), where he

argued that the meaning of complex expressions is determined by the meanings of its parts

and the rules of its composition (Frege, 1892). It is echoed by Fodor in “The Language of

Thought”, where Fodor argues against definitions (critiquing CT), exposing them as too

vague and general to be of any use (Fodor, 1975). Fodor pointed out that instead of relying

on definitions, we should focus on understanding the context in which words are used, and

more specifically in understanding the compositionality of language (Fodor, 2008). With-

out a proper account for how compositionality is achieved in PT, the framework cannot

explain how concepts relate to one another in order to form newmeanings.

2.1.3 Theory-Theory

Concepts are representations whose structure consists in their relations to other
concepts as specified by a mental theory

According to Theory-Theory (TT) cognition is similar to theory construction and sci-

entific reasoning. The main appeal of TT is that it provides an explanation for “conceptual

change along the lines of theory change in science” (Laurence &Margolis, 1999, p. 45),

where a theory is replaced with a better one to explain the same data. TT provides an ac-

count of how conceptual change is driven by a combination of rational and empirical pro-

cesses, allowing for the development of more sophisticated concepts that are better suited

to the environment. TT also provides a unified explanation of the development of core
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cognitive abilities such as language and counting (Carey, 1991; 2009).

TT suggests that cognition is driven by a process of hypothesizing, experimentation, and

revision. As new information is gathered and existing concepts are modified, more sophisti-

cated concepts emerge. This process is driven by the desire to make sense of the world and

to predict future events. As a result, TT can account for both conceptual development and

the transfer of knowledge across domains (Murphy &Medin, 1985).

TT also provides an account of how knowledge and conceptual understanding are ac-

quired and retained. Knowledge is acquired by actively engaging with the environment,

gathering information, and testing hypotheses. This process allows for the development of

more sophisticated concepts as knowledge is accumulated and understood. In addition, TT

suggests that knowledge is retained through a process of encoding and recall. This means

that knowledge is stored in a form that can be retrieved when needed.

In spite of the appeal that this framework might have there are several unanswered ques-

tions summarized below.

The problem of ignorance and error

It is possible to have a concept in spite of its being tied up with a deficient or erroneous

mental theory, but according to TT concepts do not inform us about the properties of

the objects in their extension. The smallpox argument still holds against TT as different

mental theories do not imply a different disease.

The problem of stability

“The content of a concept cannot remain invariant across changes in its mental theory”

(Laurence &Margolis, 1999, p. 51). Imagine two people have slightly different theories

about the concept animal, for example person A believes that all animals are physical en-
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tities and person B believes instead that some species also have a non-physical soul. These

theories are similar, but they are not the same, so TT fails to explain how “people with dif-

ferent beliefs systems have concepts with the same or similar content.” (Laurence &Margo-

lis, 1999, p. 51)

The “mysteries of science” problem

“The mechanisms that are responsible for the emergence of new scientific theories and for

the shift from one theory to another are poorly understood” (Laurence &Margolis, 1999,

p. 53). There is no account for how scientific theories transition other than the “the myste-

rious logic of discovery” (Gopnik &Meltzoff, 1997, p. 40) so claiming the similarity to the

scientific method does not provide any additional insight about how concepts shift.

2.1.4 Neoclassical Theory

Concepts have partial definitions in that their structure encodes a set of necessary
conditions that must be satisfied by things in their extension.

According to Neo-classical Theory (NT), most concepts are structured mental repre-

sentations “that encode partial definitions, i.e., necessary conditions for their application”

(Laurence &Margolis, 1999, p. 55). NT claims that certain aspects of linguistic phenom-

ena can be explained by conceptual structure. The fact that causal constructs have a clear

distributional pattern serves as Jackendoff’s starting point:

1. x killed y → y died

2. x lifted y → y rose

3. x gave z to y → y received z

4. x persuaded y thatP → y came to believe thatP
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All of these inferences might be viewed as being unrelated to one another, “but they are

strikingly similar, and this suggests that they have a common explanation” (Laurence &

Margolis, 1999, p. 55). According to Jackendoff, the definition of a causative implicates the

occurrence of a specific event. On the basis of this supposition, a single rule that applies to

all of these circumstances may be introduced to explain this pattern:

• X cause E to occur→ E occur

For example, (1) could be analyzed as “x cause [y died] to occur”, and similarly for (2),(3)

and (4). Causatives are only one of the aspects in which NT finds supports, others include

polysemy, syntactic alterations, and lexical acquisition.

Jackendoff tackles the issue of compositionality, which he refers to as the “creativity of

language”, assessing that concepts cannot just be the encoding of all the encountered in-

stances. Therefore he deduces that there must be a “potential degree of indeterminacy

either in the lexical concept itself, or in the procedure for comparing it with mental rep-

resentations of novel objects, or in both” (Jackendoff, 1989). He suggests that the words

and ideas we hold in our vocabulary are built from a natural set of potential concepts, influ-

enced by both language and non-language experiences.

NT does not intend to explain everything about concepts and is more focused on the

semantic and lexical patterns that emerge in language. For this reason, some of the issues

found in previous theories of concepts are not addressed and remain unresolved.

The problem of completing definitions

Definitions are still problematic for NT. In fact, if incomplete definitions are expanded

into complete definitions then NT has all the problems that are associated with CT. If,

instead, they are left incomplete, then NT has no account of how concepts are applied to
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their instances. NT is not concerned with how lexical concepts are applied to the entities

they refer to, so this aspect of concepts is simply not explained.

The problem of ignorance and error

The introduction of partial definitions does not help with the problem of ignorance and

error, much like in PT. Because NT effectively does not provide a theory for reference de-

termination, it is still unclear how we can have a concept in spite of having erroneous infor-

mation about its definitions (Small pox argument still applies). Jackendoff proposes that

for lexical concepts that refer to physical objects incorporate a 3Dmodel of them. However,

it is also possible that an animal that closely resembles a duck is not actually one, and vice

versa, that a duck may not appear to be one for whatever reason.

The regress problem for semantic fields

Neoclassical structure cannot explain how a word retains aspects of its meaning across dif-

ferent semantic fields. Either its conceptual constituents must themselves have neoclassical

structure, and so on, or else no structure is needed at all. To understand this methodologi-

cal objection pushed vigorously by Fodor (1998, p . 50), here is an example:

• Harry kept the bird in the cage

• Sam kept the crowd happy

In these two sentences, Jackendoff would argue that on one hand there is the intuition

that the same word is used (Keep), on the other that the sense of Keep is different in the

two cases. The definition of Keep as “causation of a state that endures over time” would

account for the feeling that Keep is univocal, while the differences are explained by the

different semantic fields, each of which has its own particular inferential patterns (Jack-

endoff, 1995). Fodor objects to this explanation by questioning the assumption that the
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constituent of the definition (i.e. Cause, State, Time, Endure) must also themselves

be univocal. He suggests that Jackendoff logic runs into a paradox when attempting to as-

sess if Cause is polysemic. If it is, then the definition of Keep is no longer univocal and

the argument in favor of definitions is lost. If it is not, then what explains the univocality

of Cause across semantic fields? Fodor suggests that there are only dead ends from here.

Either a new univocal concept X is needed for the definition of Cause, which would lead

to an infinite regress (what guarantees the univocality of X?), or just accept that Cause is

univical because it always means cause, in which case then the same could be said for Keep

and no theory is needed at all.

2.1.5 Conceptual Atomism

Lexical concepts have no hierarchy or structure, thus they cannot be broken down

Conceptual Atomism (CA) is different from previous theories because, rather than argu-

ing a particular structure, it questions the fundamental assumption of conceptual structure

itself. Because CA assumes no structure, it is able to sidestep most problems discussed for

other theories. The theory mainly provides an account for how the concept references are

determined, that is Asymmetric Dependance Theory. There is an asymmetric dependency

between laws such as “Y1 causes X̂”, “Y2 causes X̂”,’ etc., and the law “X causes X̂”.

This is because the latter law does not depend on any of the Y1, Y2, ..., Yn laws in the same

way. The intuition here is that X̂ will only be caused by the question “What kind of animal

is called Fido?” because dogs (X) cause instances of X̂ . Instances of foxes causing instances

of X̂ are only due to them being mistaken for dogs and dogs causing instances of X̂ .

Two important implications of this theory are the rejection of mental images and the

rejection of context-sensitive meaning. First, while other theories might argue that a par-
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ticular concept is represented by a mental image, CA rejects this idea and instead suggests

that the concept is merely a reference to an external object or situation. Second, while other

theories might allow for context-sensitive meaning (i.e., different meanings of words de-

pending on the context), CA rejects this idea as well and instead suggests that all meanings

of atoms are fixed and will not vary based on context.

Overall, CA offers an interesting alternative to traditional theories of conceptual struc-

ture, since it does away with many of their complexities and assumptions about mental

images and context-sensitive meanings. While it obviously has its critics (who argue that it

fails to account for more complex concepts), it offers an interesting look at how language

might work.

There are however several issues with CA, discussed below.

The problem of radical nativism

According to CA, “most lexical concepts turn out to be innate, including such unlikely can-

didates as Carburetor and Xylophone” (Laurence &Margolis, 1999, p. 75). Accord-

ing to Fodor, there is only one way that cognitive science can explain how an idea is learned,

and that is by speculating on a mechanism by which a brand-new, complex concept is con-

structed from its constituent parts. For example one can learn the concept of Mother by

combining the concepts Female and Parent. This process assumes that one already pos-

sesses the concepts Female and Parent, so when we ask about how these concepts were

acquired, the answer might be that they are themselves composed of simpler concepts, but

eventually this has to stop. So if there are no other explanations about how concepts are

learned, one must conclude that there are some primitive concepts that are innate.
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The problem of explanatory impotence

CA cannot explain psychological phenomena such as categorization. If concepts lack struc-

ture, atomists have no way to make sense of the empirical evidence about typicality effects,

documented in psychology by (Rosch, 1978; Rosch &Mervis, 1975). Although Fodor ac-

knowledges the significance of prototypes, he disputes their role in the semantic structure

of concepts.

The problem of analytic data

CA lacks for “an adequate explanation of why people have intuitions of analyticity” (Lau-

rence &Margolis, 1999, p. 75). Rey (1993) has put together a case against conceptual

atomism based on the fact that NT’s partial definitions provide an explanation about an-

alytic data. He asserts that, regardless of whether there are any analytical truths, individuals

undoubtedly have intuitions about what is analytical. According to Rey, these intuitions

emerge from the relationships that are formed among concepts. We therefore have an argu-

ment against CA and an argument in favor of NT: as Rey points out, there is no plausible

atomistic alternative.

The problem of compositionality

In a sense CA has no issue with combining concepts, but primarily because the theory is

centered around lexical concepts. If we extend CA to a comprehensive theory of concepts,

then some familiar issues still arise. In this context, “atomistic theories of concepts have

as much difficulty with conceptual combination as PT” (Laurence &Margolis, 1999, p.

75). For example consider the concept Grandfathers whose granddaughters are

friends with politicians. It is unlikely that this concept stands in a lawful dependency
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relation with the property of being “a grandfather whose granddaughters are friends with

politicians”. In other words, just like in PT and the pet fish example, the asymmetric de-

pendence relations of complex concepts are not a function of the asymmetric dependence

relations of their constituents.

2.1.6 Summary

The theories in this section, summarized in Table 2.1, provide a foundation for understand-

ing the relationship between technology and creativity, which is explored further in the

next section. The assumption is that when these concept theories are mechanized, their

advantages and problems impact the creative interaction. Thus, examining how different

concept ontologies in various implementations affect the creative process becomes valuable.

Theory Description Problems

Classical
Theory

“Most concepts are structured
mental representations that
encode a set of necessary and
sufficient conditions for their
application, if possible, in sensory
or perceptual terms.” (Laurence
&Margolis, 1999, p. 9)

1. Plato’s problem
2. The problem of analyticity
3. The problem of typicality effect
4. The problem of psychological reality
5. The problem of ignorance and error
6. The problem of conceptual fuzziness

Prototype
Theory

“Most concepts are structured
mental representation that en-
code the properties that objects
in their extension tend to possess”
(Laurence &Margolis, 1999, p.
28)

1. The problem of prototypical primes
2. The problem of ignorance and error
3. The missing prototypes problem
4. The problem of compositionality
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Theory-
Theory

“Concepts are representations
whose structure consists in their
relations to other concepts as
specified by a mental theory”
(Laurence &Margolis, 1999, p.
47)

1. The problem of ignorance and error
2. The problem of stability
3. “Mysteries of Science” Problem

Neoclassical
Theory

“Concepts have partial defi-
nitions in that their structure
encodes a set of necessary con-
ditions that must be satisfied by
things in their extension.” (Lau-
rence &Margolis, 1999, p. 55)

1. The problem of completing definitions
2. The problem of ignorance and error
3. The regress problem for semantic fields

Conceptual
Atomism

“Lexical concepts are primitive,
they have no structure” (Lau-
rence &Margolis, 1999, p. 63)

1. The problem of radical nativism
2. The problem of explanatory impotence
3. The problem of analytic data
4. The problem of compositionality

Table 2.1: This table summarizes the theories of concepts discussed in this section.

2.2 Technology and creativity

This section reviews some key literature streams discussing the relationship between hu-

mans, technology and creativity. The first two subsections address the perspective of phi-

losophy of technology, which will serve as a starting point for the inquiry into the history

of computation and creativity. In the following subsections an overview of a series of mile-

stones that link computing technology and creativity are presented in parallel. The purpose

of this arrangement is to highlight the trans-disciplinary spillover of ideas that intercon-

nects the theories of concepts discussed in the previous section with research in artificial

intelligence as well as art and design. The objective of this review is to explore the possibil-

ity of framing computational creativity and the current trend of data-driven AI within the
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post-phenomenological view of technology, which constitutes the starting point of this

thesis’ methodology discussed in Chapter 3.

2.2.1 Philosophy of technology

Philosophy of technology is an interdisciplinary field that combines insights from philoso-

phy, sociology, history, and cultural studies to investigate the complex relationship between

humans and technology (Ihde, 1993). It raises questions about the nature, purpose, and

impact of technology on human existence, ethics, and values. By examining technology’s

historical development, the philosophy of technology seeks to understand how technology

has transformed human lives and societies. Three main themes can be found in literature:

• Technicity: The concept of technicity refers to the idea that technology is not merely

a tool but a condition of human existence (Feenberg, 1991). Technicity highlights

the inseparable relationship between humans and technology, emphasizing that tech-

nology is not just an external object but an integral part of human experience.

• Technological Determinism: Technological determinism is the belief that technol-

ogy drives social change, often leading to unintended consequences (M. R. Smith

&Marx, 1994). This perspective suggests that technological innovations have their

own logic and inevitability, which can lead to both positive and negative outcomes.

• Technological Mediation: Technological mediation refers to the role of technology

as a mediator between humans and the world (Verbeek, 2005). This concept empha-

sizes that technology does not simply represent an external reality but shapes human

perceptions and experiences.

Technology is a relatively young topic in Philosophy, yet most authors start their in-

quiry by looking at how Greek philosophers addressed it in relation to nature. For example,
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Aristotle deemed technē to be deeply interrelated with the notion of physis. In Physics, he

states: “action for an end is present in things which come to be and are by nature” (Atwill,

2009) and therefore technē is the perfect example of action for a purpose. According to

Aristotle, what sets physis and technē apart is that physis is itself its own efficient cause,

whereas technē requires an external cause to be set in motion. In other words, physis is self-

realizing towards its final cause, just as much as technē is, and the only difference is that

physis is set in motion by itself, whereas technē requires an external driving force. Accord-

ing to Aristotle, technē is not understood as imitation of physis “form”, but its action: it is

creating for a purpose:

Further, where a series has a completion, all the preceding steps are for the
sake of that. Now surely as in intelligent action, so in nature; and as in nature,
so it is in each action, if nothing interferes. Now intelligent action is for the
sake of an end; therefore the nature of things also is so. Thus if a house, e.g.
had been a thing made by nature, it would have been made in the same way
as it is now by art; and if things made by nature were made also by art, they
would come to be in the same way as by nature. Each step then in the series is
for the sake of the next; and generally art partly completes what nature cannot
bring to a finish, and partly imitates her. If, therefore, artificial products are
for the sake of an end, so clearly also are natural products.

(Aristotle, trans. 1983, Physics, Book II, Part 8)

It is interesting to notice how in translation, technē is referred to as art. In fact the se-

mantic area covered by the word technē in ancient Greek is overlapping substantially with

the idea of craftsmanship and fine arts, which is arguably far away from the notion of tech-

nology we have today. To understand this semantic gap, when must address the funda-

mental change in the relationship between man and nature introduced by the Copernican

Revolution.
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By adopting the scientific method, humans transitioned from being mere observers of

an unchangeable world, as the ancient Greeks were, to actively probing nature for answers

through technology (e.g., the telescope). This transformation drastically altered the way hu-

mans perceived their surroundings. The ancient Greeks deemed themselves vastly inferior

to nature, which resulted in a humble and submissive attitude towards the natural world

(Galimberti, 1989). This modest perspective was also mirrored in Greek mythology, where

the gods rarely concerned themselves with human affairs, and when they did intervene, it

was driven by their own interests rather than concern for mortals.

Centuries later, the Judaic-Christian tradition altered this dynamic, portraying nature

as God’s gift to humankind so that they could prosper and fulfill God’s plan(Galimberti,

1989). This anthropocentric view of the world encouraged a different attitude towards na-

ture, positioning it in service of humans rather than something to be feared. Nevertheless,

the divine mysteries restrained human knowledge, as God’s plan might not be fully compre-

hended by humans who simply had to accept it (Galimberti, 1989).

Galileo and the Copernican revolution challenged this worldview, demonstrating that,

with technology and rational thought, mankind could investigate the mysteries of nature

without the mediation of gods. The Age of Enlightenment placed human rationality at

the center, while nature was no longer a humbling source of awe and wonder but instead

viewed as something to be understood and controlled (Galimberti, 1989; Ihde, 1990). The

role of technology in this dynamic is crucial because it is through technology that humans

exert this control.

These ideas are captured in Heidegger’s thought as pointed out by Lovitt: “We ordinar-

ily understand modern technology as having arisen subsequently to science and as subor-

dinate to it. We consider it to be a phenomenon brought about through scientific advance.

Heidegger points out that, on the contrary, modern science and machine technology are
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mutually dependent upon one another. More importantly, technology, in its essence, pre-

cedes and is more fundamental than science.” (Lovitt, 1977, p. xxviii)

2.2.2 Phenomenology and post-phenomenology

Modern philosophical views of technology cannot avoid discussing the thought of Hei-

degger. Martin Heidegger was a German philosopher and a seminal thinker in the conti-

nental tradition of philosophy. He is best known for his contributions to phenomenology,

hermeneutics, and existentialism. Heidegger’s work has had a profound influence on 20th-

century philosophy, particularly on the fields of existentialism, deconstruction, and post-

modernism. He is also infamously known for being involved with Nazism, which makes

him a controversial author to discuss. However, this thesis is mainly concerned with his

critiques of technology and modernity, rather than his political views. If the reader has any

issue with this philosopher, they are welcome to reach out to me with their observations.

Heidegger’s view of technology is complex and multifaceted. In “The Question Con-

cerning Technology” he deems the Greek definition (technē) unfit to describe modern tech-

nology: “In opposition to this definition of the essential domain of technology, one can ob-

ject that it indeed holds for Greek thought and that at best it might apply to the techniques

of the handcraftsman, but that it simply does not fit modern machine-powered technology”

(Heidegger, 1977, p. 13). He then points out a mutual relationship:

It is said that modern technology is something incomparably different from all
earlier technologies because it is based on modern physics as an exact science.
Meanwhile we have come to understand more clearly that the reverse holds
true as well: modern physics, as experimental, is dependent upon technical
apparatus and upon progress in the building of apparatus. (Heidegger, 1977,
p. 14)

He suggested that technology is as a way of understanding the world that shapes the
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human experience. Themodus operandi of scientific progress habituates us to look at the

world in terms of how it can be used and transformed, according to Heidegger, it is never

neutral (Heidegger, 1977). For example:

[t]he forester who, in the wood, measures the felled timber and to all appear-
ances walks the same forest path in the same way as did his grandfather is to-
day commanded by profit-making in the lumber industry, whether he knows
it or not. He is made subordinate to the orderability of cellulose, which for its
part is challenged forth by the need for paper, which is then delivered to news-
papers and illustrated magazines. The latter, in their turn, set public opinion
to swallowing what is printed, so that a set configuration of opinion becomes
available on demand. (Heidegger, 1977, p. 18)

He also points out howmodern technology can change the essence of nature:

In the context of the interlocking processes pertaining to the orderly dispo-
sition of electrical energy, even the Rhine itself appears as something at our
command. The hydroelectric plant is not built into the Rhine River as was
the old wooden bridge that joined bank with bank for hundreds of years.
Rather the river is dammed up into the power plant. What the river is now,
namely, a water power supplier, derives from out of the essence of the power
station. (Heidegger, 1977, p. 16)

Heidegger’s view of technology is a rather pessimistic one. Several philosophers have

commented and continued the work of Heidegger attempting to reconcile the human and

non-human in different forms. Among them, Don Ihde, an American philosopher, revisits

Heidegger’s thought on technology in his book “Technology and the Lifeworld” (1990)

offering an new perspective on the control we have on technology. According to Ihde,

[t]he reason technology cannot be controlled is because the question is wrongly
framed. It either assumes that technologies aremerely instrumental and thus
implicitly neutral, or it assumes that technologies are fully determinative and
thus uncontrollable. Both extremities are involved in the current debates, but
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both miss the point of the human-technology and the culture-technology rela-
tivities that would reconstitute the debate (Ihde, 1990, p. 140).

In other words, Ihde’s reframes the question “Can technology controlled?” into “Can

cultures can be controlled?” (Ihde, 1990, p. 140).

Ihde points to the interdependence that exists between culture and technology observing

that “[t]echnologies, by providing a framework for action, do form intentionalities and

inclinations within which use patterns take dominant shape” (Ihde, 1990, p. 141). As an

example he discusses how different writing instruments affect the style of the composition.

An ink pen, a typewriter, and the word processor each present varying speed of writing and

ease of editing, which in turn affect the writing style (Ihde, 1990, p. 142). In the case of the

word processor, Ihde points out that “[p]recisely because the editing process is made easy,

composition now provides a focal temptation. The ease of rewriting becomes a way to see

the whole project as more malleable and thus unfixed” (Ihde, 1990, p. 142). A similar point

was made by Heim (1999) as he argued in his book “Electric Language” that writing with

the aid of computers implies a completely different notion of the writing task itself. Along

the lines of this post-phenomenological definition of technology, scholars such as Bruno

Latour and Peter-Paul Verbeek bring their attention to the mediating role of technology.

Bruno Latour is a French philosopher, anthropologist and sociologist. He is best known

for his work in the field of science and technology studies. Latour argues that technology

is “society made durable” (Latour, 1990) in the sense that a purely social world can never

exist. The assemblage of a heterogeneous network of humans and non-humans is what

produces stability. The example he brings up is that of a door. If a door is removed, a sig-

nificant amount of work would be required by the human to fulfill the same purpose. A

new hole would need to be made and bricked back up to go indoors. With the door, one is

able to walk in through the combined efforts of both the human and the non-human. To
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go through, the door must present itself in a way that it can be opened AND the human

must interact with it in a specific way to open it. According to Latour, the symmetry of this

encounter is what creates stability in society.

Peter-Paul Verbeek is a Dutch philosopher who also has written extensively on the role of

technology in society, following Ihde’s lead. In his book “Moralizing Technology: Under-

standing and Designing the Morality of Things”, Verbeek proposes an ethical framework

for designing technologies which takes into account both human values and technological

capabilities (Verbeek, 2011). He argues that technologies should not only serve utilitarian

purposes but also take into account moral considerations such as justice, fairness, auton-

omy and responsibility. By doing so, he believes we can create more meaningful relation-

ships between humans and their environment through technology.

Both philosophers revisit the idea already present in Heidegger and Ihde, that technology

is not just a means to an end, but it also shapes the way we live in society, thereby defin-

ing our reality. According to this post-phenomenological view of technology, there is no

separation between the human and the non-human, rather a mediation. Under these as-

sumptions, what can be said about computing technology? In what mediating relationship

do humans and computers stand in the context of creative practices? In what way does the

mediation afforded by a brush differ from that afforded by a computer? The next subsec-

tions address these question with particular focus on the impact that different approaches

to computation affect the creative process.

2.2.3 Good old-fashioned AI

The debate about whether machines can produce anything new at all dates back to Charles

Babbage’s invention. According to a famous passage from Ada Lovelace’s notes: “[t]he

Analytical Engine has no pretensions whatever to originate anything. It can do whatever
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Figure 2.1: Physical representation of Turing’s machine, an iconic device that exemplifies the principles of early computing.

we know how to order it to perform” (Menabrea et al., 1843, Note G). On the other hand,

Turing (1950) thought that ultimately, robots might be able to simulate human-like rea-

soning to the point that a human would not be able to tell the difference. Turing’s proto-

typical computer, much like Babbage’s analytical engine, is a symbol manipulator (2.1). It

adheres to the operator’s set of rules (i.e. program) when reading and writing characters to

an infinitely long tape. Its working effectively embodies CT, in the sense that crisp rules

govern the process to a unique conclusion or result that is deduced analytically from the

premises.

Even today, it is not uncommon to hear the analogy between a computer and a human

mind. In the early days of computer history, Turing was perhaps the first to assimilate hu-

man thinking as computation: a man provided with paper, pencil, and rubber, and subject

to strict discipline, is in effect a universal machine (Turing, 1937). After him, many were

fascinated by the possibility that through this new technology we could automate even

a part of our cognitive processes. Turing’s vision launched an entirely new area of study

known as Artificial Intelligence (AI).

39



The origins of AI are widely attributed to the Dartmouth College Conference, which

took place during the summer of 1956. This gathering brought together a group of no-

table scientists, including JohnMcCarthy, MarvinMinsky, Nathaniel Rochester, and

Claude Shannon, to explore the possibility of creating machines that could emulate hu-

man thought processes. The conference was grounded in the philosophical concepts put

forth by Turing, which posited that computers could be programmed to solve problems us-

ing methods akin to those employed by humans. The ideas generated at this event laid the

foundation for much of the subsequent research in the field of AI.

The era of AI research that followed the Dartmouth College Conference is commonly

known as Good Old-Fashioned Artificial Intelligence (GOFAI). During this period, re-

searchers focused on symbolic reasoning and problem-solving. The outcomes of their inves-

tigations laid the groundwork for modern AI technologies, which have found application

in various domains. However, the GOFAI approach also encountered opposition and criti-

cism. Some scholars raised objections, particularly in light of the emergence of PT and the

fallacies of CT that it exposed. In fact, some of the issues associated with CT are directly

linked to those presented by GOFAI.

1. According to Searle (1980) and his Chinese room thought experiment, symbolic sys-

tems just need knowledge of the proper rules of manipulation rather than necessarily

requiring comprehension of the symbolic references.

2. Since it is unable to determine how each new piece of information connects to a par-

ticular idea, GOFAI is constrained in its ability to update its opinions about preexist-

ing concepts. As the number of concepts grows, the combinatorial explosion makes

the issue impossible to solve with logic alone. This is referred to as the frame problem

(Dennett, 1984) and is an epistemological byproduct of Plato’s problem, discussed
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in 2.1.1 and the problem of ignorance and error.

3. Symbolic reasoning “sustains no creative inductions, no genuinely new knowledge,

and no conceptual discoveries” (Gärdenfors, 2000, p. 211). This is because “the epis-

temological origins of the initial logical predicates is never addressed” (Gärdenfors,

2000, p. 211). This echoes Lovelace’s intuition that the machine only can produce

what we ask it to, it does not question if the instructions have a valid reference to the

world.

4. The rigidity of the definitional approach adopted by GOFAI and its reliance on

analytic processes makes it unfit to model conceptual fuzziness and graded catego-

rization. The first prototype theorists (Oden, 1977; Rosch &Mervis, 1975) suggest

fuzzy-set theory as a complementary theory to PT that could better model such phe-

nomena.

Overall, the successes of GOFAI are still to be praised. Perhaps among the many achieve-

ments of the program, the most remarkable was to beat a human at chess. It is the case of

IBM’s Deep Blue, a supercomputer that was first defeated by Kasparov 4-2 in 1996, but

then won in a rematch only a year later by 3½–2½.

GOFAI’s attempts at generating original media are numerous and span multiple do-

mains. For example, it is widely accepted that the 1957 string quartet composition Illiac

Suite, later known as String Quartet No. 4, was the first musical score created using an elec-

tronic computer. Lejaren Hiller and Leonard Isaacson worked together to create the com-

positional material using the ILLIAC I computer at the University of Illinois at Urbana-

Champaign, where both authors were professors (Hillier & Isaacson, 1959).

The piece is divided into four movements, each of which corresponds to one of four ex-

periments: the first movement deals with the creation of cantus firmi, the second with the
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generation of four-voice segments using a variety of rules, the third with rhythm, dynam-

ics, and playing instructions, and the fourth with a variety of models and probabilities for

generative grammars andMarkov chains (Hillier & Isaacson, 1959). The use of pseudo-

randomness combined with rules is one of the ways in which GOFAI is able to explore

novel combinations while still maintaining an overall structure. The same approach is also

found in the visual arts, where some of the philosophical ideas attuned to GOFAI and CT

set in motion a newmovement.

2.2.4 The birth of generative art

In parallel to the AI advancements discussed in the previous section, the visual arts com-

munity also embraced forms of computation. TheGenerative Art movement began in the

1960s and has since become an important part of contemporary art. It is a form of art that

uses computer algorithms to create unique works, often with unpredictable (but deter-

ministic) results. Its origin is specifically linked with the appearance of the programmable

plotter, a machine capable of drawing on paper following procedural instructions.

The main exponents of generative art are artists such as ManfredMohr, Frieder Nake,

Georg Nees, and A. Michael Noll. The movement started in the late 1960s when these

artists began experimenting with plotters to create visual art, inspired by the philosophy

of German philosopher and mathematicianMax Bense. His work focused on the idea that

art should be generated and evaluated with mathematical principles (Nake, 2012). Rather

than relying on traditional artistic sensitivity, he advocates for information aesthetics, an in-

terdisciplinary concept of developing exact, scientific measures for introducing objectivity

into aesthetics (Klütsch, 2012; Nake, 2012). He argued that this approach would allow for

greater creativity and expression in art, as well as providing an opportunity to explore new

forms of aesthetic experience.
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Figure 2.2: Image of the ZuseGraphomat Z64 plotter, a versatile device originally designed for technical drawing and other

industrial applications. However, some artists and designers repurposed the plotter for creating generative art, a style of

art that relies on algorithms andmathematical formulas to generate complex patterns and designs.

Early in 1965, Bense’s lecture rooms hosted the first-ever display of computer-generated

art, featuring a dozen or so abstract, black-and-white designs created algorithmically by

Nees on the recently released Zuse Graphomat Z64 plotter (fig. 2.2) (Klütsch, 2012). Just

as those lithic tools from 40 kyr ago (Rodríguez-Vidal et al., 2014), the plotter has been

repurposed for non-utilitarian use, an analogy that holds in the form but perhaps not in the

content. Ihde would argue that a lithic tool affords a substantially different mediation from

that of a plotter. Indeed the rock would not carve a wall without being attached to a hand,

yet for a plotter it is only necessary to input the code and press a button. In other words,
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Figure 2.3: From left to right, top to bottom: “Hommage à Paul Klee” by Frieder Nake (1965), “Walk-Through-Raster” by

Frieder Nake (1966), “23-Ecke” by Georg Nees (1965), “Shotter” by Georg Nees (1968). These four artworks are a selec-

tion of some of the landmarks in the history of computer-generated art, featuring intricate geometric patterns and designs

generated by algorithms programmed by the artists. The artworks represent a significant milestone in the development of

digital art and design, showcasing the potential of computers as a tool for artistic expression.
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the actions of the author on the plotter affect the output only indirectly.

A post-phenomenological reflection is due here. GOFAI and the trend of symbolic rea-

soning offer a new way to see the world: as computation. Analytical thinking is in many

ways married to CT as discussed earlier, so Bense’s attempt to define aesthetics objectively

(Klütsch, 2012; Nake, 2012) falls perfectly in line with the program. He is seeking a for-

mal definition of Beauty, with necessary conditions for its application. The generative art

movement is set out to expose the aesthetics of mathematics, logic and computation.

Conceptually, this was perceived both as strength and weakness in the early days of gen-

erative art. The innovative aspect in these artistic designs was the focus on the process, as

Nake puts it: “The individual human subject simply did not exist anymore, once he or she

had set the boundary conditions for the image to be computed” (Nake, 2010, p. 62). How-

ever, to the audience this may not be obvious by just looking at the output (some exam-

ples presented in Figure 2.3) and at Bense’s exhibitions the reactions were intense (Klütsch,

2012). To appreciate this kind of artwork one must understand the relationship between

the author, the program and the machine that produced it.

While the human-technology relation in generative art is not entirely dissimilar to the

“human-pencil-paper” combination, the programmable plotter introduces a level of abstrac-

tion (i.e. the program) that is understood by the functioning of the plotter. Much like La-

tour’s door (Latour, 1990), it is through the effort of both the human symbolic abstraction

and the machine’s embedded compatibility with it that these generative designs come into

being. It is important to note that computer code is a necessary abstraction when using a

plotter: it is perfectly possible to draw geometrical shapes using a pencil without knowing a

formal procedure that generates them, but the same is not true for a plotter. This necessity

shifts the attention towards the technology itself, leaving the output as an indirect byprod-

uct of the interaction.

45



Figure 2.4: Image of Rosenblatt’s first model of artificial neural network, a groundbreaking concept in the field of AI. The

image showcases the basic architecture of the model, which comprises input nodes, output nodes, and hidden nodes that

process and transmit information between them. The model was designed to simulate the behavior of biological neurons,

and has since become a foundational concept in the development of machine learning and neural networks.

2.2.5 A bio-inspired mind

Alongside GOFAI another stream of research was concerned with a different agenda: mod-

eling the biology of a human brain as a network of its primary components, the neurons.

The perceptron, developed by Rosenblatt (1958), is considered to be the first formalization

of a neural network, although at the time it did not receive much attention. Two decades

later, in light of the criticisms directed towards CT and the GOFAI approach, a new stream

of researchers set out to explore the use of neural networks as alternative implementation

of human cognition. This scientific agenda is known as connectionism, a branch of cog-

nitive science that emerged in the 1980s. Connectionism is based on the idea that mental

processes can be implemented as networks of interconnected neurons. Some of the main ex-

ponents of connectionism are David Rumelhart, James McClelland, and Geoffrey Hinton.

Connectionism embraces a biologically-inspired framework of the mind, diverging from

the logical model prevalent in GOFAI. The primary objective of this research endeavor is to

comprehend human cognitive processes through simulation rather than the development
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of thinking machines. This perspective, commonly known as weak-AI, stands in contrast

to strong-AI, which is dedicated to attaining Artificial General Intelligence (AGI).

Within a neural network, each neuron operates autonomously, resulting in decisions

that are inherently local. Consequently, interpreting the values of individual neurons be-

comes challenging. This intrinsic locality attribute contributes to the limited dependability

of neural networks in performing logical operations, a limitation that persists to this day.

For example, Brown et al. (2020), state “GPT-3 achieves 21.3% accuracy at single digit com-

bined operations (for example, 9*(7+5))”. This should not be surprising because GPT is

not intended to be used as a calculator, rather capture probabilistic features of language

tokens and their relationships with other tokens.

Connectionism asserts that cognition can be understood as an emergent property of

neural networks, which can learn to recognize patterns in data through backpropagation.

This process involves adjusting the weights between neurons to minimize prediction errors.

According to connectionists, this type of learning enables neural networks to generalize

from examples, making themmore powerful than traditional symbolic models that rely on

explicit rules.

These claims have been supported by numerous studies conducted over the past few

decades. For example, Rumelhart et al. (1987) demonstrated how backpropagation could

be used to train a network to recognize handwritten digits with high accuracy. Similarly,

Waibel et al. (1989) showed how neural networks could be used to recognize phonemes for

speech recognition. Finally, McClelland et al (1987) demonstrated how a network could be

trained to recognize the structure of sentences in natural language. These studies provide

evidence that neural networks can learn complex patterns from data and generalize them to

new situations, making them powerful tools for solving cognitive tasks.

Parallel distributed processing, as advocated byMcClelland and Rumelhart, defines a dif-
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ferent computing paradigm that contrasts the established GOFAI approach. Much like CT

and PT, the two schools rely on different assumptions about how concepts should be repre-

sented. In practical terms, the GOFAI approach was at the time much more developed and

established due to its commercialization, while parallel processing hardware was complex,

expensive and relegated to research. The first wave of excitement about neural networks

was primarily due their scientific explanatory power into the biology of the brain, but the

high computational cost, their complexity and unpredictability kept the enthusiasm at bay,

at least until the early ’00s.

2.2.6 Hybrid theories

A compelling hybrid theory has been proposed by Gärdenfors (2000). The author posits

that concept formation cannot be accurately depicted by either the GOFAI or connection-

ist approach, as neither adequately addresses the concept of similarity. Gärdenfors recom-

mends incorporating a third intermediate layer that utilizes geometric structures to better

model similarity relations. In this framework, concept formation is closely associated with

identifying convex regions in space, as demonstrated in Figure 2.5. While convex regions

arise from physical properties such as color or shape for raw perceptual dimensions, the

same cannot be assured for abstract dimensions like Justice or Honesty. The fact that

convex regions are found for a given conceptual space validates the conceptual-space and

its dimensions, but this might lead to confirmation bias (see the swans example in Section

2.1.2).

In spite of its shortcomings, Gärdenfors (2000) theory of conceptual spaces still pro-

vides great insights into modern AI. A growing number of authors made attempts to inte-

grate symbolic reasoning and deep learning, employing different strategies which, can be

grouped into “semantic characterizations (i.e., define a logic whose formulas capture deep
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Figure 2.5: Image illustrating Gärdenfors’s conceptual space of colors, a theoretical model that organizes colors based on

their perceptual and conceptual properties. The image focuses on the convex subset region that represents the diverse

range of skin tones, highlighting the potential of themodel for understanding and analyzing color perception and represen-

tation.

learning), constrained learning (i.e., integrate symbolic constraints in deep learning), and hy-

brid methods (allow neural computations and symbolic reasoning to co-exist separately, to

enjoy the strengths of both worlds)” (Fuxjaeger & Belle, 2019, p. 1). Some of these architec-

tures, such as the neuro-symbolic concept learner byMao et al. (2019), may be considered

almost direct implementations of Gärdenfors’ framework.

The intuition that concepts may be described by topological properties finds at least

partial confirmation in the reliance of modern deep learning on the idea of latent space.

Latent spaces are in fact topological entities that encode training data to a space with less

dimensions, a process that may be considered a form of compression and abstraction. The

last decade has seen remarkable development in the understanding of latent spaces and their

application.
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2.2.7 Deep learning

A new wave of research on neural networks came around in the early 2010s, also known as

Deep Learning (DL). DL is a subset of Machine Learning (ML) that uses neural networks

with numerous layers to learn from data and make decisions. Since then, it has become one

of the most popular and influential fields in AI research, with an exponential growth in

the number of papers published every year (Krenn et al., 2022). Geoffrey Hinton, Yann

LeCun and Yoshua Bengio were credited as its founding fathers and received the ACM

A.M. Turing Award in 2018 for their contribution.

Deep Learning algorithms are used for various tasks such as image recognition, natural

language processing (NLP), speech recognition, autonomous driving and robotics. The

major achievements of DL include breakthroughs in computer vision tasks such as object

detection and segmentation; NLP tasks such as machine translation; speech recognition

tasks such as automatic speech recognition; and reinforcement learning tasks such as game

playing.

One of the most influential papers in the field was published by Hinton et al. in 2006

titled “A Fast Learning Algorithm for Deep Belief Nets”. This paper introduced a new algo-

rithm called deep belief netswhich allowed for faster training times than traditional neural

networks. This paper laid the foundation for many subsequent advances in deep learning

research.

Krizhevsky et al. (2012) published a paper titled “ImageNet Classification with Deep

Convolutional Neural Networks” which introduced the AlexNet architecture. This paper

demonstrated that deep learning could be used to achieve state-of-the-art performance on

image classification tasks. This breakthrough was followed by many other papers in the

field, such as Szegedy et al.’s 2014 paper “Going Deeper with Convolutions” and He et al.’s
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2015 paper “Deep Residual Learning for Image Recognition”, which further improved the

performance of deep learning models on image recognition tasks.

In 2016, Google Brain researchers published a foundational paper titled “Attention Is

All You Need” which proposed a new type of neural network called Transformer (Vaswani

et al., 2017). This model was able to achieve state-of-the-art results on various NLP tasks

such as machine translation and text summarization without using any recurrent layers

or convolutions. One of the key aspects that this architecture introduces is the concept

of self-attention. Self-attention layers learn how different elements in a sequence are re-

lated (or unrelated) to other elements. Compared to recursive neural networks (RNNs)

the transformer-attention architecture processes sentences all at once, rather than word by

word, which allows for better parallelization, leading to more efficient training and infer-

ence time.

In light of what has been discussed about compositionality in the previous section, it

is worth noting that self-attention in seq2seq (transformers) models seems to capture at

least some aspects of language compositionality. From a theoretical standpoint, token em-

bedding dimensions as intended in DL could be assimilated to Jackendoff’s semantic fields

that are described by probability distributions. Self-attention in neural networks is able to

capture only salient relationships between tokens in a sequence therefore enabling specific

inter-dependent predictions starting from any pair of tokens.

These achievements mark a trend that has been on rise for almost two decades. One of

the factors that contributed to this upward trend is also the increased accessibility of hard-

ware that can afford the kind of computation neural networks require. In the early 2000s a

small number of academics began looking into the use of graphics processing units (GPUs)

for DL algorithms (another lithic tool gets repurposed!). These devices are well suited for

it despite being initially created for rendering graphics because they are engineered to run

51



mathematical operations of linear algebra (matrix multiplications, vector dot products,

etc...) leveraging parallel computation.

Another fundamental contributing factor is the availability of large amounts of data and

metadata in digital form accessible through the internet. TheWeb 2.0 era allowed for users

to become producers of their own media through mobile phones, flooding the internet

with user generated content. This perhaps commercially driven push towards ML-based

data analysis stimulated innovation aimed at dealing with the scale and magnitude of the

accumulated information. In fact, a defining characteristic of popular DL tools of today is

precisely that they have been learning at massive scale. Such is the case for GPT3, trained on

45TB of text data, or Stable Diffusion, trained on 5.85B images.

These factors, and possibly many others, have lead us to the tools we have today which

are based on deep learning. Of particular interest for creativity studies is the subfield of

Generative Deep Learning (GDL), which is particularly concerned with deep learning mod-

els that can generate output rather than simply classify data.

GDL offers a novel method for creating unique artifacts. The generated content re-

tains a consistent set of characteristics, such as a face, while allowing for variations from

the original training dataset, such as altering the hairstyle or transforming a frown into a

smile (Pumarola et al., 2019). An additional advantage of GDL is that these large unsu-

pervised models can extract features without requiring an annotated dataset. For instance,

the authors of StyleGAN2 assert: “the new architecture leads to an automatically learned,

unsupervised separation of high-level attributes” (Karras et al., 2018). In practice, unsuper-

vised learning enables Deep Neural Networks (DNNs) to process extensive corpora of text,

images, or sounds and acquire a set of parameters that can be modified and employed for

synthesizing new outputs.

The precise nature of these parameters learned by DNNs remains somewhat elusive, par-
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ticularly given the challenges that TOCs face in defining concepts and their properties. At

the most basic level, it can be inferred that these parameters represent the properties and

compositional relations (utilizing self-attention) of the input data they aim to replicate.

However, questions arise regarding howDNNs extract these dimensions, the meaning of

concept learning in this context, and whether this process can be deemed inherently cre-

ative (Hoorn, 2023).

2.2.8 Non-human creativity

The creative process requires a medium: when we create, we always create something. Cre-

ative artifacts exist in relation to their supporting technology and are therefore bound to

the support’s affordances. When a new technology emerges, the exploration of its novel

affordances might bring disruption in what an audience believes it means to be creative. In

many cases, the introduction of a new technology also produces a shift in the aesthetic sen-

sitivity, and sometimes even assembles a new community of reference. As the progress of

technology becomes part of the background of our society, the audience will naturally shift

the selection criteria for what is considered novel and valuable.

Indeed, any attempt to create an intensional definition for the term creativitymay neces-

sitate an audience of reference responsible for evaluating specific attributes such as novelty

or value (Boden, 2003; Newell et al., 1959; Rhodes, 1961). Similar to Meno (see Section

2.1.1), the audience may encounter difficulties in formulating such definitions. Conse-

quently, differing perceptions of novelty and valuemay arise among various audiences. It

appears nearly inescapable that, when discussing creativity, we must accept an extensional

definition and acknowledge that evaluations of creative output will invariably reflect hu-

man bias (Hoorn, 2023).

Over the past two decades, advancements in computing technology have led to several
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modifications in how creativity is assessed. The Computational Creativity (CC) commu-

nity has revisited the concept of creativity to accommodate non-human artifacts: “[t]he

performance of tasks which, if performed by a human, would be deemed creative” (Wig-

gins, 2006a, p. 451). This criterion is agent-agnostic and focuses solely on the output. The

underlying assumption is that different instances of the creative process will generate arti-

facts with varying creative value. Colton also asserts: “While it is not a necessary require-

ment, there is an implicit assumption that to produce the most pleasing artefacts, aspects of

human creative behaviour will have to be simulated” (Colton, 2008, p. 1).

However, a certain ambiguity arises when attributing creative qualities to artificial agents

based solely on their output. Notably, AlphaGo’s (Silver et al., 2016) move 37 was met

with astonishment by commentators, the audience, and Sedol himself. This move could

arguably be considered creative, but it did not originate from a simulation of human Go-

playing strategies1. AlphaGo Zero (Silver et al., 2017) surpassed AlphaGo by eliminating

human bias and relying solely on self-play to develop its strategies. Nevertheless, an agent

must incorporate a minimal set of assumptions about the world, which will determine the

potential or desired outcomes. Even in the case of AlphaGo Zero, which was not exposed

to human gameplay during training, the rules of Go constitute the minimal instructions

required for task performance. Once this space is defined and explored by an agent without

human intervention, non-human solutions that could be deemed creative may emerge.

As counter argument, it is then fair to ask whether AlphaGo’s move 37 can be deemed

as not creative. After all it is the algorithm’s goal to explore game-winning strategies, the

fact that it came up with its own distinctive ones is in line with the instructions it was given,

how is this surprising? From this perspective, move 37 may be considered just a display of

an alienway of thinking (Fazi, 2018) that perhaps just is to be deemed as intelligent rather

1This may be the reason for AlphaGo’s success and why these moves were considered novel
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than creative. Furthermore, AlphaGo’s alien strategies may not be of any value to humans,

since we do not have the computing power in our brains to come up with those moves our-

selves.

We meet here at an ontological fork in the road. What does it mean for a technology to

be described as creative? Is it something about the form of its internal processes? Or is it

just about the judgment of its output by experts? How does the human interaction with

technology come into play? The field of CC has been trying to address these theoretical

questions and provide space for technical solutions to be shared and discussed. In order to

better understand the discourse around computational creativity and its reception of the

probabilistic turn, a systematic literature review has been conducted.

2.2.9 Computational creativity: a systematic literature review

The systematic literature review presented in this section has two main purposes. The first

one is to identify the research questions and topics discussed in the field and the second is

to expose the effects of current shift towards probabilistic models in CC.

The corpus of 386 papers under review has been retrieved from Scopus search using the

query string KEY("computational creativity") as of March 2023. The full reference,

abstract and number of citations of each paper has been retrieved via API using custom

code provided in Appendix A. The papers in the corpus were categorized according to three

dimensions:

• The medium addressed in the paper. The list of possible choices of medium has been
defined as:

– Nomedium
– Visual, images and movies
– Music and musical composition
– Design, urban design, architecture
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– Writing, narrative and language
– Game design
– Concepts
– Culinary recipes
– Multi-modal

• The theoretical scope of the paper:

– Evaluation: the paper discusses the evaluation of artifacts.
– Theory: the paper discusses a particular theory or hypothesis about creativity.
– System: the paper presents a technical implementation of a specific creative
system.

– Other: the scope of the paper does not fit any of the other categories.

• The computational approach adopted or discussed in the paper:

– Rule-based: these are methods that follow deterministic rules and definitions,
such as expert systems.

– Evolutionary algorithms: genetic algorithms and other methods inspired by
evolution.

– Data-driven: this includes deep learning, machine learning and other proba-
bility based approaches.

– Other: the paper does not belong to any of the above or there is no specific
approach.

The categorization process utilized can be summarized as follows:

1. Skim all papers and identify the categories listed above.

2. Ask GPT3.5 to categorize each paper and provide an explanation for its choices.

3. Review categorization, assess accuracy, adjust if necessary.

The use of GPT3.5 to support the categorization task is to be considered mostly as an

exploration of the capabilities of this tool, rather than a validation. In fact, a preliminary

categorization exercise was already performed in early 2020 at the beginning of my doc-

toral journey. The addition of this intermediate step was inspired by the curiosity of how
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Figure2.6:Horizontalbarchartdepicting thedistributionofScope in thesystematic literaturereview. TheX-axis represents

the frequency of occurrences. The chart highlights the variation in the distribution of Scope among the papers reviewed,

providing insights into research focus of the literature in the field.

accurate GPT’s categorization might be, given that traditional methods such as topic mod-

eling did not yield satisfying results. GPT was tasked with assigning to each paper a value

for each of the dimensions specified above (the prompt used can be found in appendix A).

After reviewing the assigned, GPT’s classification was given a score from 0 to 3 based on

howmany dimensions were considered correct. According to this measurement, GPT’s

accuracy over the whole corpus was≈ 88%. Considering that GPT did not have visibility

over the full text of each paper and that some abstracts did not have all the information re-

quired to make an accurate judgment, this method proved to be rather effective in assisting

to categorize the corpus, especially for those cases that are relatively straightforward.

Figure 2.6 and 2.7 summarize the number of papers by scope and media respectively.

Over half (≈55%) of the papers examined discuss the implementation of a specific system,
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Figure 2.7: Horizontal bar chart depicting the distribution ofMedium in the systematic literature review. The X-axis rep-

resents the frequency of occurrences. The chart highlights the variation in the distribution ofMedium among the papers

reviewed, providing insights into the domains and topics of the literature in the field.

indicating that the community provides space for practical experimentation. The rest of

the papers address theoretical issues regarding either creativity itself (≈26%), the topic of

evaluation of creativity (≈8%), and other topics such as reviews of the field or historical

perspectives (≈10%). As for the media distribution, the top three are unsurprisingly lan-

guage (≈25%), images (≈18%) and music (≈11%), followed closely by design (≈8%), game

design (≈8%) and concepts (≈6%, mostly discussing conceptual blending). Not all papers

discuss creativity within the context of a specific medium, 16% of them take a more abstract

approach and focus on exploring creativity purely from a theoretical standpoint. Further

analysis of the breakdown shown in Figure 2.8 summarizes the medium based on each of

the identified scopes. As expected, most theory papers do not discuss a specific medium,

rather tackle the topic of creativity as an abstract process, disentangled from a specific ap-
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Figure 2.8: Vertical bar chart illustrating the breakdown of each Scope byMedium in the corpus of papers. The chart reveals

trends and patterns in the literature based on Scope.

plication. The majority of papers discussing evaluation of creativity, however, seem to be

primarily situated in a specific domain, with only 5 papers identified as addressing the topic

without focusing on a medium.

Figure 2.9 displays the number of papers adopting a specific approach, broken down by

year. This chart is particularly interesting in relation to the probabilistic trend emerging

in recent years. The sharp decline of rule-based approach papers makes space to new dis-

cussions around data-driven methods. This trend also produces a shift in the scope of the

papers, as shown in 2.10. It seems that not as many new system implementations have been

produced in the last 4 years as in the previous years, but instead the discussion seems to

have shifted towards theory and evaluation of systems that are not built by the community

but are publicly available, such as GPT (Radford et al., 2019). The different ratio between

the amount of systems and the amount of papers discussing theory or evaluation across
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Figure 2.9: Vertical bar chart illustrating the breakdown of each computational Approach by Year in the corpus of papers.

The chart reveals trends and patterns in the literature based on Approach over time, providing insights into the evolution

and focus of computational methods in the field.

different approaches is also noticeable in the breakdown presented in 2.11, which seems to

confirm this intuition.

What does this mean for the CC community and the future of research in this field? If

this trend continues, it is plausible that the community will develop a deeper understand-

ing of howDL systems fit into the creative process. It is also possible that the ecosystem

of computational creativity will display less diversity in the range of tools used, as the big

players converge towards a fully multi-modal experience, such as the one offered by GPT4.

Perhaps this will allow the community to focus on questions regarding the implications of

using these tools in our everyday life. In any case, it seems evident from this data that, in

the last 4 years, the field has witnessed a sharp turn towards a new form of computational

creativity, which is not implemented directly by the community itself. Academic research is

perhaps now chasing the forefront of development rather than leading it.
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Figure 2.10: Vertical bar chart illustrating the breakdown of each Scope by Year in the corpus of papers. The chart reveals

trends and patterns in the literature based on Scope over time, providing insights into the evolution and focus of the field.

Figure 2.11: Vertical bar chart illustrating the breakdown of each computational Approach by Scope in the corpus of papers.

The chart reveals trends and patterns of research focus based on computational Approach.
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2.3 Summary

This literature review addressed several bodies of work in different fields with broad strokes,

attempting to find trans-disciplinary links between them. It highlighted possible links be-

tween the study of conceptual categorization in humans, different approaches to AI and

the post-phenomenological view of technology. It also exposed the DL trend that is un-

folding in the field of CC, which arguably embeds a theory of concept of its own. This re-

view also shows the possibility for a fruitful encounter between the post-phenomenological

view of technology and non-human creativity theory, which so far has not been explored,

to the best of my knowledge. In the next chapter I will attempt to frame the different ap-

proaches to AI and their underlying assumptions about what concepts are under the post-

phenomenological interpretation, with specific focus on technologies that mediate human

creativity.
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Definitions get you into that time trap, and I’m very

much more process-focused. Take Lucy, for example. Lucy

is famous largely because she has almost a total skeleton.

The more sophisticated we get with instruments, the more

we can find out. Through CT scans of her skeleton, they

now think she died falling out of a tree because of the way

her bones are broken. If nineteenth and twentieth century

technologies can retroactively transform our bodiment,

what then do the technologies we now use do?

Don Ihde 3
Methodology

Two things should be evident at this point. First, that there is a fundamental distinction

between the rule-based and the data-driven approach, and that this distinction is grounded

in the different TOCs that they subscribe to. Second, that there is a growing trend shifting

the attention towards data-driven technologies. This chapter presents the methodology (see

Figure 3.1) and the theoretical framework used in this thesis to investigate the impact of

this trend on the creative process.

To understand the impact of the current data-driven trend on the creative process, this

research starts by establishing a theoretical framework capable of addressing the distinc-

tion, within the context of the creative process. The next step is to identify critical factors

of concept representation in data-driven technologies. This is accomplished in the first and
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Figure 3.1: The diagram shows the different components of themethodology and their connections.

second study using qualitative research. The identified critical factors are then investigated

in the third study through quantitative methods. The theoretical framework is also used to

analyze each study and gain further insights.

3.1 Technological mediation

The methodology employed in this doctoral thesis is firmly grounded in post-phenomenology,

a philosophy of technology that understands technologies in light of how they mediate

human-world relations by co-constituting the subjectivity and objectivity of experience

(Rosenberger & Verbeek, 2015). As discussed in the previous chapter, addressing compu-

tational creativity under this perspective proves valuable, as it offers a robust framework

for analyzing and interpreting the intricate relationships between technology, human ex-

perience, and the social context. Moreover, it can accommodate a wide variety of possible

relations between humans, technology, and the creative process.

64



In this section, the application of mediation theory is explored as a means to provide

a comprehensive understanding of both the GOFAI-CT (Good Old-Fashioned Artifi-

cial Intelligence and Classical Theory) paradigm and the PT-DL (Prototype Theory and

Deep Learning) approach. Mediation theory, as proposed by Ihde (1990), offers a system-

atic framework to analyze the interaction between human cognition, technology, and the

world, making it a suitable lens through which to examine these two distinct paradigms in

the field of artificial intelligence and cognitive science. Ihde’s schematization of mediation

can be summarized as follows:

• Unmediated perception: I—World

• Mediated perception: I—Technology—World

He provides an account of four fundamental types of relations in which humans, tech-

nology and the world stand in specific relation to one another, summarized in Table 3.1.

In embodiment relations, technologies unite with a person and point their unity outward

at the outside world. For example, we talk on the phone with other people rather than to

the phone itself, and we view objects through a microscope rather than at it. As defined by

Ihde, hermeneutic relations are those in which people interpret how technologies reflect the

world, such as anMRI scan that depicts brain activity or a metal detector’s beeping that

denotes the presence of metal. In this situation, technology unites with the environment

rather than the person using it. People are drawn to the ways that technology depicts the

universe. In a third category of human-technology-world relations, which Ihde refers to as

the alterity relation, people engage in technological contact with the outside world acting

as a backdrop. Instances include interacting with robots, withdrawing cash from an ATM,

and using machinery. In actuality, one of the major areas of interaction design can be seen

as this relationship. Fourth, Ihde makes a distinction between the background connection
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and how technologies frame human experiences and behaviors. In each of these instances,

technology is a context for human existence rather than being directly experienced by the

user. The sounds of air conditioners and refrigerators, the cool air from heating systems,

the warm air from heating installations, the notification sounds from cellphones during a

conversation.

Name Form Definition Examples

Mediated
Embodied

(I — T)→W Broaden the area of sensitivity
of our bodies to the world

Glasses, a dental probe, a
paintbrush

Mediated
Hermeneutic

I→ (T—W) Provide a representation of
the world that we need to
interpret

Thermometer, watch

Alterity I→T (—W) Humans are related to or with
technology as a quasi-other

ATM, robots

Background I (— T /W) Shapes the context of our
experience in a way that is not
consciously experienced

Refrigerators, central heat-
ing system

Table 3.1: Asummary of the relations types proposed by (Ihde, 1990) and their formalization. In the examples in the second

column, I represents the human, T stands for Technology, andW refers toWorld.

The theory also comes with notation system defined as follows:

— simple connections between entities

→ interpretation of one by the other

( ) being experienced together

/ being in the background of another entity

[ ] being already contextualized in some way before being processed

As a starting point, a possible formulation of the embodied relations examples intro-

duced in the previous chapter could be:
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• (I — Pencil) →Drawing

• (I —Door Handle)→Door

Such relations describe the tools used as being ready-at-hand, as if they are becoming a

direct extension of our bodies. Through this symbiosis between the human and the non-

human we can act on the world and realize the potential of the object of our attention

(Drawing and Door).

When observing a human interaction with a computer or a plotter under the mediation

theory lens, we could describe it as an alterity relation:

• I→Computer (—Result)

• I→ Plotter (— Printed Design)

In alterity relations, human attention is directed towards the tool itself, as we need to

interpret (→) its interface to obtain the desired output. These relationships could be ex-

panded further, taking into consideration that alterity relations require the technology to

exhibit some form of autonomy, or else there is no possibility of interaction with a quasi-

other. In literature, this idea has been discussed in various forms by different authors. Eede

(2010) provides an overview of the different notions of transparency and opacity, as dis-

cussed in various strands of post-phenomenology.

Discussing Ihde, the author suggests that “in the case of embodiment relations— Ihde

partly builds upon Heidegger’s tool analysis here — a technology must be transparent

enough, that is, to the person embodying it, for one to be able to embody it” (Eede, 2010,

p. 148). Eede continues: “with alterity relations, the transparency moves even further

away—here the human interacts with the technology itself. The technology has thus be-

come opaque” (Eede, 2010, p.149). This technological opacity is effectively overlapping

with the idea of autonomy in the sense that if a technology is experienced as a quasi-other
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then the human does not need to see through it. Furthermore, “in background relations,

Ihde (1990, p.109) says, […] the role of background presence is not displaying either what I

have termed a transparency or an opacity. Instead, here the technology is, phenomenologi-

cally speaking, present as an absence” (Eede, 2010, p. 149). By looking at what is acting in

the background of alterity relations we can gain a more detailed understanding of how the

technology interprets human behavior. Here is a potential expansion:

• I→Computer / (CPU→ [Computation]) (—Result)

• I→ Plotter / (PlotterSoftware→ [Design]) (— Printed Design)

For example, when we ask a Computer to calculate 5 + 8, the symbols have to first be

translated into the corresponding operations that are needed for the CPU to produce the

result. This involves transforming symbols representing decimal numbers into byte values,

allocating memory to store the result and possibly many other tasks that are not evident to

the human which could be considered as acting in the background (hence the / symbol).

The operator [] (contextualization) in this case effectively coincides with the programming

language interface used to express the computation. This hidden abstract layer between the

computer and the human is what enables the entire system to produce the result.

In a similar way when we try to describe a DL-PT typical interaction this expansion may

look like this:

• I→GPT / (Model→ [Language]) (—Response)

• I→ Stable Diffusion / (CLIP→ [Image Description]) (—Generated Image)

In the case of a language model such as GPT, the interface is simply natural language,

which is interpreted by the model. Similarly for large diffusion models in a text-to-image

pipeline, CLIP first translates the description into a latent space vector which then is used

to guide the diffusion. What does the operator [] stand for in this case? It seems that this
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step is where the difference in the two approaches to computation lies. Instead of inter-

preters and compilers that translate the programs into machine instructions, this step

in neural networks is governed by statistical inference, which requires prior data (i.e. the

model weights). Referring back to Kant’s distinction discussed in Section 2.1.1, it could be

argued that, under the GOFAI paradigm, a machine uses formal logic, rules, and symbols

to return logical conclusions to our questions based on some initial definition: “Are bache-

lors married? False (Because you told me what a bachelor is, I have never actually seen one)”.

This contrasts with the deep learning data-driven approach, which relies on statistical mod-

els and data to make predictions, in a loose sense learning from experience1. Probabilistic

models typically represent information extracted during training as vectors in a high dimen-

sional space and operate through inference: “Are bachelors married? Probably not (Because

I have not seen a married bachelor yet)”.

This thesis explores the hypothesis that the two computational approaches play a role in

the technological mediation. To formalize this distinction, I introduce a new notation to

describe these two modalities of information processing:

• R[...] for rule-based (GOFAI-CT analytic) context and

• D[...] for data-driven (DL-PT synthetic) context

So we can now express all of the above without confusion:

• I→Computer / (CPU→R[Computation]) (—Result)

• I→ Plotter / (PlotterSoftware→R[Program]) (— Printed Design)

• I→ChatGPT / (Model→D[Question]) (— Answer)

• I→ Stable Diffusion / (CLIP→D[Image Description]) (—Generated Image)

1It would be controversial to claim that machines experience anything at all. Colton et al. (2020) pro-
vides an interesting perspective on this particular issue, yet this is beyond the scope of this section. The term
experience is only used as an analogy to facilitate the reader in understanding the different approaches that
GOFAI and DL are bound to.
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In prior studies addressing this matter, Benjamin et al. (2021) put forward an extension

of the post-phenomenological approach to characterizing machine learning, inspired by

Heidegger, Ihde (1990), and Rosenberger and Verbeek (2015). They suggest that, com-

pared to other forms of technological mediation, ML embeds an interpretation of the

world within the context of data. For example, the original version of CLIP has been trained

on “400 million (image, text) pairs collected from a variety of publicly available sources on

the Internet” (Radford et al., 2021, p. 3). As a result, the alignment between image and text

produced by that version is dependent on how the dataset is constructed and what it con-

tains. If there are no examples in Chinese, then D[Chinese] would simply “fail” silently, in

the sense that it would still generate an image, but the output will be poorly aligned with

the input prompt, as the system cannot make a well-informed guess.

Building upon the previous examples, it is possible to identify two distinct archetypes of

technological mediation that broadly correspond to the two computing paradigms under

investigation:

• GOFAI: Human→Technology / (Program→R[Input]) (—Output)

• DL: Human→Technology / (Model→D[Input]) (—Output)

This distinction and its notation shall serve in the coming chapters to discuss how the

two forms of contextualization affect the creative process. To understand how these opera-

tors influence the technological mediation, it is essential to see through an alterity relation’s

opacity and identify the nature of the contextualization (i.e., asking: R[] or D[]?). For exam-

ple, naive users may struggle to differentiate or see through the technological opacity of DL

tools due to their novelty and inherent non-logical nature.

Because this thesis is particularly concerned with the impact of these two types of tech-

nologies on the creative process, mediation theory is not sufficient to describe the entire
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picture. Addressing this challenge, the examination of various creativity theories and their

integration with mediation theory can provide valuable insights into the roles of R[] and

D[] within the creative process. The following section will present different theories of cre-

ativity and extend the theoretical framework just established, so that it can more accurately

and fruitfully describe the technological mediation that is typical of the creative process.

3.2 Creativity theories

As highlighted in the literature review of CC, the community has explored and analyzed

various ways to frame creativity. On one hand, some authors have discussed creativity as

a non-anthropocentric idealized process, such as search or formal combination making

(Besold, 2017; Hoorn, 2014; Wiggins, 2006a), while others have focused on the interac-

tion between human and non-human elements, addressing topics such as co-creation

and evaluation (Davis, 2016; Jordanous, 2012; Kantosalo, 2019; Saunders, 2012). Many

of these authors refer to well-known creativity theories in their arguments, attempting

to re-contextualize them for non-human creativity. For this doctoral thesis, it is crucial

not only to mention these foundational theories but also to connect them with the post-

phenomenological interpretation of technology. The following sections will discuss three

theories to establish a foundational layer for the studies presented in the subsequent chap-

ters. Although these three theories represent only a limited subset of the available theories,

they offer a well-rounded overview of how creativity has been conceptualized by recognized

experts in the field.

3.2.1 Rhodes’ four Ps of creativity

According to Rhodes (1961), there are four perspectives on creativity: the person, the pro-

cess, the product, and the press. When Rhodes talks about perspective in the context of cre-
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ativity, he means a way of looking at or understanding creativity. The four perspectives that

Rhodes identifies each emphasize different aspects of creativity and provide unique insights

into how it works. By considering all four perspectives together, researchers and practition-

ers can develop a more nuanced understanding of what drives creative thinking and how

it can be fostered in individuals, communities and organizations. I present below a non-

exhaustive list of authors and theories addressing each perspective. It is rare for an author

to discuss only one perspective, in fact most of the researchers mentioned below developed

comprehensive theories which cover more than one. The purpose of this list is to identify

each perspective and its scope, rather than give a full account of each author’s theory.

Person

The person perspective focuses on the individual characteristics, traits, and abilities that

contribute to creativity. This perspective emphasizes the importance of personality traits,

such as openness to experience, and cognitive abilities, such as divergent thinking, in foster-

ing creativity.

Some examples of authors and their theories addressing this perspective:

1. Mihaly Csikszentmihalyi: Csikszentmihalyi is a psychology professor who has writ-

ten extensively about creativity and its relationship to personality traits. He suggests

that individuals with certain personality characteristics, such as openness to experi-

ence and non-conformity, are more likely to be creative than others (Csikszentmiha-

lyi, 1990; 1996).

2. Teresa Amabile: Amabile is a professor at Harvard Business School who has con-

ducted extensive research on creativity in the workplace. She argues that intrinsic

motivation plays an important role in fostering creativity, and that individuals who
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feel passionate about their work are more likely to generate creative ideas (Amabile,

1997).

3. Dean Keith Simonton: Simonton is a psychology professor who has studied the rela-

tionship between intelligence and creativity. He suggests that while high intelligence

is necessary for creative thinking, it may not be sufficient on its own; other personal

factors, such as openness to experience and perseverance, also play an important role

(Simonton, 1985; Simonton, 1994; 1999).

Process

The process perspective focuses on the steps and stages involved in creative thinking and

problem-solving. This perspective emphasizes the importance of various cognitive pro-

cesses, such as incubation and insight, in the creative process.

Some examples of authors and their theories addressing this perspective:

1. GrahamWallas: Wallas was an early theorist of the creative process and his book

“The Art of Thought” (1926), is considered a classic in the field. He proposed that

there are four stages to the creative process: preparation, incubation, illumination,

and verification.

2. Robert Sternberg: Sternberg is a psychologist who has studied creativity extensively

throughout his career. He has proposed a number of models of the creative process

over time; one influential model suggests that there are six stages to creative thinking:

problem-finding, problem-definition, idea generation (using divergent thinking),

idea evaluation (using convergent thinking), implementation planning and taking

action (Sternberg, 1988; 2003).
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3. Mihaly Csikszentmihalyi: Csikszentmihalyi’s work on flow also encompasses aspects

of the creative process; he suggests that individuals often experience flow states dur-

ing periods of intense focus on a task or problem-solving challenge (Csikszentmiha-

lyi, 1990).

Product

The product perspective focuses on the creative output or outcome of the creative process.

This perspective emphasizes the importance of evaluating the quality and originality of the

creative product. Some examples of authors that have discussed this perspective in depth

within their theories.

1. Mark A Runco: Runco’s research on creativity includes work on evaluating creative

products across domains such as science, art and literature. Runco has developed

several measures for assessing creativity in various domains, such as science, art, and

literature. These measures are designed to evaluate products based on their original-

ity, fluency (i.e., the number of ideas generated), flexibility (i.e., the range or diversity

of ideas generated), and elaboration (i.e., howmuch detail or complexity is present).

Runco’s work also emphasizes the importance of using expert judges to evaluate cre-

ative works. He suggests that experts can provide valuable feedback on the quality

and originality of creative products, and that their judgments are often more reliable

than those made by non-experts (Runco, 2014).

2. James C Kaufman: Kaufman is another well-known researcher in the field of cre-

ativity who has studied the evaluation of creative products across domains including

visual arts, music, writing and humor. One area of his research that is particularly

noteworthy is his focus on identifying specific characteristics of creative products

74



that can be used to assess their quality and originality. For example, he has identified

a number of features that are common across highly-rated paintings such as harmony

and complexity. Kaufman has also developed several measures for assessing creativ-

ity in different domains. These measures are designed to evaluate creative products

based on criteria such as novelty, appropriateness and value (Kaufman, 2016; Kauf-

man & Sternberg, 2019).

Press

The press perspective focuses on the environmental factors that influence creativity. This

perspective emphasizes the importance of social and cultural factors, such as organizational

climate and societal norms, in fostering creativity.

1. Keith Sawyer: Sawyer is a psychologist who has studied the role of collaboration

and group dynamics in fostering creativity. He argues that social factors, such as

trust and communication, can play an important role in promoting creative thinking

(Sawyer, 2017).

2. James C. Kaufman: Kaufman also studied cultural influences on creativity around

the world. His research on this aspect of creativity suggests that different cultural

values and norms can either encourage or discourage creative thinking, depending on

how they prioritize individualism versus collectivism (Kaufman & Sternberg, 2019).

3. Teresa M. Amabile: Amabile has also written extensively about the social and orga-

nizational factors that can influence creativity. Her research emphasizes the impor-

tance of providing individuals with autonomy, resources, and support in order to

foster creative thinking (Amabile, 1996). Furthermore, in their book “The Progress
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Principle” (2014) Amabile and Kramer describe how organizational factors like pos-

itive feedback, social support, and meaningful work help people stay motivated and

engaged in creative work.

4. Richard Florida: Richard Florida is a well-known urbanist and social scientist who

has studied the role of creativity in economic development. His work focuses on

how cities can attract and retain creative class professionals, such as artists, designers,

and tech workers. Florida’s research emphasizes the importance of creating environ-

ments that are conducive to creativity. He argues that cities that offer a high quality

of life (e.g., good schools, affordable housing, access to cultural amenities) are more

likely to attract creative professionals than those that do not. He also suggests that

cities with strong social networks and diverse populations are more likely to foster

innovation and creativity (Florida, 2014).

3.2.2 Boden’s 3 types of creativity

Margaret Boden is a renowned cognitive scientist and philosopher who has extensively stud-

ied creativity. According to her theory of creativity, there are three types of creativity: com-

binatorial, exploratory, and transformational (Boden, 1996; 2003).

1. Combinatorial Creativity: This type of creativity involves taking existing elements,

concepts, or ideas and combining them in a novel way to create something new.

Combinatorial creativity is often seen in fields like art, music, and literature where

artists or creators take inspiration from previous works but add their own unique

twist to it by mixing elements from different styles or genres. Analogies and metaphors

also included in this category, for example, Niel Bohr’s model of the atom borrows

the idea of the solar system to describe how electrons revolve around the nucleus.
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2. Exploratory Creativity: This type of creativity involves exploring a conceptual space

working within accepted rules of procedure looking for something that no one else

has discovered before (A. I. Miller, 2019). Exploratory creativity is often seen in sci-

entific research or technological innovation where researchers push the limits of

what we know by experimenting with new ideas and theories. For example, when

Marie Curie discovered radium she was exploring an area that had not yet been fully

understood by science.

3. Transformational Creativity: This type of creativity involves fundamentally chang-

ing how we view or understand something. Transformational creativity often arises

from challenging existing assumptions or paradigms and proposing a radically differ-

ent perspective on a subject matter. For example, when Einstein developed his theory

of relativity, he transformed our understanding of space and time, challenging the

long-held assumptions of Newtonian physics.

It is important to note that these types of creativity can also overlap or intertwine with

one another. For example, a scientist may use combinatorial creativity when combining ex-

isting theories to form a new hypothesis before exploring it further with exploratory creativ-

ity. Similarly, an artist may achieve transformational creativity by challenging established

artistic norms and then use combinatorial creativity to create something novel within this

new framework.

Boden’s taxonomy is a recurring theme in creativity research, it is hard to find books or

articles that do not mention it, for better or for worse. Among the critics, Hoorn (2023)

challenges Boden’s (and many before her) view that creativity is the “ability to come up

with ideas or artefacts that are new, surprising and valuable” (Boden, 2003, p. 1). Hoorn

argues with regards to combinatorial creativity: “Two things can be put together but the
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observer does not know this has already been done before. Two things can be put together

and the outcome is new to the observer but unsurprising because it was predicted from the

premises. A novelty may be regarded invaluable at invention. For instance, Hertz demon-

stratedMaxwell’s electromagnetic vortices but deemed them useless” (Hoorn, 2023, p. 3).

This echoes what has already been discussed in Section 2.2.8 about the notions such as nov-

elty and value: these criteria are dependent on the audience of reference and, more in gen-

eral, the context. To sidestep these and other issues, Hoorn promotes a model of creativity

that is non-anthropocentric and modular.

3.2.3 Hoorn’s ACASIA model

Hoorn’s ACASIAmodel of the creativity described in his book “Creative Confluence”

(2014) is a relatively new theory attempting to describe the creative process as a set of six

different components. These modules may be described as follows:

1. Association: This module refers to the capacity to generate images, words, mean-

ings, and other semantically related features in response to a stimulus or entity. It

involves connecting different ideas or concepts that are related in some way.

2. Combination: This module involves establishing connections between associations

of disparate entities by matching their (fuzzy) feature sets and measuring perceived

similarity and dissimilarity. It is the process of combining different ideas or concepts

into something new.

3. Abstraction: This module involves bringing certain phenomena onto a conceptual

level where connections can actually take place. At higher abstraction levels the simi-

larity between entities is increased, thereby making new links possible.

78



4. Selection: This module involves dismissing those features that cannot be used to

make the combination acceptable in the eyes of the creator or the audience, hence

affecting the measure of dissimilarity between disparate entities. It means choosing

which aspects of different ideas or concepts will be included in the final product.

5. Integration: This module involves attaching the features of one entity to another

entity literally, creating a cohesive whole from disparate parts.

6. Adaptation: This module involves changing individual features such that the tran-

sition from one entity to another would become acceptable by optimizing the blend

between them. It entails modifying certain aspects of different ideas or concepts so

they fit together better in the final product.

One defining aspect of ACASIA is its modularity, which allows for flexibility in im-

plementing all or only some of the components in a creative system. For example, a non-

human agent might only generate random combinations, while humans perform the eval-

uation steps (Selection, Integration, Adaptation). This feature also enables the model to

describe natural phenomena, such as evolution or chemistry, as creative systems within the

same framework. For this reason, the ACASIAmodel is very well suited to compare the

two forms of technological mediation discussed in Section 3.1.

3.2.4 A post-phenomenological view of computational creativity

To better understand the differences betweenR[] andD[], a comparison of these approaches

in the context of the ACASIAmodel is presented below. Table 3.2 demonstrates how each

ACASIAmodule might be implemented based on the two paradigms. This comparison

connects existing CC literature with Hoorn’s model and the post-phenomenological inter-
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pretation, offering insight into the contrasting nature of the paradigms and their potential

impact on the creative process.

Module Program→R[Input] Model→D[Input]

Association CT-based similarity models, such
as fuzzy sets or semantic networks,
typically employ search algorithms
to produce meaningful associations.
Weights can be adjusted according to
goals and concerns, so Press elements
may guide this step.

Latent space is constructed from
datasets so the similarity space is
predetermined during training. Asso-
ciations turn out to be a reflection of
the most probable associations found
in the dataset, which may not be ideal
for creative purposes.

Combination Crisp compositional rules can pro-
duce a large number of combinations
which preserve a desired structure.
Rule-based systems might yield un-
expected results because they are
not normally influenced by typical
instances.

As seen in Section 2.1.2, composi-
tionality is problematic when using
statistical methods. However, trans-
formers and attention can solve this
issue to some degree, for example,
by capturing some elements of the
compositionality of language and
using this latent space to condition
the generation (see Section 2.2.7).

Abstraction Analytical methods are already
abstract. Semantic networks are
typically constructed by humans,
so rule-based systems can only per-
form second-order abstractions as
instructed by the user.

Unsupervised learning architectures
such as VAEs excel at abstraction
(see Section 2.2.7). Latent spaces
constitute an viable ground for mak-
ing connections between concepts
using geometrical methods in a multi-
dimensional space.

Selection Selection criteria may be imple-
mented formally (e.g. Max Bense’s
aesthetic principles, see Section 2.2.4)
based on given properties that need
to be defined objectively, which leads
to issues about definitions (see Sec-
tion 2.1.1).

The primary selection criteria used in
DL is the optimization of a loss func-
tion, typically calculated as a distance
from ground truth represented in the
training dataset. This makes the se-
lection process very efficient, but also
not quite explainable, because latent
space is generated during training and
it is not intelligible by humans.
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Integration In rule-based systems a set of in-
structions for integration must be
provided. While it can be relatively
easy and efficient to provide rules for
integration in a settings where the
entities that need to be glued together
are relatively simple, it might become
an issue as complexity increases, as
the number of rules might suffer
from combinatorial explosion.

Integration in DL systems is per-
formed seamlessly in latent space and
the complexity it can handle depends
on the size of the model (number
of dimensions of the latent space).
Attention algorithms can capture
integration strategies that are typical
in the training data.

Adaptation Rule-based systems might employ
fuzzy sets or other forms of graded
adaptation to gain optimal similarity.

Generative DLmodels are naturally
adaptive as they rely on one or more
loss function(s) that can guide the
adaptation process during inference
in a 0-shot learning scenario. For
example, LDMs like Stable Diffusion
can do this out-of-the-box.

Table 3.2: A comparison of howACASIAmodules are implemented usingR[] andD[].

These theoretical considerations will be expanded more in detail with examples in each

of the three studies presented in the coming chapters. It is important to note that not all

of these modules need to be automated in the creative process. In fact, none of the studies

address a fully automated system that performs all of these functions. In each study there

are shared responsibilities between the algorithms, the users and myself in the role of re-

searcher and practitioner in support of the users. The exploratory scenarios presented next

can be considered as multi-agent systems combining humans and non-humans, where each

of the entities might be in charge of one or more of these modules. Because my role as tech-

nical expert in the studies does also occasionally overlap with the my role as researcher, it

is important to frame the methodology of this doctoral thesis within the larger picture of

practitioner research.
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3.3 Practitioner research

As it should be evident from the literature review, computational creativity is a rapidly

evolving field that encompasses various disciplines, including artificial intelligence, cogni-

tive science, and the arts. Given its dynamic nature, traditional research methodologies may

not be sufficient to capture the nuances and complexities of this field. As already noted

by Doorst over a decade ago, “[t]he purely analytical models of science that we have been

using will only get us so far: in the face of such an immensely complex area as design, only

experimental methods can bring the clarity and understanding we are seeking. We need to

re-engage with practitioners, and get involved in experiments within the rapidly changing

design arena.” (Dorst, 2008, p. 11) Practitioner Research (PR), a form of insider research,

has emerged as a valid methodology of inquiry due to its ability to blend theory and prac-

tice, allowing for a more nuanced understanding of the field (Candy, 2011). This section

argues that PR is a valuable approach to studying computational creativity, given the fast

pace of development in this field.

PR is particularly relevant in computational creativity due to its emphasis on self-reflection.

Through self-reflection in the form of rigorous doubt about one’s own way of practicing, it

is possible to gain new insights and experiment with new ideas in a short cycle. The role of

analytical thinking in this dynamic is to maintain coherence and crystallize theories, while

practice enables the exploration of new conceptual spaces. PR allows practitioners to en-

gage in critical self-reflection, examining their assumptions and biases and seeking to im-

prove their practice through continuous reflection and experimentation.

In “Theory construction in design research: criteria, approaches, and methods”, Ken

Friedman (2003) delves into the significance of practice-based research in design and its

connection to theory construction. Friedman posits that design is an interdisciplinary field
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that intersects with various domains, including natural sciences, humanities, social and

behavioral sciences, human professions and services, creative and applied arts, and technol-

ogy and engineering. This interdisciplinary nature of design highlights the importance of

practice-based research, as it enables designers to apply knowledge from different fields to

solve specific design problems. Friedman (2003) explains that practice-based research in-

volves solving problems, creating new things, or transforming less desirable situations into

preferred ones. However, understanding how things work and why requires analysis and ex-

planation, which is the purpose of theory. Theory construction is crucial in design research

as it provides a framework for understanding and interpreting design phenomena.

While practice-based research is essential in design, Friedman (2003) argues that it is

not enough on its own to develop theory. He explains that “instead of developing theory

from practice through articulation and inductive inquiry, some designers simply argue that

practice is research and practice-based research is, in itself, a form of theory construction”

(Friedman, 2003, p. 519). However, the author contends that this approach is insufficient

as it fails to account for the critical inquiry and reflective insight necessary for theory con-

struction. He emphasizes that “even though design knowledge arises in part from practice,

it is not practice but systematic and methodical inquiry into practice—and other issues—

that constitute design research, as distinct from practice itself” (Friedman, 2003, p. 512).

Therefore, to reach from doing to knowing requires the articulation and critical inquiry

that leads a practitioner to reflective insight.

Reflective insight is the ability to critically examine one’s own experiences, assumptions,

and beliefs. It involves a deep understanding of one’s own practice and the ability to artic-

ulate that understanding to others. Reflective insight is crucial in theory construction as

it enables designers to identify patterns, make connections, and develop frameworks for

understanding design phenomena. Friedman’s view on the necessity of self-reflection in
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practice-based research is rooted in the idea that such research involves a deep engagement

with one’s own professional practice. According to Candy, “the concept of reflective prac-

tice (Schön, 1983) provides a link between action research and practice-based research”

(Candy, 2006, p. 19). Reflective practice, as defined by Schön, involves an individual’s re-

flection on his or her own professional practice, rather than broader situations.

In particular, practice-led research is a form of PR that focuses on the nature of practice

and leads to new knowledge with operational significance for that practice (Candy, 2006, p.

1). This type of research includes practice as an integral part of its method and often falls

within the general area of action research (Candy, 2006, p. 19). It is essential to distinguish

practice-led research from practice-based research, which emphasizes the use of creative

artifacts as the basis of contribution to knowledge. In contrast, practice-led research results

may be fully described in text form without the inclusion of a creative work (Candy, 2006,

p. 1).

The methodology of practice-led research involves using practice as an integral part of

the research method (Candy, 2006, p. 19). Practice-based researchers should devise a clear

set of methods and techniques for collecting and analyzing data (Candy, 2006, p. 19). The

personal process is a crucial element of practice-led research, and data collected should in-

clude initial starting points or motivation for the project or work, prior models or theories

about how to create, perform or realize a creative artifact, time frame for the work or works

to be created, role of the creative artifact in the creative process, environments and tools

required to achieve the output, information to be gathered about the thinking, methods,

tools, resources, support, collaboration, methods for collecting and collating data gathered,

methods for analyzing collated data, expected outcomes of the research process, and the

relationship of the practice outcomes to the argument of the thesis (Candy, 2006, p. 19).

84



3.4 Studies overview

The studies presented in the next three chapters all focus on observing interactions between

people and technology in the context of various creative endeavors. The first two studies

(Chapters 4 and 5) were conducted within the PR framework and address exploratory prac-

tices in the field of DL as a context for self-reflection. Both studies closely examine the in-

teractions that emerge from the encounter between an expert in the field and data-driven

technology. My role as a practitioner in both these studies was to provide technical solu-

tions in response to the expert’s needs. The third study (Chapter 6), however, adopts a

more traditional approach, addressing the interactions of a larger group of participants and

their behavior through quantitative measures. My active role in the third study is minimal

and essentially limited to managing the platform where interactions take place.

Due to the inherently exploratory nature of these studies, my role as a researcher has

been in constant evolution. The field of ML/DL is experiencing rapid growth in the num-

ber of tools and solutions available, making it a rather challenging task to stay up to date

with the forefront of research and development. During interactions with experts, my con-

tribution (and bias) primarily consisted of assessing their needs and crafting a viable solu-

tion to achieve the desired output. One of the main difficulties in this process was estab-

lishing a common language to present and explain the technology. This challenge was not

surprising, as the technological opacity of computational creativity tools, particularly those

based on DL, conceals the inner functional elements, making it harder for people without a

technical background to understand why the system behaves the way it does.

Moreover, all three studies come with the unavoidable drawback of being immediately

outdated, somewhat ephemeral, context-dependent, and highly subjective in nature, given

that the environment is in constant flux. There is simply not enough time to prepare a well-
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structured experiment with tested protocols because, within a month or two, everything

can change quite radically. For example, in the summer of 2022, generating an image from

a text prompt required 1-3 minutes. It was simply impossible to observe a group of indi-

viduals using text-to-image technology in a creative setting, considering budget constraints

and time limitations. Back then, only evaluating pre-generated images seemed like a possi-

ble strategy to understand the impact of this type of tool. As Stable Diffusion was released

in August 2022, from one day to the next, it became possible to generate an image in ap-

proximately 4 seconds. This improvement opened up the possibility of running workshops

with 20-30 people generating images as an iterative process, producing hundreds of images

within a couple of hours.

For this reason, the studies are not particularly concerned with the specific technology

being used, but rather with the broader implications of data-driven technologies for cre-

ativity and human-technology interaction. These studies are designed to contribute to the

construction of a theory that describes how data-driven technologies differ from the rule-

based technologies that we are accustomed to interact with. By examining the interactions

between people and technology in creative contexts, these studies aim to shed light on the

unique characteristics of data-driven technologies and their potential impact on creative

practices. The theory that emerges from these studies aims to provide a framework for un-

derstanding and interpreting the phenomena associated with data-driven technologies in

creativity, taking into account the nuances and complexities of this rapidly evolving field.
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My interest in making music has been to create something

that does not exist that I would like to listen to. I wanted

to hear music that had not yet happened, by putting

together things that suggested a new thing which did not

yet exist.

Brian Eno

4
Study: Music

Music sits at the intersection between complete freedom of emotional

expression and rigorous compositional rules. The physical properties of sound

expose the mathematical symmetries of matter and vibrations. Yet, music can feel organic

and deeply tied to our inner emotional experience. Evidence suggests that specific ratios be-

tween frequencies are at least culturally recognized by human brains (Jacoby et al., 2019).

These physical properties lay out multiple dimensions of expression accessible through

combination making.
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4.1 Scope

Prior to the invention of recordings, the transient nature of sound limited the exploration

of the conceptual space of musical composition to those who had the ability to perform.

The first musical instrument is considered to be a flute made of bone, dating back some

35,000 years ago (Conard et al., 2009). The instrument was capable of producing a set of

tones to which humans presumably could sing or dance along. The earliest known system

for musical notation dates back to the Greeks in the 5th century BC. This system allowed

composers to notate rhythms and melodies, and eventually enabled others to perform

works composed by someone else.

The invention of recording technology enabled us to explore this conceptual space even

further by allowing us to capture and store sound indefinitely. Music has gone through

many iterations since then, from jazz and blues in the early 20th century, through rock n’

roll, punk, hip-hop, EDM, etc…, all exploring different combinations of sounds in an at-

tempt to create something new and unique. Recording technology also enabled us to mix

multiple tracks together and add effects such as reverb or delay which add more complex-

ity to the combination space. This innovation has removed the need to perform with the

musical instrument in hand by providing a technological interface to sound, much like the

plotter that inspired the generative art movement in the in the 1960s.

Similarly to other artistic domains, technological advancements seem to have shaped

the evolution of sound and music allowing for a diversity of audiences to appreciate many

forms of technologically mediated creativity. We could think of some examples of embodied

technological mediation, such as:

• (I — Bone Flute)→Musical Notes (Possibly random pitches)

• (I — Violin)→Musical Notes (Any pitch in range)
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• (I — Piano)→Musical Notes (Well-tempered pitch system)

It is interesting to observe in these examples how each instrument possesses a distinct

pitch range, timbre, and note interval system, yet maintains a degree of interoperability.

This is because they ultimately share the final medium (air), which facilitates a common

experience. In fact, while some musicians are appreciated for their solo performances, an

ensemble of musicians arguably delivers a more intricate and rich experience, offering some-

thing extra to the audience.

There are also plenty of examples of alterity relations in the music domain:

• I→ Synthesizer (— Synthesized Sounds)

• I→ Sequencer (—Repeating Note Patterns)

• I→Digital AudioWorkstation (—Music Track)

These examples are based on a fundamentally different method of representing sound

and music, which relies on technology. To better understand this idea, we may examine the

two examples below:

• (I —Classic Guitar)→Classic Guitar Sound

• (I — Electric Guitar)→ (Amplifier — Electric Guitar Sounds) / Analog Signal

Arguably, the transition from the first to the second example introduces a whole new ex-

pressive range that the musician can now control through the knobs and pedals of the am-

plifier, which processes the signal from the guitar. The signal coming from the electric gui-

tar is not audible per se, but contains information about the vibrations to be reproduced.

A musician must interact with the amplifier to produce sound; however, I would not con-

sider this an alterity relation because the interaction still directly affects the output. For

this reason, I would categorize the (Amplifier — Electric Guitar Sounds) as an hermeneutic
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relation. A human still needs to hold the guitar and play it, regardless of whether the in-

strument is a traditional acoustic one or an amplified one. On the other hand, when using

a synthesizer, the output signal is produced indirectly fromminimal human action. The

triggering of notes in a synthesizer might even be controlled by other components, such as

arpeggiators or sequencers, making the whole process better understood as a complex sys-

tem rather than a direct linear flow. Digital systems are also ambivalent in this sense, as they

can be fully transparent to the performer, except for perhaps a few milliseconds of latency

introduced by the Analog-to-Digital and Digital-to-Analog Conversion. However, they

can also be fully opaque, as is the case for an entirely digitally produced track that reuses

sampled sounds.

So I believe it is important to expand the alterity examples above to include these foun-

dational technologies as acting in the background of analog/digital tools, coupled with rule-

based (R[]) interpretation of inputs:

• I→ Synthesizer / (Analog Signal —R[Controls]) (— Synthesized Sounds)

• I→ Sequencer / (MIDI—R[Notes]) (—Repeating Note Patterns)

• I→Digital AudioWorkstation / (Digital Signal —R[Samples]) (—Music Track)

As discussed in Chapter 3, GDL tools can be likened to these forms of alterity relations,

bearing in mind that the D[] operator will appear somewhere. For example, MusicVAE

fromMagenta, a DL-based toolkit for music generation developed by Google (Roberts et

al., 2018), can predict possible continuations of a sequence of notes. The mediation pro-

vided by this tool can be described as:

• I→MusicVAE / (Model→D[InitialSequence]) (— Sequence continuation)

This study is set out to explore how the introduction of the D[] operator affects the cre-

ative process within the context of music composition.
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4.2 Collaboration in practice

The opportunity for this study emerged from a conversation with Vicky Fung, a Hong

Kong composer who has written the melodies for over 40 Canto-pop hits performed by var-

ious artists over the last 20 years (see Figure 4.1). Her contribution to the local scene is well-

recognized within the community, and her passion for the industry was palpable from our

first meeting. Like most creative ideas, this project began with a simple conversation about

how our expertise could complement each other to explore the new creative landscapes of-

fered by emerging technologies. Her motivation was rooted in the desire to preserve and

maintain the Canto-pop genre, as she had sensed a gradual decline in interest over recent

years. The conversation also revealed her longing to relive the early days of her career when

her composition style had nuances she felt she could no longer replicate. My proposition to

her was to explore the possibility of training a machine learning model that could capture

her style and its evolution throughout her career. In theory, this would enable a form of

time-travel, as we could ask the model to generate musical scores according to different pe-

riods of her life. In hindsight, this was an extremely ambitious goal, given the technological

constraints and my limited knowledge of the field at the time. However, it proved to be a

motivating objective that set in motion a fruitful collaboration.

Our first meeting onMay 27th, 2020, marked the beginning of this journey, which cul-

minated over a year later with the presentation of our work, “Co-creating Musical Com-

positions with an Artificial Agent: Time-travel throughMachine Learning”, at Artma-

chines 2. The conference was held at the School of Creative Media at CityU University

of Hong Kong from June 10th to 14th, 2021. Due to the COVID-19 pandemic and other

health-related issues, meetings were interrupted during the summer of 2020. However, we

resumed our discussions online in October and November and met up again in December
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Figure 4.1: A compilation of album covers featuring Canto-pop melodies composed by Vicky. The images showcase the

creativity and impact of Vicky’sworkwithin theCanto-pop genre. The figure highlights the success and influence ofVicky’s

contributions to themusic industry.

and January to finalize our proposal for Artmachines 2. Upon acceptance of our submis-

sion, our collaboration intensified in 2021 during the months of April andMay, when

most of the development and output evaluation took place. During this period, we met

regularly every two weeks and also communicated via online messaging about our progress.

Due to access restrictions at PolyU campus, meetings had to be planned two days in ad-

vance, which was not always possible.
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Figure 4.2: Schematic representation of the generation pipeline used in the first iteration. The diagram illustrates the var-

ious stages involved in the process, providing an overview of the workflow and the key components involved in the music

generation process.

4.3 Method

Our collaboration can be divided into two phases, corresponding to two development iter-

ations that experimented with different systems. Before we could train anything, our first

task was to prepare a custom dataset with Vicky’s melodies. This preliminary step proved

to be rather time-consuming, as our attempts to automate MIDI melody extraction from

audio files did not yield acceptable results. We ultimately created the MIDI files by hand

after several failed attempts. Once we had a clean set, our first attempt utilized two models

provided in the Magenta toolkit (C.-Z. A. Huang et al., 2018; Roberts et al., 2018), namely

MusicVAE andMusic Transformer. TheMusicVAE 2-bar model was fine-tuned with 40 of

Vicky’s songs so that we could generate novel melodies in the same style. These 2-bar sam-

ples were then fed intoMusic Transformer for expansion and harmonization. The entire

architecture can be visualized in Figure 4.2.

One significant limitation of this method was the restricted length of the VAE-generated

melodies. This constraint was imposed by the VAE architecture in conjunction with the

amount of GPUmemory available to us at the time. MusicVAE is easy to train, but it is

not very efficient at processing sequences. On the other hand, the transformer architecture,
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designed for language tasks, can be adapted for use with longer and more complex note se-

quences. After listening to several batches with Vicky, she was impressed by the quality of

the generated samples but did not feel that the melodies produced reflected her style. She

sensed a generic classical music feel characterizing the output, which was not representative

of her work. Reflecting upon the causes of this behavior, it became clear that the influence

of the training data used for Music Transformer was overshadowing the stylistic compo-

nents extracted from the dataset we assembled. This realization prompted us to search for

solutions that we could train entirely by ourselves, initiating our second development itera-

tion.

As the transformer architecture gained popularity, several model implementations be-

came available to the general public. We decided to try training our ownmodel from scratch,

testing out different code-bases. The most promising solution we identified at the time was

X-transformers (a transformer implementation combining several techniques and optimiza-

tions documented at https://github.com/lucidrains/x-transformers1). However, during

this iteration, we encountered another issue. Due to the limited number of songs in our

dataset, the resulting output did not learn enough about general musical theory. For ex-

ample, the generated output did not adhere to a single tonality, instead spanning all 12

notes rather freely. We surmised that this was a legitimate difficulty for the model since we

provided only 40 melodies to work with. To mitigate this issue, we expanded the training

set with an additional 200 melodies selected by Vicky. The choice of melodies to include

was based on the artists and songs that were most influential in Vicky’s musical upbring-

ing. The resulting melodies were marginally better, yet still not exactly what we hoped to

achieve.

1The training script we used can be found in this repository: https://github.com/asigalov61/
Music-Transformers-Library
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4.4 Results and discussion

In terms of ACASIAmodules, this collaboration might be described as follows:

• Association, combination and abstraction as D[Corpus] prediction. In the

first iteration, we trained our ownMidiMe model (a VAE) to reproduce typical note

patterns found in Vicky’s corpus. Similarly, in the second iteration we have trained

a transformer to make predictions about the next note in a sequence. In both cases

training the model performs an abstraction, which enables the production of new

associations and combinations during inference. In post-phenomenological notation

our iterations would map to:

– MusicTransformer → Dpretrained[(MidiMe → Dvicky[Corpus])]

– XTransformer → Dvicky[Corpus]

• Selection. Vicky, as the artistic soul of the project, was responsible for guiding the

selection. However, we did not have control over the input selection of the pre-

trained model.

• Integration and adaptation. These components were managed by humans, except

for the integration between different steps of the pipeline, which was automated

through a computer script (R1):

– V icky → (I → R1[D1, D2, ..., Dn])− AudioF iles

For both of us, this exploration led to a deeper understanding of the potential benefits

and limitations of using DL for music generation. Despite the difficulties we encountered

and the limited quality of the output produced, our collaboration provided us with ex-

tremely valuable insights about the process of crafting our ownDvicky[]. These insights are

summarized below.
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• Datasets are key. When working with DL, most of the attention and time end up

being directed towards matters related to the data we feed the algorithms during

training. For pre-trained models with the scale required for adequate generalization,

we cannot control this (as a popular DLmantra recites, “garbage in, garbage out”).

The size of the dataset is also a significant factor in determining the quality of the

output. Because our task is bound to a small dataset, we encountered difficulties in

training a good model from scratch, as there seems to be no obvious way to augment

the dataset without introducing unwanted elements. Recent models for audio gen-

eration provide text-based conditioning, which might constitute a solution to this

issue (I will touch upon this again in Chapter 6 and 7).

• Artistic identity may not be about information. During our joint evaluation

sessions, we discussed whether the generated output we were listening to could be

considered alignedwith her identity, as well as whether it could be deemed as orig-

inal, since the output felt quite generic. Perhaps something is lost in the process of

abstraction, which, for the sake of more efficient similarity, sacrifices details that mat-

ter for the selection process.

• Evaluation of audio content is time-consuming. Compared to the visual or lan-

guage domain, evaluating music and more in general audio content is a much longer

process. This is a trivial but important aspect of working with generative music. We

can look at a picture and have an almost immediate reaction to it, but evaluating one

minute of audio content takes at least one minute by definition. This generates a

heavy load on the selection stage, which cannot be avoided.

• Music theory not included. When usingR[], rules of music can be defined. When

usingD[] and the dataset is small, GDLmay be able to capture some elements of the
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style, but incorporating musical theory and the geometrical symmetries of harmonic

patterns in probabilistic models requires a much larger scale. A possible solution we

did not explore is fine-tuning a pre-trained model.

Within the context of music, these observations emphasize the importance of rules and

structure for efficient generation. Many of the issues we encountered working with DL are

related to the inherent tonal structure of Western music, which is much more efficiently

expressed through formal rules rather than inferred from data. The inherent symmetries of

traditional 7-note scales used in the vast majority of pop songs could be easily described in

terms of CT. In comparison, the Illiac Suite (see Section 2.2.3) created 55 years ago sounds

much more pleasant than anything we could train from scratch using state-of-the-art trans-

formers. While large-scale pre-trained models produce music consistent with music theory,

their output tends to be merely typical and lacks novelty. Once again, DL, due to its inher-

ent PT-inspired nature, reflects the limitations of the probabilistic approach by failing to

capture the diversity within the large corpora they learn from.

In this study, we also confirmed the importance of compositionality in music. Despite

the issues we encountered, the fact that transformers can generate long and complex musi-

cal sequences is testament to the architecture’s ability to capture some level of composition-

ality that exists in music. The effectiveness of self-attention and scale might hint at the need

to expand existing TOCs in this direction. While musical theory can be expressed by formal

rules, it is not obvious how we develop these intuitions. This relates back to (Rey, 1993)

(see Section 2.1.5), pointing out that humans seem to have the capability to at least grasp

analyticity.

In conclusion, this collaboration led both of us to grapple with central questions about

what it means to experience the creative process through an alteritymediation. It also ex-
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posed us to some of the practical limitations of working with the tools available at the time.

Most importantly, it highlighted the difficulties that DL has when working with smaller

datasets that practitioners create themselves.
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There can be no such thing as a naive, unconceived act of

photographing. A photograph is an image of concepts.

Vilém Flusser

5
Study: Images

Image-making is arguably one of the primal forms of creative practice.

The invention of cameras and the subsequent development of photography revolutionized

the way we relate to visual content. Unlike human-drawn paintings, photographs could

capture an instant of reality with remarkable speed and accuracy. This new form of image-

making was a significant departure from traditional art forms that relied on subjective inter-

pretation and representation. Through a camera, we can fix a moment in time, providing

an illusion of objectivity (Batchen, 1997).
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5.1 Scope

From a post-phenomenological perspective, the use of a camera introduces a certain degree

of technological opacity (Eede, 2010) (see Section 3.1), which conceals elements of interac-

tion that bring about a subjective bias. The intimate relationship that photographers de-

velop with their favorite cameras, or the habits that they unconsciously form through daily

use, are inevitably reflected in the output they produce. As Flusser put it, “Photographs are

received as objects without value that everyone can produce and that everyone can do what

they like with. In fact, however, we are manipulated by photographs and programmed to

act in a ritual fashion in the service of a feedback mechanism for the benefit of cameras.”

(Flusser, 2000, p. 64) Furthermore, the social ecosystem around photography informs

about the ways the technology can and should be used, subtly influencing the act of tak-

ing photos.

Vilém Flusser was a Czech-Brazilian philosopher and media theorist who is best known

for his work on communication, technology, and culture. He wrote extensively about the

impact of new media technologies on human perception and understanding of reality. Ac-

cording to Flusser (2000), a photograph is not simply an image captured by a camera, but

rather the result of a complex set of programs that determine how the camera operates and

how the resulting image is produced. These programs are embedded within what he calls

the photographic apparatus - a system that includes not only cameras and film, but also

printing processes, distribution networks, and cultural institutions that shape our under-

standing of photographic images.

Relationality is a key factor in Flusser’s understanding of the photographic apparatus.

He argues that the apparatus is not simply a technological system, but rather a social and

cultural one that shapes our relationships with each other and with the world around us
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(Flusser, 2000). Flusser suggests that the photographic apparatus creates a network of re-

lationships between photographers, subjects, viewers, and cultural institutions. These re-

lationships are shaped by the programs embedded within the apparatus - for example, by

determining what kinds of images are considered valuable or meaningful. Once again we

see elements of Press governing the selection module of the creative process.

Using the post-phenomenological framework, we can compare traditional image-making

technologies to photography by formalizing them as different forms of mediation:

• (I — Brush)→ Painting

• I→Camera / Apparatus (— Photo)

With the advent of digital cameras and mobile phones, the apparatus has grown to in-

clude social media and communication platforms, creating a vast ecosystem that could pro-

duce and distribute visual content at exponentially growing rates. The selection displayed

through these channels is often the result of algorithms that suggest visual content based

on what is most “relevant” to the user, based on previous data. Generative imaging tools,

might expand the apparatus to a whole new level, redefining the conceptual boundaries of

photographs and digital images.

Image generation withML is a relatively recent field, which emerged from the progress

made in computer vision (see Section 2.2.7). One of the first examples of DL tools for im-

age generation is the Generative Adversarial Networks (GAN) architecture developed by

Goodfellow et al. (2014). Similarly to the collaboration presented in Chapter 4, the pur-

pose of this study is to understand how the process of image-making changes when we

introduceD[] in the mediating relation. We could describe the technological mediation

offered by this type of technology in this form:

• Generation: I → GAN/(Model → Dg[seed])(−Image)

101



• Training: I → GANtraining/(Rtraining[Dd, Dg] → DataSet)(−Dg)

whereDg is the generator component of a GAN that has been trained against a dis-

criminatorDd, seed is a variable intended as the random seed that guarantees a specific

output image in a deterministic way, andRtraining is the training script. Building on the

experience gained while working with DL tools in the previous study, our focus in this ex-

ploratory practice is shifted towards the act of buildingDg as context for self-reflection.

5.2 Collaboration in practice

The insight gained from the collaboration in the music domain had revealed the difficul-

ties of working with small datasets. After sharing the insights from the first study with a

fellow PhD researcher, we looked at what was the smallest amount of images that would

constitute a viable dataset for image generation. We found that FastGAN (B. Liu et al.,

2021) claimed it was able to produce coherent output using datasets of as little as 100 im-

ages. This discovery inspired us to lead investigation into dataset curation utilizing reflec-

tive practices.

Our intuition was that curating our own dataset could reveal our inherent biases in

defining a coherent visual concept. In order to do so we identified a unique, locally-specific

feature and compiled a dataset of 50 images that attempted to capture its essence. Our ob-

jective was to observe the output produced by FastGAN after training it with these photos

and engage in a reflective exercise.

As theoretical framework of reference we adopted Schön’s theory of reflection (Schön,

1983). According to Schön, reflection on action refers to the process of reflecting on past

experiences after they have occurred. This type of reflection involves looking back at what

happened, analyzing it, and drawing conclusions that can be applied to future situations.
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Reflection on action is often used as a tool for learning from experience and improving

performance over time. On the other hand, reflection in action refers to the process of re-

flecting while engaged in an activity or task. This type of reflection involves being aware of

one’s own thought processes and actions as they are happening, and making adjustments

based on this awareness.

We performed two iterations of photo-taking, model-training and output evaluation. Af-

ter the first iteration, we had a session dedicated to reflection on action. During this which

set us in motion for the second iteration, with increased self-awareness about how and what

we were choosing to include in the dataset.

5.3 Method

The first dataset was composed of images that my collaborator deemed to be representing

of a specific type of storefront in Sham Shui Po, a local Hong Kong neighborhood (Figure

5.1). The images were then cropped to 1:1 ratio for the training process. We generated in-

termediate steps and checkpoints every 1000 learning iterations to check the progress. We

sampled images from different checkpoints: 15,000, 25,000, 50,000 iterations (Figure 5.2).

After joint evaluation of the output we identified that 25,000 iteration was the ideal value

for our purposes. We noticed that checkpoints with more iterations were over-fitting the

data and simply regenerated almost exactly a few training examples.

After this first iteration of training and evaluation we performed a reflection on action.

We looked back at our process, paying attention to particular aspects of the photo-taking

identified by our reflection in action and how they were linked the results. We noticed that

FastGAN had picked up on the visual similarity across some the photos in the first set due

to the specific type of framing that my colleague had used: the majority of the generated

images of storefronts would have a darker element in the center, highlighting a pattern that

103



Figure 5.1: Photograph of a storefront in Sham Shui Po, chosen as the inspiration for the dataset used in the study. The

image captures the unique aesthetic and atmosphere of the location. The choice of this particular storefront showcases the

importance of selectingmeaningful and contextually relevant stimuli in research. Originally published inM.Miller and Lion

(2022).

was originally overlooked. Most shops photographed indeed portrayed a dark corridor at

the center of the shot, which was a characteristic element in our set due to both the choice

of shops and the type of framing that was habitual to the photographer.

By observing this recurrent characteristic of the generated images we were able to gain

some insight about how our own biases were reflected in the selection of images for our

dataset. Enriched by this reflective experience, we then proceeded to our second iteration.

We first identified images that were not matching the typical emerging pattern and removed

them from the set. For example, we took out a few images of closed shops which we identi-

104



Figure5.2: Aphotoof the trainingprocess for themodel, showing theprogressas itnears completion. The imagedocuments

our reflection in action aswe are engaged in the act of training themodel. Originally published inM.Miller and Lion (2022).

fied as not helpful for generation. Next, we integrated the original 50 images with another

set that was taken after our reflective session. The set used for the second iteration was ul-

timately composed of 100 images selected among all the images taken during his two ses-

sions.

After running the training script again, we evaluated the generated pictures after 25,000

iterations. We found that the images had more variety and they all contained visual ele-

ments typical of the shops we used as input. The central corridor, the many items hanging

on display on both sides, cluttered shelves and white neon lights (see Figure 5.4).

In our final reflection on action, we focused on identifying which elements of our pro-

cess affected the creation of the dataset and its coherence. In addition to what emerged

from the first iteration in relation to the act of photo-taking, we recognized how our criteria

of selecting the images that would go into the dataset had changed after we had experienced

its output. What became clear to us is that the algorithm was primarily concerned with
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Figure 5.3: A collection of sample images generated from the first iteration of the model, revealing the influence of photo-

taking biases and framing habits on the training data. The majority of the generated images of storefronts exhibit a darker

central element, reflecting a pattern that was initially overlooked in the dataset.
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Figure 5.4: A collection of sample images generated from the second iteration of the model, after refining the dataset and

addressing the identified biases. The images exhibit more varietywhile retaining visual elements typical of the input shops,

such as the central corridor, items hanging on display, cluttered shelves, andwhite neon lights. The figure demonstrates the

improvement in themodel’s performance in generating diverse and visually interesting content that reflects the character-

istics of the input dataset.
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pixel-based visual similarity rather than the more abstract conceptualization of similarity

that we had in mind. This realization made us change the way we took and selected photos

for our second iteration in order to figuratively “make the algorithm happy”.

5.4 Results and discussion

In terms of ACASIAmodules, this collaboration might be described as follows:

• Association and selection as dataset curation. In this study we took charge of

directing the association making component of ACASIA by assembling a dataset

according to our own selection of images, which was governed by our on our own

definition of similarity.

• Combination and abstraction through GAN training and generation. The ab-

straction component is mediated through the GAN algorithm, which, once trained,

performs the combination making step accordingly. Our reflection sessions uncov-

ered the differences between our notion of similarity and the algorithm’s one, which

is based on quantifiable measures utilizing pixel information, rather than conceptual

interpretation.

• Integration and adaptation. The integration and adaptation components of

ACASIA did not come into play during this study. We observed the generated im-

ages as they came out from the generator without any additional step. Given the ob-

jective of this study was to understand more in depth the process of dataset curation,

these components were not considered relevant to our goal.

As a result of our exploratory practice, we gained valuable insight regarding how our no-

tion of similaritymight include subjective elements which the algorithm did not pick up
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on. In fact, the loss function used by FastGAN deals with quantifiable measures purely

based on perceptual qualities of pixels in the images, rather than on the conceptual ele-

ments which our mind habitually abstracts to. For this reason, the algorithm exposed our

own bias towards what constitutes the similarity found in our dataset, a fact that became

evident in our reflective sessions.

The insights gained through this study could be summarized as follows:

• Dataset curation as reflective practice. We have shown that the act of creating

and curating a dataset can be conducive to fruitful self-reflection. By observing the

generated output we were able to reflect on our own bias regarding the properties of

a coherent set of photos representing a concept.

• GAN similarity measures operate at pixel-level. Our choice of tool, FastGAN,

revealed that the primary distinction in the algorithm’s image interpretation is its

focus on pixel-level representation rather than a conceptual one. Although this has

provided insights into our understanding of similarity, it also raises the question of

whether this method aligns with how humans form associations based on similarity.

• A balance between coherence and variations. In our evaluation sessions we iden-

tified a very clear trade-off between the amount of training and the novelty of output

produced. There is an optimal point during training that maximizes both coherence

and originality of generated images. Before that point, the model tends to be inco-

herent, while further training beyond that point causes the generated images to look

exactly like the ones in the dataset, due to over-fitting. It seems impossible to predict

where this point is a priori, the only way that we could identify the ideal balance was

through observation. It is possible that this tipping point is fully dependent on the

subject chosen.
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Overall, this collaboration proved productive, as it generated valuable insights into dataset

curation within the context of small sample sets. Most GANs typically require a minimum

of 10,000 images; however, assembling such datasets can be challenging for non-experts.

FastGAN has enabled us to experiment with image generation on a smaller scale, which

was previously unattainable. This opportunity has allowed us to delve deeply into under-

standing the concept of visual similarity from a human perspective and compare it with

machine-based computations.

The results of this study also highlight the limitations of probabilistic approaches when

dealing with concepts that are very local and specific. As pointed out for PT in Section

2.1.2, humans are indeed able to apply concepts even with few or no examples available. In

this study, the similarity space is defined solely in terms of visual aspects within the concept

and does not cover the extensive scope needed for comparisons with other concepts.

Furthermore, as in the previous study, we had no way to guide the generation towards a

desired location in latent space. The technology simply does not provide a means to control

the output, other than curating the training dataset. This mirrors the discussion in Section

2.1.2 regarding the challenges PT faces when dealing with compositionality. To understand

an image and its representation, it may be necessary to break it down into smaller compo-

nents and their relationships. The type of compositionality found in the visual domain is

not entirely analytical (unless we use a plotter, for example), making it suitable for repre-

sentation by a probabilistic model. GANs, however, only decompose images at pixel-level,

rather than at a conceptual level, which makes it more difficult for humans to relate to. As

the themes explored in the next study will demonstrate, language appears to be the ideal

medium for connecting humans with visual concepts.
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The individual human subject simply did not exist

anymore, once he or she had set the boundary conditions

for the image to be computed.

Frieder Nake

6
Study: Text-to-image

Large DiffusionModels are redefining the waywe create, modify and un-

derstand images by providing an interface to visual content based on natural language.

This study explores the usage patterns and creative interactions that field experts tend to

have while using text-to-image technology. The study was conducted using a Discord server

over the course of 4 months, gathering 76 participants ranging from different related fields

such as graphic design, photography and digital illustration. The participants were pre-

sented with a text-to-image bot and given a private space to use the technology for their

own purpose. Qualitative data, collected through interviews and meetings, was comple-

mented by quantitative measures extracted from server-gathered interaction data, including
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usage, prompts used, and types of operations (text-to-image, image-to-image, prompt inter-

polation). The study results reveal that the distribution of images generated per user (usage)

follows an exponential pattern, and there is a negative correlation between expectations of

text-image alignment and the Tolerance for Ambiguity (TA) personality trait (Furnham

&Marks, 2013; Herman et al., 2010; Norton, 1975; Zenasni et al., 2008). These findings

constitute some preliminary evidence suggesting that the adoption pattern of this new tech-

nology is dependent on social factors. Additionally, the findings suggest that expectations

regarding this technology could be linked to TA, potentially resulting from an individual’s

attunement to a specific TOC.

6.1 Scope

Text-to-image technology made a substantial impact in the field of computer vision since

its inception. On Jan 6, 2021, OpenAI released CLIP, a model that was trained on 400

million image-text pairs, able to create a joint latent space combining visual and textual in-

formation (Radford et al., 2021). CLIP works in both directions, in the sense that it is not

only capable of identifying objects in a picture, but also to guide the generation of images

starting from text. Since the public release of CLIP, many open-source implementations of

image generators based on its capabilities have been released, and their generated output has

started to flood the internet.

CLIP and, more generally, the idea that we can control a generative model by condition-

ing its output on text (or, more precisely, token embeddings) constitutes a dramatic in-

terface improvement. As it should be evident from all the TOCs reviewed in Section 2.1,

language seems to play central role when dealing with concepts. CLIP effectively provides a

latent space that unifies lexical and visual concepts. This multi-modality binds the composi-

tional elements of language to the visual domain, allowing the generation of novel content

112



obtained through the sophisticated combination making capabilities afforded by the pre-

trained token embeddings.

Naturally, the limitations that neural networks generally encounter when dealing with

analytical concepts are still in place. For example, study participants quickly find out that

quantifiers have little effect on image generation: the prompt “two circles” yields a random

number of circles (see Figure 6.1). This should not be surprising, given the nature of the

D[] operator, yet the technological opacitymight conceal the reasons of this behavior. Our

habitual way of thinking about intelligent systems perhaps creates the expectation that they

must be analytical, yet in this case we are dealing with something completely different.

Referring back to the birth of generative art and the experiments with programmable

plotters, it seems thatR[Program] andD[Language] are very different, yet complemen-

tary, ways to manipulate visual concepts. Ultimately, both methods make use of random-

ness to generate variety, but in the former probabilities are defined by the programmer,

whereas in the latter they are determined during training. For the sake of completeness, the

post-phenomenological form of these two mediated interactions might be summarized as

follows (from Section 3.1):

• I→ Plotter / (PlotterSoftware→R[Design]) (— Printed Design)

• I→ Stable Diffusion / (CLIP→D[Image Description]) (—Generated Image)
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Figure 6.1: A collection of images generated using Stable Diffusion v1.5 and Automatic1111 UI, based on the prompt “two

circles” (Steps: 20, Sampler: Euler a, CFG scale: 7, Seed: 3828270218, Size: 512x512, andModel hash: cc6cb27103). De-

spite the prompt, the images display a randomnumber of circles, indicating that the image generationmodel does not accu-

rately capture cardinality. The figure reveals the limitations of LDMs in generating content that strictly adheres to prompts

that contain analytic concepts such as numbers, highlighting the need for further improvements in understanding and rep-

resenting cardinality in image generationmodels.
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6.2 A clash of paradigms

Figure6.2: This is a screenshotof apost fromMarch

19th, 2022, in which a user expresses their frus-

tration about the amounts of AI content posted

in the group (https://www.facebook.com/groups/

procgenart). This post was eventually removed

from the group bymoderators.

After the release of CLIP, the ML community be-

gan exploring its capabilities in various directions.

RyanMurdock combined CLIP with BigGAN

(Brock et al., 2018) to create BigSleep1, which was

one of the first publicly available tools in this space.

Katherine Crowson experimented with CLIP

guidance in a novel method for image synthesis

known as diffusion, as proposed by Dhariwal and

Nichol (2021). As 2021 drew to a close, numer-

ous forums and user groups devoted to generative

art began discussing image generation and their

workflows as Python scripts that could be run on

Google’s Colab, a platform that provides free (or

nearly free) GPU computing time. Many of these

Colab scripts utilized Crowson’s work, with Disco

Diffusion2 proving particularly popular among the pioneers. As the community continued

to experiment with CLIP and its potential applications, its impact on the field of ML and

beyond remained a topic of ongoing interest and discussion.

1Source code available at: https://github.com/lucidrains/big-sleep
2Source code available at: https://github.com/alembics/disco-diffusion
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Figure 6.3: Bar chart illustrating the number of posts per day in the “Procedural / Generative / Tech Art” Facebook

group (https://www.facebook.com/groups/procgenart), with a noticeable explosion of posts attributed to the trend of AI-

generated images. The chart highlights the increase in group activity related toAI-generated images inApril andMay2022,

followed by an abrupt decline as moderators took countermeasures to direct this type of content to a dedicated group

named “AIGeneratedArt”. The figure demonstrates the impact of AI-generated images on the group’s activity and themod-

eration challenges faced by the online community.

As a member of the Facebook group “Procedural / Generative / Tech Art”, I witnessed

first hand the wave of controversial AI Art that took over the group in the months of April

andMay 2022. Around that time, images generated with Disco Diffusion were pretty

much the only content being posted in that group, to the point that some members started

to complain about it vigorously (e.g. Figure 6.2). Official statistics for the group are not

available, but I was able to scrape the public posts and the trend is evident from the col-

lected data, presented in Figure 6.3. The moderators of the group implemented a new strat-

egy to handle the overwhelming volume of posts related to AI-generated images. They cre-

ated a new dedicated group called “AI Generated Art” and stopped publishing these types

of images in the original group. As a result, there was a noticeable decrease in the number

of posts aroundMay, but this did not indicate a decline in interest. Rather, it was a deliber-
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ate effort to reduce the workload of the page admins who were struggling to keep up with

the moderation demands.

6.3 Stable Diffusion

On August 22nd 2022, Stability.ai released to the public Stable Diffusion (SD) v1.4 (Rom-

bach et al., 2021), a LDM that was trained on LAION-5B, a “dataset of 5,85 billion CLIP-

filtered image-text pairs” (Schuhmann et al., 2022, p. 1). While OpenAI, Google, Meta,

andMicrosoft have all made public releases of their research and development efforts, it is

rare to see them share pre-trained models with the public. These companies defend their

position by citing the potential dangers of unmanaged use, and at the same time safeguard

their investments from the competition. Training models at large scale is undoubtedly a big

expense that is hardly justifiable if it does not produce returns. Stability.ai, however, made

the bold move of releasing their model to the public allowing anyone to use it without any

cost. Since its release, SD has taken the creative industry by storm.

SD outperforms the generation speed of other openly-available models by several orders

of magnitude because it conducts the diffusion process in latent space, unlike previous solu-

tions, such as Disco Diffusion, that operate at pixel-level. It is able to do so because it uses

a VAE to encode and decode images and token embeddings to and from latent space3. This

significant speed increase, coupled with the large-scale dataset it was trained on, make SD

one of the most exciting technologies that we have seen in this field4. Indeed, it is remark-

able that such a small file (less than 4GB) can encode the information of almost 6 billion

images that humans have shared on the internet.

The opportunities that this technology has opened up for the general public are im-

3For an image of resolution 512x512, the pixel space is 3×512×512, which is then encoded/decoded by
the VAE to a 4× 64× 64 latent space where the diffusion process takes place more efficiently.

4At the time of this writing.
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mense. Many developers around the world have spontaneously developed user interfaces,

extensions, performance improvements and also trained alternative models that can be used

to generate specific subjects or in specific styles, all in less than a year since its public release.

In September 2022, it became possible to observe this technology in action in a study

that could accommodate a large group of participants simultaneously. Unfortunately, the

popular interfaces of SD (official webui5, automatic1111 webui6, invokeAI7) are not de-

signed for group use. Projects in this space often use Discord as a platform to let users try

the technology in a social context. For example, Midjourney, an image generation service

based on SD, is a tool that existed only as Discord bot up until very recently (at the time

of this writing, Midjourney’s API access was just announced). Discord’s interface enables

programmatic interaction through bots, which can respond to predefined commands and

execute arbitrary code. As SD was released, many open source solutions featuring image

generation pipelines via Discord became available on GitHub8 and with all these compo-

nents ready, a study observing interactions with SD became possible at a larger scale.

6.4 Method

ADiscord server namedMediaBotswas opened on September 2nd 2022 to host the study.

Participants were selected among design visual arts practitioners, photographers and design

students. They were invited to a 2-hour workshop, during which they had the opportunity

to use text-to-image technology. During the study, 76 people from 5 different workshops

accessed the server. The workshop and participant details are summarized in Table 6.1.

5Project page: https://beta.dreamstudio.ai/generate
6Project page: https://github.com/AUTOMATIC1111/stable-diffusion-webui
7Project page: https://github.com/invoke-ai/InvokeAI
8GitHub (https://github.com) is a web-based platform that provides version control and collaboration

services using Git, a distributed version control system. It allows developers to create, manage, and collaborate
on repositories (projects) that contain source code, documentation, and other files.
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Date Participants Expertise Location

Sep 29th 2023 35 Design (MSc) HK PolyU, School of Design

Oct 28th 2023 10 Photographers Online

Nov 11th 2023 15 Design (BA) HK PolyU, School of Design

Nov 25th, 2023 7 Informatics (MSc) Masaryk University

Jan 8th, 2023 9 Photographers Current Plans Art Gallery (HK)

Table 6.1: Overview of workshops during the study, including the date, number of participants, their expertise, and the

location of eachworkshop. Theworkshopswere conducted at various locations, including universities, art galleries, aswell

as online. Participants had diverse expertise, ranging from bachelor design students to professional photographers.

The server was setup so that participants would be required to join the study in order to

see the content on the server. To join the study they were asked to confirm they have read

the information sheet and then complete a questionnaire9 measuring:

• General prior knowledge about text-to-image technology

• Expectations of Human Compatibility (EHC) when interpreting keywords

• Expectation of Alignment (EA) between images and text

• Tolerance for Ambiguity (TA) scale (Furnham&Marks, 2013; Herman et al., 2010;
Norton, 1975)

The purpose of including these measures was to explore whether any of these factors was

correlated with the usage patterns observed in the Discord server. In particular the TA scale

is hypothesized to be a proxy for a participant’s affinity towards a non-analytical approach.

The intuition is that ambiguity is more characteristic ofD[] thanR[] so this personality

trait might have some influence in the way the tools are used and perceived.

9See Appendix B for the full list of items in the questionnaire.
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Once the participants completed the questionnaire, they were shown how to generate

images through the bot’s slashcommands, essentially special messages that begin with a /

that are recognized by the bot as structured instructions.

The SD bot was named “Botticello”, a wordplay in homage of Sandro Botticelli which

translates from Italian to roughly “cute little bot” (much like Dall-E10 is an homage to Sal-

vador Dalí and the Pixar animation character Wall-E). Under the hood, Botticello is using

yasd-discord-bot11 and dalle-flow12 to interpret the commands and handle the gen-

eration queue. The choice of this architecture was made because the jina13 interface of-

fered by the back-end supports queuing, making it possible for several users to use the same

bot simultaneously, a crucial feature in a workshop setting.

The commands offered by Botticello are:

• /image: This is the first command presented to participants and, in its simplest

form, it enables to generate an image based on a text prompt as shown in Figure 6.4.

The user can also adjust other generation parameters, such as the image resolution,

the strength of the text conditioning and number of iterations. Once the command

is sent, the generated images are returned by the bot as shown in Figure 6.5.

Figure 6.4: An example of the /image slashcommand used in the interface.

10DALL-E is a machine learning-based image generation system created by OpenAI.
11Source code available at: https://github.com/AmericanPresidentJimmyCarter/yasd-discord-bot
12Source code available at: https://github.com/jina-ai/dalle-flow
13Source code available at: https://github.com/jina-ai/jina
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Figure 6.5: An example of the output generated by the /image command.

• /riff: This command is dedicated to image-to-image operations, that is, image gen-

erations that take an image as starting point. It can be used with or without a text

prompt to generate variations from an image. For example, Figure 6.6 is used as start-

ing point for /riff in Figure 6.7. By adjusting the strength parameter it is possible

to control howmuch of the original image will be included in the output. While the

/riff command is available as a button below every output, it is also possible to run

/riff on any image uploaded into the channel by referring to its assigned identifier.
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]

Figure 6.6: An example of the initial image uploaded by the user to be usedwith /riff.

Figure 6.7: An example of the output of a /riff slashcommand referencing the initial image in Figure 6.6.



Figure 6.8: An example of the /interpolate slashcommand interpolating between blackhole andmachine.

• /interpolate: This command can generate images that progressively shift be-

tween one prompt and another as demonstrated in Figure 6.8. This method can

be used to experiment with visual conceptual blending as it provides combinations

that span the whole range of ratios between two concepts.
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6.5 Results and discussion

The analysis relative to the data collected through the questionnaires during workshops and

tool usage data logged by the bot is presented as follows:

1. For general knowledge, intuition and expectation items, distribution bar charts are

presented in Figure 6.9. As both understanding and intuition are skewed towards

higher values, it appears that most participants have an idea of how this technology

works or at least they can intuitively grasp it.

2. TA scale shows good reliability when all items were included (N = 10, Cronbach’s

alpha = 0.797). Constructed scale follows normal distribution (see Q-Q plot in Fig-

ure 6.10).

3. Number of images generated per user (or tool usage) is not normally distributed. Q-

Q plot and Kolmogorof-Smirnoff confirm exponential distribution (see 6.11). Two

outlier cases visible in the charts have been removed with a filter on number of gener-

ated images with condition<= 400.

Compared to earlier studies (Furnham&Marks, 2013; Herman et al., 2010), the TA

scale was found to be slightly less reliable, which may be partly attributed to the impact of

the COVID-19 pandemic. For instance, responses to certain items such as “I would like to

live in a foreign country for a while” and “I like parties where the attendees are strangers”

may have deviated from the rest of the scale due to travel and gathering restrictions that

have been in place in recent years.

The two outliers identified also reveal an interesting story. After an informal conversa-

tion with one of them, they explained the situation. They are a couple who run an Insta-
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Figure 6.9: In order from top to bottom, left to right: distribution of understanding, intuition, expectation of human com-

patibility, and expectation of alignment.

gram page and the reason they had generated so many images was because they were post-

ing content on social media and generating images on behalf of their friends.

The discovery of the exponential distribution in user usage suggests that a small num-

ber of individuals are responsible for the majority of the interaction. Despite the diverse

range of participants, it is noteworthy that the Q-Q plot appears as a near-perfect straight

line, as depicted on the right side of Figure 6.11. The exact cause of this phenomenon is

not entirely clear. However, one possible explanation, based on the observation of two out-

liers, is that network effects play a crucial role in predicting tool usage. The relationship

between the Person and Press elements could provide added incentive for individuals who

are well-connected in a social network. It is worth noting that there is no significant corre-
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lation between usage and any other measured variables in the data collected, indicating that

external factors may be influencing participants’ use of the bot.

Figure6.10:Q-Qplots for tolerance for ambiguity. Left: normal distribution. Right (values adjusted to be in a positive range

after recoding): exponential distribution.

Figure 6.11: Q-Q plots for total number of generated images per user. Left: normal distribution. Right: exponential distri-

bution.
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The data reveals a significant correlation between the Expectation of Alignment item, “I

expect generated pictures to be an accurate visual representation of the keywords”, and the

TA scale variable. Additionally, the Expectation of Human Compatibility item, “I expect

this technology to interpret the keywords in a similar way as humans do”, exhibits a signif-

icant correlation with EA, but not with TA. This indicates that TA and EHCmay exert

independent effects on EA, a relationship that warrants further investigation. To evaluate

this interaction, a linear regression analysis was conducted using SPSS, with the findings

illustrated in Figure 6.12.

Figure 6.12: Results for linear regression on Expectation of Alignmentwith Tolerance of Ambiguity and Expectation of Human

Compatibility as independent variables.

The negative coefficient attributed to TA is particularly noteworthy concerning the po-

tential impact of this personality trait on the perception of text-to-image technology. A

plausible interpretation of this result is that individuals with high TAmay exhibit lower

expectations regarding image alignment, as they already anticipate and accept the inherent

ambiguity present in both language and images. Conversely, those who display intolerance

to uncertainty are more likely to expect a clear alignment between language and images,

projecting this expectation onto the technology. Nonetheless, none of the three variables

exhibit a significant correlation with log(usage), implying that these expectations do not

ultimately influence the inclination to use the technology.

In conclusion, we may summarize the findings according to the ACASIAmodules as

follows:
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• Association and combination. Both humans and the model play important roles

in these components. As discussed in Chapter 4, pre-trained models build a latent

space during training, while humans interpret the generated output, which can lead

to unexpected associations. Conditional generation based on token embeddings

enables the integration of language compositionality with the visual domain. This

integration allows the user to visualize new combinations that can potentially stimu-

late further associations. When this process is iterated, it leads to a virtuous creative

cycle that is incredibly fast, thanks to the efficiency of latent space diffusion, creat-

ing a feedback loop that leads to constant improvement and increasingly complex

outputs.

• Abstraction. As highlighted before, SD is an outstanding example of compression

of information, which arguably implies abstraction. Furthermore, a language inter-

face provides fertile ground for human abstraction. Once again, the interplay be-

tween human and non-human joint efforts in this component leads to a virtuous

cycle. Yet, the abstraction afforded byD[] is not of the analytical kind, which may

mislead users that have expectations of analyticity.

• Selection. This component is primarily human-led. Ultimately, the users make the

decisions of what images to keep or share with others. Of course, the model is mak-

ing some form of selection beforehand, on behalf of humans, and arguably SD is

more efficient than the previous models at selecting pixels combinations that are

visually relevant to the token embeddings.

• Integration and adaptation. Some aspects of these components are handled by

the rule-based interaction with the Discord bot. Botticello affords a set of parame-

ters that allow for creating small variations and minor adjustments. Ultimately, the
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final steps of integration and adaptation into finish product still need to be made by

humans using traditional tools for graphic design and photo editing, such as Adobe

Photoshop.

6.6 Limitations and further research

Overall, this study’s limitations are related primarily to the lack of a structured methodol-

ogy to address this novel type of interaction. In fact, the concept of image alignment with

prompts is unique to this new form of generation and calls for further investigation. Align-

ment in this context has both objective and subjective components and its operationaliza-

tion is dependent on the TOC that a person might be attuned with. In a creative context,

Alignment perhaps is not critical or even desirable. A user could be looking for novelmis-

aligned associations and combinations. In this sense, the non-analytic nature ofD[] can be

considered an asset, echoing the hypothesis thatD[] is an inherently creative operator, as

Hoorn (2023) suggests.

Moreover, the initial evidence discovered in this study suggesting the hypothesis of a

socially driven adoption of this tool, remains inconclusive. The absence of correlation

between number of images generated per user (tool usage) and any of the measured vari-

ables appears to rule out factors related to personal aspects, such as technology acceptance

(TA) and expectations (EHC and EA), as drivers of use. However, the qualitative evidence

emerged from this study in support of Press-driven adoption is not definitive and can only

indicate a direction for further research.

In conclusion, the relationship between EA, TA and EHC constitutes an unexpected

but relevant finding of this research. It points to a possible link between personality traits

such as TA and expectations about the behavior of text-to-image technology. Further re-

search is needed to investigate whether this connection is generalizable to all technologies
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adoptingD[]. This finding also suggest that there might be individual differences in how

we expect concepts to behave, implying that humans develop an unconscious preference for

a TOC, which they then tend to ascribe to the technology they use.
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[Design] is never a process that begins from scratch: to

design is always to redesign. There is always something

that exists first as a given, as an issue, as a problem.

Bruno Latour

7
Discussion

Human—Technology relations are ubiquitous in creative endeavors. The

studies presented offer evidence as to why we should adopt a post-phenomenological lens

when examining human and non-human creativity in the context of art and design. The

post-phenomenological perspective provides a way of looking at computational creativity

that does not separate humans and society from the technology that shapes them, allowing

us to form a more comprehensive and trans-disciplinary understanding of the phenomena

we observe in this context. This is particularly important in today’s world where the bound-

aries between the human and the non-human are becoming increasingly blurred. In par-

ticular, it was highlighted how the trending data-driven approach might bring about new
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opportunities and challenges for creative practices as it affects the way output is consumed

and evaluated by the audience. This chapter further discusses the key insights that emerge

from the studies in relation to TOCs and creativity theories, with the overarching goal of

providing an outlook over what the future of computational creativity might evolve into, if

this trend continues.

7.1 Datasets curation

Datasets are the central aspect ofD[] contextualizations. Computational systems that learn,

must inevitably learn from something. In small-scale scenarios, such as those described in

Chapters 4 and 5, the need for large amounts of training data in most implementations

makes it extremely difficult for practitioners to effectively use data-driven tools without re-

lying on external data sources. While on one hand we can blame the inherent limitations

of DL for this, on the other we must take into account that creative practices do not exist

in a vacuum. Artists and designers often have a degree of visibility into other methods and

products, previous and contemporary, which might consciously or unconsciously affect

them. Boden’s (2003) account of combinational and exploratory creativity aptly describe

this process of repurposing and representing old elements in a new way. Bruno Latour also

points out the inherent remedial nature of design: “To design is never to create ex nihilo.

[...] The most intelligent designers never start from a tabula rasa. [...] Designing is the an-

tidote to founding, colonizing, establishing, or breaking with the past. It is an antidote to

hubris and to the search for absolute certainty, absolute beginnings, and radical departures”

(Latour, 2008, p. 5). What artists and designers do in their practice is perhaps better un-

derstood not as creation, but as selection of the old, abstraction and combination, to put in

ACASIA terms. The emphasis here is on the selection of something as input which is then

decomposed and reconstructed anew.
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Putting together a large-scale dataset can be a daunting task, let alone having the re-

sources to train a model at the scale we are witnessing in the recent years. It is remarkable

that, as the scale increases, the prediction accuracy does not plateau, making tools like GPT,

Dall-E and SD possible, but this race for scale in the long run might also have detrimental

effects in terms of market concentration and accessibility. The impact of this is already evi-

dent from the literature review of CC, showing a decreasing amount of novel systems being

developed. First hand experience also confirms this difficulty, as presented in the first two

studies.

The response of the open-source community to this problem has perhaps shown a pos-

sible solution to this issue, both in practical and theoretical terms. For example, textual-

inversion (Gal et al., 2022) provides a way to add token-embeddings and hyper-networks

based on as little as 3-4 images. These custom-trained concepts can then be combined with

other tokens to generate virtually infinite visual “possibilities”. Dreambooth (Ruiz et al.,

2022) provides a way to also fine-tune SD with custom visual content, yet this results in an

entirely new model, which is inconvenient for sharing and makes merging with other mod-

els difficult. Low-rank adaptation of LLMs, or LoRA (Hu et al., 2021), was applied to SD

and released in February 2023. LoRA has solved the issue of having to re-release the whole

model when fine-tuning, while also providing a way for users to extend SD concept library

with reduced memory requirements allowing training on consumer hardware. Alongside

fine-tuned models, LoRAs are then easily published as relatively small files on online shar-

ing platforms like Civitai (https://civitai.com).

LoRAs can also be combined with one another, thus enabling interoperability across

user-defined visual concepts. This opens up the possibility for community powered com-

positionality of user-trained models. In a sense, such configuration is not unlike what Jack-

endoff (1989) and his neo-classical theory would predict: a set of core concepts (SD base
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model) and a series of semantic-fields (user trained models) which adjust and complete the

base model incorporating examples that are more personal and specific (see Section 2.1.4).

In this context, I bring forward a consideration about what the shift of attention to-

wardsD[]might bring for artists and designers. It may very well be that, in the future,

practitioners will choose to release their particular graphic style, interior design, or prod-

uct aesthetic as a generative model, rather than as a set of fixed outputs such as images,

soundtracks, text or 3Dmodels. Much like the generative art movement in the 1960s was

not about the content, this wave of user-generated text-to-image models might take the

same path and shift the attention towards the Process perspective and away from a Product-

centric view, because content is becoming way too abundant to be of any value.

In a not so distant future, content producers of today might be required to evolve their

skills to better understand the foundations of DL and, more specifically, learn how to build

their own datasets and train their own models. Extending large pre-trained models with

unique subjects or styles might be one of the ways individual artists can provide creative

value to their audiences. Similarly, fine-tuning weights with further examples to integrate

models into the flow of applications and interfaces might become the order of the day for

creative practitioners and designers. Customization of the generative capabilities of these

tools requires both knowledge and skill. The selection of “good” examples representing a

coherent visual concept is perhaps an art that can be learned and mastered, a process that

can reveal our biases and challenge our imagination. The combination-making capabilities

of language might then expand the reach of our creations and let us explore conceptual

spaces through computable compositionality.

By understanding the use of computational tools in the creative process as an act of en-

gaging in human-technology-world relations, we can further refine and give meaning1 to

1In the sense of hermeneutic intentionality described by Ihde (1990).
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the interactions we have with any tool or instrument. In particular, as suggested by the dif-

ferentiation betweenR[] andD[] considered in this thesis, the contextualization acting in

the background of a specific interaction is an important aspect to consider when engaging

with computational tools for creative tasks. Furthermore, the fitness of the two contextual-

izations varies based on the ACASIA component that they are applied to.

As highlighted in all studies, training a model can be thought of as the act of creating a

conceptual space by assessing the similarities across all examples provided. By doing so, the

model is performing its own alien2 abstraction (as data compression), so then associations

and combinations can happen in latent space. The modularity of the ACASIA (Hoorn,

2014) meta-model of creativity is particularly useful here because it allows us to compare

the two approaches by looking how individual modules are implemented. The studies sug-

gested that, while inR[] contextualizations the abstraction has already been performed

by humans defining analytical rules, inD[], high-level human-compatible abstraction is

achieved through large-scale datasets and training. Because of this,D[] only affords the

illusion of analyticity (GPT is an unreliable calculator, SD struggles drawing exactly two

circles, etc…) and its abstraction is much more attuned to the complexities of human percep-

tion, as opposed to cognition.

In conclusion, attention to Process is required in order to select examples, form new com-

binations, iterate and learn. While the evaluation of output (Product) is necessary to im-

prove, typically, the adjustments are to be made in the Process. Without a perspective over

the technological relations that exist between the human and non-human, the intersection

of technology and creativity is hard to navigate. As shown in Chapter 5, reflective practices

act as a compass, making us become aware of how we expect these tools to behave and learn

to distinguish it from how they actuallywork. This developed self-awareness can increase

2The word alien is used here figuratively, referencing the metaphor used by Fazi (2018).
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the effectiveness and range of expression of using technology for creative endeavors. With

intimate knowledge of the creative Process of a specific technology is possible experiment

with its boundaries, in search for unexpected behaviors (Hoorn, 2023).

7.2 Language as interface for concepts

As emerged from the text-to-image study (Chapter 6), language can be a powerful inter-

face for visual concepts. Similar types of text conditioning have been successfully applied

to audio (Borsos et al., 2022; Dong et al., 2023; Ghosal et al., 2023; J. Huang et al., 2023; R.

Huang et al., 2023; H. Liu et al., 2023) and music (Agostinelli et al., 2023; K. Chen et al.,

2023; Melechovsky et al., 2023; Schneider et al., 2023), which suggests that language can be

used to interface in a multi-modal way to multiple forms of perception. However, as the lit-

erature review has thoroughly exposed, it would be wrong to state that we can describe the

nature of concepts only in linguistic terms. Doing so would require to either rely on formal

definitions, hence falling into all the problems of CT, or limiting the study of concepts to

lexical concepts, one of the limitations of NT. Reflecting on the studies conducted, it be-

came clear that having language as interface for conditioning DLmodels was a tremendous

asset, which unlocked the immense creative potential existing in latent space. A hypothe-

sis that could follow from these ideas is to think of language as a technology in itself, so we

could write:

• (I − Language) → Speech

Ihde (1993) is cautious about addressing language as a technology and argues that be-

cause language involves human intentionality and meaning-making processes - something

he calls “hermeneutic intentionality” - it cannot simply be treated as an objectified tool

like other forms of technology. Instead, understanding how people use language requires
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an appreciation for the cultural contexts in which they operate, including shared assump-

tions about meanings and values. Ihde notes that unlike most technologies which have

specific functions and purposes (e.g., a hammer is designed for pounding nails), language

has an open-endedness and flexibility in terms of what it can express. This means that while

we use language to achieve particular ends (such as conveying information or persuading

someone), there is no limit to what we might say using this medium. Ihde also warns that

addressing language purely as a technology risks missing out on its deeper dimensions such

as creativity, playfulness, and poetic expression.

Researchers in other fields such as biolinguistics (Koster, 2009) and evolutionary linguis-

tics (Mufwene, 2013) also brought forward the idea that language can be seen as technol-

ogy. These views typically follow from Chomsky (1957) and his theory that language is

an innate ability that humans are born with - it is part of our genetic makeup or universal

grammar. Assessing language as a technology heavily depends on what we intend by Lan-

guage and Technology, which are both quite expansive and controversial concepts

themselves, but as it should be evident since Section 2.1.1, looking for exact formal defini-

tions seems to be a dead end.

I will explore here the perspective that a Language can be broadly understood as a com-

positional system for concepts. I will also adopt the perspective that a Technology is

anything that mediates our experience of the world. These two perspectives might then

allow for Language to be a Technology that mediates our experience of concepts. Ac-

cording to the post-phenomenological notation, we might formalize how language is acting

as an interface for concepts as follows:

• I → Mathematics/(LM → R[C1, C2, ..., Cn])(−Result)

• I → Storytelling/(LS → D[C1, C2, ..., Cn])(−Story)
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Where Lx is a form of language andCn can be any concept, such as number, addi-

tion, cause, character, die and so on. While in the first example the use ofR[] is re-

flecting the analytic nature of mathematics, the use ofD[] in the second example highlights

the synthetic nature of storytelling, a process influenced by the author’s experience and cul-

tural context. In both examples the hermeneutic intentionality (Ihde, 1993) sets the concept

contextualization required by the specific form of language.

It could be argued that for the storytelling example there are some elements ofR[] as

well. A more obvious case is that of a poem that follows a specific meter, such as a sonnet. It

seems thatR[] andD[] can happily coexist in the same mediation. It is perfectly possible to

have:

• I → Poetry/(LP → (R[Meter]−D[Theme]))(−Sonnet)

• I → Music/(LMu → (R[Tempo]−D[Theme])(−Song)

• I → Architecture/(LA → (R[Materials]−D[Aesthetics]))(−Building)

Once again, language is intended here very broadly as a compositional system, grounded

in concept tokens and a representation of their relationships. It seems that the ability to

deal with bothR[] andD[] contextualizations of compositional systems (i.e. languages) is

perhaps its most remarkable feature as it allows to bridge perception and cognition. As the

experience of the first two studies suggests, similarity spaces constructed without language-

like elements in support of compositionality are relatively difficult to control. In the third

study, which leverages the compositional properties of word tokens and large-scale pre-

trained models, the relationships between certain words and the visual representations of

concepts they refer to, becomes immediately available to the users as an interface to visual

concepts. Arguably, this is why in the third study most participants picked up relatively

easily on how to generate content using Botticello.
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As final remark, it should be noted that as LLMs evolve to be more powerful and capa-

ble, they will also become multi-modal. GPT4 already incorporates the ability to describe,

generate and modify images based on natural language. It is only a matter of time before

the compositional capabilities of these tools unify other domains under the same roof.

However, it is still unclear how future DL solutions will integrate or achieve the ability

to deal with concepts analytically and whether this is possible at all using machine learning.

7.3 Blurring human and non-human creativity

The concepts of ownership and authorship in art and design are constantly challenged by

technological advancements and the current DL trend is perhaps a challenge that will leave

a long trace. For example, there are many concerns regarding whether the output of image

generators such as Dall-E or SD is to be considered derivative work because it relies on exist-

ing visual content that has been taken from the internet without explicit consent from the

authors (Brittain, 2023). There are also many cases in which using these tools can be consid-

ered as fair use, especially when there is substantial tweaking of the generation parameters,

custom datasets or manual post-processing efforts. In all studies presented, the boundaries

of human and non-human efforts are being twisted and blurred in different ways. This sec-

tion addresses the implications of this ambiguity and how existing creativity theories might

adjust to accommodate for it.

In the attempt to frame CC systems under the four Ps of creativity, Jordanous (2016)

suggests to change Person into Producer, in order to accommodate non-human agents as

potential actors or co-actors. While this extension is welcome, it perhaps also leaves out

other aspects that are characteristic of CC, for example how a specific technology (Process)

might affect the criteria that the audience adopts to deem an artifact as creative (Press). Fur-

thermore, communities of practice (Press) might foster individual learning (Person), which
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in turn will affect the way technology is used or even its core functioning, as seen in numer-

ous open-source projects spawned after the release of SD (Process). Separating the different

perspectives might have its benefits, but also promotes a reductionist view of creativity,

which gives an incomplete picture.

The ACASIAmeta-model by Hoorn (2014) does not, by definition, take into consid-

eration the nature of the agent performing each module. ACASIA’s agnostic take on the

nature of the agent performing the tasks in each module makes the model better suited to

describe these interactions. I believe that it might be valuable to express more specifically

how the interaction between the human and the non-human shapes the creative process,

within ACASIAmodules. For example, in the third study, the interaction loop happened

much faster compared to the first two studies in which the technology only allowed two

iterations in total. As discussed in Section 6.5, the shorter generation time of SD affords

both human and non-human association and combination in extremely short cycles. This

fast paced interaction dramatically increases the speed at which a technology’s background

relations can become more transparent to the user.

Under the post-phenomenological view, the use of a technology for creative endeavors

can be both personal and impersonal. On one hand, the non-human can be perceived as

external to us, as is the case for alterity relations where technology is to be considered as a

quasi-other. On the other hand, a technology can become more transparent to its user by

gaining insights into its background relations, to the point where hermeneutic intentionality

becomes possible through the interaction with it. With regards to the studies presented in

this thesis, the affordances of specific DL tools seem to have had significant impact in defin-

ing these boundaries. In addition to the increased speed of the iteration cycle discussed

earlier, the introduction of text-based conditioning provides a more transparent interface,

given that the compositionality language is so familiar to us.
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In the last two years, it is not uncommon to hear the term “prompt-engineer” referring

to someone who specializes in the craft of writing prompts for LLMs or LDMs. Arguably,

this skill requires a deeper understanding of aD[] contextualization, which is acquired

primarily by experimentation. Prompt-engineering is characterized by the ability to see

through the opacity of alterity relations and gain intimate knowledge of the technologies

acting in the background of DLmodels. By stepping into the technological mediation and

understanding its components, one is then able to see the bigger picture and have full con-

trol over the technology. Seeing through alterity relations enables us to become aware of a

technology’s inner functioning and this awareness affects the mediation itself, making us

perceive the output as more ours.

However, there is no shared understanding of authorship and ownership in the commu-

nity of practice because most users approaching GDL use algorithms and models off the

shelf, often with little knowledge about their internal functioning. If one comes up with

the idea of an avocado shaped chair and uses a LDM to visualize how it may look like, is it

still possible to argue that the final image was “made” by the human just because they typed

the right sequence of words as prompt? Is the model simply solving a production problem?

Can a “prompt-engineer” be considered the author of a prompt? These are extremely diffi-

cult questions to answer, but one thing is for certain: the value of merely executing existing

ideas is diminishing rapidly in the face of these technological advancements. As DL tools

become more accessible and widespread, the importance of fostering unique and innova-

tive approaches to utilizing these technologies in creative practices becomes increasingly

crucial. Consequently, the focus should shift towards developing a deeper understanding

of the underlying mechanisms that drive these systems. In doing so, we can strive to ensure

that the resulting creative outputs maintain a sense of authenticity and originality, even as

the lines between human and non-human contributions continue to blur.
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I think we should think of AI as the intellectual equiva-

lent of a backhoe. It will be much better than us at a lot of

things.

Geoffrey Hinton

8
Conclusions

The purpose of this study was to investigate how different approaches to

computation and their embedded TOCs affect the technological media-

tion in a creative process. Throughout this investigation, the technology associated

with the topics addressed in this thesis has been in a constant state of evolution. There are

no clear signs that the improvements in this area will stop or slow down, making it very

challenging to come up with conclusions that can stay relevant for an extended period of

time. Nevertheless, in this final chapter I will attempt to summarize some theoretical con-

siderations emerging from this research that should endure, while also highlighting the

many limitations that characterized this doctoral journey. The hope is that these insights
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can foster further research and collaborations to better understand and anticipate the fu-

ture challenges that creative practices may encounter in the face of rapidly advancing tech-

nology.

8.1 Research summary

When this research began in 2019, it was set out to explore how different computational

approaches might affect the creative process, with the assumption that they implicitly em-

bed diverging concept ontologies (TOCs). Compositionality had emerged early on from

the literature review as one of the factors that are fundamental to concept formation. While

traditional rule-based approaches to computation implement crisp analytical rules of com-

position which are pre-defined by humans, DL originally struggled in achieving composi-

tionality due to the inherent locality of neuron states in a network. During the course of

this doctoral journey, the innovation of self-attention and its ability to scale over massively

large datasets proved to be an effective way to address compositionality using data-driven

technologies.

In order to describe different computational approaches and their respective nuances, an

extension to mediation theory (Ihde, 1993) that addressed two different contextualizations

of input (R[] andD[]) has been proposed. This distinction has been discussed in relation

to existing TOCs as well as models of creativity (Boden, 1996; 2003; Hoorn, 2014; Rhodes,

1961) and used in the studies to analyze specific forms of mediation afforded by DL tech-

nologies such as VAEs, Transformers, GANs and the most recent LDMs. The insights that

emerged from each study highlight several themes that can be related back to the TOCs

discussed in the literature review as well as provide further research directions for existing

creativity theories.

As part of this doctoral thesis, three studies have been conducted. The first and second
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study embraced a practice-led research approach (Candy, 2011), in the form of close col-

laborations with a musician and a photographer. These studies addressed existing DL

tools that could be trained on datasets we created ourselves. In the second study, the act

of putting together a dataset was used as a reflective practice (Schön, 1983) to investigate

howD[] contextualizations form concepts from a series of examples. The third study fo-

cused on the usage patterns of a Discord bot powered by Stable Diffusion (Rombach et al.,

2021), with particular attention to the construct of Tolerance for Ambiguity (TA) (Nor-

ton, 1975) and its relationship with user expectations about text-to-image technology. The

data collected from 76 participants shows an exponential distribution of amount of images

generated per user and a weak correlation between TA and expectations of image align-

ment. No significant correlation between TA and usage was found in the collected data.

These results suggest the hypothesis that social factors, such as network effects, might be

influencing usage, while personal traits (TA) only affect expectations about text-to-image

technology capabilities.

8.2 Post-phenomenology of creativity

One of the main gaps exposed in the literature review was the lack of a non-dual way to

represent human and non-human roles in creative endeavors. The adoption of the post-

phenomenological lens allows for a description of the creative process that does not sepa-

rate them, but instead puts them in a mediating relationship. Existing models of creativity

taken under consideration either formalize the distinction, for example Rhodes (1961),

or are agnostic about the nature of the actor performing the step as proposed by Hoorn

(2014).

Adopting a post-phenomenological approach might provide an explanation to why cer-

tain aspects of a technology might be overlooked or not fully understood by its users, as dis-
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cussed by Eede (2010) with regard to technological opacity. Indeed the difference between

alterity relations that useR[] orD[]might not be immediately obvious. For example, users

might be inclined to think that GPT is capable of analytical reasoning and consider its out-

put as bound to some kind of truth, while the reality is that GPT is most definitely not

fact-checking its output in any way and will likely make up a probable answer if it has not

seen any data related to a topic during training. Understanding this is roughly equivalent to

being able to discernR[] fromD[] technologies.

The post-phenomenological framework discussed in this thesis is able to explain some of

the unexpected results that emerged from the third study. As already highlighted by Flusser

(1999, 2000) the Apparatus is to be considered part of the technological mediation. This

perspective provides some insights into the unexpected finding that network effects might

be a factor that affects tool use (see Section 6.5). This explanation also extends to the discus-

sion about the increasingly important role datasets curation presented in Section 7.1, as the

increasing popularity of model sharing sites like Civitai seems to confirm.

Adopting a perspective that allows to see language as a technology, the framework might

also provide some insight into its ability to bridge betweenR[] andD[], thus mediating

our experience of concepts. By enabling both analytic and synthetic contextualizations,

language has the unique potential to bridge perception and cognition. This also highlights

its key role in the development of multi-modal deep learning models that can effectively

interface with various forms of human experience and understanding.

Finally, as highlighted throughout Chapter 7, possessing intimate knowledge of how

technology affects creative work is crucial for future generations of artists and designers,

as the attention of communities of practice is shifting from Product to Process (Rhodes,

1961). The extension of mediation theory (Ihde, 1990) proposed in this thesis should be

useful to educators to promote a more conscious and effective use of both types of com-
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putational approaches. I believe it is also particularly important to teach how the two can

integrate with one another. R[] andD[] have strength and weaknesses that are complemen-

tary and, as seen in Table 3.2, they might be more or less suited for a task, based on which

ACASIAmodule they are embedded in. For the educators in this field, a teaching objective

that this research suggests is to provide students with an understanding of technological

opacity and background relations, so that they can master their creative expression through

any technology.

8.3 Limitations

The studies address new technologies as they develop. This is not ideal, as discussed in Sec-

tion 3.4, because the methods used to conduct a research must continuously change and

adapt to new advancements in order to remain relevant. The methodology addressing this

topic is still in its infancy. Constructs such as alignment between prompt and image are

yet to be formalized and operationalized properly and by the time they will be, there might

be new solutions which renders them obsolete. It is simply not possible to keep up to date

with the latest release of every tool and conduct rigorous research at the same time. Fast

research is not good research, but slow research becomes irrelevant fast in this field.

Regarding the first two studies, the practice-led approach has proven to be limiting in

terms of potential generalization of results. While the experience gained through practice

turned out to be valuable,N = 1 studies are very specific by nature and the results can-

not be discussed in objective terms. In hindsight, the first study focused too much on the

output rather than the process, which might be hindering its generalizability even further.

Practice-led research conducted in this form is effectively limited to self-reflective exercises,

which can only be valuable at a later stage.

Another limitation that was felt for all the studies was the lack of adequate parallel com-
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puting power and memory (i.e. GPUs) to run experiments. Unfortunately, the ability to

run certain DLmodels depends hardware at hand, which, in turn, is contingent on budget

constraints and accessibility. For example, in the first study, we could use a VAE capable of

producing only two bars of melody because of the limited amount of memory of our GPU.

Coincidentally, at the time there was also a global shortage of GPUs due to the COVID-19

pandemic. Again, in the second study, the resolution of the images we could generate was

limited for the same reason. When we were finally able to buy a better GPU for the third

study, as we put online the Discord bot, we committed our only available unit to this task,

which prevented us from running other experiments without creating disruptions to users.

Having only one GPU also imposed a limit to the amount of users we could host in a work-

shop.

A limiting factor for the third study was also the use of Discord as interface for genera-

tion. While on one hand the platform provides a relatively easy interface to operate the bot,

on the other hand it does require some explanation and the user experience might not be

very intuitive for new users. This introduces another layer of complexity which is unrelated

to the study topic, potentially introducing a confounding variable. Unfortunately, there

is no easy way around this if the goal is to expose a group of participants to these technolo-

gies. Most UIs for SD are designed for one user only and therefore do not provide a queue

system which is necessary in the case of simultaneous requests.

Another limitation of this research is the lack of a comparative study betweenR[] and

D[] technologies. A pilot workshop aiming to formalize a protocol for this kind of experi-

mental research was conducted in early 2022, but the gathering restrictions imposed by the

COVID-19 pandemic made it difficult to put it in place. Fortunately, it is very likely that

this study will eventually take place within 2023.
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8.4 Further research

This doctoral thesis opens many questions but leaves them only partially answered. A topic

that demands further inquiry is the study of technologies that integrateR[] andD[]. While

this can be formulated as a practical problem, it does indeed hold many philosophical im-

plications. Some examples of this type of hybrid approach are already surfacing after the re-

lease of GPT4, such as AutoGPT1 which combinesD[] elements of GPT with traditional

R[] elements by giving it access to internet search, a memory system, a way to execute code

and other scripted functionalities. It is possible that this type of integration will evolve into

something more sophisticated in the future which could be able to encompass both ana-

lytic and synthetic realms.

An additional avenue for future research stemming from this doctoral study involves

exploring community sharing and compositionality in user-trained models. As highlighted

in Section 7.1, the active involvement of community members in developing personalized

model extensions (such as custom concept embeddings, hypernetworks, LoRA, etc.) is

transforming the way in which artists and creators present content to their audiences. If

this trend persists, it is conceivable that these sharing platforms may evolve into a central

hub for both content creators and consumers.

Furthermore, there are implications arising from the popularization of tools such as SD

and GPT with regards the understanding of truth. For example, while in the early days of

photography the artifacts produced by cameras could be considered as somehow bound to

reality, as of today, it is almost impossible to discern a generated image from a real one. A

similar problem is evident today in the education sector, as students make use of GPT for

their assignments without necessarily questioning the origin of the information that is re-

1https://autogpt.net/
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turned by the model. While to some extent these issues already existed before DL platforms

became available, the problem is now becoming extremely obvious because these tools are

so easy to use and millions of people are adopting them. How will these tools change our

understanding of truth?

Another direction for further research that naturally follows from the journey presented

in this thesis is to investigate multi-modality in DL. As discussed in Section 7.2, language

could become the unifying interface which allows us to generate all types of media using

just a single tool. For example, a future version of the popular streaming site Netflix could

offer the possibility to describe a setting, upload a few photos of ourselves or our friends

and generate a whole TV series where we are the protagonists. While this may sound like

wild speculation, it is not so hard to believe that this will be possible one day. Crude yet

functional text-to-video is already a reality (Esser et al., 2023) and so are language models

for audio (Borsos et al., 2022) and music (Agostinelli et al., 2023) generation.

Finally, there is one last important question to be asked, which is what, if anything at all,

can slow down or stop this trend. OnMarch 22nd, 2023, an open letter was published on

the internet asking to Pause Giant AI Experiments2 which warns:

AI systems with human-competitive intelligence can pose profound risks to
society and humanity, as shown by extensive research and acknowledged by
top AI labs. As stated in the widely-endorsed Asilomar AI Principles, Ad-
vanced AI could represent a profound change in the history of life on Earth,
and should be planned for and managed with commensurate care and re-
sources. Unfortunately, this level of planning and management is not happen-
ing, even though recent months have seen AI labs locked in an out-of-control
race to develop and deploy ever more powerful digital minds that no one –
not even their creators – can understand, predict, or reliably control.

These are legitimate concerns that the creative industry can fully relate to. It seems we

2https://futureoflife.org/open-letter/pause-giant-ai-experiments/
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are witnessing the beginning of a new era, where, once again, the impact of technology on

society is about to redefine what it means to be creative.

In conclusion, I would like to share a personal reflection that may leave readers on an

optimistic note. I experienced an enlightening moment while observing a stunning sunset

on a tropical beach. Many individuals around me were viewing this breathtaking scene

through their mobile phone screens, attempting to preserve the moment in digital form.

However, given my experience working on this thesis, I felt no such compulsion, confident

in my ability to generate a virtually limitless number of sunset images, even featuring myself.

Thus, I was content to merely immerse myself in the experience, allowing the beauty of the

moment to spark the creative inspiration.
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A
Supplement to the literature review

This appendix contains the code used to fetch the literature review data using scopus API

as well as the prompt used to categorize the papers.

A.1 Scopus search retrieval

require 'typhoeus'
require 'json'
require 'bibtex'
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require 'active_support'
require 'active_support/core_ext'

API_KEY = "xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx"
API_URL = "https://api.elsevier.com/"
DOI_BASE = "https://doi.org/"

DEFAULT_OPTIONS = {
method: :get,
headers: {
'Accept': 'application/json',
'X-ELS-APIKey': API_KEY

}
}

BIBTEX_TYPES = {
"Conference Paper" => :inproceedings,
"Article" => :article,
"Editorial" => :article,
"Note" => :article,
"Review" => :article,
"Chapter" => :inbook,
"Article in Press" => :article,
"Short Survey" => :article,
"Book" => :book

}

@search_string = 'KEY ("computational creativity")'
@bib = BibTeX::Bibliography.new
@urls = []

def make_keyword_request(sstring, cursor = 0)
options = DEFAULT_OPTIONS.dup
options[:params] = {
query: sstring,
field: "prism:url",
count: 25,
start: cursor

}
request = Typhoeus::Request.new(api("content/search/scopus"), options)
request.on_complete do |response|
if response.success?
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parsed_response = JSON.parse(response.body)["search-results"]
if parsed_response["entry"]
parsed_response["entry"].each do |result|
puts result["prism:url"]
@urls.push result["prism:url"]

end
make_keyword_request(sstring, cursor + 25).run

end
elsif response.timed_out?
# aw hell no
puts "got a time out"

elsif response.code == 0
# Could not get an http response, something's wrong.
puts response.return_message

else
# Received a non-successful http response.
puts "HTTP request failed: " + response.code.to_s
puts response.body

end
end
request

end

def api(path)
API_URL + path

end

def make_abstract_request(url)
puts url
options = DEFAULT_OPTIONS.dup
options[:params] = {
view: "META_ABS",
apiKey: API_KEY

}
request = Typhoeus::Request.new(url, options)
request.on_complete do |response|
if response.success?
parsed_response = JSON.parse(response.body)["abstracts-retrieval-

response"]
coredata = parsed_response["coredata"]
puts "Found #{coredata["subtypeDescription"]}"
puts coredata
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if is_valid_record(coredata)
puts "Valid record"
entry = {}
entry[:bibtex_type] = BIBTEX_TYPES[coredata["subtypeDescription"]]
entry[:issn] = coredata["prism:issn"]
entry[:journal] = coredata["prism:publicationName"]
entry[:author] = format_authors(coredata["dc:creator"]["author"])
entry[:abstract] = coredata["dc:description"]
date = Date.parse(coredata["prism:coverDate"])
entry[:year] = date.year
entry[:month] = date.month
entry[:title] = coredata["dc:title"]
entry[:volume] = coredata["prism:volume"]
entry[:number] = coredata["issueIdentifier"]
entry[:pages] = "#{coredata["prism:startingPage"]}--#{coredata["prism:

endingPage"]}"
entry[:citedby] = coredata["citedby-count"]
if coredata["prism:doi"]
entry[:doi] = coredata["prism:doi"]
entry[:url] = DOI_BASE + coredata["prism:doi"]

end
entry[:eid] = coredata["eid"]

entry[:publisher] = coredata["dc:publisher"]

#entry[:file] = build_file_url(coredata["dc:identifier"])
if parsed_response["authkeywords"]
if parsed_response["authkeywords"]["author-keyword"].instance_of?

Array
entry[:keywords] = parsed_response["authkeywords"]["author-keyword

"].map {|key| key["$"].titlecase.strip }.join(", ")
else
entry[:keywords] = parsed_response["authkeywords"]["author-keyword

"]["$"].titlecase.strip
end

end
@bib << BibTeX::Entry.new(entry)

else
puts "Invalid record!"
puts url
puts "Continuing"

end
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elsif response.timed_out?
# aw hell no
puts "got a time out"

elsif response.code == 0
# Could not get an http response, something's wrong.
puts response.return_message

else
# Received a non-successful http response.
puts "major fail"
puts response.body
puts "HTTP request failed: " + response.code.to_s

end
end
request

end

def format_authors(authors)
authors.map do |author|
"#{author['ce:surname']}, #{author['ce:given-name']}"

end.join(" and ")
end

def is_valid_record(data)
data["dc:creator"] && BIBTEX_TYPES[data["subtypeDescription"]]

end

make_keyword_request(@search_string).run

#urls = File.open("artificial_creativity.txt").read
@urls.each_with_index do | url , i |
puts "Querying #{i+1} of #{@urls.length}"
make_abstract_request(url.strip).run

end

#make_abstract_request("https://api.elsevier.com/content/abstract/scopus_id
/84900523833").run

#print @bib.to_s
File.write("#{@search_string.remove('"').squish}.bib", @bib.to_s)

A.2 GPT categorization prompt
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A media is intended as the field of application addressed by the paper in
question.

The theoretical scope of a paper is intended as the focus of the paper's
research question.

The computational approach is intended as the broad category of algorithms
and implementations discussed in the paper.

I need your help identifying the domain of this paper:

Title: {title}

Abstract: {abstract}

Journal: {journal}

Please assign it to one of the following media:

- No medium
- Visual, images and movies
- Culinary recipes
- Design, Urban Design, Architecture
- Writing, narrative and language
- Music and musical composition
- Game design
- Concepts
- Multi-modal

Please also help me assign this paper to one of the following theoretical
scopes based on the

research question that the paper is addressing:
- Evaluation: the paper discusses the evaluation of creative artifacts
- Theory: the paper discusses a particular theory or hypothesis about

creativity
- System: the paper presents a technical implementation of a specific

system or algorithm developed by the authors
- Other: the scope of the paper does not fit any of the other categories

Please also assign one of these computational approaches:
- Rule based: these are non-data driven methods that follow deterministic

rules and definitions, such as expert systems
- Evolutionary algorithms: genetic algorithms and other evolutionary

methods
- Data driven: this includes Deep learning, machine learing and other

methods that are based on datasets
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- Other: does not belong to any of the above or the approach is not
clearly specified

Return the domain and the explanation of your choice in this format:
[ the media of the paper] | [ the theoretical scope ] | [the computational

approach] | [ your explanation]

for example:

Multi-modal | Evaluation of creativity | Data driven | This paper discusses
[...] so it belongs to [...]

Follow this format strictly and do not add any other words or prefix such
as "Scope:" or "Medium:" before the domain and category you pick.

A.3 Top cited paper and their research question

The following table displays the 25 papers with most citations in the corpus. The number
of citations was not considered in the systematic literature review, because of the possible
bias it may introduce. All topics have been considered as a equally important regardless of
whether the paper was cited or not. Citations also are depended on publication date, which
may yield further bias in the analysis.

Author
(Year)

Paper Title Citations Research Question

Ritchie
(2007)

Some empirical criteria
for attributing cre-
ativity to a computer
program

193 Is it possible to empirically assess
whether a computer program is capa-
ble of creative activity?

Jordanous
(2012)

A Standardised Pro-
cedure for Evaluating
Creative Systems: Com-
putational Creativity
Evaluation Based
onWhat it is to be
Creative

129 How can we evaluate the creativity of
computational systems?
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Wiggins
(2006a)

Searching for computa-
tional creativity

110 How can traditional AI search methods
be used to explore the relationship be-
tween Boden’s account of creativity and
Wiggins’ formalisation of it?

Machado
(2002)

All the truth about
NEvAr

109 How can Evolutionary Art Tools, such
as NEvAr, be used to generate images
and what are the benefits of using such
tools?

Boden
(2009)

What is generative art? 91 What are the major categories of gener-
ative art, and what are the appropriate
aesthetic criteria and locus of creativity
for each category?

Neves et al.
(2007)

The halt condition in
genetic programming

79 What is the role of divergence and
convergence in creative processes, and
how can they be implemented within
creativity programs in the Genetic or
Evolutionary Programming paradigm to
address the Halt Condition in Genetic
Programming?

Jennings
(2010)

Developing creativity:
Artificial barriers in
artificial intelligence

55 How can developers of creative artificial
intelligence systems convincingly argue
that their software is more than just an
extension of their own creativity?

Davis (2016) Empirically studying
participatory sense-
making in abstract
drawing with a co-
creative cognitive
agent

54 How can participatory sense-making
be used to model and understand open-
ended collaboration between humans
and computers in the context of abstract
drawing?

Kowaliw
(2012)

Promoting creative
design in interactive
evolutionary computa-
tion

52 How can creative design be promoted in
interactive evolutionary computation?
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Eppe (2018) A computational
framework for concep-
tual blending

51 How can modern answer set program-
ming methods and optimality principles
be used to develop a computational
framework for conceptual blending?

L. Chen
(2019)

An artificial intelli-
gence based data-driven
approach for design
ideation

49 How can artificial intelligence and data
mining techniques be used to enhance
design ideation?

Peinado
(2006)

Evaluation of auto-
matic generation of
basic stories

47 How can the utility of an automatic
story generation system be measured in
terms of quality and originality of the
generated artifact?

Olteţeanu
(2015)

ComRAT-C: A com-
putational compound
Remote Associates
Test solver based on
language data and its
comparison to human
performance

44 Can a computational compound Re-
mote Associates Test solver based on
language data be used to solve RAT
queries and how does it compare to
human performance?

Yang (2020) On the evaluation of
generative models in
music

43 How can generative music systems be
evaluated and compared in a reliable,
valid, and reproducible way?

Sturm (2019) Machine learning re-
search that matters for
music creation: A case
study

41 How can machine learning be applied
to music creation in a way that is useful
and impactful for real-world practition-
ers?

Olteţeanu
(2016)

Object replacement
and object composition
in a creative cognitive
system. Towards a
computational solver
of the Alternative Uses
Test

41 How can object replacement and object
composition be used to create a cre-
ative cognitive system that can solve the
Alternative Uses Test?
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Liapis (2019) Orchestrating game
generation

39 How can a computational process or-
chestrate the various computational
creators of different creative domains
in order to generate a digital game
with desired functional and aesthetic
characteristics?

Colton
(2008)

Emotionally aware
automated portrait
painting

38 How can a machine vision system and
a non-photorealistic rendering (NPR)
system be combined to automatically
produce portraits which heighten the
emotion of the sitter?

Cook (2017) The ANGELINA
videogame design
system-part i

37 How can cooperative coevolution be
used to automate game design and pro-
duce content that complements each
other?

Grace (2015) Data-intensive evalua-
tion of design creativity
using novelty, value,
and surprise

37 How can data-intensive methods be
used to evaluate the creativity of a new
design in terms of novelty, value, and
surprise?

al-Rifaie
(2012)

Creativity and Au-
tonomy in Swarm
Intelligence Systems

37 How can swarm intelligence algorithms
be used to create novel drawings of an
input image, and what implications does
this have for creativity and autonomy?

Jordanous
(2016)

Four PPPPerspectives
on computational
creativity in theory and
in practice

34 How can the Four Ps of creativity (Per-
son/Producer, Product, Process and
Press/Environment) be used to take a
broader perspective on computational
creativity in theory and in practice?

Köbis (2021) Artificial intelligence
versus Maya Angelou:
Experimental evidence
that people cannot dif-
ferentiate AI-generated
from human-written
poetry

33 Can people distinguish and prefer
algorithm-generated versus human-
written text?
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Saunders
(2012)

Towards Autonomous
Creative Systems:
A Computational
Approach

32 How can autonomous computational
creativity be developed to model per-
sonal motivations, social interactions,
and the evolution of domains?

De Nicola
(2019)

Creative design of
emergency manage-
ment scenarios driven
by semantics: An
application to smart
cities

31 How can semantics-based techniques
be used to support the creative design
of emergency management scenarios in
smart cities?

J. R. Smith
(2017)

Harnessing A.I. for
augmenting creativity:
Application to movie
trailer creation

30 How can Artificial Intelligence (AI) be
used to augment creativity in the context
of movie trailer creation?

Pasquier
(2016)

An introduction to
musical metacreation

30 What are the challenges and opportu-
nities for the field of musical metacre-
ation?

Carnovalini
(2020)

Computational Cre-
ativity andMusic
Generation Systems:
An Introduction to the
State of the Art

29 What are the current state-of-the-art
systems for Computational Creativity
andMusic Generation, and what open
challenges remain to be addressed?

Lamb (2018) Evaluating compu-
tational creativity:
An interdisciplinary
tutorial

29 How can computational creativity be
evaluated using interdisciplinary theories
of creativity?

Deterding
(2017)

Mixed-initiative cre-
ative interfaces

29 How can mixed-initiative creative in-
terfaces be designed to broaden and
amplify creative capacity for all?

TableA.1: A list of the25most citedpaper found in the corpus of used for the literature reviewand their researchquestions

extracted by GPT3.5
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B
Questionnaire items and details

These are the items of the questionnaire required to access MediaBots. With the exception
of the first item, which is in the form of an open-ended question, all other items are in the
form of a 6-point Likert-scale question with options:

1. Strongly Disagree

2. Disagree

3. Slightly Disagree

4. Slightly Agree

5. Agree

6. Strongly Agree

The first 5 items are aimed at measuring the participant’s knowledge and intuition about
how this technology works, as well as their expectations about image alignment with the
text prompts.

1. Based on what you currently know, how will text-to-image technology affect your
creative process? [Open question]

2. I understand how this technology interprets keywords to generate images.

3. I can imagine how this technology interprets keywords to generate images.

4. I expect this technology to interpret the keywords in a similar way as humans do

5. I expect generated pictures to be an accurate visual representation of the keywords
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The next 10 questions are attempting to measure the psychological construct of toler-
ance for ambiguity, adapted fromHerman et al. (2010):

6. I like to surround myself with things that are familiar to me.

7. The sooner we all share similar ideals the better.

8. A desirable job is one where what is to be done is always clear.

9. I prefer a life with few surprises.

10. What we are used to is preferable to what is unfamiliar.

11. I prefer settings where people share my values.

12. I like parties where the attendees are strangers.

13. I can enjoy being with people whose values are different frommine.

14. I would like to live in a foreign country for a while.

15. I can be comfortable with all kinds of people.
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