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Abstract

With the rapid development of the vehicle industry, vehicle suspension systems,

which serve as an elastic connection between the vehicle body and the wheels, have

gathered increasing attention to enhance ride comfort and driving maneuverability. So-

phisticated vehicle suspension systems can adapt to road imperfections and vibrations,

thus maintaining safety requirements, improving ride comfort, and even avoiding phys-

ical fatigue. Compared with traditional passive suspensions and semi-active ones, ac-

tive vehicle suspension systems are equipped with actuators to adjust the relative dis-

placement between the vehicle body and the wheels, which can effectively handle the

undesired vibrations generated by extremely poor road conditions. However, existing

nonlinear control strategies for active suspensions may suffer from uncertain dynamics,

external disturbances, slow convergence, high energy consumption, and actuator non-

linearities. To effectively address these practical issues, this thesis primarily focuses

on the finite-time energy-saving control design for active vehicle suspension systems

to enhance ride comfort and driving safety. Four different active suspension control

algorithms are proposed in this thesis to guarantee vehicle performance under various

critical conditions. Therefore, the requirements of ride comfort and driving safety for

active suspensions can be sufficiently satisfied.

The main investigations and contributions of this thesis can be enumerated subse-

quently. (1) A novel finite-time saturated control is designed for AVSSs to handle in-

put saturations, dead zones, and external disturbances. No exact model information

is required, leading to a completely model-free control structure. Besides, the control

input signal can be naturally constrained in a prior-known range without any extra anti-

saturation design. The control algorithm is designed to be nonsingular and continuous

to avoid singularity issues and alleviate the chattering phenomenon. (2) To deal with the

high energy consumption, a bioinspired X-shaped reference model is integrated into a

i



fixed-time safe-by-design control scheme. Inspired by the biological motion dynamics,

beneficial stiffness, and damping effects can be preserved to obtain advantageous sus-

pension performance with potential energy conservation. The asymmetric time-varying

barrier Lyapunov functions are constructed to guarantee the displacement and velocity

constraints. Furthermore, the fixed-time stability of the closed-loop system is rigorously

validated such that the convergence time is irrelevant to initial states to enhance the

transient property and disturbance-rejection ability. (3) A predefined-time fault-tolerant

control is proposed for AVSSs to deal with external disturbances and actuator faults.

In addition to the reference X-dynamics with beneficial nonlinearities, a conditional

disturbance cancellation design is defined to reserve beneficial disturbance characteris-

tics, leading to enhanced energy-saving performance. Both the predefined convergence

time and user-defined residual bound can be guaranteed which are independent of ini-

tial states and control parameters. Moreover, the continuous piecewise function and the

quadratic fraction inequality are integrated to achieve nonsingular property and reduce

chattering. (4) Different from existing active suspension control which neglected the

effect of partial state estimation, this thesis proposes a predefined-time output-feedback

control structure forAVSSs. Apredefined-time extended state observer is developed uti-

lizing the time-varying scaling function to approximate the unavailable velocities and

disturbances. Despite the X-mechanism reference dynamics with beneficial suspension

nonlinearities, the properties of both disturbances and state couplings are evaluated and

preserved according to the effect characterization method, thus improving the potential

energy conservation. The settling time of thewhole control scheme can be user-specified

with just one constant, which is free from dependence on initial states and control gains.

Finally, compared with existing active suspension control designs, the proposed control

algorithms are applied on a quarter-car experimental platform to present superior control

performance over ride comfort, driving safety, and energy conservation.
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4.4 Case 1: Vertical velocity żs under the sinusoidal road . . . . . . . . . . 70

4.5 Case 1: Vehicle body acceleration z̈s under the sinusoidal road . . . . . 72

4.6 Case 1: Control force F under the sinusoidal road . . . . . . . . . . . . 72

4.7 Case 1: Tire deflection zs − zu under the sinusoidal road . . . . . . . . 73

4.8 Case 1: Suspension space zp under the sinusoidal road . . . . . . . . . 74

4.9 Case 2: Vertical displacement zs under the bump road . . . . . . . . . . 75
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1 Introduction

1.1 Background and motivation

In recent decades, automobiles have become indispensable in contemporary daily

life, playing as the backbone of modern transportation systems and significantly in-

fluencing economic, social, and environmental aspects of society. Vehicle suspensions,

recognized as a vital component of automobiles, serve to transmit andmitigate the forces

exerted between the road surface and the vehicle body [1]. Thanks to the utilization of

vehicle suspensions, the passenger ride comfort can be greatly improved, while driving

safety and maneuverability can be guaranteed simultaneously. The design of suspen-

sion systems directly affects the road handling ability and is one of the key factors in

improving the quality of modern automobiles [2]. To meet the escalating demand for an

enhanced driving experience, various research has been dedicated to the innovation of

suspension system designs and control methods [3–5]. Therefore, more efforts should

be devoted to developing suspension systems that utilize cutting-edge control strategies

and advanced materials to deliver superior ride quality and vehicle performance.

Vehicle suspension systems refer to the collective term for all the force-transmitting

connecting devices between the wheels and the vehicle body [6]. The forces and mo-

ments faced by vehicle suspensions mainly come from the following aspects: 1) Road

surface excitation. The vibration of uneven road surfaces should be isolated and ab-

sorbed by the suspension systems, which acts as the forces on the wheels and is trans-

mitted to the vehicle suspension systems. 2) Vertical load. The vertical load of the

vehicle, including the vehicle weight, passengers, and cargo, is exerted on the suspen-

sion systems as the supporting force. 3) Vehicle braking and acceleration. During the

braking and acceleration process, the vehicle generates forward or backward torques

due to inertia, and the suspension systems need to resist these torques to prevent ex-
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cessive pitching of the vehicle. 4) Aerodynamics: During vehicle operation, the forces

generated by air flowing over the surface of the vehicle can also affect the suspension

systems, especially at high speeds. Therefore, vehicle suspensions are needed to attenu-

ate these effects to suppress vibration, improve ride comfort, and guarantee road holding

capacity.

Typical vehicle suspension systems mainly comprise springs, dampers, tire compo-

nents, and some other attachments [7]. The springs are one of the most critical compo-

nents of suspension systems, primarily responsible for supporting the vehicle’s weight

and mitigating shocks and vibrations caused by uneven road surfaces. Furthermore, the

dampers are utilized to dissipate vibration energy and dampen the impacts caused by ir-

regular road surfaces, thereby reducing vehicle oscillation and enhancing driving safety.

Other attachments include bolts, nuts, brackets, etc., which secure all the aforemen-

tioned components in their appropriate positions on the vehicle, ensuring the suspension

system works cohesively as a whole. Tuning the parameters of springs and dampers can

help increase ride comfort and mitigate vibration [8]. However, there exists a conflict in

traditional vehicle suspensions to achieve ride comfort and driving safety. Thus, recent

developments in the suspension system field are presented in the following sections in

detail.

1.2 Classification of vehicle suspensions

Normally, vehicle suspension systems can be divided into three categories, includ-

ing passive suspensions, semi-active suspensions, and active vehicle suspension sys-

tems (AVSSs) [9]. Conventional vehicles typically feature passive vehicle suspension

systems which are composed of dampers and springs with invariant coefficients. There-

fore, passive ones are not sufficient to guarantee ride comfort and road holding simul-

taneously [10]. Semi-active vehicle suspension systems integrate adjustable spring and

damping components which adapt the spring rigidity or damper resistance in the pres-

ence of rough roads, thereby enhancing the capability to mitigate road disturbances [11].

2
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However, the ride comfort improvement is limited by the suspension velocity constraint

which is crucial for generating the output force [12]. AVSSs have been devoted with

numerous efforts due to their great ride comfort performance. Extra actuators, such as

direct-current motors, hydraulic cylinders, are equipped to produce active forces to deal

with rough roads and external disturbances [13]. Given the high demands for ride com-

fort and driving smoothness, AVSSs have become a hot research topic in the automotive

industry, which holds significant value and potential for application.

1.2.1 Passive vehicle suspension systems
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Fig. 1.1: Passive suspension system (a) System structure (b) Force range

Passive vehicle suspension systems are widely used in automobiles to support the

vehicle body and suppress vibration, as shown in Fig. 1.1. The springs and dampers

with fixed parameters are the main components in the passive suspensions [14]. The

spring’s primary roles include upholding the vehicle’s structure and shielding it from

the impacts of the road, thereby enhancing the overall riding comfort [15]. Meanwhile,

the damper aids in the improvement of both ride comfort and driving safety [16]. The

simplicity of passive vehicle suspension systems structures leads to the easiness of man-

3
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ufacture and maintenance, which makes them widely used in economy vehicles and in

situations where height adjustment capabilities are not required [17]. However, passive

suspensions can not dynamically adjust according to road conditions or driving styles.

To better deal with these issues, several techniques have been investigated, including

suspension parameter optimization, replacing high-performance materials, suspension

structure improvement, application of air springs, and so on [18]. However, the anti-

vibration capability of passive vehicle suspension systems is still limited when encoun-

tering rough roads with high speed, which may lead to the deterioration of vibration

isolation.

1.2.2 Semi-active vehicle suspension systems

To improve the anti-vibration performance of vehicles, semi-active vehicle suspen-

sion systems (Fig. 1.2) are developed with benefits including straightforward integra-

tion, compact design, rapid response [6]. Different variable dampers are utilized in

semi-active suspensions such as electro-hydraulic dampers [19], magneto-rheological

dampers [20], and electro-rheological dampers [21]. However, nonlinear behaviors in-

cluding hysteresis characteristics exist in these variable dampers, which may lead to

unpredictable control performance.

The generated damping forces rely on the relative suspension speed with physical

constraints [22]. Different control techniques have been developed for semi-active

vehicle suspension systems. The sky-hook damper technique was designed to emu-

late a virtual damper in the sky using an optimal control method, which constructed

switching laws to generate different damper force [23]. Then the acceleration driven

control method was developed using the frequency selector technique to provide ben-

efits beyond the body resonance [24]. Furthermore, modern control designs were con-

structed including the model predict control [25], H∞ control [26], sliding mode con-

trol [27], fuzzy logic control [28], and neural network control [29], etc. However, vari-

able dampers can not generate active forces, which also limits the vibration suppression

performance.
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Fig. 1.2: Semi-active suspension system (a) System structure (b) Force range

1.2.3 Active vehicle suspension systems

As shown in Fig. 1.3, AVSSs represent a highly intelligent suspension technology,

which are capable of dynamically adjusting the stiffness and damping of the suspension

based on the vehicle’s motion and road conditions [30].

Typically, key components of AVSSs include:

1) Actuators. Vertical actuators are utilized to guarantee the vehicle body to stay in

good anti-vibration status, which also require external energy resources. Typical

actuators are widely used such as electro-hydraulic actuators, hydraulic-cylinder

actuators, and air-spring actuators [31].

2) Sensors. Vehicle states and road profiles can be collected using different sensors

including accelerometers, force transducers, and so on [32].

3) Control units. Utilizing the information detected from sensors, control signals

can be calculated using the control units [33].

Compared with passive and semi-active suspensions, extra actuators can provide and
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Fig. 1.3: Active suspension system (a) System structure (b) Force range

dissipate suspension energy to improve ride comfort and maneuverability [34]. There-

fore, high-speed response and real-time adjustment can be achieved in the presence

of various driving conditions. Considering the superior anti-vibration performance of

AVSSs, both ”hard” and ”soft” suspension characteristics can be obtained to ensure ride

comfort and driving stability. Therefore, the main goal of this thesis lies in the advanced

finite-time control techniques and their applications to AVSSs.

1.3 Thesis scope

In this thesis, several finite-time control designs are proposed for AVSSs to ensure

satisfactory anti-vibration performance with energy conservation characteristics. The

finite-time control methods process better capability in rapid convergence speed and

higher disturbance rejection under the conditions of system uncertainties, external dis-

turbances, and actuator nonlinearities. Besides, energy-saving performance is critical

and desirable in both theoretical analysis and practical applications. Therefore, the main

scope of this thesis is to explore the finite-time energy-saving control techniques, such
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that excellent suspension performance can be achieved to improve ride comfort under

different road profiles. The detailed control objectives and control problems are pro-

vided in this section.

1.3.1 Control objectives

Vehicle suspensions can effectively hold the vehicle body and maintain contact with

the ground. Vehicle body height can be thereby adjusted by AVSSs according to differ-

ent vehicle loads, driving speeds, and uneven roads. Furthermore, the performance of

vehicle suspensions can be evaluated in the following aspects.

• Ride comfort. As one of the most important indexes to evaluate suspension per-

formance, ride comfort is highly related to vertical vehicle body acceleration,

which reflects the impact of vibrations on human comfort and health. Normally,

humans are more sensitive to vibration frequencies between 4–12.5Hz. There-

fore, reducing the amplitude of vertical vehicle body acceleration becomes a ma-

jor concern. The root mean square (RMS) value of the vertical acceleration z̈s is

a simple but effective method to evaluate the ride comfort performance which is

given as [35]

RMS(z̈s) =

√
1

T

∫ T

0

z̈2sdt (1.1)

where T is the experimental time period.

• Suspension deflection. The suspension deflection can be used to reflect the at-

titude change of the vehicle body and the adaptation capability to rough roads,

which is always constrained by physicalmechanisms. Extensive suspension travel

may lead to a decrease in ride comfort or even system instability. The suspension

deflection zp = zs − zu should be constrained within a specific range such that

zp ≤ zp ≤ z̄p (1.2)

with zp and z̄p meaning the lower and upper bounds of the suspension deflection
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zp, respectively.

• Road holding ability. The variations in dynamic tire load will influence the con-

tact force between the tire and the road surface, thereby affecting the road holding

ability of vehicle systems. Thus, it is essential to consider the road holding ability

deduced by vibrations to ensure driving safety andmaneuverability. To intuitively

present the road holding ability, a quantitative index is defined to maintain the dy-

namic tire load Fdyn below the static tire load Fsta, i.e. [36]

|Fdyn|
Fsta

≤ 1 (1.3)

where Fdyn = Ft(zu, zr)+Fb(żu, żr) and Fsta = (ms+mu)g are the dynamic tire

load and the static tire load, respectively, g = 9.8m/s2 is the gravity constant.

• Energy consumption. Since extra actuators are equipped for better anti-vibration

performance, additional energy is required to drive the actuators. Therefore, high

energy consumption is a critical problem for AVSSs. The energy consumption

index is constructed as [37]

RMS(P+) =

√
1

T

∫ T

0

(P+(τ))2dτ (1.4)

with

P+(t) =

u(t)(żs − żu), u(t)(żs − żu) > 0

0, else

where u(t) means the control force, żs − żu represents the relative speed of the

suspension.

• Response time. The response time of AVSSs is also a crucial performance indi-

cator, affecting the convergence speed and ability to adapt to road surface changes

and adjustments.
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1.3.2 Control problems

The control problems of this thesis are listed as follows:

• To enhance the transient suspension performance, a finite-time control method is

required forAVSSs such that the input signals are naturally constrained by known

ranges to avoid input saturations. Furthermore, no model information should be

required.

• To eliminate the settling time requirement for the initial states, fixed-time conver-

gence is desirable for AVSSs with nonlinear reference dynamics-based energy-

saving techniques. Both displacement and velocity need to be restrained within

permitted asymmetric time-varying constraints, thus, safety requirements for dis-

placement, velocity, and input saturations can be satisfied simultaneously.

• Considering the actuator fault phenomenon, the predefined-time stability ofAVSSs

should be deduced such that tracking errors can converge to a reassigned bound

within a predefined time interval, which is irrelevant to both initial states and

control gains. Moreover, beneficial disturbances and nonlinearities should be re-

tained for better energy conservation.

• Unknown states and external disturbances should be precisely estimated using the

predefined-time extended state observer technique. Besides the X-mechanism

reference design, beneficial couplings and disturbances should be assessed and

utilized in the control system to enhance the energy-saving characteristics. The

predefined-time stability should be retained such that the settling time can be ad-

justed by only one parameter.

1.4 Novelties and contributions of the thesis

This thesis mainly focuses on the control designs of finite-time theories and their ap-

plications onAVSSs. Therefore, ride comfort can be enhanced with quick response and
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energy-saving performance, while the requirements of suspension deflection and road

holding ability can be satisfied simultaneously. The major novelties and contributions

of this thesis can be summarized as follows.

1) Considering input saturations, dead zones, and external disturbances, a novel

model-free finite-time saturated control is developed for AVSSs. Different from

existing saturation control methods, the control signal is inherently constrained

within a preassigned scope. Besides, no model information is required, leading

to a sufficient model-free control method.

2) A fixed-time safe-by-design control is proposed for AVSSs to satisfy different

safety requirements including input saturations and asymmetric time-varying con-

straints on displacement/velocity. By reserving beneficial nonlinearities of a bioin-

spired X-shaped reference, energy-saving performance can be ensured. Further-

more, utilizing the fixed-time stability theory, the settling time is independent of

initial states.

3) To further enhance the finite-time stability, a predefined-time fault-tolerant con-

trol is constructed to address external disturbances, actuator faults, and limited

transient performance. Upon the reference X-dynamics with beneficial nonlin-

earities, the conditional disturbance cancellation technique is introduced to assess

and retain beneficial disturbances, thereby enhancing energy conservation. Be-

sides, by constructing a novel predefined-time Lyapunov stability theorem, the

preassigned bound and the predefined time period can be arbitrarily selected us-

ing simple constants, which are irrelevant to initial states and control parameters.

4) A novel predefined-time output feedback control is derived for AVSSs in the

presence of partial-state measurements, uncertain dynamics, and external dis-

turbances. Unknown velocities and external disturbances can be measured by

the predefined-time extended state observer utilizing the time-varying scaling

method. Expanding upon the X-mechanism reference dynamics with beneficial

nonlinearities, both advantageous couplings, and disturbances are recognized and

10
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reserved using the effect characterization method to reduce energy consumption.

Moreover, the predefined-time stability of the closed-loop system can still be

guaranteed to improve the transient performance.

1.5 Structure of the thesis

The structure of this thesis is organized as follows. Fundamental facts about AVSSs

are presented in Chapter 2 including the dynamic model, existing control techniques,

and experimental platforms. In Chapter 3, a model-free finite-time saturated control is

developed forAVSSswith input saturations and dead zones. Then Chapter 4 investigates

the fixed-time safe-by-design control problem forAVSSswhile retaining beneficial non-

linearities of bioinspired X-shaped dynamics. A predefined-time fault-tolerant control

is proposed based on the reference X-dynamics and conditional disturbance cancellation

in Chapter 5. Moreover, Chapter 6 presents a predefined-time output feedback control

scheme integrating a novel predefined-time extended state observer, X-mechanism ref-

erence dynamics, and coupling/disturbance effect characterization technique. Finally,

the thesis concludes in Chapter 7 with future research discussions.
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2 Vehicle Suspension Systems

In this chapter, fundamental facts of active suspensions are provided. Specifically,

the dynamic model of a quarter-car AVSS is detailly presented in Section 2.1, which is

applied in the controller designs, simulations, and experiments throughout this thesis.

Different road input profiles are introduced as road disturbances in Section 2.2. Then

the literature review of AVSS control design is introduced in Section 2.3. Finally, the

conclusions are provided in section 2.4.

2.1 Dynamic model of a quarter-car AVSS

The dynamicmodel ofAVSSs should be established before the design ofmodern con-

trol methods, which can be categorized into three different types including the quarter-

car model, half-car model, and full-car model. Typically, the quarter-car model is the

simplest one to describe the vertical movement of the vehicle body and wheel which

can effectively verify the effectiveness and robustness of controller designs. The half-

car AVSS model integrates the pitch effect of the vehicle on the basis of the quarter-car

model to analyze the dynamic response of the vehicle on the rough road inputs. Further-

more, the full-car model is always the most complex one used for analyzing all degrees

of freedom of the vehicle. Besides, in terms of the active suspension control designs, it

is reasonable to consider a relatively simple model structure for the theoretical demon-

stration and primary experimental verification. Moreover, the quarter-car AVSS model

can also be an effective structure for the dynamic frequency investigation within the

range of 0–25Hz.

The scheme of a typical quarter-car AVSS is provided in Fig. 2.1, which is widely

utilized in existing AVSS researches due to the simple structure and precise dynamic

motions for practical AVSSs. This AVSS scheme can be considered as a double mass-



2.1. DYNAMIC MODEL OFAQUARTER-CARAVSS
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Fig. 2.1: The quarter-car AVSS structure

spring-damper platform which can be modeled using the free body diagram method.

The expressions of the spring forces and damping forces can be described as

Fs(zs, zu) = rs(zs − zu)

Fd(żs, żu) =

rd1(żs − żu), żs − żu > 0

rd2(żs − żu), żs − żu ≤ 0

Ft(zu, zr) = rt(zu − zr)

Fb(żu, żr) = rb(żu − żr)

(2.1)

with Fs(zs, zu) and Ft(zu, zr) denoting the spring forces, Fd(żs, żu), Fb(żu, żr) repre-

senting the damping forces, rs meaning the stiffness coefficient, rd1 and rd2 being the

damping coefficients of the damper during the extension and compression motions, re-

spectively, rt and rb presenting the tire stiffness and damping coefficients, respectively.

The free body diagram for the sprung and unsprung masses should be discussed re-
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Fig. 2.2: The free body diagram of sprung mass

spectively to obtain the equations of motion for the AVSS platform [38]. The initial

states are set to zero for simplicity.

As shown in Fig. 2.2, the free body diagram of the sprung mass ms is presented

including the spring force Fs(zs, zu), damping force Fd(żs, żu), control input F (u), and

gravitymsg. A generalized reference frame is constructed with z1 denoting the vertical

vehicle body displacement (i.e. sprung mass) and z2 representing the tire displacement

(i.e. unsprung mass) with respective to the ground. The equation of motion for the

sprung massms becomes

z̈1 = −g +m−1
s (F (u)− Fs(zs, zu)− Fd(żs, żu)) (2.2)

Similarly, the free body diagram of the unsprung mass mu can be obtained in Fig.

2.3 with the spring forces Fs(zs, zu), Ft(zu, zr), damping forces Fd(żs, żu), Fb(żu, żr),

control input F (u), and gravitymug. The equation of motion for the unsprung massmu

is

z̈2 = −g +m−1
u (Fs(zs, zu) + Fd(żs, żu)− Ft(zu, zr)

− Fb(żu, żr)− F (u))

(2.3)

One should note that gravity can only influence the equilibrium points of the AVSS

rather than the dynamic model scheme, which can be further eliminated mathematically.

We denote the static equilibrium points as z1 = zeq1 and z2 = zeq2 such that all orders of
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Fig. 2.3: The free body diagram of unsprung mass

the time derivatives of z1 and z2 are zero. Besides, the road profile zr and control input

F (u) are set as zero. Then combining (2.2) and (2.3) leads to

msg + rszeq1 − rszeq2 = 0

mug − rszeq1 + rszeq2 + rtzeq2 = 0

(2.4)

Therefore, considering the gravity, the equilibrium points become

zeq1 = −g(rtms + rsms + rsmu)

rsrt

zeq2 = −g(ms +mu)

rt

(2.5)

Hence, to effectively eliminate the gravity effect, the coordinates of the AVSS struc-

ture are revised as

z1 = zs −
msg

rs
− (ms +mu)g

rt
, z2 = zu −

(ms +mu)g

rt

ż1 = żs, ż2 = żu

z̈1 = z̈s, z̈2 = z̈u.

(2.6)

Now the relaxed positions of the AVSS scheme, i.e. zs = 0 and zu = 0, can be

regarded as the equilibrium points without the gravity effects. Substituting (2.6) into

the equations of motion (2.2)–(2.3) leads to the dynamic model of the quarter-car AVSS
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given as [39, 40]

msz̈s = −Fs(zs, zu)− Fd(żs, żu) + F (u) + d1

muz̈u = Fs(zs, zu) + Fd(żs, żu)− Ft(zu, zr)

− Fb(żu, żr)− F (u) + d2

(2.7)

where the sprung massms denotes the vehicle body mass and passengers; the unsprung

massmu includes the wheel, suspension components, and brake system; zs, zu, zr repre-

sent the vertical displacement of the sprung mass, unsprung mass, road profile, respec-

tively; d1 and d2 are the unknown external disturbances and uncertain system dynamics

in the sprung and unsprung channel, respectively; F (u) is the control input signal which

will be discussed later.

Considering the state transformation as x = [x1, x2, x3, x4]
T with x1 = z1, x2 = żs,

x3 = z3, x4 = żu, the dynamic model for the AVSS (2.7) can be given as



ẋ1 = x2

msẋ2 = f(x) + F (u) + d1

ẋ3 = x4

muẋ4 = g(x)− F (u) + d2

(2.8)

where f(x) = −Fs(zs, zu)− Fd(żs, żu), g(x) = Fs(zs, zu) + Fd(żs, żu)− Ft(zu, zr)−

Fb(żu, żr).

The control input force F (u) may suffer from different actuator nonlinearities in-

cluding:

1) Input saturation. The input saturation problem occurs when the control signal is

constrained within a certain range due to actuator limitations and safety require-

ments, which also indicate the existence of maximum and minimum control input
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capability. Normally, it can be represented as [41]

F (u) = sat(u) =


umax, u ≥ umax

u, umin ≤ u ≤ umax

umin, u ≤ umin

(2.9)

where umax and umin are the maximum and minimum values of the control input

u, respectively.

2) Dead zone. The dead zone phenomenon refers to a region within the control input

signal where there is no response such that no changes will be made to the control

system. Generally, the control signal becomes zero during the dead zone range

until it exceeds a certain threshold. The dead zone problem can be given as [42]

F (u) =


β+(u− ur), u > ur

0, ul ≤ u ≤ ur

β−(u− ul), u < ul

(2.10)

where β+ and β− are the unknown slope parameters, ur > 0 and ul < 0 are the

unknown bound constants.

3) Actuator faults. Various factors may result in actuator faults including mechani-

cal damage, electrical issues, software problems, and external disturbances. The

occurrence of actuator faults may lead to severe control performance decreases

including reduced efficiency, inaccurate control, or even system corruption. A

common actuator fault model can be expressed as follows [43].

F (u) = Γu+ ρ(t) (2.11)

where 0 ≤ Γ ≤ 1 means the loss-of-effectiveness (LOE) fault, ρ(t) denotes the

time-varying bias fault. Different fault modes can be represented by the fault

model (2.11) including the fault-free case with Γ = 1 and ρ(t) = 0, the LOE fault
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case with 0 < Γ < 1 and ρ(t) = 0, the bias fault case with Γ = 1 and ρ(t) 6= 0,

the stuck fault case with Γ = 0, and the combined case with 0 < Γ < 1 and

ρ(t) 6= 0.

2.2 Road profiles

Compared with the vehicle motion, load change, and suspension characteristics, the

rough road inputs are the main source of vehicle vibration, which is thus extensively

investigated in traditional active suspension control designs. The vibration-isolation

performance of AVSSs is usually evaluated under different road profiles both in simu-

lations and experiments. Common types of road excitation consist of bump road input,

sinusoidal road input, and random road input. Accordingly, the bump road input is used

to mimic protrusions like rocks and manhole covers. The sinusoidal road input refers to

the unevenness of roads at a certain frequency, which is the common tool for examining

vehicles’ responses at specific frequencies. Besides, the random road input implies a

random pattern of road irregularities, which is closer to the actual road conditions. The

AVSSswith proper control designs are supposed to suppress the vibration induced by the

rough roads. Therefore, the simplified mathematical road model should be investigated

in the simulations and practical tests.

2.2.1 Bump road profile

The uneven road with abrupt changes can be described as the bump road profile,

which includes potholes, speed bumps, and other similar irregularities. Usually, a con-

tinuous piecewise function zr(y) is utilized to approximate the bump road to tackle the

discontinuous problem, which is given as

zr(y) =


hb
2
(1− cos(2π y

L
)), 0 ≤ y ≤ L

0, else

(2.12)
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where h and L are the height and width of the bump, respectively. One should also note

that the potholes can be obtained using (2.12) when h < 0. When the vehicle velocity

is denoted by v when passing the bump, the road model can be written as

zr(y) =


hb
2
(1− cos(2πv

L
t)), 0 ≤ t ≤ L

v

0, else.
(2.13)

2.2.2 Sinusoidal road profile

The sinusoidal road profile is widely utilized in the investigation of active suspension

control designs, which is convenient for estimating the anti-vibration performance of

the AVSSs under a certain frequency. The sinusoidal road profile, whose frequency

is always selected within 0.5–15Hz, can be presented by the following mathematical

model.

zr(t) = A0sin(2πft) (2.14)

where A0 is the amplitude of the sinusoidal road profile, f means the road excitation

frequency.

2.2.3 Random road profile

The rough road profile is an important road type in the simulations and experiments of

active suspension controllers since it is considered the most effective method to approx-

imate the practical road excitation. The road height is varying randomly with respect to

a certain reference benchmark. The road roughness can be classified using the power

spectral density (PSD) according to the International Organization of Standardization

(ISO 8606) which is given as [44]

Gq(n) = Gq(n0)(
n

n0

)−W (2.15)
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where n is the spatial frequency, n0 denotes the reference spatial frequency, Gq(n0)

represents the roughness coefficient, W is a waviness index which is usually selected

to beW = 2 in most cases.

The standard of rough roads can be classified into different categories from A to E

using the PSD values, shown in Table 2.1 [45].

Table 2.1: Road Roughness Classification

Road Class

Degree of Roughness

Gq(n0)× 10−6m3 (n0 = 0.1m−1)

Lower Limit Geometric Mean Upper Limit

A (very good) – 16 32

B (good) 32 64 128

C (average) 128 256 512

D (poor) 512 1024 2048

E (very poor) 2048 4096 8192

Then the random road profile can be generated by [45]

żr(t) = 2πf0

√
(v0 + at)Gq(n0)w(t)− 2π(v0 + at)fczr(t) (2.16)

where f0 and fc are the spatial cut-off frequency for the standard and road, respectively,

w(t) denotes the standard white noise, v0 and a are the initial velocity and acceleration

constants, respectively.

Based on the analysis above, the random road profile can be established to meet

various needs in simulations and practical experiments.

2.3 Literature review of AVSS control design

To ensure vehicle stability and enhance suspension capabilities, appropriate control

designs should be investigated forAVSSs to improve ride comfort, which is still a critical

problem in both theoretical analyses and practical applications. TheAVSS control refers

to the use of controllable actuation components to supply real-time control forces that

adapt to the varying conditions of the vehicle and road profiles. Different control strate-

gies may lead to distinct suspension performance, thereby meeting diverse demands for
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ride comfort, vehicle safety, and handling stability. Hence, the investigation of AVSS

control designs becomes vitally important for vehicle suspension performance improve-

ment. In fact, extensive efforts have been made by scientists and engineers in the past

few decades from the classical linear control methods (including optimal control and

H∞ control) to advanced nonlinear ones (such as sliding mode control, backstepping

control, adaptive control, intelligent control, and so on). In this section, various control

schemes are presented in the past few decades in the categories of linear and nonlinear

control methods. As a matter of fact, numerous suspension control approaches have

been developed as extensions and combinations of existing methods, accommodating

uncertainties in uncertain suspension parameters, actuator nonlinearities, and external

disturbances, thereby achieving a comprehensive suspension performance that balances

various control requirements.

2.3.1 Linear control methods

a) Optimal control

The optimal control method, as a typical linear control technique, has been exten-

sively integrated into traditional AVSS systems [46]. Typically, the linear quadratic

Gaussian (LQG) and linear quadratic regulator (LQR) control were vastly investigated

which can transform different conditions (i.e. ride comfort, suspension deflection, con-

trol force) into a quadratic-form optimization index [47]. The overall suspension perfor-

mance can be improved by selecting the weight coefficients with an optimization algo-

rithm. However, the selection of desirable weight coefficients can be a difficult task for

LQG control which severely affects the vibration isolation results. A particle swarm op-

timization design was used in the LQR control to generate desired forces [48]. Besides,

the genetic algorithm was also considered an effective way for weight coefficient tun-

ing [49]. However, the precise dynamic AVSS model is needed for satisfactory control

performance. And the variation of driving conditions, including the change of vehicle

loads, different road profiles, unknown external disturbances, may lead to the degrada-

tion of suspension performance. The adaptive gain-based LQG control was constructed
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for AVSS with the skyhook technique to reduce the real-time computational cost [50].

A switching control logic was designed for AVSSs which can determine the regulator

coefficients with respect to tire load and suspension travel, thus, ride comfort can be

satisfied within tire load constraints and suspension travel ranges [51]. Moreover, the

linearized suspension dynamic model was frequently utilized in existing optimal con-

trol designs [52]. Therefore, the system robustness and stability margin are barely ac-

ceptable in these optimal control methods in the presence of unmodeled dynamics and

external disturbances.

b) H∞ control

Although traditional AVSSs can be stabilized by using optimal control methods con-

sidering several different suspension characteristics, satisfactory anti-vibration perfor-

mance is still in the early stages. With the development of control theory, H∞ control

has been considered an effective technique for active suspensions to reduce the distur-

bance effect and balance conflict performance characteristics [53]. Considering the crit-

ical ride comfort requirements, a H∞ control design was developed for AVSSs within

a finite frequency range [54]. Based on a quarter-car model, an output-feedback H∞

control was designed which emerged multi-objective constrained into the linear matrix

inequality method [55]. Moreover, the control scheme in [55] integrated the H∞ con-

trol with Lyapunov theory to guarantee the closed-loop system stability. An extended

research was conducted for half-car AVSSs which combined sampled H∞ control with

fuzzy technique by solving an optimization problem [56]. Furthermore, a full-carAVSS

model was considered in [57] to investigate the finite-frequency ride comfort which

merged various constraints on system uncertainties, input saturations, and suspension

deflections. Besides, the event-triggered mechanism was integrated into the H∞ con-

trol for a full-car AVSS to ensure the minimum interevent time [58]. However, existing

H∞ research papers above mostly provide simulation results rather than experiments.

The leaf spring hysteresis-basedAVSSmodel was derived in [59], in which theH∞ con-

trol was combined with the sliding mode technique to deal with actuator disturbances.

Utilizing an improved Lyapunov function, this control design could achieve robustness
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and effectiveness demonstrated through experimental results [59].

2.3.2 Nonlinear control methods

Benefiting from the simple structure and easy implementation, a variety of linear

control methods have been investigated forAVSSs. However, the mathematical suspen-

sion model was often linearized to approximate the practical suspension system, which

neglected the inherited nonlinearities. Specially, these nonlinear parts could become

so evident that they severely affect the model structure, further impacting the control

effectiveness, under some cases including the discrete-event disturbances and dry fric-

tion. The impact of the nonlinear characteristic, including the spring force and damp-

ing force, was analyzed through various simulations under different road profiles [60].

One can easily conclude that nonlinear components should be included in the theoreti-

cal model establishment and the control design. In this subsection, different nonlinear

control methods are reviewed for AVSSs. Besides, more specific reviews of different

finite-time energy-saving control schemes are detailed in the following chapters in this

thesis.

a) Sliding mode control

In practical suspensions, robust control designs are necessary for effective suspen-

sion to deal with system uncertainties and external disturbances. The sliding mode con-

trol (SMC) can notably enhance the suspension performance in nonlinear AVSSs which

processes high robustness in the presence of parameter uncertainties and external dis-

turbances caused by road conditions. The SMC scheme mainly involves the frequent

switching of control inputs, compelling the variable to slide within a predefined sliding

surface. Therefore, the system stability and dynamic performance can be adjusted by

the sliding mode surface and its corresponding parameters. Various SMC designs have

been investigated to achieve the robust control performance. For example, a typical slid-

ing mode surface was presented in the linear disturbance observer-based SMC [8] for

AVSSs with actuator nonlinearities. Integrated with the adaptive technique and fuzzy

logic system, a sliding mode filter was used to achieve finite-time convergence [61].
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Based on a nonlinear disturbance observer, an adaptive SMC scheme was presented

for AVSSs [33]. A second-order SMC algorithm was developed for AVSSs to achieve

finite-time stability [3]. Utilizing a terminal sliding mode method, an output feedback

control was proposed forAVSSs, which was verified through simulation results [62]. To

guarantee the output constraints, the SMC technique was combined with the asymmetric

barrier Lyapunov functions for nonlinear AVSSs [63]. However, the main drawbacks

of most existing active suspension SMC approaches are the chattering phenomenon and

singularity problem. The former drawback is caused by the discontinuous sliding mode

scheme in the reaching phase. And the latter is due to the singular points of the slid-

ing mode surface, especially in the finite-time SMC designs. Various efforts have been

devoted to reducing the chattering and avoiding the singularity. To mention a few, an

adaptive law-based SMC was constructed for AVSSs to estimate the upper bound of

system uncertainties [64]. The singularity was avoided in the terminal SMC design

for AVSSs with a typical signum function [65]. Besides, the integral terminal sliding

mode surface can also be utilized for singularity-free active suspension designs [66].

However, the control performance still needs to compromise with the chattering phe-

nomenon and singularity problem, leading to the deterioration of ride comfort or even

system instability.

b) Adaptive control

Adaptive control is widely adopted for AVSSs to obtain high robustness, which can

automatically adjust control parameters to adapt to changes in the dynamic character-

istics. An additional adaptive loop is normally added in the control signal to change

continuously during the control process according to certain adaptive rules. Therefore,

a precise AVSS dynamic model is not required for the convenience of control design.

A typical uncertain parameter of AVSSs may come from the sprung mass, including the

changes in passengers and loads. A saturated adaptive control was constructed for half-

car AVSSs considering unknown variable sprung mass [67]. Hua et al. [68] designed

a robust adaptive control for half-car AVSSs to compensate for varying sprung mass,

which can also compel system states to stay within restrictive constraints using the pre-

24



2.3. LITERATURE REVIEW OFAVSS CONTROL DESIGN

scribed performance method. Combined with a bioinspired structure and the projection

mapping scheme, an adaptive control was defined for AVSSs to deal with sprung mass

uncertainty and achieve energy-saving performance [69]. There are also more efforts

devoted to addressing the uncertain model dynamics, external disturbances, and actua-

tor nonlinearities. A nonlinear adaptive control was designed for AVSSs with electro-

hydraulic actuators [70]. To cooperate with stochastic actuator faults, an adaptive fault-

tolerant control scheme was developed for half-car AVSSs to guarantee the system sta-

bility [71]. Furthermore, different adaptive control skills were integrated into [2] to

resolve AVSS system variations. More additional investigations into the adaptive con-

trol designs for AVSSs can be found in [72–75]. However, existing adaptive control

methods always require extensive computational resources due to the complex online

calculations, limiting the practical applications. Besides, they may process high sensi-

tivity to disturbances, leading to degraded control performance or even instability. Thus,

more adaptive control methods should be investigated for better anti-vibration results.

c) Backstepping control

Backstepping control is an ideal nonlinear control technique that can decompose the

system into a series of subsystems and then design controllers subsequently to achieve

control goals over the whole system. Every subsystem can be addressed separately using

a virtual controller which is only designed for the next step rather than physically imple-

mented. The closed-loop stability can be guaranteed when each step is established ac-

cordingly by selecting appropriate Lyapunov functions. Backstepping control processes

a particularly attractive feature in its capability to handle systems with strong nonlinear

characteristics contrasting with linearization techniques [76]. Therefore, various back-

stepping control designswere presented for the vibration isolation of suspension systems

to enhance ride comfort andmaintain road holding ability. Combinedwith the projection

adaptive technique, Pang et al. proposed a backstepping control for quarter-car AVSSs

with input delay [77]. A backstepping control method was designed for half-car AVSSs

to improve ride comfort while meeting different constraints on suspension deflections,

tire loads, and actuator saturations [78]. In [79], an extension of the backstepping con-
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trol was constructed for full-car AVSSs which integrated a remote cloud for computing.

However, only simulation results rather than experiments were provided for theoretical

demonstration. One should also note that the time derivatives of virtual controllers in

most backstepping control designs above were obtained directly, which may result in the

explosion of computation. For instance, a classical low-pass filter was utilized in the

backstepping control for multiple AVSSs with practical experimental verification [80].

A second-order command filtering technique was developed in the backstepping control

for the pneumaticAVSSs to eliminate the derivatives of virtual signals [81]. To broaden

the applicability and enhance the suspension performance, more efforts are required in

the backstepping control for AVSSs with critical issues.

2.4 Conclusions

The present chapter outlines the essential concepts of AVSSs, which will serve as a

foundation for the control analysis in the subsequent chapters. The dynamic model of a

quarter-car AVSS is derived based on the free body diagram method considering differ-

ent actuator nonlinearities. Then typical road profiles are described including the bump

road, sinusoidal road, and random road. Existing active suspension control designs are

summarized and analyzed including linear and nonlinear control methods. To enhance

the vibration reduction performance, several finite-time control designs are proposed for

AVSSs with promising energy-saving characteristics in the following chapters. These

control approaches are merged with practical engineering concerns including input sat-

urations, dead zones, actuator faults, and so on. In general, this thesis provides the de-

tailed design process for finite-time active suspension controllers and the corresponding

suspension performance, which exhibits substantial potential for practical engineering

applications.
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3 Finite-Time Saturated Control for

AVSSs

AVSSs are important for transportation vehicles to improve ride comfort and ma-

neuverability. However, practical AVSSs normally suffer from uncertain dynamics, un-

known external disturbances, input saturations, and dead zones. To address these is-

sues, a novel model-free finite-time saturated control with naturally constrained inputs

is proposed for AVSSs to mitigate vibrations and improve ride comfort. Specifically,

the hyperbolic function and the bound-based adaptive method are constructed to avoid

input saturations. The finite-time convergence can be achieved by designing the non-

singular terminal sliding mode filter. Moreover, the proposed control is a completely

model-free approach that does not require any prior knowledge of the exact model infor-

mation. Therefore, this chapter gives the first model-free finite-time saturated control

solution forAVSSs that can simultaneously handle input saturations, achieve finite-time

convergence, reject external disturbances and uncertain dynamics, maintain model-free

structures, and overcome dead zones. The results provide a much improved version of

the model-free AVSS control method in which the finite-time stability could be guaran-

teed with the naturally constrained control input. Various experiments demonstrate the

effectiveness and robustness of the proposed algorithm with satisfactory anti-vibration

performance and ride comfort (up to 96.5% and 94.8% improvement respectively com-

pared to the passive suspension).

3.1 Introduction

Background. Vehicle suspension systems have received great attention due to their

important contribution to the vehicle industry of improving ride comfort and road hold-
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Nomenclature

ms,mu Sprung and unsprung masses rd1, rd2 Damping coefficients

zs, zu, zr Displacements of the sprung, un-

sprung masses and road input profile

rt, rb Stiffness and damping coefficients of

the tire

żs, żu, żr Velocities of the sprung, unsprung

masses and road input profile

N(u) Actuator input subject to dead zones

Ys, Yd Spring and damper forces u Control signal

Yt, Yb Elasticity and damping forces of tire d Unknown external disturbances

rs1, rs2 Stiffness coefficients of the spring xi Coordinate transformations

ing [12, 39]. Compared with passive suspensions and semi-active suspensions, AVSSs

can provide/dissipate energy using extra actuators to enhance the anti-vibration perfor-

mance when facing various road profiles [10, 69, 82, 83]. Therefore, active suspension

structures and various control methods have been widely investigated in recent years by

both industrial and academic communities such as optimal control [84], sliding mode

control [63], adaptive control [61], H∞ control [1] and so on.

Research challenges and gaps.Ourmotivation for this chapter primarily stems from

the need for a model-free finite-time saturated control for AVSSs with naturally con-

strained inputs. Traditional AVSS controllers normally avoided the input saturations by

hard-limited constraints, leading to the non-smooth sharp-corner phenomenon. Extra

compensation systems were required to compensate for the saturation effect. Moreover,

various actuator nonlinearities, including input saturations and dead zones, may occur

simultaneously. Importantly, achieving finite-time stability usually requires higher con-

trol efforts, making it a challenging topic to constrain control inputs within prior-known

ranges at the same time. Furthermore, few research studies focused on the completely

model-free control for AVSSs to deal with uncertain system parameters and external

disturbances. In response to these challenges, we propose a model-free finite-time sat-

urated control for AVSSs to address these unique problems. This research is significant

as it provides a simple yet effective control scheme for AVSSs to achieve model-free

characteristic and finite-time convergence with naturally constrained inputs.

Literature survey. In practical applications, input saturations and dead zones should

be considered due to physical limitations of actuators [7]. Sharp corners exist in tradi-

tional hard-limited saturations when the control inputs encounter the upper and lower

bounds [85, 86]. Besides, the auxiliary state systems always act as the saturation com-
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pensator in the AVSSs [67]. However, the constraints are directly applied to input sig-

nals after they are generated, thus, an extra anti-saturation design needs to be integrated,

leading to a complex controller system. Some studies focus on exploring smooth con-

trol inputs generated by prior-known boundary functions, such as the inverse tangent

function arctan and the hyperbolic tangent function tanh, which are defined as naturally

constrained input techniques in this chapter. For instance, a robust saturated control was

designed for AVSSs using the arctan, where the beneficial nonlinearities and distur-

bances were integrated to reduce energy cost [87]. An adaptive neural backstepping

control was proposed for an uncertain robot while the control input was asymmetrically

bounded by the tanh functions [88]. Furthermore, the dead zone phenomenon should

also be investigated. For example, a disturbance observer-based sliding mode control

was designed for AVSSs with dead zones and hysteresis [8]. An adaptive control strat-

egy was proposed for half-car AVSSs with unknown dead zones [68]. Therefore, it is

essential to investigate anti-vibration performance for AVSSswith both input saturations

and dead zones.

Based on the aforementioned results of saturated control for AVSSs, only asymptotic

convergence can be achieved [9], thus the finite-time stability should be further investi-

gated to improve the control performance. The systems with finite-time stability process

better robustness and greater disturbance rejection while higher precision and faster con-

vergence can be achieved simultaneously [89, 90]. For example, a bounded finite-time

control was designed for Euler-Lagrange systems with actuator faults [91]. A multi-

variable finite-time saturated control was investigated for uncertain double integrator

systems [92]. Furthermore, various studies suggest that the control system guarantees

finite-time stability if it can be demonstrated homogeneous of negative degree with the

asymptotic stability, which plays a critical role in finite-time algorithms [93]. However,

the aforementioned control designs for AVSSs may not achieve acceptable finite-time

performance utilizing naturally saturated inputs, necessitating further investigations.

One should also note that exact mathematical dynamic models of AVSSs are diffi-

cult to establish due to the uncertain system parameters (including the varying sprung
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mass) and unknown external disturbances. Thus, model-free control research is one of

the key solutions for uncertain AVSSs, which is still at an early stage. To achieve the

model-free control, some intelligent learning methods were investigated to approximate

the unknown dynamical effects including the neural networks and fuzzy logic inference

[45, 94]. Generally, these intelligent learning algorithms may consume a large amount

of computation resources, which is a heavy burden in practical applications. The adap-

tive method can be an appropriate alternative to address uncertain dynamics [75, 95].

A model-free proportional-derivative sliding mode control was designed for AVSSs us-

ing the system states and the sprung/unsprung masses [96]. However, the sprung mass

may change with loading conditions including variable passenger masses and payloads

which was always assumed to be a constant in previous model-free control designs. The

authors in [77] proposed an adaptive backstepping control for AVSSs to achieve safety

constraints where the variation of the sprung mass was approximated by the adaptive

method. However, the uncertain suspension parameters were not considered which may

vary with different environmental conditions. Therefore, more efforts should be devoted

to the model-free control designs for uncertain AVSSs.

Scope and contributions of this study. Suspension performance has become the

main focus in numerous existing control studies for AVSSs. However, there still exist

some practical limitations, including input saturations, dead zones, slow convergence,

external disturbances, and uncertain dynamics, which have not been investigated thor-

oughly. To comprehensively tackle these issues, this work extends our previous study

[97] to propose a novel model-free finite-time saturated control with naturally con-

strained inputs for the AVSSs. Compared with existing controllers for AVSSs, the main

contributions of this article are summarized as follows:

1) A novel model-free finite-time saturated control is first proposed for AVSSs to

achieve finite-time convergence with naturally constrained inputs, overcome dead

zones, and reject external disturbances and uncertain system dynamics. Different

from existing asymptotic controllers [8, 9], an integral terminal sliding mode fil-

ter is newly designed for AVSSs based on the geometric homogeneity theorem
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such that the nonsingular characteristic and finite-time stability can be guaran-

teed simultaneously (refer to Remark 3.3).

2) Unlike existing AVSS controllers [75, 96], a simple yet effective model-free ap-

proach was proposed for AVSSs without any exact model information of the sus-

pension system, which indicates superior robustness against dead zones, uncer-

tain system parameters, and unknown external disturbances. Especially, the prior

knowledge of the sprung/unsprung masses is also not required, making it more

realistic and practical in the presence of changing loading conditions (refer to

Remark 3.4).

3) The input signal is naturally constrained within the prior-known range. Distin-

guished from [19,85], no extra anti-saturation design is needed since no input

saturation will occur in the control process. Specifically, the system feedback sig-

nals are skillfully incorporated into the saturation function tanh while the bound-

based adaptive method is developed in the control design (refer to Remarks 3.5

and 3.6).

4) Compared with traditional sliding mode methods [65], the structure of the whole

controller is continuous to alleviate unexpected chattering problems which are

usually generated by high-frequency switched inputs. Thus, better transient per-

formance can be ensured with the smooth control inputs (refer to Remark 3.7).

Organization of the chapter. The remaining parts of this article are presented as

follows. The problem formulation of the uncertain AVSSs with dead zones is described

in Section 3.2. After that, the main results of this chapter are given in Section 3.3 in-

cluding the design of the proposed controller and the stability analysis. In Section 3.4,

comparative experimental results are utilized to verify the advantages of the proposed

method. Finally, Section 3.5 contains some conclusions.
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3.2 Problem Formulation

3.2.1 System description

The quarter-car suspension system contains the masses, springs, dampers, and an

actuator shown in Fig. 3.1 [2]. The dynamic model of the AVSS is given as [98]

msz̈s = −Ys(zs, zu)− Yd(żs, żu) +N(u) + d

muz̈u = Ys(zs, zu) + Yd(żs, żu)

− Yt(zu, zr)− Yb(żu, żr)−N(u)

(3.1)

with

Ys = rs1(zs − zu) + rs2(zs − zu)
3

Yd =

rd1(żs − żu), żs − żu > 0

rd2(żs − żu), żs − żu ≤ 0

Yt = rt(zu − zr)

Yb = rb(żu − żr).

(3.2)

Considering the suspension system subjected to dead zones, the actuator inputN(u)

is written as follows:

N(u) =


m(u− br), u > br

0, bl ≤ u ≤ br

m(u− bl), u < bl

(3.3)

wherem is the unknown slope of the dead zone characteristic, br > 0 and bl < 0 are the

unknown bounds. To facilitate the controller design, one can denote N(u) = u+ u∆

where u∆ is the unknown components of the dead zone satisfying |u∆| ≤ δu with an

unknown constant δu > 0.

The states of theAVSS are constructed asx =

[
x1 x2 x3 x4

]
withx1 = zs,x2 = żs,
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Fig. 3.1: Structure of the quarter-car AVSS

x3 = zu, x4 = żu. Then the dynamic model of the AVSS can be written as



ẋ1 = x2

msẋ2 = u+∆

ẋ3 = x4

muẋ4 = g(x)− u

(3.4)

where∆ = −Ys− Yd+ u∆ + d is the lumped disturbance term, g(x) = Ys+ Yd− Yt−

Yb − u∆.

It should be noted that the change of the passengers or the payloads may severely

affect the value of the sprung massms. Meanwhile, the coefficients of the stiffness and

damping including rs1, rs2, rd1, rd2, rt and rb are hard to obtain the exact values. They

may become inaccurate after a long time due to changing environmental conditions or

human factors. Hence, it is worthwhile to design a model-free controller for the AVSS

where the accurate values of the system are not required. That is also to say, that the

whole system is uncertain with unknown model dynamics.
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3.2.2 Problem formulation

Some assumptions, definitions, and lemmas are presented.

Assumption 3.1 ( [96]). The lumped disturbance term∆ and its first-time derivative ∆̇

are bounded by |∆| ≤ δ∆1, |∆̇| ≤ δ∆2 with δ∆1, δ∆2 > 0.

Assumption 3.2 ( [36]). The road input profile zr and żr are bounded by |zr| ≤ dr1 and

|żr| ≤ dr2 with dr1 and dr2 > 0.

One should note that the lumped disturbance term ∆ includes unknown system dy-

namics, dead zone effects, and external disturbances, which represents all the uncertain

dynamic characteristics of the AVSS control system. The assumption of the bounded-

ness of ∆ and ∆̇ is a common practice due to actual structure limitations and physical

constraints [96]. Besides, the assumption of the road input zr and żr is always made for

a more predictable system behavior while meeting safety requirements [36].

Definition 3.1 ( [99]). Consider a vector field ω(x) =

[
ω1(x), ..., ωn(x)

]T
. If there

exists r =

[
r1, ..., rn

]T
with ri > 0 (i = 1, ..., n) such that ωi(%

r1x1, ..., %
rnxn) =

%m+rnωi(x) with m ≥ −max{ri} for all % > 0, then the vector field ω(x) is homoge-

neous of degreem with respect to r.

Lemma 3.1 ( [100]). For a system ẋ = ω(x) with ω(0) = 0, if the system is asymptoti-

cally stable and is homogeneous of degree m < 0, then the system is global finite-time

stable.

Lemma 3.2 ( [101]). For a system ẋ = ω(x) with ω(0) = 0 and positive constants

0 < p < 1, ι1 > 0, 0 < ι2 < ∞, if there exists a positive definite Lyapunov function

V (x) satisfying V̇ (x) ≤ −ι1V p(x) + ι2 and V (0) = 0, the whole system is practical

semi-global finite-time stable and V (x) satisfies V p(x) ≤ ι2
(1−θ)ι1 , ∀t > T , where 0 <

θ < 1 is a constant, T ≤ [1/(ι1θ(1− p))](V 1−p(0)− (ι2/(ι1(1− θ)))(1−p)/p).

Lemma 3.3 ( [102]). For a system ẋ = ω(x) with ω(0) = 0, if there exists a Lyapunov

function V (x) with positive constants 0 < p < 1, c1 > 0 and c2 > 0 satisfying V̇ (x) ≤
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−c1V p(x)− c2V (x), then the origin of the system is finite-time stable with

T ≤ [c2(1− p)]−1ln[1+ c−1
1 c2V

1−p(0)]. (3.5)

The main control objective is to design a model-free finite-time saturated control

such that the vibration of the vehicle body can be effectively reduced or eliminated to

improve the ride comfort, while the control input, the dynamic tyre load, and suspension

space zp = zs − zu should stay within the permitted ranges expressed by |u| < umax,

|Yt + Yb| /((ms + mu)g) ≤ 1, and |zp| ≤ zmax, where umax > 0 is a known constant

representing the maximum force provided by the actuator, g is the gravitational constant,

zmax is the maximum suspension deflection.

3.3 Main Results

3.3.1 Model-free finite-time saturated control

The nonsingular terminal sliding mode filter σ is constructed with the integral term

which is given as

σ = x2 +
∫ t
0
λ1[x1]

α + λ2[x2]
βdτ (3.6)

with 0 < α < 1, β = 2α/(1 + α), k1, λ1, λ2 > 0, [x]∗ = |x|∗ sgn(x).

The reference velocity signal is constructed as

vr = −
∫ t
0
λ1[x1]

α + λ2[x2]
βdτ − k1κ. (3.7)

And κ is an auxiliary state variable denoted by

κ̇ = k2σ + sgn(σ),κ(0) = 0. (3.8)
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Then we define a new state variable

ξ = x2 − vr. (3.9)

According to (3.6)-(3.8), (3.9) can be written as

ξ = x2 +

∫ t

0

λ1[x1]
α + λ2[x2]

βdτ + k1κ = σ + k1κ. (3.10)

The proposed model-free finite-time saturated control is

u = −k3 tanh(ξ/γ1) + φ (3.11)

where φ is the adaptive parameter used to improve system robustness given as

φ̇ = −k4 tanh(ξ/γ2)− k5φ, φ(0) ≤ k4/k5 (3.12)

and k3, k4 and k5 are positive design parameters, γ1, γ2 > 0 are sharpness gains.

Remark 3.1. The proposed model-free finite-time saturated control (3.11) offers a sim-

pler structure comparedwith themajority of existingmodel-free control forAVSSs using

fuzzy logic systems or neural networks [45, 94].

Remark 3.2. Different from traditional finite-time control designs with the symbolic

function sgn, the hyperbolic tangent function tanh is utilized to reduce the chattering

issues. To change the rate of the control input when ξ converges to the neighborhood

near zero, positive sharpness gains γ1 and γ2 are introduced in the denominator of the

hyperbolic tangent functions. The control signal varies gentler with the signal ξ when a

larger value of γ1 is selected to suppress the chattering phenomenon [103]. However,

a larger k3 is needed for better anti-vibration performance leading to a higher saturation

bandwidth. Therefore, the balance between the chattering avoidance and the saturation

bandwidth should be properly considered.

Theorem 3.1. Consider the uncertain AVSS (3.1) with the external disturbances and the
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dead zones (3.3). If the control gains satisfy k1 > δξ2, k3 > δψ, the proposed model-free

finite-time saturated control (3.11) can guarantee:

1) all the signals in the closed-loop system are bounded,

2) the sprung displacement zs can converge in a finite time,

3) the input is naturally constrained by the prior-known range |u| < k3 + k4/k5.

3.3.2 Stability analysis

Proof: Considering (3.4) and substituting the control design (3.11), the time deriva-

tive of (3.9) yields

msξ̇ = msẋ2 −msv̇r = −k3 tanh(ξ/γ1) + φ+∆+ ς (3.13)

with ς = −msv̇r. The boundedness of the variable φ should be demonstrated first. Note

that the term φ is generated by (3.12) satisfying

φ̇ = −k4 tanh(ξ/γ2)− k5φ < k4 − k5φ. (3.14)

Solving the inequality leads to that φ is bounded by φ < δφ = (k4/k5) + (φ(0)

−(k4/k5))e
−k4t.

To guarantee the boundedness of ξ, we define V1 =
1
2
msξ

2. Considering the inequal-

ity 0 ≤ |ξ| − ξ tanh(ξ/γ1) ≤ 0.2785γ1 for ∀ξ ∈ < and γ1 > 0 [5]. It is possible to com-

pute |ς| ≤ δς and |∆| ≤ δ∆1 by Assumptions 3.1 and 3.2 [89]. The time derivative of

V1 is

V̇1 = −ξmsξ̇ ≤ −ι1|ξ|+ 0.2785γ1 ≤ −ι1V 1/2
1 + ι2 (3.15)

where ι1 = k3 − δφ − δ∆ − δς , ι2 = 0.2785γ1. Thus, it is always required to tune the

control gain k3 large enough to ensure ι1 > 0. Then from Lemma 3.2, we can conclude

that ξ is bounded all the time with the upper bound |ξ| ≤ δξ1 =
√

2/ms(ι2/((1− θ)ι1)).

According to (3.13), ξ̇ is also bounded by |ξ̇| ≤ δξ2 = (k3 + δψ)/ms.
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ALyapunov function is constructed as V2 = (1/2)κ2.Noting (3.10), the time deriva-

tive of κ can be computed as

κ̇ = k2σ + sgn(σ) = k2ξ − k1k2κ + sgn(σ). (3.16)

The time derivative of V2 further leads to

V̇2 ≤ −k1k2κ2/2− (k1k2|κ|/2− k2δξ1 − 1)|κ|

≤ −(1/2)k1k2κ2 ≤ 0, ∀|κ| ≤ εκ

(3.17)

where εκ = 2(k2δξ1 + 1)/(k1k2) is the ultimate bound ofκ [89], then κ̇ is also bounded

according to (3.16). From (3.10), σ is bounded by |σ| ≤ δσ1 with δσ1 > 0.

Next, we need to present that zs can converge to zero in finite time. For the sliding

mode filter σ, we can obtain

σ̇ = −k1κ̇ + ξ̇ = −k1k2σ − k1sgn(σ) +
_ξ. (3.18)

Considering the Lyapunov function V3 =
1
2
σ2, we have

V̇3 ≤ −(k1 − δξ2)|σ| − k1k2σ
2 ≤ −c1V 1/2

3 − c2V3 (3.19)

with c1 =
√
2(k1 − δξ2), c2 = 2k1k2. According to Lemma 3.3, if k1 is chosen to satisfy

k1 > δξ2, then σ will converge to zero in Ta ≤ (2/c2)ln[1+ c−1
1 c2V

1/2
3 (0)].

After the finite time Ta, there exists σ = σ̇ = 0. For the states x1, x2, one can design

V4 =
λ1
α+1

|x1|α+1 + 1
2
x22. (3.20)

According to (3.6), the system states can be given as

ẋ1 = x2

ẋ2 = −λ1[x1]α − λ2[x2]
β.

(3.21)
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The time derivative of V4 is obtained as

V̇4 ≤ λ1|x1|αx2 + x2(−λ1[x1]α − λ2[x2]
β)

≤ −λ2|x2|β+1 ≤ 0.

(3.22)

Therefore, the system states x1 and x2 are bounded and asymptotically stable.

According to Definition 3.1, it is easy to verify that the system states (3.21) is ho-

mogeneous of degreem = (α− 1)/2 with respective of r = [1, (α + 1)/2]T while it is

asymptotically stable obtained from (3.22). From Lemma 3.1, we can conclude that the

system (3.21) is global finite-time stable with a finite time Tb.

Combining the above analysis, the state x1 will converge to zero in a finite time T

bounded by T ≤ Ta + Tb. Hence, one can conclude that zs can converge to zero in a

finite time T .

Since V̇4 ≤ 0, it is easy to obtain that V4(x) ≤ V4(0), where V4(0) is a bounded

positive constant. One can denote |x1| ≤ α+1
√

(α + 1)V4(0)/λ1, |x2| ≤
√

2V4(0).

Hence, x1 and x2 are bounded by the initial conditions.

Furthermore, from the control design (3.11), the first term of the control signal is

bounded by |k3 tanh(ξ/γ1)| < k3 due to | tanh(∗)| < 1. Since φ(0) < k4/k5 and accord-

ing to (3.14), the term φ can be bounded by |φ| < k4/k5. Therefore, the control signal u

is always bounded by |u| < k3 + k4/k5.

Therefore, the proposed controller can simultaneously staywithin the permitted range

without any extra anti-saturation design.

3.3.3 Zero dynamics and performance analysis

The proposed controller (3.11) is only constructed to stabilize the second-order sprung

system, hence, the stability of the remained second-order unsprung system (also named

as zero dynamics) should be analyzed. To obtain zero dynamics, the output signal x1 is

set as x1 ≡ 0.
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From (3.4), the zero dynamics can be written as [69]

ζ̇ = Pζ +Q (3.23)

where ζ = [x3, x4]
T , and

P =

 0 1

− rt
mu

− rb
mu

 , Q =

 0

rt
mu
zr +

rb
mu
żr +

d
mu

 .
According to Assumptions 3.1 and 3.2, the term Q is bounded.

Construct a Lyapunov function Vζ = ζT ζ for the zero dynamics (3.23). The time

derivative of Vζ is derived as

V̇ζ = ζ̇T ζ + ζT ζ̇ = ζT (P T + P )ζ + 2ζTQ. (3.24)

Since the eigenvalues of the matrix P are negative real constants, there always exists

P T + P < 0. Using Young’s inequality, the last term of (3.24) can be transformed as

2ζTQ ≤ 1
ε
ζT ζ + εQTQ where ε is a positive constant.

Since Q is bounded, there always exists a constant π2 > 0 such that εQTQ ≤ π2.

Then V̇ζ can be rewritten as

V̇ζ ≤ −(λmin(P
T + P )− 1

ε
)ζT ζ + π2

≤ −π1V + π2.

(3.25)

Solving the inequality (3.25) gives

Vζ(t) ≤ Vζ(0)e
−π1t +

π2
π1

(1− e−π1t)

≤ max
{
Vζ(0),

π2
π1

}
= $

(3.26)

which leads to |xi| ≤
√
$ for i = 3, 4. Therefore, the unsprung states x3 and x4 are

bounded. From the above analysis, all signals are verified to be bounded. Furthermore,
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performance constraints can be adjusted by

|zp| = |zs − zu| ≤ α+1
√

(α + 1)V4(0)/λ1 +
√
$,

|Yt + Yb|
(ms +mu)g

≤ rt(
√
$ + dr1) + rb(

√
$ + dr2)

(ms +mu)g
.

(3.27)

Therefore, if the initial conditions and parameters are carefully selected, then the

constraints on the suspension space |zp| ≤ zmax and dynamic tyre load |Yt+Yb|/((ms+

mu)g) ≤ 1 can be guaranteed all the time.

Remark 3.3. In the existing saturated control methods for AVSSs [8, 9], only asymp-

totic stability is investigated for the saturated controller design with constrained inputs.

In this chapter, a novel model-free finite-time saturated controller is proposed for un-

certain AVSSs for the first time where the integral nonsingular terminal sliding mode

method (3.6) is utilized to achieve finite-time stability using the geometric homogene-

ity theorem. This control design can greatly improve the convergence rate and transient

performance during the anti-vibration process.

Remark 3.4. In the controller design process, only the vertical displacement and ve-

locity of the sprung mass (zs and żs) are utilized, which can be obtained by encoders

and filters, respectively [104,105]. The whole control is model-free such that no prior

information of the dynamical model is needed. Specially, compared with the existing

model-free controllers [75, 96], the proposed method provides much better robustness

in the presence of passenger/payload variations since no nominal sprung mass ms or

unsprung massmu are required in the design.

Remark 3.5. Compared with [89], a novel bound-based adaptive method (3.12) is pro-

posed with the prior-known range, thus the robustness and anti-disturbance ability of

the closed-loop system can be enhanced. More importantly, the bounded-input charac-

teristics of the adaptive control signal can be maintained simultaneously.

Remark 3.6. Combined with the bounded function tanh and the bound-based adaptive

method, this controller design should be important in the AVSS control field to achieve

the finite-time stability with the naturally constrained inputs. During the tuning process,
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CHAPTER 3. FINITE-TIME SATURATED CONTROL FORAVSSS

the control gain k3 can be initially set to a large value and gradually decrease if necessary,

k4 and k5 can be tuned accordingly to meet the actuator requirement k3+k4/k5 < umax.

Furthermore, the selection of larger k4 and smaller k5 can increase the robustness of the

control system.

Remark 3.7. The designed controller (3.11) contains no discontinuous terms, whose

nominal part is constrained by the tanh function, and the adaptive variable part is used

for improving system robustness. Thus, the unexpected chattering issues in traditional

controllers [87] can be alleviated. The designed controller (3.11) contains no discon-

tinuous terms, whose nominal part is constrained by the tanh function, and the adaptive

variable part is used for improving system robustness. Thus, the unexpected chattering

issues in traditional controllers [65] can be alleviated.

3.4 Experimental Verification

Comparative experiments are conducted on the quarter-car active suspension plat-

form (Fig. 3.2) to demonstrate the effectiveness of the proposed control method in both

robustness and anti-vibration performance. The parameters of the experimental suspen-

sion platform are presented in Table 3.1.

The experimental platformmainly includes three different plates. The first one on the

top acts as the vehicle body which is supported by the suspension damper and spring.

The payload mass is placed on the vehicle body plate indicating the unknown passen-

gers/loads. A DCmotor is utilized as the main component of the system to provide extra

energy for improving anti-vibration performance and ride comfort. The tire spring and

damping system provides the connection between the middle and bottom plates. And

the bottom plate servo motor can generate the road profile which is transmitted to the

bottom plate by the lead screw.

The following suspension systems are investigated to investigate the effectiveness of

the proposed control algorithm:

1) Passive: Passive suspension system with no control input;

42



3.4. EXPERIMENTALVERIFICATION

Fig. 3.2: Experimental platform of the quarter-car AVSS

Table 3.1: Parameters of the Active Suspension Setup

Symbols Values Symbols Values

ms 2.45kg mu 1kg

rs1 900N/m rs2 10N/m3

rd1 8Ns/m rd2 7Ns/m

rt 1250N/m rb 5Ns/m

2) BNRS: Beneficial nonlinearity robust saturated control, which is a model-free

control with the sprung mass [87];

3) ROFB: Robust output feedback backstepping method [98];

4) Proposed: Proposed model-free finite-time control.

The sinusoidal and random road inputs are considered to further evaluate the control

performance.

Case 1: A sinusoidal road is generated by a continuous sinusoidal function with fre-

quency 3Hz and amplitude 0.5cm, namely, zr = 0.005 sin 6πt.

Case 2: The B-class random road profile is constructed using the filtered white noise

signal [45].

The term d is selected as d = 0.2 sin 4πt and the system parameters fluctuate 10%.
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CHAPTER 3. FINITE-TIME SATURATED CONTROL FORAVSSS

Table 3.2: Control Gains of Comparative Suspensions

Controller Control gains

BNRS control λ = 10, kp = 50, kd = 50, ks = 10, L = 100

ROFB control
k1 = 30, k2 = 20, λ0 = 3, λ1 = 2, λ2 = 1, λ3 = 3,

λ4 = 1, L1 = 150, L2 = 20, η1 = 5, η2 = 5

Proposed control
k1 = k2 = 10, k3 = 30, k4 = 6, k5 = 2, λ1 = 10,

λ2 = 1, α = 0.9, γ1 = γ2 = 0.1
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Fig. 3.3: Case 1: (a) Vertical displacement zs (b) body acceleration z̈s in the time do-

main.

Besides, the unknown dead zone parameters are selected asm = 0.9, br = 1 and bl = −1.

Control gains of comparative suspensions are given in Table 3.2.

It can be noticed that Figs. 3.3a and 3.7a present the vertical displacement com-

parison results of four suspension systems under sinusoidal and random road inputs,

respectively. Besides, the maximum and the root-mean-square (RMS) values of vertical

displacement and body acceleration under two cases are given in Table 3.3. Accord-

ing to Figs. 3.3a and 3.7a, compared with the passive one, three active controllers can

obtain smaller amplitudes of the vertical displacement, indicating the effectiveness of

the anti-vibration performance. The finite-time convergence of the proposed control de-

sign also ensures rapid vibration suppression. From Table 3.3, the BNRS strategy can

achieve satisfactory anti-vibration control performance with 83.5%, 82.8% reduction in

Case 1 and 57.9%, 54.5% reduction in Case 2 compared with the passive suspension.

However, those of the proposed control are much smaller with 95.9%, 96.5% in Case 1,
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Fig. 3.4: Case 1: (a) Body acceleration z̈s in the frequency domain (b) control force F .
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Fig. 3.5: Case 1: (a) Dynamic tyre load (b) suspension space zp.

and 94.7%, 95.3% in Case 2, respectively.

The curves in Figs. 3.3b and 3.7b record the body acceleration responses in the time

domain of four suspension systems under sinusoidal and random road cases, where the

corresponding frequency domain acceleration results are provided in Figs. 3.4a and 3.8a.

Note that ride comfort is highly related to body acceleration [106]. From Figs. 3.3b and

3.7b, the amplitudes of the body acceleration of the proposed method are smaller, show-

ing the better ride comfort in the presence of different rough roads. According to the

International Organization of Standardization, 4–12.5 Hz oscillations exhibit a higher

impact on humans [107]. From Figs. 3.4a and 3.8a, the frequency-domain body accel-

eration of the proposed control within the frequency spectrum is smaller than those of

comparative suspensions. Quantitatively speaking, in Table 3.3, the maximum and RMS
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Fig. 3.6: Case 1: (a) Energy consumption (b) variable σ (c) variable ξ (d) variable φ.
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Fig. 3.7: Case 2: (a) Vertical displacement zs (b) body acceleration z̈s in the time do-

main.

values for the body acceleration of the proposed control are reduced by 92.7%, 94.8% in

Case 1, and 77.5%, 76.4% in Case 2, respectively, which demonstrates the ride comfort
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Fig. 3.8: Case 2: (a) Body acceleration z̈s in the frequency domain (b) control force F .
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Fig. 3.9: Case 2: (a) Dynamic tyre load (b) suspension space zp.

performance of the proposed control method.

Besides, the control force results shown in Figs. 3.4b and 3.8b suggest that the pro-

posed control can achieve better anti-vibration results and ride comfort performance

with relatively lower control force inputs, which indicates the lower energy consump-

tion. Specially, the control force of the BNRS control may suffer from severe chattering

problems due to the switching logic in the controller design. The proposed control uti-

lizes the hyperbolic tangent functions to mitigate the chattering issues and avoid the

saturations simultaneously.

Furthermore, the physical limitations of the tire deflection and suspension space

should be obeyed all the time. As can be depicted in Figs. 3.5a and 3.9a, four suspension

systems behave with satisfactory performance in the dynamic tyre load, which present
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Table 3.3: Control Performance Under Different Cases

Cases Types
Vertical Displacement Body Acceleration

MAX(m&%) RMS(m&%) MAX(m/s2&%) RMS(m/s2&%)

C1

Passive 0.0097 100.0% 0.0064 100.0% 3.0746 100.0% 2.3428 100.0%

BNRS 0.0016 ↓ 83.5% 0.0011 ↓ 82.8% 0.4837 ↓ 84.3% 0.6482 ↓ 72.3%

ROFB 0.0011 ↓ 88.7% 0.0009 ↓ 85.9% 0.3014 ↓ 90.1% 0.3635 ↓ 84.5%

Proposed 0.0004 ↓ 95.9% 0.0002 ↓ 96.5% 0.2252 ↓ 92.7% 0.1213 ↓ 94.8%

C2

Passive 0.0019 100.0% 0.0011 100.0% 0.3158 100.0% 0.0957 100.0%

BNRS 0.0008 ↓ 57.9% 0.0005 ↓ 54.5% 0.1221 ↓ 61.3% 0.0401 ↓ 58.1%

ROFB 0.005 ↓ 73.7% 0.0003 ↓ 72.7% 0.1736 ↓ 45.0% 0.0543 ↓ 43.3%

Proposed 0.0001 ↓ 94.7% 0.00005 ↓ 95.3% 0.0709 ↓ 77.5% 0.0226 ↓ 76.4%
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Fig. 3.10: Case 2: (a) Energy consumption (b) variable σ (c) variable ξ (d) variable φ.

the road holding ability. According to [96], the allowable suspension space is 3.8cm for

the quarter-car AVSS. The suspension space displacements presented in Figs. 3.5b and

3.9b are all kept in the permitted set. Thus, the safety requirements during the whole pro-

cess can be guaranteed for drivers and occupants. Furthermore, the energy consumption

index E is evaluated by E(R∗) =
√

1
T

∫ T
0
(R∗(τ))2dτ with R∗ = u(t)żp for u(t)żp > 0
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andR∗ = 0 for else, and T is the total experimental time [37, 87]. The energy consump-

tion indexes under different cases are provided in Figs. 3.6a and 3.10a, which show the

relatively lower energy cost of the proposed control compared with BNRS and ROFB

control design. The figures of the sliding mode variable σ are given in Figs. 3.6b and

3.10b which can converge in finite time. Figs. 3.6c and 3.10c show the state variable

ξ and the behaviors of the adaptive parameter φ are provided in Figs. 3.6d and 3.10d.

Therefore, all internal virtual signals can remain bounded all the time.

3.5 Conclusions

In this chapter, a novel model-free finite-time saturated control is proposed to en-

hance the anti-vibration performance and ride comfort for the AVSSs under unknown

dynamics, external disturbances, and dead zones. By incorporating the hyperbolic tan-

gent function and the bound-based adaptive variable, the input constraint can be prior-

known and adjusted by control gains, eliminating the need for additional saturation com-

pensation designs. Furthermore, a nonsingular terminal sliding mode filter is designed

for AVSSs to guarantee globally finite-time convergence. Notably, no discontinuous

terms exist to alleviate unexpected chattering. Moreover, the proposed control strategy

solely relies on the displacement and velocity of the sprung mass without any model

information. Therefore, this controller design provides a simple yet effective version of

the model-free AVSS control in which the finite-time stability could be guaranteed with

naturally constrained inputs. The superior anti-vibration performance and ride comfort

of the proposed control are further verified by the experimental studies.
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4 Fixed-TimeSafe-by-DesignControl

for AVSSs

This chapter presents a novel fixed-time safe-by-design control for uncertain active

vehicle suspension systems with matched/unmatched disturbances, high energy con-

sumption, input saturations, and asymmetric time-varying constraints on both displace-

ment/velocity. Several asymmetric time-varying barrier Lyapunov functions are care-

fully constructed to deal with displacement/velocity constraints under the fixed-time

convergence framework. Furthermore, a new fixed-time auxiliary state system is pro-

posed to compensate for the saturation effect. It is then rigorously demonstrated that the

convergence time is independent of initial state conditions and both the displacement/ve-

locity are always restricted within the asymmetric time-varying ranges. Importantly, by

employing beneficial nonlinearities of a bioinspired X-shaped reference model, the bur-

den of high control energy cost can be relaxed compared with traditional controllers.

As far as we know, this should be the first attempt to achieve a fixed-time safe-by-

design control for active vehicle suspension systems which simultaneously considers

practical issues including meeting the safety requirements for input saturations and dis-

placement/velocity, achieving fixed-time convergence, maintaining energy efficiency,

and rejecting matched/unmatched disturbances. Experimental testing results validate

the effectiveness, advantage, and feasibility of the proposed control algorithm, com-

pared to other existing methods.

4.1 Introduction

Vehicle suspension systems have been investigated extensively in the vehicle indus-

try due to their significantly superior characteristics in improving ride comfort and road
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handling ability [39]. There exist three kinds of vehicle suspensions including passive

vehicle suspensions, semi-active vehicle suspensions, andAVSSs [108]. Unlike passive

and semi-active ones,AVSSs with extra actuators can adjust the attitude of vehicles, thus

eliminating the shocks from rough roads, and improving ride comfort andmaneuverabil-

ity [109]. Therefore, various control designs have been developed forAVSSs in the past

decades, such as backstepping control [77], adaptive control [61],H∞ control [110], and

sliding mode control [65]. However, safety should be one of the key factors in the con-

trol design with various practical constraints. The control for AVSSs should satisfy the

safety requirements both for mechanical devices and humans. Accordingly, constraints

on displacement, velocity, and input saturations should be respected all the time, then

the whole system can be considered safe [111].

In actual applications, the displacement constraints always exist which are inherited

from physical limitations or performance requirements. To handle these constraint prob-

lems, the barrier Lyapunov function (BLF)-based constraint controllers are extensively

investigated and applied to different systems [112]. To mention a few, a log-type BLF is

designed for AVSSs to tackle the displacement constraints based on the event-triggered

mechanism [113]. Furthermore, BLF-based backstepping control is investigated for

AVSSs to maintain various motions [95]. The displacement constraints are resolved

by the BLF for AVSSs that are underactuated as constraint-following [114]. An adap-

tive neural network control is proposed for AVSSs to address the symmetric displace-

ment/velocity constraints [75]. Besides, an adaptive neural tracking control is developed

for AVSSs where the constraints are addressed by tan-type BLFs [40]. However, only

symmetric or time-invariant constraints are considered for AVSSs in the above BLF-

based constraint controllers, which are the special cases of asymmetric time-varying

constraints. Therefore, more efforts should be devoted in the field of constraint control

for AVSSs to meet the safety requirements.

As a matter of fact, asymmetric time-varying constraints are more common and prac-

tical in real applications. To address this problem, an asymmetric time-varying BLF

(ATVBLF) is utilized with neural network methods for robotic manipulators with out-
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put constraints [115]. However, only displacement constraints are considered while

neglecting the significant effect of velocity constraints on driving safety. The ATVBLF

is constructed to tackle the displacement and velocity constraints for AVSSs with the

asymptotic stability [116]. Notice that the input saturations should be considered from

a practical view due to the physical limitation of the actuators. One possible way is

that the input saturations are approximated by smooth functions such as [117]. Another

method is the auxiliary state systems which have been widely applied to different sys-

tems [41]. However, the fixed-time convergence of the auxiliary state systems is seldom

achieved which needs further discussion. Despite the rapid developments in BLF-based

constraint control, no existing safe-by-design controllers have been constructed to meet

the enhanced safety requirements for AVSSs. The enhanced safety requirements here

refer to the input saturations and asymmetric time-varying displacement/velocity con-

straints.

We should also note that these control methods can achieve asymptotic or finite-time

stability of AVSSs. Compared with asymptotic controllers, finite-time controllers can

enforce system outputs to converge faster to the equilibrium, but the convergence time

would increase dramatically when the initial states approach infinity. In [118], adap-

tive finite-time control is combined with neural networks for nonlinear systems with

state constraints. Robust finite-time control is proposed for uncertain AVSSs aiming

at disturbance attenuation [119]. However, fixed-time convergence, considered an ex-

tension of finite-time convergence, provides a fixed convergence time independent of

initial conditions, which is a desirable property in practical applications. Integrated with

time-varying BLF, adaptive control is constructed with fuzzy techniques for nonlinear

systems to obtain fixed-time convergence [120]. To the best of our knowledge, there

is still no fixed-time control method proposed for AVSSs to achieve fixed settling time

and enhanced safety regulations simultaneously.

High energy consumption is always required in AVSSs to achieve ride comfort and

maneuverability, which severely limits its practical application and development. In

the recent decade, more and more papers have been devoted to the field of energy-
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saving controller design. In [69], an X-shaped anti-vibration structure is constructed

mimicking animals’ legs, which processes extraordinary quasi-zero stiffness properties

for vibration suppression, leading to potentially less energy consumption. Furthermore,

a fuzzy adaptive control forAVSSs is proposed considering the beneficial damping [73].

A saturated PD-SMC method with an X-shaped structure is developed for AVSSs to

achieve energy-saving performance [96]. One should note that regulating the system

outputs into the predefined constraints may result in much higher energy consumption.

However, in the above research papers, displacement/velocity constraints on the AVSSs

are rarely considered in the field of energy-saving controller design.

To the best of our knowledge, for the uncertain AVSSs with matched/mismatched

disturbances, there is still no proper fixed-time safe-by-design control design which

can achieve energy-saving performance while attenuating the enhanced safety require-

ments for the input saturations and asymmetric time-varying displacement/velocity con-

straints. Compared with existing controllers for the AVSSs, the major contributions of

this research can be summarized.

1) This is the first attempt to achieve fixed-time safe-by-design control for theAVSSs

with input saturations, unknownmatched/unmatched disturbances, and asymmet-

ric time-varying displacement/velocity constraints. Compared with existing fi-

nite-time control for AVSSs [65, 121], the convergence time is irrelevant to the

initial system states.

2) Unlike traditional symmetric constraints [122], asymmetric time-varying con-

straints are ensured for AVSSs by the delicately constructed ATVBLFs. Further-

more, the safety requirements for both the displacement and velocity of AVSSs

are considered in the control design thus the enhanced output safety can be further

guaranteed.

3) A novel adaptive law is deliberately established in the auxiliary state system to

compensate for the input saturations. Different from previous auxiliary-state-sys-

tem-based methods [123], fixed-time stability of the auxiliary state system can
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be achieved.

4) An X-shaped anti-vibration nonlinear reference model is introduced to the pro-

posed controller which exploits beneficial nonlinear stiffness and damping char-

acteristics to achieve the energy-saving performance.

The rest of this chapter is organized as follows. In Section 4.2, the system descrip-

tion and problem statement are provided. The main results are given in Section 4.3.

Various experimental results are presented in Section 4.4. Finally, the whole chapter is

summarized in Section 4.5.

4.2 Problem Formulation

4.2.1 System description

The dynamical model of the quarter-car AVSS can be written as follows [121]

msz̈s = −Fs − Fd + F∆1 + u(F )

muz̈u = Fs + Fd − Ft − Fb + F∆2 − u(F )

(4.1)

wherems andmu are the sprung and unsprungmasses, zs and zu are the displacements of

the sprung and unsprung masses, Fs = ps1(zs − zu) + ps2(zs − zu)
3, ps1 and ps2 repre-

sent the stiffness coefficients of the nonlinear spring,Fd = pd1(żs − żu) + pd2(żs − żu)
2,

pd1 and pd2 are the damping coefficients, Ft = pt(zu − zr) and Fb = pb(żu − żr) with

pt and pb standing for the coefficients of tire elasticity and tire damping, F∆1 and F∆2

denote the external disturbances and unknown system uncertainties, respectively, u(F )

is the control input to be defined later.

The bioinspired X-shaped reference model is utilized in the controller design for vi-

bration suppression due to its ideal quasi-zero stiffness (Fig. 4.1).

Define the suspension space as zp = zs − zu and introduce the nominal masses as

ms0 andmu0 such thatM = ms0mu0/(ms0 +mu0). Define x1 = zp, x2 = żp = żs − żu,
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then the whole dynamic model can be revised as

ẋ1 = x2 +∆1

ẋ2 =M−1u(F ) + ∆2

(4.2)

where ∆1 is the unmatched disturbance generated by the numerical differentiation, ∆2

is the lumped disturbance

∆2 =M−1
(
− Fs − Fd +

msF∆1 −muF∆2

ms +mu

+
ms

ms +mu

(Fs + Fb) + (M − msmu

ms +mu

)z̈p
)
.

(4.3)

Remark 4.1. In practical applications, the velocity is often obtained by letting the dis-

placement signal pass through the differential filter to avoid sensor estimation noises,

which may cause undesired information loss. However, the information loss is always

neglected by existing controllers. Hence, in the dynamic model of the AVSS (4.2), the

unknown information loss deduced by the numerical operation is considered as the un-

matched disturbance.

To quantitatively evaluate the control performance, the following root mean square

(RMS) values are given. The RMS value of the acceleration z̈s represents the ride com-

fort

RMS(z̈s) =

√
1

T

∫ T

0

z̈2sdt

And energy cost is evaluated by

RMS(P+) =

√
1

T

∫ T

0

(P+(τ))2dτ

with P+ = F (t)żp for F (t)żp > 0 and P+(t) = 0 for else.

The radial basis function neural networks (RBFNNs) will be used to approximate the
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Fig. 4.1: Schematic of the AVSS

unknown functions H(Z) on a compact set ΩZ ⊂ <l as follows [124]

H(Z) = θTS(Z) + ε(Z) (4.4)

where Z ⊂ <m is the input, the approximation error satisfies |ε| ≤ ε̄ with ε̄ > 0,

θ = [θ1, ..., θl]
T ⊂ <l represents the optimal weight, l > 1 is the node number, S(Z) =

[S1(Z), ..., Sl(Z)]
T is the radius basis function (RBF)withSi(Z) = exp(−||Z−ζi||2/ν2)

where ζi = [ζi1, ..., ζim]
T and ν are the center and width of the Gaussian function.

Some useful lemmas are presented for the controller design.

Lemma 4.1 ( [125]). For real numbers x ≥ 0 and y ≥ 0, if there exist real numbers

m > 1 and n > 0 satisfying 1/m+ 1/n = 1, then the following inequality holds

xy ≤ xm/m+ yn/n. (4.5)

Lemma 4.2 ( [126]). For any ι > 0 and ζ ∈ <, one has

0 < |ζ| − ζtanh(ζ/ι) ≤ 0.2785ι. (4.6)
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Lemma 4.3 ( [127]). For x > 0, y > 0 and a > 0, we have

xa(y − x) ≤ (y1+a − x1+a)/(1 + a). (4.7)

Lemma 4.4 ( [127]). For x ∈ < and y ∈ < satisfying x > 0 and y ≤ x, then if the

constant b > 1, the inequality holds

(x− y)b ≥ yb − xb. (4.8)

Lemma 4.5 ( [128]). For x ∈ < and y ∈ <, if there exists constant p, q, r > 0, one can

obtain

|x|p|y|q ≤ pr|x|p+q/(p+ q) + qr−p/q|y|p+q/(p+ q). (4.9)

Lemma 4.6 ( [128]). For α > 0 and xi, i = 1, ..., n, there exists

( n∑
i=1

|xi|
)α ≤ max{nα−1, 1}(

n∑
i=1

|xi|α). (4.10)

Lemma 4.7 ( [129]). For any constants κ1 > 0, κ2 > 0, 0 < p1 < 1, p2 > 1 and

0 ≤ Ξ <∞, if there is a continuous positive-definite Lyapunov function V (x) such that

V̇ (x) ≤ −κ1V
p1 − κ2V

p2 + Ξ (4.11)

then it is fixed-time stable with

T ≤ 1/(κ1ζ(1− p1)) + 1/(κ2ζ(p2 − 1)) (4.12)

with 0 < ζ ≤ 1. The residual set of the nonlinear system is x ∈ {x|V ≤ min{( Ξ
(1−ζ)κ1

)1/p1 ,

( Ξ
(1−ζ)κ2

)1/p2}}. Especially, when Ξ = 0, the equality holds and there exists ζ = 1 such

that x will converge to zero within a fixed time.

57



CHAPTER 4. FIXED-TIME SAFE-BY-DESIGN CONTROL FORAVSSS

4.2.2 Problem statement

In AVSSs, the control input u(F ) is always subjected to the asymmetric saturation

constraint

u(F ) = sat(F) =


Fmax, F ≥ Fmax

F, Fmin ≤ F ≤ Fmax

Fmin, F < Fmin

(4.13)

where sat(∗) is the saturation function, Fmax and Fmin are the upper and lower bounds.

The saturation error is ρF = sat(F)− F. We assume |ρF | ≤ ρ0 holds where ρ0 > 0 is a

known constant.

Different from existing literature, the displacement/velocity of the sprungmass should

stay within the permitted sets with asymmetric time-varying constraints defined by

Φ = {zs(t) ∈ <
∣∣χ(t) < zs < χ̄(t)}

Ψ = {żs(t) ∈ <
∣∣ϑ(t) < żs < ϑ̄(t)}

(4.14)

where χ̄(t) > χ(t) and ϑ̄(t) > ϑ(t) for ∀t > 0.

Assumption 4.1 ( [130]). For the desired suspension space yd, there are continuous

functions Y (t), Ȳ (t) and constant Y1 such that χ(t) < Y (t) ≤ yd ≤ Ȳ (t) < χ̄(t) and

|ẏd| ≤ Y1.

Assumption 4.2 ( [75]). For the time-varying constraints χ(t), χ̄(t), ϑ(t), and ϑ̄(t),

there always exist constants Kχi, K̄χi, Kϑi, K̄ϑi, i = 1, 2 with χ(t) ≥ Kχ1, χ̄(t) ≤

K̄χ1, ϑ(t) ≥ Kϑ1, ϑ̄(t) ≤ K̄ϑ1 and their first derivatives χ̇(t) ≥ Kχ2, ˙̄χ(t) ≤ K̄χ2,

ϑ̇(t) ≥ Kϑ2,
˙̄ϑ(t) ≤ K̄ϑ2.

Definition 4.1. Considering the input saturations (4.13) and the asymmetric time-varying

constraints (4.14) for the AVSS dynamics (4.2). The system is considered safe if for any

initial conditions (zs(0), żs(0)) ∈ Φ×Ψ, (zs(t), żs(t)) ∈ Φ×Ψ holds for ∀t ≥ 0.

Remark 4.2. Compared with the safety definition in [111], this definition is stronger
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since the asymmetric displacement/velocity time-varying constraints and the asymmet-

ric input constraints are required for ∀t ≥ 0.

Hence, the target of this article is to propose a novel fixed-time control method for

the AVSSs based on bioinspired X-shaped dynamics to ensure enhanced safety require-

ments for the input saturations and asymmetric time-varying displacement/velocity con-

straints, while matched/unmatched disturbances can be handled.

4.3 Main Results

The main results of the fixed-time control structure are presented in this section

considering the input saturations and asymmetric time-varying displacement/velocity

constraints. The dynamics of the bioinspired reference structure (also known as the X-

shaped structure) are briefly introduced. Then the fixed-time safe-by-design control is

proposed for the AVSSs with the ATVBLFs. Finally, a rigorous stability verification of

the closed-loop system is detailly analyzed.

4.3.1 Bioinspired X-shaped reference dynamics

The bioinspired X-shaped anti-vibration model is inspired by the bird legs with the

two-layer structure [131], where mb is the object mass, l1 and l2 are the rod length, ϕ1

and ϕ2 are the initial angles, and the geometric relationship is l1sinϕ1 = l2sinϕ2. The

output of the X-shaped reference model is considered as the desired suspension space

denoted by yd for energy-saving which is given by [130]

mbÿd + h̄1 + kvyd/n
2 + κ1ẏd + κ2nxh̄2ẏd = −mbz̈u (4.15)
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where

h̄1 =
kh$

2n
(l1cosϕ1 −

√
l21 −$2 + l2cosϕ2

−
√
l22 −$2)

(
1/
√
l21 −$2 − 1/

√
l22 −$2

)
h̄2 =

(
l1/(2n

√
l21 −$2)− l2/(2n

√
l22 −$2)

)2

$ = l1sinϕ1 + yd/(2n) = l2sinϕ2 + yd/(2n)

(4.16)

and n = 2 is the layer of the X-shaped structure, nx = 3n − 1 is the joint number,

kv and kh stand for the vertical and horizontal spring stiffness, κ1 and κ2 denote the

air resistance coefficient and the rotating friction coefficient. The permitted range ς1 <

ÿd < ς2 is defined to restrict ÿd where ς1 and ς2 are known constants representing the

bounds of ÿd.

Different from existing controllers which set desired trajectories to zero, the desired

trajectories in the proposed controller are considered as the output of the X-shaped struc-

ture to avoid the cancellation of beneficial nonlinearities of the AVSSs. Therefore, the

advantageous characteristics of the suspension system can be remained for vibration

suppression, which further enhances the energy-saving performance with satisfactory

anti-vibration results. Thus, the utilization of the X-shaped structure in the control de-

sign can lead to promising energy-efficient characteristics.

The vibration suppression ability of the X-shaped structure has been analyzed and de-

monstrated in existing papers [69, 73, 87]. However, the enhanced safety requirements

for the input saturations and the displacement/velocity constraints are seldom considered

in the control designs for AVSSs with energy-saving performance, although enforcing

system outputs to the predefined ranges may cost higher energy. In this chapter, the anti-

vibration X-shaped structure is deliberately considered to strengthen the energy-saving

performance.

4.3.2 Fixed-time safe-by-design control

For the sake of brevity, the notation [x]r = |x|rsgn(x) is defined where sgn(x) is the

standard signum function.
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Consider the errors as follows

z1 = x1 − yd

z2 = x2 − α1 − ξ

(4.17)

where yd is generated by the X-shaped reference dynamics, α1 is the virtual control

signal, ξ is an auxiliary signal.

To ensure the asymmetric time-varying constraint on the sprung displacement, an

ATVBLF function is constructed

V1 =
q1
2p
log

Ω2p
H1(t)

Ω2p
H1(t)−z

2p
1

+ 1−q1
2p

log
Ω2p

L1(t)

Ω2p
L1(t)−z

2p
1

(4.18)

where p ∈ N+ with p ≥ 2, ΩH1(t) = χ̄(t)− zu − yd, ΩL1(t) = yd + zu − χ(t) and qi is

defined with i = 1, 2

qi(zi) =

1, if zi > 0

0, if zi ≤ 0.
(4.19)

Remark 4.3. Unlike [75, 120], theATVBLF technique is adopted for theAVSSs to guar-

antee the asymmetric time-varying displacement constraint with ΩL1(t) 6= −ΩH1(t).

According to the definition of the ATVBLF (4.18), V1 will become unbounded if z1 ≥

ΩH1(t) or z1 ≤ −ΩL1(t). Hence, if the boundedness of V1 can be ensured by the design

procedure of the controller, it leads to −ΩL1(t) < z1 < ΩH1(t). According to the def-

inition of z1, x1, ΩL1(t), and ΩH1(t), it is easy to obtain that zs will always stay in the

asymmetric constraint range such that −χ(t) < zs < χ̄(t).

Remark 4.4. Some efforts have been taken to restrict the displacement and velocity

within the permitted ranges [95]. However, only the time-invariant constraints are con-

sidered. To enhance the feasibility, time-varying displacement/velocity constraints are

discussed in the proposed control, which is more practical in real applications.

The error coordinates can be further changed using ηHi = zi/ΩHi, ηLi = zi/ΩLi,

ηi = qiηHi + (1 − qi)ηLi and λi = qi/(Ω
2p
Hi − z2pi ) + (1 − qi)/(Ω

2p
Li − z2pi ). Then the
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Lyapunov function (4.18) can be revised as:

V1 =
1

2p
log

1

1− η2p1
. (4.20)

Here, V1 is positive definite due to |η1| < 1. Then we have

V̇1 = η2p−1
1 η̇1/(1− η2p1 )

=
η2p−1
1

1− η2p1

(
q1
ż1ΩH1 − z1Ω̇H1

Ω2
H1

+ (1− q1)
ż1ΩL1 − z1Ω̇L1

Ω2
L1

)
= λ1z

2p−1
1

(
z2 + α1 + ξ +∆1 − ẏd + q1z1Ω̇H1/ΩH1

+ (1− q1)z1Ω̇L1/ΩL1

)
.

(4.21)

The virtual control signal α1 is proposed as

α1 = −k11λπ1−1
1 [z1]

2pπ1−2p+1 − k12λ
π2−1
1 [z1]

2pπ2−2p+1

− Θ̂1

2σ2
1

ST1 S1λ1z
2p−1
1 − (ρ11 + ρ12)z1 − ξ

(4.22)

with ρ11 =
√

( Ω̇H1

ΩH1
)2 + ( Ω̇L1

ΩL1
)2 + δ1, ρ12 =

2p−1
2p

(λ
1

2p−1

1 +1), k1j , k2j are positive control

gains with j = 1, 2, 0 < π1 < 1 and π2 > 1 are constants to enhance the convergence

rate, Θ̂1 is the estimation of Θ1 with error Θ̃1 = Θ1 − Θ̂1 which will be given later,

δ1 > 0 ensures the boundedness of α1 even when Ω̇H1 and Ω̇L1 are zero at the same

time.

Define an unknown continuous function H1(Z1) = ∆1 − ẏd with Z1 = [x1, ẏd]
T .

According to (4.4), H1(Z1) can be approximated H1(Z1) = θT1 S1(Z1) + ε1(Z1) [124].

Using Young’s inequality and Lemma 4.1, there exists

λ1z
2p−1
1 θT1 S1 ≤

σ2
1

2
+

Θ1

2σ2
1

ST1 S1λ
2
1z

4p−2
1

λ1z
2p−1
1 ε1 ≤

2p− 1

2p
λ

2p
2p−1

1 z2p1 +
ε̄2p1
2p

λ1z
2p−1
1 z2 ≤

2p− 1

2p
λ1z

2p
1 +

1

2p
λ1z

2p
2 .

(4.23)
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where Θ1 = ||θ1||2 and σ1 > 0 is a design constant.

Considering the virtual control signal (4.22) and noticing (4.23)with ρ11+q1Ω̇H1/ΩH1+

(1− q1)Ω̇L1/ΩL1 ≥ 0, we can obtain

V̇1 ≤
σ2
1

2
+

Θ̃1

2σ2
1

ST1 S1λ
2
1z

4p−2
1 +

ε̄2p1
2p

+ λ1z
2p−1
1 z2

− k11λ
π1
1 z

2pπ1
1 − k12λ

π2
1 z

2pπ2
1 − 2p− 1

2p
λ1z

2p
1

≤ −k11(
η2p1

1− η2p1
)π1 − k12(

η2p1
1− η2p1

)π2 +
σ2
1

2

+
Θ̃1

2σ2
1

ST1 S1λ
2
1z

4p−2
1 +

ε̄2p1
2p

+
1

2p
λ1z

2p
2 .

(4.24)

The auxiliary signal ξ is generated by

ξ̇ = −kξ1[ξ]2π1−1 − kξ2[ξ]
2π2−1 − kξ3sgn(ξ)−M−1ρF (4.25)

with ρF = u(F )− F is the saturation error.

Remark 4.5. Typical auxiliary-state-system methods are widely used in the AVSSs to

compensate for the input saturations [123]. The convergence time of the auxiliary sig-

nals may approach infinity in traditional controllers, which are not suitable for practical

applications. However, with the carefully constructed adaptive law (4.25), the fixed-

time ability of the proposed auxiliary signal system can be guaranteed.

Combining (4.2), (4.17) and (4.25) leads to

ż2 =M−1F +∆2 − α̇1 + kξ1[ξ]
2π1−1 + kξ2[ξ]

2π2−1

+ kξ3sgn(ξ) +M−1ρF .

(4.26)

Here, we propose the actual control law as

F =M
(
− k21λ

π1−1
2 [z2]

2pπ1−2p+1 − k22λ
π2−1
2 [z2]

2pπ2−2p+1

− Θ̂2

2σ2
2

ST2 S2λ2z
2p−1
2 − (ρ21 + ρ22)z2 − kξ1[ξ]

2π1−1

− kξ2[ξ]
2π2−1 − kξ3sgn(ξ)−

λ1z2
2pλ2

)
− ρ0tanh(

Ψ

ι
)

(4.27)
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with ρ21 =
√

( Ω̇H2

ΩH2
)2 + ( Ω̇L2

ΩL2
)2 + δ2, ρ22 = 2p−1

2p
λ

1
2p−1

2 , Ψ = M−1ρ0λ2z
2p−1
2 , k2j > 0,

δ2 > 0, Θ̂2 is the estimation of Θ2 with the error Θ̃2 = Θ2 − Θ̂2.

The following adaptive law is defined

˙̂
Θi =

γi
2σ2

i

STi Siλ
2
i z

4p−2
i − %i1Θ̂i − %i2Θ̂

2π2−1
i (4.28)

where %ij > 0 are constants. With the results above, the following Theorem 4.1 can be

concluded.

Theorem 4.1. Consider the AVSSs (4.2) with matched/unmatched disturbances, in-

put saturations (4.13) and asymmetric time-varying displacement/velocity constraints

(4.14). By proposing the fixed-time safe-by-design control consisting of the virtual con-

trol law (4.22), auxiliary design signal (4.25), actual control law (4.27) and adaptive

law (4.28), one can obtain:

1. all the closed-loop signals are bounded,

2. the transformed tracking errors can converge to the neighborhood of zero within

a fixed time and

3. the asymmetric time-varying displacement/velocity constraints on zs and żs are

satisfied all the time.

Proof of Theorem 4.1: It is given in the next subsection.

4.3.3 Stability analysis

Similar to (4.18), the following ATVBLF is constructed

V2 = V1 +
q2
2p

log
Ω2p
H2(t)

Ω2p
H2(t)− z2p2

+
1− q2
2p

log
Ω2p
L2(t)

Ω2p
L2(t)− z2p2

= V1 +
1

2p
log

1

1− η2p2

(4.29)

with ΩH2 = ϑ̄(t)− żu − α1 − ξ, ΩL2 = α1 + ξ + żu − ϑ(t).
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Remark 4.6. If the boundedness of V2 can be guaranteed, it leads to −ΩL2(t) < z2 <

ΩH2(t). According to the definition of z2, x2, ΩL2(t), and ΩH2(t), żs will always stay in

the range such that −ϑ(t) < żs < ϑ̄(t). The velocity constraint is always neglected in

previous works [95, 116]. However, driving safety and ride comfort of the passengers

can also be affected by the velocity of the sprung mass. Therefore, asymmetric time-

varying constraints on both displacement and velocity are considered to enhance the

control performance.

The time derivative of V2 becomes

V̇2 = V̇1 +
η2p−1
2

1− η2p2
η̇2 = V̇1 +

η2p−1
2

1− η2p2

(
q2
ż2ΩH2 − z2Ω̇H2

Ω2
H2

+ (1− q2)
ż2ΩL2 − z2Ω̇L2

Ω2
L2

)
≤ V̇1 + λ2z

2p−1
2

(
M−1F + kξ1[ξ]

2π1−1 + kξ2[ξ]
2π2−1

+ kξ3sgn(ξ) +M−1ρF − q2z2
Ω̇H2

ΩH2

− (1− q2)z2
Ω̇L2

ΩL2

)
+∆2 − α̇1.

(4.30)

Define the unknown functionH2(Z2) = ∆2−α̇1 withZ2 = [x1, x2, ẏd, ÿd, Ω̇H1, Ω̇H2,

Ω̇L1, Ω̇L2, Θ̂1, ξ, ξ̇]
T . Similarly, according to (4.4), the unknown functionH2(Z2) can be

approximated by H2(Z2) = θ2S
T
2 (Z2) + ε2(Z2) [124].

Using Young’s inequality and Lemma 4.1, it is derived as

λ2z
2p−1
2 θT2 S2 ≤

σ2
2

2
+

Θ2

2σ2
2

ST2 S2λ
2
2z

4p−2
2

λ2z
2p−1
2 ε2 ≤

2p− 1

2p
λ
2p/(2p−1)
2 z2p2 +

1

2p
ε̄2p2

(4.31)

where Θ2 = ||θ2||2 and σ2 > 0 is a design constant.

Combining (4.27), (4.31) with Lemmas 4.2 and 4.3 and noting (4.30) with |ρF | ≤ ρ0,
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Table 4.1: Parameters of the Active Vehicle Suspension Setup

Symbols Values Symbols Values

ms 2.45 kg mu 1 kg

ps1 900 N/m ps2 10 N/m3

pd 8 Ns/m pt 1250 N/m

pb 5 Ns/m

Table 4.2: Parameters of the bioinspired X-shaped reference dynamics

Symbols Values Symbols Values

mb 22 kg κ1 5 Ns/m

ϕ1 π/6 rad κ2 0.15 Ns/m

l1 0.1 m kh 500 N/m

l2 0.2 m kv 350 N/m

ς1 -1 m/s2 ς2 1 m/s2

ρ21 = q2Ω̇H2/ΩH2 + (1− q2)Ω̇L2/ΩL2 ≥ 0 become

V̇2 ≤ V̇1 − k21(
η2p2

1− η2p2
)π2 − k22(

η2p2
1− η2p2

)π2 − 1

2p
λ1z

2p
2

+
Θ̃2

2σ2
2

ST2 S2λ
2
2z

4p−2
2 +

σ2
2

2
+
ε̄2p2
2p

+ 0.2785ι.

(4.32)

According to [74], for |ηi| < 1 and an integer p > 0, we have log(1/(1 − η2pi )) ≤

η2pi /(1− η2pi ). Inserting V̇1 and considering Lemma 4.4 lead to

V̇2 ≤ −c1
2∑
i=1

( 1

2p
log

1

1− η2pi

)π1 − c2

2∑
i=1

( 1

2p
log

1

1− η2pi

)π2
+

2∑
i=1

Θ̃i

2σ2
i

STi Siλ
2
i z

4p−2
i +

2∑
i=1

σ2
i

2
+

2∑
i=1

ε̄2pi
2p

+ 0.2785ι

(4.33)

where c1 = min{(2p)π1k11, (2p)π2k12}, c2 = min{(2p)π2k21, (2p)π2k22}.

For Θ̃i, we construct another Lyapunov function

V3 = V2 +
2∑
i=1

Θ̃2
i /(2γi). (4.34)
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Fig. 4.2: Active suspension setup

Considering the adaptive law (4.28), we have

V̇3 = V̇2 −
2∑
i=1

Θ̃i
˙̂
Θi/γi

≤ −c1
2∑
i=1

( 1

2p
log

1

1− η2pi

)π1 − c2

2∑
i=1

( 1

2p
log

1

1− η2pi

)π2
+

2∑
i=1

σ2
i

2
+

2∑
i=1

ε̄2pi
2p

+
2∑
i=1

%i1
γi

Θ̃iΘ̂i +
2∑
i=1

%i2
γi

Θ̃iΘ̂
2π2−1
i

+ 0.2785ι.

(4.35)

According to Young’s inequality, it can be rearranged

2∑
i=1

%i1
γi

Θ̃iΘ̂i ≤ −
2∑
i=1

%i1(2− Λi)

2γi
Θ̃2
i +

2∑
i=1

%i1
2γiΛi

Θ2
i (4.36)

where Λi ∈ (0, 2).
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Table 4.3: Settling Time (s)

Controllers Settling time

NOFC 0.618

RBC 0.453 (↓26.7%)

TSMC 0.405 (↓34.5%)

PDSMC 0.372 (↓39.8%)

Proposed 0.304 (↓50.8%)

Table 4.4: RMS of Vehicle Body Acceleration (m/s2)

Controllers Sinusoidal road input Bump road input

Passive 0.4813 0.2987

NOFC 0.1661 (↓65.5%) 0.1488 (↓50.2%)

RBC 0.1222 (↓74.6%) 0.1215 (↓59.3%)

TSMC 0.1347 (↓72.0%) 0.1187 (↓60.3%)

PDSMC 0.1150 (↓76.1%) 0.1198 (↓59.9%)

Proposed 0.1073 (↓78.5%) 0.1147 (↓61.6%)

Using Lemmas 4.3–4.4, one can obtain

2∑
i=1

%i2
γi

Θ̃iΘ̂
2π2−1
i ≤

2∑
i=1

%i2Θ
2π2
i

2π2γi
−

2∑
i=1

%i2(Θi − Θ̃i)
2π2

2π2γi

≤
2∑
i=1

%i2Θ
2π2
i

π2γi
−

2∑
i=1

%i2Θ̃
2π2
i

2π2γi
.

(4.37)

Furthermore, applying Lemma 4.5 with p = 1− π1, q = π1, r = π
π1/(1−π1)
1 , x = 1,

and y =
∑2

i=1 Θ̃
2
i /(2γi), the term becomes

∑2
i=1

( Θ̃2
i

2γi

)π1 ≤ (1− π1)π
π1/(1−π1)
1 +

∑2
i=1

Θ̃2
i

2γi
. (4.38)

68



4.3. MAIN RESULTS

Table 4.5: Energy Consumption (W)

Controllers Sinusoidal road input Bump road input

NOFC 0.0773 0.0121

RBC 0.0621 (↓19.7%) 0.0084 (↓30.6%)

TSMC 0.0415 (↓46.3%) 0.0080 (↓33.9%)

PDSMC 0.0351 (↓54.6%) 0.0079 (↓34.7%)

Proposed 0.0249 (↓67.8%) 0.0062 (↓48.8%)

Combing (4.35)–(4.38), one can obtain

V̇3 ≤ −c1
2∑
i=1

( 1

2p
log

1

1− η2pi

)π1 − c2

2∑
i=1

( 1

2p
log

1

1− η2pi

)π2
− c3

2∑
i=1

( Θ̃2
i

2γi

)π1 − c4

2∑
i=1

( Θ̃i

2γi

)π2 + 2∑
i=1

%i1Θ
2
i

2γiΛi

− (c0 − c3)
2∑
i=1

Θ̃2
i

2γi
+ c3(1− π1)π

π1/(1−π1)
1

+
2∑
i=1

%i2Θ
2π2
i

π2γi
+

2∑
i=1

σ2
i

2
+

2∑
i=1

ε̄2pi
2p

+ 0.2785ι

(4.39)

where c0 = min{%11(2−Λ1), %12(2−Λ2)}, c3 > 0 is a constant, c4 = min{(2γ1)π2%21/

(2π2γ1), (2γ2)
π2%22/(2π2γ2)}.

Considering Lemma 4.6, if c0 > c3 is satisfied, we have

V̇3 ≤ −κ1V
π1
3 − κ2V

π2
3 + Ξ (4.40)

where κ1 = min{c1, c3}, κ2 = 21−π2min{c2, c4} and

Ξ = c3(1− π1)π
π1/(1−π1)
1 +

2∑
i=1

σ2
i

2
+

2∑
i=1

ε̄2pi
2p

+
2∑
i=1

%i1Θ
2
i

2γiΛi
+

2∑
i=1

%i2Θ
2π2
i

π2γi
+ 0.2785ι.

(4.41)

According to Lemma 4.7, the system is fixed-time stable with 0 < ζ < 1 such that

T1 ≤ 1/(κ1ζ(1− π1)) + 1/(κ2ζ(π2 − 1)). (4.42)
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Fig. 4.3: Case 1: Vertical displacement zs under the sinusoidal road
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Fig. 4.4: Case 1: Vertical velocity żs under the sinusoidal road
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The fixed-time stability of the auxiliary signal ξ is further discussed. The Lyapunov

function is V0 = (1/2)ξ2 such that

V̇0 = ξξ̇ ≤ −kξ1|ξ|2π1 − kξ2|ξ|2π2 − kξ3|ξ|+M−1|ρF ||ξ|

≤ −kξ1|ξ|2π1 − kξ2|ξ|2π2 − (kξ3 −M−1ρ0)|ξ|.
(4.43)

If kξ3 > M−1ρ0 is satisfied all the time, we have

V̇0 ≤ −kξ1|ξ|2π1 − kξ2|ξ|2π2

≤ −2π1kξ1V
π1
0 − 2π2kξ2V

π2
0 .

(4.44)

According to Lemma 4.7, the auxiliary signal system (4.25) is fixed-time stable

within the time

T2 ≤ 1/(2π1kξ1(1− π1)) + 1/(2π2kξ2(π2 − 1)). (4.45)

Considering the above analysis, all signals in the AVSS are bounded and the closed-

loop system is fixed-time stable with T ≤ max{T1, T2}, which is independent of the

initial system states. According to Remarks 4.3 and 4.6, we can conclude that χ(t) <

zs < χ̄(t) and ϑ(t) < żs < ϑ̄(t) hold for ∀t ≥ 0. Hence, asymmetric time-varying

displacement/velocity constraints are satisfied all the time. This completes the proof of

Theorem 4.1.�

Remark 4.7. The convergence time is clearly independent of the initial states leading to

the fixed-time convergence property. There exist two different cases:

1. If T1 ≥ T2 such that T = T1, the settling time T is affected by the parameters κi,

and πi. When kij play the main role in κi, the increment of kij will decrease the

convergence time but enlarge the control gains in (4.22) and (4.27). When %ij are

dominated in κi, the control performance is mainly affected by the adaptive law

(4.28).

2. If T1 < T2 such that T = T2, the settling time T is only affected by kξi and π2.
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Fig. 4.5: Case 1: Vehicle body acceleration z̈s under the sinusoidal road
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Fig. 4.6: Case 1: Control force F under the sinusoidal road
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Fig. 4.7: Case 1: Tire deflection zs − zu under the sinusoidal road

Larger kξi lead to smaller convergence time but higher gains in the auxiliary signal

system (4.25). For 0 < π1 < 1, when π1 approaches 0, there exist smaller con-

vergence time and stronger robustness, however, it may cause chattering. When

π1 approaches 1, the smoother control input can be obtained with higher conver-

gence time. For π2 > 1, a large value of π2 can reduce the convergence time but

result in a high control input. Therefore, parameters should be carefully selected

to balance the convergence time and control performance.

4.4 Comparative Experiments

In this section, to further present the control performance, some comparative exper-

imental studies for a quarter-car AVSS are implemented (Fig. 4.2). The parameters of

the AVSS are presented in Table 4.1.

The active vehicle suspension setupmainly consists of three independent plates/floors

which are connected by springs and dampers but also move independently. The top plate

refers to the vehicle body with the payload supported by the suspension damper and

spring. A high-quality direct current motor is used as the active actuator for the sus-
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Fig. 4.8: Case 1: Suspension space zp under the sinusoidal road

pension system to suppress the vibration and improve the ride comfort for passengers.

The middle plate is connected to the bottom one by the tire spring damping system.

The bottom plate represents the road providing the road inputs, which are generated by

the bottom plate servo motor with the lead screw. More information of the experimen-

tal setup and procedure can be referred to [121]. Based on the hardware setup and the

computer software, the sampling time is defined as 1ms.

The constraints on the displacement/velocity are selected as χ̄ = 0.002+0.04e−2t+

0.0005sin(2t), χ = 0.002 + 0.03e−2t, ϑ = 0.006 + 0.02e−2t + 0.0005cos(2t), ϑ̄ =

0.006 + 0.04e−2t.

Two types of road input profiles are considered in this section to verify the effective-

ness of the proposed control.

Case 1: The sinusoidal road input is zr = 0.003sin(4πt).

Case 2: The bump road input is given as

zr =

hb(1− cos(8πt))/2, 0 ≤ t ≤ tb

0, t > tb.
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Fig. 4.9: Case 2: Vertical displacement zs under the bump road

where hb = 0.004m is the height of the bump.

The following six suspension systems are adopted.

1) Passive suspension system;

2) RBC: This abbreviation stands for the robust backstepping control adapted from

[77];

3) NOFC: This abbreviation denotes the nonlinear output finite-time control from

[121];

4) TSMC: This abbreviation is the terminal sliding mode control from [65];

5) PDSMC: This abbreviation is the proportional derivative sliding mode control

from [96];

6) Proposed fixed-time safe-by-design controller.

Initial values of the AVSS are defined as zero for simplicity.

The RBC parameters are k1 = 100, k2 = 20, k3 = 2. The NOFC parameters are

p = 1.5, q = 1, c6 = 6, c7 = 4, α1 = 0.2. The TSMC parameters areα = 0.95, λ1 = 12,
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Fig. 4.10: Case 2: Vertical velocity żs under the bump road

λ2 = 10, α1 = 7/9, α2 = 2, α3 = 0.5, k1 = 1, k2 = 8. The PDSMC parameters are

λ = 30, kp = 500, kd = 500, ks = 40. Besides, the gains for the proposed control are

π1 = 0.8, π2 = 2, p = 2, k11 = 8, k12 = 5, k21 = 14, k22 = 20, δi = 0.001, ρ0 = 0.001

and ι = 20. In addition, the gains for the RBFNNs and the auxiliary state system are

γi = 10, %i1 = 5, %i2 = 8, νi = 1, kξ1 = 5, kξ2 = 20, kξ3 = 20.

The experimental results of six suspension systems are given in Figs. 4.3–4.8 for

the sinusoidal road input and Figs. 4.9–4.14 for the bump road input. And the control

gains for the bioinspired X-shaped structure are listed in Table 4.2. The RMS values of

the settling time, vehicle body acceleration and energy consumption are given in Tables

4.3–4.5.

The performance in Figs. 4.3 and 4.9 depicts that the vertical displacement of the pro-

posed control can always remain in the permitted range with the smallest steady-state

error compared with other systems, while the passive systemmay exceed the constraints

under the sinusoidal road input. Importantly, shown in Figs. 4.4 and 4.10, the asym-

metric time-varying constraints on the vertical velocity are all violated in both cases

for other systems. However, the vertical velocity of the proposed control stays strictly

within the predefined range, which further ensures the enhanced safety requirements.
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Fig. 4.11: Case 2: Vehicle body acceleration z̈s under the bump road
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Fig. 4.12: Case 2: Control force F under the bump road
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Fig. 4.13: Case 2: Tire deflection zu − zr under the bump road

One can also easily observe that the convergence speed of the proposed control is

higher than those of other controllers, which is demonstrated by the settling time under

the bump road profile given in Table 4.3. The proposed control needs about 0.304s

for the convergence which is only 50.8% of that for the NOFC while RBC, TSMC

and PDSMC take about 0.453s, 0.405s and 0.372s, respectively. These results prove

the advantages of driving safety and fixed-time convergence for the proposed control

scheme.

The ride comfort is considered as an important factor in evaluating the performance

of the AVSS, which is related to the vehicle body acceleration. One can conclude from

Figs. 4.5 and 4.11 that the magnitude of the vehicle body acceleration of the proposed

controller is considerably reduced compared with those of the passive system, RBC,

NOFC, TSMC, and PDSMC. In fact, as observed from Table 4.4, the RMS values of the

vehicle body acceleration drop dramatically by 78.5% under the sinusoidal road input

and 61.6% under the bump road input, respectively, compared with those of the passive

one. Hence, the ride comfort of the proposed controller is significantly improved for

the AVSS.

The control forces for two cases are presented in Figs. 4.6 and 4.12, while the rel-
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Fig. 4.14: Case 2: Suspension space zp under the bump road

ative energy consumption is given in Table 4.5. And Fig. 4.12 indicates that the in-

put saturation problem in Case 2 can be resolved when the saturation constraints are

Fmax = 3N andFmin = −2N. Furthermore, the energy consumption of the proposed con-

trol (0.0249W and 0.0062W respectively) is less than that of the NOFC with a signifi-

cant decrease by 67.8% and 48.8% for the sinusoidal and bump road inputs, respectively,

while others consumemore energy under two different road inputs. Therefore, compared

with the RBC, NOFC, TSMC, and PDSMC, better ride comfort and enhanced safety re-

quirements can be obtained by the proposed controller with less energy consumption.

The hardware limitations of the AVSS should be satisfied all the time including the

tire deflection zu − zr and suspension space zp. As revealed in Figs. 4.7 and 4.13, the

tire deflections of six suspension systems under two cases are within acceptable ranges.

According to [96], the maximum suspension space is zp,max = 3.8cm. The maximum

values of the suspension space in Figs. 4.8 and 4.14 are less than 3.8cm all the time.

Therefore, driving safety can be further guaranteed.
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4.5 Conclusion

Anovel fixed-time safe-by-design control is proposed for theAVSSswithmatched/un-

matched disturbances, input saturations, and asymmetric time-varying displacement/ve-

locity constraints. To ensure system safety, ATVBLFs are constructed to enforce both

the vertical displacement/velocity to remain in the permitted ranges all the time. Further-

more, a novel fixed-time auxiliary state system is proposed to compensate for the input

saturations. Compared with existing active suspension control techniques, fixed-time

stability can be achieved in the proposed control with a significant improvement in ride

comfort and energy consumption. Verified by the experimental results, the proposed

control can guarantee fixed-time convergence, enhanced safety requirements, ride com-

fort, and energy-saving performance at the same time, with obvious advantages over

other existing ones.
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5 Predefined-Time Fault-Tolerant Con-

trol for AVSSs

Active vehicle suspension systems exhibit substantial vibration isolation capabilities,

however, suffer from external disturbances, high energy consumption, risks of fault sig-

nals, limited transient performance, etc. In this chapter, a predefined-time fault-tolerant

control scheme is proposed for active suspensions to improve ride comfort and reliabil-

ity, and enhance energy conservation. The reference X-dynamics together with a condi-

tional disturbance cancellation scheme are developed to avoid the cancellation of bene-

ficial nonlinearities and beneficial disturbances, respectively, which can reduce energy

consumption without any optimization calculation or hardware alteration. Importantly,

the error signals can converge to a predefined bound within the predefined time interval.

Both the settling time and the residual bound can be arbitrarily user-defined, which are

independent of initial states and control gains. Especially, to avoid singularity and alle-

viate chattering, a continuous piecewise function and a quadratic fraction inequality are

constructed. The utilization of the proposed predefined-time fault-tolerant control facil-

itates satisfactory ride comfort with low energy cost. Experimental results are presented

to validate the superior control performance of the designed control scheme.

5.1 Introduction

Over the past few decades, vehicle suspension systems have been a hot research topic

due to their critical roles in enhancing ride comfort and road holding of transportation

vehicles [39]. Suspension systems can be categorized as passive, semi-active, and active

vehicle suspension systems (AVSSs) [109]. Different from passive and semi-active sus-

pensions, AVSSs provide higher effectiveness in improving ride comfort when vehicles
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suffer from rough roads since extra actuators are equipped to generate eligible forces for

providing/dissipating energy [132]. Thus, great efforts have been made on control de-

signs for AVSSs, including slidingmode control [66], H-infinity control [110], adaptive

control [40, 133], and so on. Certainly, AVSSs still need further improvement in both

theoretical investigations and practical applications.

Finite-time control has been widely investigated on AVSSs with superior charac-

teristics such as rapid convergence speed and high tracking accuracy [134–136]. An

output-feedback finite-time control was proposed forAVSSs to compensate for external

disturbances [121]. A terminal sliding mode control was designed for AVSSs with an

adaptive disturbance observer [65]. However, the settling time of finite-time control is

influenced by initial state conditions which are difficult to obtain in practice. Fixed-time

control can effectively address the problem abovewhich has also been applied toAVSSs.

Considering the time-varying displacement constraints, a fixed-time fuzzy control was

studied forAVSSs using an event-triggered mechanism [113]. Although remarkable ad-

vantages can be obtained with fixed-time control, the settling time estimation, calculated

by control gains, is always vastly overestimated. Thus, it is not convenient to design and

adjust the settling time to meet the requirements of practical applications. Recently, a

predefined-time control method in [137,138] can ensure the settling time to be arbitrar-

ily user-defined in advance, which is completely independent of initial states and control

gains. A predefined-time control was developed for AVSSs where the prescribed per-

formance function was used to ensure the tracking errors converge to a neighborhood

of zero [37]. However, the initial value of the prescribed performance function was as-

sumed to be infinite which is not feasible in actual implementations, and the ultimate

tracking accuracy can not be prior specified after the predefined settling time. There-

fore, few research papers are involved in the predefined-time fault-tolerant control field

for AVSSs in which the errors can converge to a prior-known residual bound during the

user-defined settling time.

The high energy consumption becomes one of the main drawbacks of AVSSs com-

pared with passive/semi-active suspensions, which limits the application in the trans-
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portation industry [139,140]. The reference X-dynamics, inspired by animals’ legs,

have been demonstrated to have beneficial stiffness and damping, which could be uti-

lized in AVSS control to reduce energy consumption [30, 39, 69]. Using the reference X-

dynamics, a fuzzy sliding mode method was constructed for AVSSs with dead zones and

saturations [130]. It is noted that disturbances were considered as negative components

in [130], which were canceled directly to ensure system stability. However, for external

disturbances acting on the AVSSs, disturbance characteristics have not been well stud-

ied, nor the relationship with the expected motion. Although detrimental disturbances

should be canceled out when the direction is inconsistent with expectation, beneficial

ones should be retained for energy conservation. Based on the nonlinear disturbance

observer, the disturbance classification was established in the conditional disturbance

cancellation (CDC) method for AVSSs [141]. However, the finite-time stability of the

AVSS scheme was not provided. More importantly, the chattering phenomenon could

be severe due to the frequent switching between beneficial and detrimental disturbances

when tracking errors oscillate around zero.

Furthermore, there always exist following difficulties in practical AVSS applications,

which require more consideration to enhance the robustness and anti-vibration perfor-

mance.

• Actuator faults. The actuators of AVSSs are sensitive to faults caused by the

changing environment and aging, which may lead to the deterioration of the con-

trol results or even system instability [98, 142]. Therefore, various fault estima-

tion and compensation methods were investigated for AVSSs to mitigate the ef-

fects of actuator faults [71, 143].

• External disturbances. External disturbances are also an important factor to affect

the control performance and system robustness. Different methods, including the

disturbance observers [144] and the adaptive compensation [95], can be applied

to resolve external disturbances while keeping the system stability.

• Singularity. The singularity represents the inability to calculate control signals
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when tracking errors equal zero, which often exists in previous control schemes

[145,146]. Discontinuous piecewise functions [147] and signum functions [148]

are usually utilized to avoid the singularity problem.

• Chattering. The utilization of signum functions could improve system robustness

which is common in disturbance observers [149], filters [150], CDC methods

[35], and predefined-time controllers [151]. However, the rapid direction change

may result in the chattering phenomenon when the tracking errors converge to the

neighborhood of zero.

Motivated by the analysis above, the improvement of anti-vibration suspension per-

formance has become a vital research topic. However, to the best of our knowledge, there

is still no proper active suspension control scheme that can simultaneously attack these

practical issues such as predefined-time/bound stability, actuator faults, external distur-

bances, singularity, chattering, and energy consumption problems. Therefore, a novel

predefined-time fault-tolerant control is constructed in this chapter for AVSSs utilizing

the reference X-dynamics and the CDC method. The key contributions of this article

can be summarized in the following aspects:

1) To the best of our knowledge, this study should be the first endeavor to de-

sign a predefined-time fault-tolerant control for AVSSs to achieve predefined-

time/bound stability, reduce energy consumption, address actuator faults, avoid

singularity, alleviate chattering, and reject external disturbances. Different from

existing finite/fixed-time control schemes [113,134], both the settling time and

the residual bound can be arbitrarily user-defined within physical ranges, which

are independent of initial states and control gains.

2) A novel CDC method is designed including the predefined-time disturbance ob-

server (PTDO), disturbance characteristic indicator (DCI), and switching logic

function (SLF), which can cancel the detrimental disturbances and remain the ben-

eficial ones simultaneously. Besides, beneficial stiffness/damping nonlinearities
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are employed in the control design using the reference X-dynamics. The integra-

tion of the CDC method and reference X-dynamics can reduce energy consump-

tion. No optimization calculation or hardware alteration [139,140] is required in

the control design to attain energy conservation while ensuring satisfactory vibra-

tion resistance.

3) Distinguished from existing predefined-time controllers [145, 146], the proposed

control design is nonsingular due to the continuous piecewise function and the

quadratic fraction inequality. The nonsingular PTDO and the nonsingular prede-

fined-time filter are proposed to estimate the lumped disturbances (external distur-

bances and actuator faults) and to avoid the explosion of computational complex-

ity, respectively. Moreover, the discontinuous signum functions can be avoided

compared with previous control techniques [35, 149–151], thus, the chattering

phenomenon is alleviated.

The outline of this chapter is presented as follows. Section 5.2 provides the prob-

lem statement. The main results are given in Section 5.3, including the reference X-

dynamics, PTDO design, CDC method design, and predefined-time fault-tolerant con-

trol. Section 5.4 presents a variety of experimental results to showcase the superior

control performance of the proposed controller. Finally, the chapter concludes in Sec-

tion 5.5.

5.2 Problem statement

The dynamical model of a quarter-car AVSS can be presented as [87]

msz̈s = −Rs(zs, zu)−Rd(żs, żu) + d1 + F (u)

muz̈u = Rs(zs, zu) +Rd(żs, żu)−Rt(zu, zr)

−Rb(żu, żr) + d2 − F (u)

(5.1)
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Fig. 5.1: The AVSS scheme

where ms and mu stand for the sprung and unsprung masses, respectively; zs, zu, and

zr denote the vertical displacement of the sprung mass, unsprung mass, and road excita-

tion, respectively; d1 and d2 are the unknown external disturbances; F (u) is the control

input with actuator faults which will be defined later; Rs(zs, zu) and Rd(żs, żu) are the

spring force and damper force of the suspension components, respectively; Rt(zu, zr)

and Rb(żu, żr) represent the elasticity force and the damping force of the tire, respec-

tively. The detailed expressions of Rs(zs, zu), Rd(żs, żu), Rt(zu, zr), and Rb(żu, żr) are

given as [87]

Rs(zs, zu) = ws1(zs − zu) + ws2(zs − zu)
3

Rd(żs, żu) =

wd1(żs − żu) if żs − żu > 0

wd2(żs − żu) if żs − żu ≤ 0

Rt(zu, zr) = wt(zu − zr)

Rb(żu, żr) = wb(żu − żr)

(5.2)

where ws1 and ws2 denote linear and nonlinear stiffness coefficients, respectively; wd1

and wd2 are damping coefficients of elongation and compression, respectively; wt and

wb are stiffness and damping coefficients of the tire, respectively.
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The reference X-dynamics [39] are integrated into this control scheme with optimal

nonlinear stiffness and damping for vibration reduction (refer to Fig. 5.1). The suspen-

sion space and its time derivative are defined as zp = zs− zu, żp = żs− żu. The energy

consumption can be reduced when letting the suspension space zp track the output of

the reference X-dynamics yd, which will be defined later.

With the coordinate transformation x1 = zp and x2 = żp, the AVSS model can be

rewritten as 
ẋ1 = x2

Mẋ2 = G(x̄) + F (u) + d

(5.3)

where M = msmu/(ms + mu) is a mass-related constant, G(x̄) = −Rs(zs, zu) −

Rd(żs, żu) +
ms

ms+mu
(Rt(zu, zr) + Rb(żu, żr)) represents the known system dynamics

with the state vector x̄ = [zs, żs, zu, żu]
T , and d = ms

ms+mu
d1 − ms

ms+mu
d2.

The actuator fault model is considered as

F (u) = ρu+ u0(t) (5.4)

where 0 < ρ ≤ 1 denotes the loss-of-effectiveness (LOE) factor, u0(t) ≥ 0 is the time-

varying bias fault. Several cases can be represented by the actuator fault model (5.4): 1)

fault-free case for ρ = 1 and u0(t) = 0; 2) only bias fault exists for ρ = 1 and u0(t) 6= 0;

3) only LOE fault exists for 0 < ρ < 1 and u0(t) = 0; 4) and both LOE fault and bias

fault exist for 0 < ρ < 1 and u0(t) 6= 0. One should note that the stuck fault for ρ = 0

is not included due to only one actuator.

Then the AVSS model can be represented as follows


ẋ1 = x2

Mẋ2 = G(x̄) + u+D

(5.5)

where D = (ρ − 1)u + u0 + d denotes the lumped disturbance variable including the

unknown external disturbances and actuator faults.

Assumption 5.1. The lumped disturbance D is bounded by |D| ≤ D̄ with an unknown
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constant D̄ > 0.

Remark 5.1. The boundedness of the lumped disturbanceD is adopted in existing fault-

tolerant controllers [98, 142]. Specifically, when the AVSSs encounter unbounded ex-

ternal disturbances or actuator faults, the AVSS dynamics (5.1) may be uncontrollable.

Thus, Assumption 5.1 is reasonable.

Lemma 5.1 ( [152]). For ε > 0 and x ∈ <, we have 0 ≤ |x| − x2√
x2+ε2

≤ ε.

Lemma 5.2 ( [153]). For ∀x ∈ < and ι > 0, the inequality 0 ≤ |x| − xtanh(x/ι) ≤ κι

holds with κ = 0.2785.

Lemma 5.3 ( [148]). Consider z1, z2, ..., zn > 0, 0 < α ≤ 1, and β > 1. Then the

following inequalities hold

(
n∑
i=1

zi)
α ≤

n∑
i=1

zαi

(
n∑
i=1

zi)
β ≤ nβ−1

n∑
i=1

zβi .

(5.6)

Lemma 5.4 ( [154]). Consider the nonlinear system ẋ = f(t, x). If there exists a

positive definite Lyapunov function V satisfying

V̇ ≤ − π
γTc

(V 1− γ
2 + V 1+ γ

2 ) + Ξ (5.7)

where 0 < γ < 1, Tc > 0 and 0 < Ξ <∞, then V is globally practical predefined-time

stable (GPPTS) with the convergence region

{
limt→Tp x

∣∣∣V ≤ min
{(

2γTcΞ
π

) 2
2−γ

,
(

2γTcΞ
π

) 2
2+γ

}}
(5.8)

and Tp is the settling time satisfying Tp =
√
2Tc.

Lemma 5.5. Consider the nonlinear system ẋ = f(t, x). If there exists a positive defi-

nite Lyapunov function V satisfying

V̇ ≤ − π
γTc

√
k1k2

(k1V
1− γ

2 + k2V
1+ γ

2 )− cV + Ξ (5.9)
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where 0 < γ < 1, Tc > 0, k1 > 0, k2 > 0 and 0 < Ξ < ∞, then V is semi-globally

practical predefined-time stable (SGPPTS) with the convergence region Ω =

{limt→Tp x|V ≤ Ξ/c} and Tp is the settling time satisfying Tp = Tc.

Proof: Two cases are considered in the proof process.

Case 1: If x /∈ Ω which means V > Ξ/c, it becomes

V̇ ≤ − π

γTc
√
k1k2

(k1V
1− γ

2 + k2V
1+ γ

2 ),∀x /∈ Ω. (5.10)

The settling time is

Tp ≤ −
∫ 0

V (x0)

dV
π

γTc
√
k1k2

(k1V
1− γ

2 + k2V
1+ γ

2 )

=
γTc

√
k1k2

k1π

∫ V (x0)

0

dV

V 1− γ
2 (1 + (

√
k2
k1
)2(V

γ
2 )2)

= Tc
2

π
arctan(

√
k2
k1
V

γ
2 (x0)).

(5.11)

Since the initial state x0 is bounded, then 0 < arctan(
√

k2
k1
V

γ
2 (x0)) <

π
2
. Thus, the

settling time is given by Tp = Tc.

Case 2: If x ∈ Ω, the trajectory of x will stay in the region Ω once it reaches the

boundary of Ω since V̇ ≤ 0.

From the two cases above, one can obtain x ∈ Ω for ∀t ≥ Tp. Therefore, there

always exists a bounded constant δ1 > 0 such that |x| ≤ δ1 for ∀t ≥ Tp, indicating that

the origin of the system is SGPPTS. The proof is thus completed. �

Remark 5.2. One should note that Lemma 5.4 is only the special case of Lemma 5.5

with k1 = k2 = 1 and c = 0, which extends the predefined-time stability in [154].

The parameters k1 and k2 are used to adjust the transient performance during the con-

vergence process while the predefined-time stability remains. Compared with existing

predefined-time designs [154], the convergence region Ω, which can be adjusted by the

parameter c, is independent of the settling time Tp = Tc due to the reliance of different

parameters. Besides, the settling time Tp of the SGPPTS system (5.9) can be character-
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Fig. 5.2: Response of x(t) under different parameters

ized with the only parameter Tc rather than initial states or control gains, which is easy

and intuitive for tuning compared with existing finite/fixed-time controllers [113,134].

Therefore, the proposed SGPPTS system (5.9) provides more beneficial features for

practical applications.

To further illustrate the predefined-time performance, we take V = |x| as an exam-

ple. For comparison, Tc = 2, γ = 7/9, Ξ = 2 are selected for GPPTS in Lemma 5.4

(Line GP). Besides, the responses of x(t) under three parameter sets for SGPPTS in

Lemma 5.5 are given in Fig. 5.2, including 1) Line SG1: k1 = 1, k2 = 1, c = 1, 2) Line

SG2: k1 = 5, k2 = 1, c = 0.01, 3) Line SG3: k1 = 1, k2 = 5, c = 0.01. Compared with

GPPTS, Line SG1 indicates that the convergence region Ω can be adjusted by c. Line

SG2 shows that higher k1 obtains a slower convergence rate at the initial stage, leading

to potentially less initial actuator torque. Line SG3 presents that higher k2 accelerates

the convergence speed. Thus, although the system state x(t) can all converge within

predefined time Tc = 2s under GPPTS and SGPPTS, higher flexibility can be obtained

utilizing the proposed SGPPTS.
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5.3 Main results

5.3.1 Model of the reference X-dynamics

Atwo-layer X-dynamical structure inspired by animals’legs is developedwith springs,

rotating joints, and connecting rods [39, 131]. The geometric relationship `1sinφ1 =

`2sinφ2 holds, where `1 and `2 are the rod length, φ1 and φ2 are the initial angles. Ac-

cording to [73], the outcome of the reference X-dynamics is used as the desired suspen-

sion space yd, and then beneficial nonlinear stiffness/damping effects can be integrated

into the controller to achieve satisfactory anti-vibration results with energy-saving per-

formance. The model of the reference X-dynamics is given as [96]

mrÿd + ς1 + σvyd/n
2 + %1ẏd + %2nxς2ẏd = −mrz̈u (5.12)

where

ς1 =
σhΘ

2n

(
`1cosφ1 −

√
`21 −Θ2 + `2cosφ2

−
√
`22 −Θ2

)(
1/
√
`21 −Θ2 − 1/

√
`22 −Θ2

)
ς2 =

(
`1/(2n

√
`21 −Θ2)− `2/(2n

√
`22 −Θ2)

)2
Θ = `1sinφ1 + yd/(2n) = `2sinφ2 + yd/(2n)

(5.13)

and mr is the object mass, n = 2 means the layer, nx = 3n − 1 is the joint number,

σv and σh represent the vertical/horizontal spring stiffness, %1 and %2 are the air resis-

tance/rotating friction coefficients.

Assumption 5.2 ( [96]). To ensure the output boundedness, we denote $1 < ÿd < $2

with known bounds $1 and $2.

Unlike existing anti-vibration control designs for AVSSs to set the desired trajecto-

ries as zero directly, the dynamic outcome of the reference X-dynamics is regarded as

the reference suspension space, which could avoid canceling beneficial stiffness/damp-

ing nonlinearities. Advantageous AVSS characteristics are thus retained in the proposed

controller design, which would lead to satisfactory anti-vibration performance with less
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control effort. Therefore, thanks to the referenceX-dynamics together with the following

CDC method, far less energy consumption is required for the proposed control method

leading to energy-saving performance.

5.3.2 Design of the PTDO

Define a new state variable ϑ = ψ − x2. The variable ψ is obtained by

ψ̇ =M−1(G(x̄) + u+ D̂) (5.14)

where u is the control input which will be given later, D̂ is the estimation of the lumped

disturbance D expressed as

D̂ = − ϑξ20√
ϑ2ξ20 + ε20

ξ0 =
Γ10πϑ

1−γ0

γ0TdΛ10

+
Γ20πϑ

1+γ0

γ0TdΛ20

+ λ0tanh(
ϑ

ι0
)

(5.15)

where γ0 = p0/q0, p0 and q0 are positive odd integers satisfying 0 < p0 < q0, ε0 > 0

and ι0 > 0 are small constants, Td > 0, λ0 > 0, Γ10 =M1−γ0/2, Γ20 =M1+γ0/2, Λ10 =

21−γ0/2, Λ20 = 21+γ0/2, and V0 =
1
2
Mϑ2 denotes the Lyapunov function.

Theorem 5.1. Considering the suspension dynamic model (5.5) with Assumption 5.1,

a continuous PTDO is proposed as (5.14)-(5.15) where the lumped disturbance can be

estimated within a predefined time Tp1 =
√
2Td.

Proof: The time derivative of the Lyapunov function V0 is

V̇0 = ϑMϑ̇ = ϑ(Mψ̇ −Mẋ2)

= − ϑ2ξ20√
ϑ2ξ20 + ε20

− ϑD.
(5.16)

Applying Lemma 5.1, we have − ϑ2ξ20√
ϑ2ξ20+ε

2
0

≤ −|ϑξ0| + ε0 ≤ −ϑξ0 + ε0. Noting
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Lemma 5.2 becomes −λ0ϑtanh( ϑι0 ) ≤ −λ0|ϑ|+ λ0κι0, then (5.16) becomes

V̇0 ≤ −Γ10πϑ
2−γ0

γ0TdΛ10

− Γ20πϑ
2+γ0

γ0TdΛ20

− (λ0 − |D|)|ϑ|

+ ε0 + λ0κι0

≤ − π

γ0Td

(
(
1

2
Mϑ2

0)
1− γ0

2 + (
1

2
Mϑ2

0)
1+

γ0
2

)
+ ε0 + λ0κι0

≤ − π

γ0Td
(V

1− γ0
2

0 + V
1+

γ0
2

0 ) + Ξ0

(5.17)

where λ0 is selected λ0 ≥ D̄ and Ξ0 = ε0 + λ0κι0.

According to Lemma 5.4, V0 is GPPTS with a small region

{
lim
t→Tp1

ϑ
∣∣∣V0 ≤ min

{(2γ0TdΞ0

π

) 2
2−γ0 ,

(2γ0TdΞ0

π

) 2
2+γ0

}}
(5.18)

and Tp1 =
√
2Td is the settling time. Thus, ϑ is bounded which leads to limt→∞ ϑ̇ = 0.

The estimation error can be obtained by D̃ = D̂ − D = ϑ̇. Therefore, for ∀t ≥ Tp1,

there exists a small constant δp > 0with |D̃| ≤ δp. According to (5.15), there also exists

a positive constant δd > 0 for the lumped disturbance estimation D̂ with |D̂| ≤ δd. Then

the proof of Theorem 5.1 is completed. �

Remark 5.3. Compared with nonlinear disturbance observers, the estimation error of

the proposed disturbance observer can converge to a small region within a predefined

time Tp1. Besides, the singularity issue of existing PTDOs [155] can be avoided and the

chattering phenomenon [149] can be alleviated due to the continuity of the proposed

PTDO.

5.3.3 Design of the CDC method

The lumped disturbance is further evaluated by considering the amplitude and di-

rectionality from the viewpoint of disturbance characteristics. In conventional AVSS

controllers, the lumped disturbance is always canceled directly to ensure the system sta-

bility using the norm-based boundedness technique while its directionality is seldom
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involved. However, the disturbance direction reveals how the lumped disturbance af-

fects the tracking performance. For example, if the direction of the lumped disturbance

is consistent with that of the expected motion, the tracking performance could be fos-

tered by the lumped disturbance. Thus, the connection between the disturbance charac-

teristics and the system stability deserves further investigation. Unlike the methods in

[35, 156], a novel CDC is designed in this manuscript to make full use of the beneficial

disturbances and to attenuate the chattering phenomenon simultaneously.

The coordinate transformation is considered

z1 = x1 − yd

z2 = x2 − α̂1

(5.19)

where yd is the desired suspension space, and α̂1 is the filtered virtual input signal, which

will be defined later.

The CDC method mainly consists of the estimated disturbance D̂ obtained from the

PTDO, the revised DCI, and the novel SLF.

Definition 5.1. For the AVSSs (5.5), a revised DCI is constructed as follows

P = z1D̂√
z21+ε

2
1

√
D̂2+ε22

(5.20)

where ε1 and ε2 are small positive constants.

From the DCI, one can obtain that P > 0 if z1D̂ > 0, and vice versa. Thus, the

direction consistency of the state z1 and the disturbance estimation D̂ can be reflected

by the DCI (5.20). Therefore, we can conclude that P < 0 denotes the disturbance

characteristic is beneficial, P > 0 means the disturbance characteristic is detrimental,

and P = 0 indicates the disturbance characteristic is nil.

The lumped disturbance for the AVSSs can be classified into beneficial/nil/detrimen-

tal disturbance characteristics in the directional evaluation method DCI (5.20) using

Definition 5.1. When the beneficial disturbance occurs, the tracking performance could

be benefited from the lumped disturbance which can be kept in the controller to save en-
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ergy. Thus, it is natural to incorporate the following SLF to decide whether the lumped

disturbance is canceled or retained in the control process.

Furthermore, a novel SLF is designed as

H(P ) =

tanh(P
ι1
), if P ≥ 0

0, if P < 0
(5.21)

where ι1 > 0 is a small constant.

The beneficial stiffness/damping nonlinearities and beneficial lumped disturbance

are retained in the proposed control method by using the reference X-dynamics and the

CDC method, respectively. Thus, less control efforts are needed to achieve satisfactory

anti-vibration performance which leads to energy-efficient performance.

Remark 5.4. The estimation of the lumped disturbance D̂ rather thanD is employed in

the DCI (5.20) since the actual lumped disturbance is difficult to be obtained directly.

Even if the direction of the lumped disturbance is wrongly estimated during some peri-

ods, the stability of the closed-loop control scheme can remain.

Remark 5.5. Traditional CDC methods [35, 141, 156], where the DCI is given as

P = sign(z1)sign(D̂) and the SLF is denoted as H(P ) = 1 for P ≥ 0 and H(P ) = 0

for P < 0, will lead to a severe chattering problem. To attack this issue, a novel CDC

method is proposed in this manuscript with the revised continuous DCI (5.20) and the

continuous SLF (5.21) to alleviate the chattering phenomenon. Actually, the gains ε1,

ε2, and ι1 are used as a trade-off between achieving the ideal beneficial disturbance

utilization and mitigating the chattering effects.

5.3.4 Predefined-time fault-tolerant control

A predefined-time fault-tolerant control is further proposed for AVSSs based on the

PTDO, reference X-dynamics, and CDC technique.
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The predefined-time filter is given as

˙̂α1 = − ηξ2f√
η2ξ2f+ε

2
3

− c+2
2
η, α̂1(0) = α1(0) (5.22)

with

ξf =
k1πη1−γ

γTcΛ1
√
k1k2

+ k2πη1+γ

γTcΛ2
√
k1k2

(5.23)

where c > 0, k1 > 0, k2 > 0, γ = p/q with 0 < p < q, p and q denote positive odd in-

tegers, ε3 > 0 is a small constant, Tc > 0, Λ1 = 21−γ/2 and Λ2 = 21+γ/2 · 3−γ/2, α1 is

the virtual control signal which will be defined later, and η = α̂1 − α1 denotes the filter

error.

Remark 5.6. The filtering error η in existing control methods can only converge to the

region near the equilibrium when the time approaches infinity, which is not suitable

for the predefined-time controllers [150]. Thus, a predefined-time filter is developed

in this chapter such that the convergence time of the filtering error η can be arbitrarily

user-defined, which can further improve the control performance.

Remark 5.7. Compared with traditional filters, both the singularity and discontinuity

problems can be simultaneously avoided by the utilization of the quadratic fraction in-

equality. Hence, the chattering phenomenon can be reduced.

According to the coordinate transformation (5.19) and the filter error definition, the

time derivative of the tracking error becomes

ż1 = ẋ1 − ẏd = z2 + α1 + η − ẏd. (5.24)

Here, the virtual control signal is designed as

α1 = ẏd −
c+ 2

2
z1 −

z1ξ
2
1√

z21ξ
2
1 + ε24

ξ1 =
k1πζ

γTcΛ1

√
k1k2

+
k2πz

1+γ
1

γTcΛ2

√
k1k2

(5.25)
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where ε4 > 0 is a small constant, and ζ is the continuous piecewise function

ζ =

 z1−γ1 , if |z1| > ε1

µ1z1 + µ2z
3
1 , if |z1| ≤ ε1

(5.26)

with µ1 = (2 + γ)ε−γ1 , µ2 = −(1 + γ)ε−2−γ
1 .

Remark 5.8. From the design of the continuous virtual control signal (5.25), one can

observe that the time derivative of the virtual control signal (5.25) still exists when the

tracking error z1 approaches zero due to the continuous piecewise function. Further-

more, it is easy to verify that for the AVSSs (5.5) with bounded initial states, α̇1 is

bounded by |α̇1| ≤ ᾱ1 with unknown constant ᾱ1 > 0.

Define the following Lyapunov function candidate as

V1 =
1

2
z21 +

1

2
η2. (5.27)

Differentiating (5.27) yields

V̇1 = z1(z2 + α1 + η − ẏd) + ηη̇

= z1z2 −
c+ 2

2
z21 −

z21ξ
2
1√

z21ξ
2
1 + ε24

+ z1η + ηη̇.
(5.28)

Applying Lemma 5.1 and Young’s inequality, one can obtain

− z21ξ
2
1√

z21ξ
2
1 + ε24

≤ −|z1ξ1|+ ε4 ≤ −z1ξ1 + ε4

z1η ≤ 1

2
z21 +

1

2
η2.

(5.29)
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Considering the predefined-time filter (5.22) and |α̇1| ≤ ᾱ1, we have

ηη̇ = η ˙̂α1 − ηα̇1

≤ −
η2ξ2f√
η2ξ2f + ε23

− c+ 2

2
η2 +

1

2
η2 +

1

2
ᾱ2
1

≤ −ηξf −
c+ 1

2
η2 +

1

2
ᾱ2
1 + ε3

≤ − k1πη
2−γ

γTcΛ1

√
k1k2

− k2πη
2+γ

γTcΛ2

√
k1k2

− c+ 1

2
η2

+
1

2
ᾱ2
1 + ε3.

(5.30)

Combining (5.28)-(5.30) yields

V̇1 ≤ z1z2 −
c+ 1

2
z21 − z1ξ1 −

k1πη
2−γ

γTcΛ1

√
k1k2

− k2πη
2+γ

γTcΛ2

√
k1k2

− c

2
η2 +

1

2
ᾱ2
1 +

4∑
i=3

εi.

(5.31)

Substitute ξ1 into (5.31), then V̇1 needs to be further discussed.

If |z1| > ε1, we have

V̇1 ≤ z1z2 −
k1π

γTcΛ1

√
k1k2

(z2−γ1 + η2−γ)

− k2π

γTcΛ2

√
k1k2

(z2+γ1 + η2+γ)

− c+ 1

2
z21 −

c

2
η2 +

1

2
ᾱ2
1 +

4∑
i=3

εi.

(5.32)

If |z1| ≤ ε1, then the control task has been completed. That is to say, the tracking

error can converge to the predefined bound which is arbitrarily selected.

Combining (5.5) and (5.19) leads to

Mż2 =Mẋ2 −M ˙̂α1 = G(x̄) + u+D −M ˙̂α1. (5.33)
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Here, the actual control is constructed as

u = −G(x̄) +M ˙̂α1 − c+2
2
z2 − z2ξ22√

z22ξ
2
2+ε

2
5

−H(P )D̂ (5.34)

with

ξ2 =
k1Γ1πz

1−γ
2

γTcΛ1
√
k1k2

+
k2Γ2πz

1+γ
2

γTcΛ2
√
k1k2

+ |z1|tanh( z2ι2 ) (5.35)

where Γ1 =M1−γ/2, Γ2 =M1+γ/2, ι2 > 0 is a small constant.

Theorem 5.2. Consider the AVSS dynamics (5.5) with unknown actuator faults and

external disturbances. If the PTDO is designed as (5.15), the predefined-time filter is

constructed as (5.22), the virtual control signal is (5.25), and the predefined-time fault-

tolerant control is proposed as (5.34), then we can conclude that the whole closed-loop

system is SGPPTS, in the sense that, for the predefined time Tp = Tc and the predefined

bound ε1, the tracking error |z1| ≤ ε1 holds for ∀t ≥ Tp.

Proof: Construct the following positive definite Lyapunov function V2 as

V2 = V1 +
1

2
Mz22 . (5.36)

The time derivative of (5.36) becomes

V̇2 = V̇1 + z2(G(x̄) + u+D −M ˙̂α1)

= V̇1 −
c+ 2

2
z22 −

z22ξ
2
2√

z22ξ
2
2 + ε25

− z2(HD̂ −D).
(5.37)

According to Lemmas 5.1 and 5.2, and Young’s inequality, we have

− z22ξ
2
2√

z22ξ
2
2 + ε25

≤ −|z2ξ2|+ ε5 ≤ −z2ξ2 + ε5

−|z1|z2tanh(
z2
ι2
) ≤ −|z1||z2|+

1

2
z21 +

1

2
κ2ι22.

(5.38)

Besides, considering the inequality |H(P )| < 1 holds and using Young’s inequality,
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the last item of (5.37) can be further revised as

−z2(HD̂ −D) ≤ |z2||D̂|+ |z2||D| ≤ z22 +
1

2
δ2d +

1

2
D̄2. (5.39)

Inserting (5.38)-(5.39) into (5.37) and considering (5.35) yield

V̇2 ≤ V̇1 −
c

2
z22 −

k1Γ1πz
2−γ
2

γTcΛ1

√
k1k2

− k2Γ2πz
2+γ
2

γTcΛ2

√
k1k2

− |z1|z2tanh(
z2
ι2
) + ε5 +

1

2
δ2d +

1

2
D̄2

≤ − k1π

γTcΛ1

√
k1k2

(z2−γ1 + η2−γ + Γ1z
2−γ
2 )

− k2π

γTcΛ2

√
k1k2

(z2+γ1 + η2+γ + Γ2z
2+γ
2 ) +

1

2
κ2ι22

− c

2
(z21 + η2 + z22) +

1

2
ᾱ2
1 +

5∑
i=3

εi +
1

2
δ2d +

1

2
D̄2.

(5.40)

According to Lemma 5.3 and noting Γ1 = M1−γ/2, Γ2 = M1+γ/2, Λ1 = 21−γ/2 and

Λ2 = 21+γ/2 · 3−γ/2, the first two terms of (5.40) become

− k1π

γTcΛ1

√
k1k2

(z2−γ1 + η2−γ + Γ1z
2−γ
2 )

≤ − k1π

γTc
√
k1k2

(1
2
z21 +

1

2
η2 +

1

2
Mz22

)1− γ
2

≤ − k1π

γTc
√
k1k2

V
1− γ

2
2

(5.41)

− k2π

γTcΛ2

√
k1k2

(z2+γ1 + η2+γ + Γ2z
2+γ
2 )

≤ − k2π

γTc
√
k1k2

(1
2
z21 +

1

2
η2 +

1

2
Mz22

)1+ γ
2

≤ − k2π

γTc
√
k1k2

V
1+ γ

2
2 .

(5.42)
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Then the time derivative of V2 can be written as

V̇2 ≤ − k1π

γTc
√
k1k2

V
1− γ

2
2 − k2π

γTc
√
k1k2

V
1+ γ

2
2

− c

2
(z21 + η2 + z22) +

1

2
κ2ι22 +

1

2
ᾱ2
1

+
5∑
i=3

εi +
1

2
δ2d +

1

2
D̄2

≤ − π

γTc
√
k1k2

(k1V
1− γ

2
2 + k2V

1+ γ
2

2 )− cV2 + Ξ

(5.43)

where Ξ = 1
2
κ2ι22 +

1
2
ᾱ2
1 +

∑5
i=3 εi +

1
2
δ2d +

1
2
D̄2.

According to Lemma 5.5, the equilibrium point of AVSSs under the proposed prede-

fined-time fault-tolerant control is SGPPTS, while the error z1 would converge to an

arbitrary prior-known bound |z1| ≤ ε1 within an arbitrary user-selected time Tp = Tc.

Thus, the proof of Theorem 5.2 is completed. �

Remark 5.9. The predefined-time stability has been applied in different mechanical sys-

tems [35, 145, 146, 149–151]. It should be pointed out that the controllers in [145,146]

encounter the singularity issues and the utilization of the sign functions in [35, 149–151]

may lead to severe chattering problems. However, by using the piecewise function,

quadratic fraction inequality, and hyperbolic tangent function in the PTDO (5.15), CDC

method (5.20)-(5.21), and virtual control signal (5.25), then the actual control design

(5.34)-(5.35) is nonsingular and continuous while the error signal z1 would converge

to the predefined bound ε1 during the predefined time period Tp. Besides, one should

note that the predefined settling time Tp and the predefined bound ε1 in the proposed

control scheme can be arbitrarily chosen independently since they depend on different

parameters.

Remark 5.10. The parameter tuning of reference X-dynamics has little effect on sys-

tem stability since the reference X-dynamics are always considered stable with positive

damping effect [69]. During the tuning process of control parameters, the predefined

settling time Tc and predefined residual bound ε1 can be directly selected according to

system requirements. εi for i = 0...5 and ιj for j = 0...2 should be small positive
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Payload mass

DC motor

Suspension spring

Tire spring

Lead screw

Bottom plate 
servo motor

Vehicle body mass

Suspension damper

Tire mass

Tire damper

Road

Fig. 5.3: The experimental AVSS platform

constants to enhance the control performance but too small gains will lead to higher

chattering. p0, q0, p and q are positive odd integers with 0 < p0 < q0 and 0 < p < q

to ensure the predefined-time stability. Then k1 and k2 are selected to adjust the tran-

sient performance during the convergence process. The settling time of the PTDO Tp1

should be chosen smaller than that of the controller design such that Tp1 < Tc. Hence,

the anti-vibration performance and the chattering problem should be carefully balanced

during the tuning process.

5.4 Comparative experiments

Some comparative experiments are presented in this section to further illustrate the

superior control performance of the proposed control design on an experimental quarter-

car AVSS platform (refer to Fig. 5.3) [136]. Table 5.1 presents the nominal values of the

AVSS model. The structure of the AVSS platform predominantly includes three distinct

levels, linked together through various springs and dampers. The uppermost level, sus-
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Table 5.1: Nominal values of the AVSS

Symbols Values Symbols Values

ms 2.45 kg mu 1 kg

ws1 900 N/m ws2 10 N/m3

wd 8 Ns/m wt 1250 N/m

wb 5 Ns/m

Table 5.2: Parameters of the reference X-dynamics

Symbols Values Symbols Values

mr 22 kg %1 5 Ns/m

φ1 π/6 rad %2 0.15 Ns/m

`1 0.1 m σh 500 N/m

`2 0.2 m σv 350 N/m

$1 -1 m/s2 $2 1 m/s2
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Fig. 5.4: The road profile input zr

tained by the suspension damper/spring, is constituted by the payload and vehicle body.

A direct current motor is employed as the actuator for the vibration suppression of the

AVSS and the enhancement of passenger ride comfort. Energy dissipation and supply

can be conducted by the actuator to reject the rough road effects. The spring damping

system connects the middle and bottom levels. Furthermore, utilizing the servo motor

and lead screw, rough road profiles can be generated by the bottom level. Additional

details regarding the experimental platform and procedures are outlined in [87].
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Fig. 5.5: The time-domain vehicle body acceleration z̈s under SRP
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Fig. 5.6: The frequency-domain vehicle body acceleration z̈s under SRP

Two different cases of rough road profiles are considered to better evaluate the con-

trol performance including the sinusoidal road profile (SRP) and trapezoidal road pro-

file (TRP) shown in Fig. 5.4. Using the harmonic balance technique and analyzing the

displacement transmissibility [69], the parameters of the reference X-dynamics are se-

lected in Table 5.2.

Four different suspension systems are evaluated.

1) Passive: This abbreviation is the passive suspension;

2) DOSM: This abbreviation denotes the disturbance observer-based sliding mode
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Fig. 5.7: The control input F under SRP

Passive
DOSM
FERS
Proposed

4 4.5 5
-0.01

0

0.01

-12

-8

-4

0

4

8

12

Su
sp

en
si

on
 sp

ac
e

[m
]

10-3

0 2 4 6 8 10
Time [s]

Fig. 5.8: The suspension space zp under SRP

control [65];

3) FERS: This abbreviation means the finite-time estimator-based robust saturated

control [98];

4) Proposed: This abbreviation indicates the proposed predefined-time fault-tolerant

control.

The actuator faults are defined as ρ = 0.85 and u0 = 0.02sin(3t). The initial states are

set as zero for simplicity. The control values for DOSM method are χ = 500, l = 100,

α = 0.8, α1 = 9/7, α2 = 2.5, α3 = 7/9, λ1 = 0.01, λ2 = 0.02, k1 = 20, k2 = 160. The
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Fig. 5.9: The tire deflection zu − zr under SRP
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Fig. 5.10: The time-domain vehicle body acceleration z̈s under TRP

FERS control parameters are selected as k1 = 20, k2 = 15,λ0 = 2.8,λ1 = 1.4,λ2 = 0.9,

λ3 = 1.6, λ4 = 1.2, L1 = 149, L2 = 21, η1 = 9, η2 = 11. The control gains for the pro-

posed control are given as Tc = 0.5, k1 = 1, k2 = 5, c = 1, p = 7, q = 9, ε1 = 3× 10−4,

εi = 0.01 for i = 1...5, ι1 = ι2 = 0.1. Furthermore, the gains for the predefined-time

observer are Td = 0.1, p0 = 7, q0 = 9, ε0 = 0.5, ι0 = 0.2, and λ0 = 1.

The comparative experimental results for four suspensions are provided in Figs. 5.5–

5.9 and Figs. 5.10–5.14 for the SRP and TRP cases, respectively. The control perfor-

mance evaluation of the ride comfort and energy consumption is presented in Table 5.3.
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Fig. 5.11: The frequency-domain vehicle body acceleration z̈s under TRP
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Fig. 5.12: The control input F under TRP

Vehicle body acceleration is always considered an important factor of ride comfort.

Figs. 5.5 and 5.10 present the time-domain vehicle body acceleration of the passive

suspension, DOSM control, FERS control, and proposed control under the SRP case

and TRP case. Compared with the passive suspension, the amplitudes of the vehicle

body acceleration of three AVSSs can be significantly mitigated. Meanwhile, the pro-

posed control design shows the smallest amplitude of vehicle body acceleration among

three AVSSs, which further indicates better ride comfort in isolating perturbations under

rough road profiles, actuator faults, and external disturbances.
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Fig. 5.13: The suspension space zp under TRP
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Fig. 5.14: The tire deflection zu − zr under TRP

The corresponding frequency-domain results are given in Figs. 5.6 and 5.11. Ac-

cording to the International Organization of Standardization, humans exhibit particular

sensitivity to oscillations within the frequency spectrum of 4 to 12.5 Hz [107]. The

frequency-domain vehicle body acceleration of the proposed control is lower than the

passive suspension, DOSM control, and FERS control, showing similar ride comfort

enhancement in Figs. 5.6 and 5.11.

The control input signals for the AVSSs under two road profiles are given in Figs. 5.7

and 5.12. Compared with DOSM control and FERS control, the proposed control design
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Table 5.3: Performance of Ride Comfort and Energy Consumption

Cases Controllers RMSr RMSe

Case 1

Passive 2.1859

DOSM 0.4658(↓78.7%) 0.1499

FERS 0.2457(↓88.8%) 0.1392(↓7.1%)

Proposed 0.0587(↓97.3%) 0.1048(↓30.1%)

Case 2

Passive 0.1186

DOSM 0.0392(↓66.9%) 0.0201

FERS 0.0254(↓78.6%) 0.0136(↓32.3%)

Proposed 0.0211(↓82.2%) 0.0085(↓57.7%)

generates smaller control inputs under both SRP and TRP cases. This means that less

energy consumption is required while better ride comfort can be obtained. Meanwhile,

the chattering phenomenon can be slightly alleviated with no discontinuous terms in the

proposed control design.

To quantitatively evaluate the ride comfort performance, the root-mean-square (RMS)

indexes of the vehicle body acceleration RMSr and energy consumption RMSe are re-

spectively denoted as RMSr(z̈s) =
√

1
T

∫ T
0
z̈2sdt and RMSe(P

∗) =
√

1
T

∫ T
0
(P ∗(τ))2dτ

where P ∗ = u(t)żp for u(t)żp > 0, P ∗ = 0 for else, and T is the total experimental pe-

riod. The evaluation results of ride comfort index RMSr and energy consumption index

RMSe are provided in Table 5.3. Comparedwith the passive suspension, the ride comfort

indexes of the proposed control can be reduced significantly with a great RMSr reduc-

tion of 97.3% and 82.2% under SRP and TRP cases, respectively. Moreover, the energy

consumption indexes RMSe of the proposed control decrease by 30.1% and 57.7% com-

pared with the DOSM control method under SRP and TRP cases, respectively, where

those of FERS control reduce only 7.1% and 32.3%, respectively. Therefore, both bet-

ter ride comfort and energy consumption can be guaranteed using the proposed control

design, which indicates the superior control performance.

To ensure the safety of the AVSS with physical constraints, the suspension space

zp and tire deflection zu − zr should be restricted in permitted ranges under differ-

ent road profiles. According to [121,136], the maximum zp of the AVSS platform is

zpmax = 0.038m. From the curves in Figs. 5.8 and 5.13, the peaks of zp of the passive

suspension, DOSM control, FERS control, and proposed control all stay within the per-
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mitted constraint. From the results in Figs. 5.9 and 5.14, the tire deflection constraint

can be satisfied all the time where g denotes the gravity acceleration, indicating the road

holding ability under different road profiles. Hence, the suspension space constraint and

road holding ability can be ensured simultaneously.

5.5 Conclusion

In this chapter, a novel predefined-time fault-tolerant control is designed for the

AVSSs with actuator faults and external disturbances. By employing the designed con-

trol scheme, the tracking errors can converge to the predefined residual bound within

the predefined time interval, which can both be independent of initial states and control

gains. Besides, a newly designed CDC method is integrated with the reference X-dy-

namics to reduce the energy cost (up to 57.7% compared to existing ones) while satisfac-

tory ride comfort performance (up to 97.3% improvement) can be achieved. The contin-

uous piecewise function and the quadratic fraction inequality are investigated to avoid

the singularity issue and alleviate the chattering problem. Finally, various experimental

results under SRP and TRP are carried out to demonstrate the superior capabilities of

the proposed control design.
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6 Predefined-Time Output Feedback

Control for AVSSs

The exploration of energy-efficient active suspension control strategies for high-

performance vibration suppression remains a critical challenge, particularly under partial-

state measurements, uncertain dynamics, and external disturbances. This article pro-

poses an innovative predefined-time output feedback control scheme for active vehicle

suspension systems that achieves superior vibrationmitigation with reduced energy con-

sumption. By employing the time-varying scaling function technique, a predetermined-

time extended state observer is developed to estimate unmeasurable velocities and lumped

disturbance, while a second-order predefined-time filter is designed to avoid the ex-

plosion of computational complexity. Furthermore, using the effect characterization

method and the X-mechanism reference dynamics, beneficial couplings/disturbances

and nonlinearities can be reserved instead of direct cancellation, which leads to signifi-

cant energy conservation up to 58% compared to other methods. Then the predefined-

time output feedback control is proposed to ensure that settling time can be arbitrarily

user-specified using only one parameter, which is independent of initial conditions and

control gains. Comparative experiments are performed to present the effectiveness and

robustness of the proposed control method.

6.1 Introduction

Recent developments in vehicle suspension systems have attracted significant atten-

tion for their abilities in vehicle stability and ride comfort improvement [39]. Unlike

passive and semi-active suspensions, active vehicle suspension systems (AVSSs) ex-

hibit a markedly increased capacity to improve ride comfort on uneven roadways in
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Nomenclature

ms,mu Sprung and unsprung masses Ws,Wd Spring and damper forces

rs, ru, rd Displacements of sprung, unsprung

masses and road

Wt,Wb Elasticity and damping forces of tire

ṙs, ṙu, ṙd Velocities of the sprung, unsprung

masses and road

l̄s, l̄d Suspension stiffness and damping co-

efficients

d1, d2 External disturbances l̄t, l̄b Tire stiffness and damping coeffi-

cients

F Control input

which actuators are integrated to exert appropriate forces to achieve absorption or mit-

igation of energy [157]. The last decade has witnessed extensive studies on active sus-

pension controllers including adaptive control [147], robust control [158], sliding mode

control [64], H-infinity control [1], and so on. Therefore, it is of great importance to

enhance the active suspension performance by designing appropriate control techniques.

Most existing active suspension controllers are developed with asymptotic stability

where control objectives can be realized only when the time approaches infinity [36].

The finite-time control strategies become more important due to their advantages in

more rapid convergence speed, better disturbance rejection, and higher tracking accu-

racy [35, 159]. Traditional finite-time control methods for AVSSs include the terminal

sliding mode control [65], extra power integrator design [134], and the homogeneous

approach [3, 121]. However, the convergence time of the finite-time control is depen-

dent on initial states, which leads to the development of the fixed-time control method

[160]. An adaptive fuzzy control was designed for AVSSs with fixed-time stability to

deal with the time-varying displacement constraints [113]. A fixed-time safe-by-design

control was proposed forAVSSs such that the convergence time was irrelevant to initial

conditions [136]. However, the settling time of fixed-time stability is a function of

control gains, which is usually overestimated and difficult for parameter tuning. Re-

cently, the predefined-time control has been constructed to guarantee the user-selected

convergence time which is completely independent of initial conditions and control pa-

rameters [148, 161, 162]. The prescribed performance function-based predefined-time

control was developed forAVSSs using time-delay estimation [37]. However, the initial

value of the performance function was designed to be infinity, which is not practical in

actual applications. Hence, more efforts should be devoted to the predefined-time active
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suspension control field to enhance the anti-vibration performance.

We should also note that not all states can be easily obtained due to limited instal-

lation space, sensor failures, and high device cost [163]. However, few researchers are

involved in the predefined-time output feedback control for AVSSs in the absence of

velocity measurements. A fuzzy state observer was constructed for active suspensions

to measure the velocity states in the fault-tolerant output feedback control scheme [9].

Furthermore, practical AVSSs may suffer from severe external disturbances including

varying environmental conditions and changing passenger loads [119]. As an effective

method to deal with unknown states and external disturbances, the extended state ob-

server (ESO) method has captured considerable attention, which exerts disturbances as

an extended state [164, 165]. A finite-time ESO was designed in the robust saturated

control for AVSSs to obtain the velocities and lumped disturbance [98]. A finite-time

output feedback control was proposed for half-car active suspensions using the nonlin-

ear finite-time ESO [4]. Moreover, a fixed-time generalized ESO was constructed for

motor servo systems [166]. However, the convergence time in traditional ESO designs

is related to initial states and control gains, which is difficult to compute. Therefore,

existing ESO designs with ambiguous settling time are not suitable for predefined-time

active suspension control schemes [167,168]. Further studies on predefined-time ESO

for AVSSs are still required both in theory and practical applications considering par-

tial-state measurements and unknown external disturbances.

To deal with the high energy consumption issue, various research attempts have

been made in the control field [87, 140]. One typical method is to preserve the ben-

eficial couplings and disturbances, which has been widely applied in hypersonic ve-

hicles [169], unmanned aerial vehicles [170], and manned submersibles [171]. Cou-

pling/disturbance terms in traditional active suspension controllers were directly can-

celed to guarantee system stability and control performance [172]. However, when the

directions of couplings/disturbances are in the desired ones of the motions, these cou-

pling/disturbance magnitudes should be considered beneficial, which can be reserved in

the control system to save energy [173]. The integration of beneficial couplings/distur-
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bances in former AVSS control designs was established on the assumption that all states

needed to be measurable, which requires further discussion in the output feedback con-

trol scheme. Furthermore, another useful method for AVSS energy reservation is the

employment of beneficial nonlinearities including damping and stiffness introduced by

the X-mechanism reference dynamics [73, 174]. A single-layer reference model was

constructed in the AVSS control system to present the promising energy-saving perfor-

mance, which however neglected the damping effect [69]. Then more common refer-

ence model designs were designed with two layers to include both stiffness and damp-

ing nonlinearities in the active suspension controllers to enhance energy conservation

[130,175]. Therefore, considering beneficial couplings, disturbances, and nonlinear-

ities, further studies of the energy-saving performance in the predefined-time output

feedback control scheme for AVSSs should be investigated.

Motivated by the analysis above, this article focuses on a predefined-time output

feedback control scheme for AVSSs with partial-state measurements, uncertain dynam-

ics, and external disturbances. More precisely, utilizing the time-varying scaling func-

tion design, an innovative predefined-time ESO is designed to estimate velocities and

disturbances while a new second-order predefined-time (SOPT) filter is constructed to

avoid computational explosion. The characteristics of state couplings and disturbances

are assessed respectively such that only detrimental ones are canceled. Furthermore, the

advantageous nonlinearities in the X-mechanism reference are inherited. Thus, excellent

vibration suppression results can be obtained with the energy conservation performance.

Based on the predefined-time ESO, SOPT filter, effect characterization method, and X-

mechanism reference, a pioneering predefined-time output feedback control is proposed

for AVSSs. The main contributions are summarized as follows.

1) This should be the first predefined-time output feedback control for AVSSs to

achieve predefined-time convergence, maintain energy conservation, overcome

partial-state measurements, address uncertain dynamics, and reject external dis-

turbances. Compared with existing finite-time AVSS controllers [134, 136], the

settling time of the proposed control design is independent of initial states and
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control gains, which can be adjusted by only one parameter.

2) A novel predefined-time ESO and a new SOPT filter are proposed for AVSSs to

estimate velocities/disturbances and avoid the explosion of computational com-

plexity, respectively, by introducing the time-varying scaling function technique.

Different from existing AVSS control methods [5], the velocity measurements

are not required while observation errors can converge to the neighborhood near

zero within a prearranged time.

3) Distinguished from AVSS controllers suffering from high energy consumption

[121,133], beneficial couplings, disturbances, and nonlinearities are inherited in

the proposed control scheme to achieve energy conservation. Specifically, bene-

ficial stiffness/damping nonlinearities are reserved by introducing the X-mecha-

nism reference dynamics. Then the coupling/disturbance effect characterization

method is established to preserve beneficial couplings and disturbances of AVSSs

instead of the direct cancellation, thereby enhancing energy-saving performance.

The rest of this article is outlined as follows. Section 6.2 presents the model trans-

formation and problem formulation. The main results including the X-mechanism ref-

erence design, predefined-time ESO design, coupling and disturbance characterization,

and predefined-time output feedback control are provided in Section 6.3. Then the com-

parative experimental results are presented in Section 6.4. Finally, Section 6.5 concludes

the whole article.
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6.2 Model transformation and problem for-

mulation

The quarter-car AVSS dynamics can be described as [176]


msr̈s = −Ws(rs, ru)−Wd(ṙs, ṙu) + F + d1

mur̈u = Ws(rs, ru) +Wd(ṙs, ṙu)−Wt(ru, rd)

−Wb(ṙu, ṙd)− F + d2

(6.1)

with

Ws(rs, ru) = l̄s(rs − ru)

Wd(ṙs, ṙu) = l̄d(ṙs − ṙu)

Wt(ru, rd) = l̄t(ru − rd)

Wb(ṙu, ṙd) = l̄b(ṙu − ṙd).

(6.2)

Consider the uncertain dynamic coefficient l̄i to satisfy l̄i = li(1+ γi) where li is the

nominal value of l̄i with the perturbation range coefficient γi for i = {s, d, t, b}.

The dynamic model can be written as

msmu

ms +mu

r̈p = −lsrp − ldṙp − lsγsrp − ldγdṙp + F

+
msmu

ms +mu

(l̄trt + l̄bṙt) +
mu

ms +mu

d1 −
ms

ms +mu

d2

(6.3)

where rp = rs − ru is the suspension space, rt = ru − rd stands for the tire deflection.

Using the coordinate transformation x1 = rp and x2 = ṙp, the system dynamics can

be obtained as 
ẋ1 = x2

m0ẋ2 = −lsx1 − ldx2 +D + F

(6.4)

wherem0 = msmu/(ms+mu),D = −lsγsrp−ldγdṙp+ msmu

ms+mu
(l̄trt+ l̄bṙt)+

mu

ms+mu
d1−

ms

ms+mu
d2.
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Fig. 6.1: A quarter-car AVSS structure

Assumption 6.1 ( [98]). The time-varying lumped disturbance D and its first-order

derivative are bounded by |D| ≤ δD1 and |Ḋ| ≤ δD2.

Assumption 6.2 ( [87]). To guarantee the boundedness of system outputs, ÿd and
...
y d

are assumed bounded in which $1 ≤ ÿd ≤ $2 with known constants $1 and $2.

The bounded lumped disturbance assumption arises from practical physical con-

strains in real-world systems, which is widely adopted in existingAVSS control designs

[98]. Besides, Assumption 6.2 is also commonly utilized in existing AVSS controllers

[87], since yd is considered as the system reference signal.

A time-varying function is defined as

µ̄(t, tc) =


1 + 10( t

tc
)6 − 36( t

tc
)5 + 45( t

tc
)4

−20( t
tc
)3, if t ∈ [0, tc],

0, if t ∈ (tc,∞)

(6.5)

where tc > 0 is a predefined time constant.
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Next a time-varying scaling function µ(t, tc, ι) can be constructed as [167]

µ(t, tc, ι) =
1

µ̄(t,tc)+ι
(6.6)

where 0 < ι� 1. The following characteristics hold for the time-varying scaling func-

tion µ(t, tc, ι).

1) µ(t, tc, ι) is at least C
3 on (0,∞).

2) t = 0, µ(t, tc, ι) =
1

1+ι
; t ≥ tc, µ(t, tc, ι) =

1
ι
.

3) µ(t, tc, ι) is monotonically increasing on (0, tc).

Lemma 6.1 ( [177]). If a Lyapunov function V (t) is designed to satisfy

V̇ (t) ≤ −
(
ς + µ̇(t,tc,ι)

µ(t,tc,ι)

)
V (t), V0 = V (0), (6.7)

with ς > 0 and µ(t, tc, ι) is defined in (6.6), then V (t) can approach to V (t) ≤ ιV0

within predefined time tc and then converge to zero asymptotically.

Lemma 6.2. If a Lyapunov function V (t) is constructed to satisfy

V̇ (t) ≤ −
(
ς + µ̇(t,tc,ι)

µ(t,tc,ι)

)
V (t) + ε, V0 = V (0), (6.8)

with ς > 0, ε > 0 is a small constant and µ(t, tc, ι) is defined in (6.6), then V (t) can

approach to V (t) ≤ ιV0+ε/ς within predefined time tc and then converge to V (t) ≤ ε/ς

asymptotically.

Proof: The proof of Lemma 6.2 is presented in Appendix A.

Remark 6.1. If ι = 0 such that µ(t, tc, ι) = 1/µ̄(t, tc), one can obtain that V (t) ap-

proaches to zero when t→ tc while µ̇/µwill grow unbounded. However, by integrating

a positive small constant ι > 0 in µ(t, tc, ι), the term µ̇/µ remains bounded for ∀t ≥ 0.

Remark 6.2. If the parameter ι is selected as ι = ιa/ιb with ιa > 0 and ιb > V0, then

V (t) can converge to a user-defined region V (t) ≤ ιa within the predefined time tc.
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Fig. 6.2: Block diagram of the control scheme

6.3 Main results

In this section, the output feedback control problem for AVSSs with uncertain dy-

namics and external disturbances will be tackled. The overall block diagram of the

proposed control scheme is illustrated in Fig. 6.2. First, the X-mechanism reference is

introduced such that beneficial nonlinearities can be reserved. Then a predefined-time

ESO is proposed to approximate the unknown velocity and lumped disturbance, which

can ensure the preassigned-time convergence of the estimation errors. Furthermore,

beneficial couplings and disturbances are retained based on the characterization analy-

sis to achieve energy conservation performance. Finally, a novel predefined-time output

feedback control is proposed for AVSSs, while the corresponding system stability and

predefined-time convergence analyses are provided.

6.3.1 X-mechanism reference design

The X-mechanism reference model is established based on a two-layer structure

[39], including the object mass M , road length L1 and L2, initial angles θ1 and θ2.

A geometric connection exists L1sinθ1 = L2sinθ2. Then the output of the X-mechanism

reference model can be regarded as the desired suspension space yd, in which benefi-

cial nonlinearities including stiffness and damping effects can be reserved in the control
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system for satisfactory anti-vibration results and energy conservation performance [73].

The X-mechanism reference model is constructed as [35]

Mÿd + χ1 + lvyd/n
2 + laẏd + lrnxχ2ẏd = −Mr̈u (6.9)

where

χ1 =
lhΩ

2n

(
L1cosθ1 −

√
L2
1 − Ω2 + L2cosθ2

−
√
L2
2 − Ω2

)(
1/
√
L2
1 − Ω2 − 1/

√
L2
2 − Ω2

)
χ2 =

(
L1/

(
2n

√
L2
1 − Ω2

)
− L2/

(
2n

√
L2
2 − Ω2

))2

Ω = L1sinθ1 + yd/(2n) = L2sinθ2 + yd/(2n)

(6.10)

and n = 2 denoting the layer, nx = 3n − 1 representing the joint number, lv and lh

being the vertical/horizontal spring stiffness, la and lr meaning the air resistance/rotating

friction coefficients. According to Assumption 6.2, an allowable range $1 ≤ ÿd ≤ $2

is defined to constrain the output of yd with known constant $1 and $2.

6.3.2 Predefined-time ESO design

Consider x̂1, x̂2, x̂3 as the estimations of x1, x2, x3, respectively, where x3 = D,

x̂3 = D̂ represent the real and estimated lumped disturbance. The estimation errors are

defined as x̃i = xi − x̂i for i = 1, 2, 3. A predefined-time ESO is proposed as



˙̂x1 = x̂2 + π1ξx̃1 + 2
ξ̇

ξ
x̃1

m0
˙̂x2 = x̂3 − lsx1 − ldx̂2 + F + π2m0ξ

2x̃1

˙̂x3 = π3ξ
3x̃1

(6.11)

where ξ = π4(π5 + µ̇0/µ0),µ0 = µ(t, tc0, ι0), with tc0 > 0, ι0 > 0, πi > 0 for i = 1, ..., 5

are positive constants.
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The observer error dynamics can be obtained as



˙̃x1 = x̃2 − π1ξx̃1 − 2
ξ̂

ξ
x̃1

˙̃x2 = m−1
0 x̃3 − π2ξ

2x̃1 −m−1
0 ldx̃2

˙̃x3 = Ḋ − π3ξ
2x̃1.

(6.12)

Using the coordinate transformation ζ1 = ξ2x̃1, ζ2 = ξx̃2, ζ3 = x̃3, (6.12) can bewrit-

ten as 

ζ̇1 = ξ2x̃2 − π1ξ
3x̃1 = ξ(ζ2 − π1ζ1)

ζ̇2 = ξ̇x̃2 + ξ(m−1
0 x̃3 − π2ξ

2x̃1 −m−1
0 ldx̃2)

= ξ(m−1
0 ζ3 − π2ζ1) + (ξ̇ −m−1

0 ldξ)x̃2

ζ̇3 = −π3ξζ1 + Ḋ.

(6.13)

Define the vector ζ = [ζ1, ζ2, ζ3]
T . One can obtain

ζ̇ = ξH0ζ +B0 (6.14)

with

H0 =


−π1 1 0

−π2 0 m−1
0

−π3 0 0

 , B0 =


0

(ξ̇ −m−1
0 ldξ)x̃2

Ḋ

 .

If the constants π1, π2, π3 are carefully selected such thatH0 is Hurwitz, there exists

P T
0 = P0 > 0 such that HT

0 P0 + P0H0 = −I3 where I3 is the 3× 3 identity matrix.

Theorem 6.1. Consider the AVSSs (6.4) with Assumption 6.1. If a predefined-time ESO

is defined as (6.11), π4 and π5 are selected to satisfy ξ > 1 such that π4 ≥ λmin(P0) and

π5 >
2c1λmax(P0)
λmin(P0)

+ (λmax(P0))2

λmin(P0)
, the observer error x̃ can converge to ‖x̃‖ ≤ δζ within the

predefined time tc0 where δζ > 0 will be established subsequently.
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Proof: The Lyapunov function is constructed as

Ve = ζTP0ζ. (6.15)

The time derivative of Ve becomes

V̇e = ξζT (HT
0 P0 + P0H0)ζ + 2ζTP0B0

= −ξζT ζ + 2ζTP0B0

≤ −π4(π5 +
µ̇0

µ0

)ζT ζ + 2λmax(P0)‖ζ‖|Ḋ|

+ 2λmax(P0)‖ζ‖‖(ξ̇ −m−1
0 ldξ)x̃2‖.

(6.16)

Consider that π4 is selected as π4 ≥ λmin(P0) while following inequalities hold

2λmax(P0)‖ζ‖‖(ξ̇ −m−1
0 ldξ)x̃2‖

≤ 2λmax(P0)‖ζ‖‖(ξ̇/ξ −m−1
0 ld)ζ2‖

≤ 2c1λmax(P0)‖ζ‖2 ≤
2c1λmax(P0)

λmin(P0)
Ve

2‖ζ‖λmax(P0)‖Ḋ‖

≤ (λmax(P0))
2‖ζ‖2 + ‖Ḋ‖2

≤ (λmax(P0))
2

λmin(P0)
Ve + δ2D2

(6.17)

where |ξ̇/ξ−m−1
0 ld| ≤ |ξ̇/ξ|+ |m−1

0 ld| ≤ c1 holds with c1 > 0 due to constantsm0, ld,

and the boundedness of ξ̇/ξ, and ‖Ḋ‖ ≤ δ2D2 is used according to Assumption 6.1.

Considering the inequalities above, (6.16) can be written as

V̇e ≤ −
(
π5 −

2c1λmax(P0)

λmin(P0)
− (λmax(P0))

2

λmin(P0)
+
µ̇0

µ0

)
Ve + δ2D2

≤ −(ς0 +
µ̇0

µ0

)Ve + ε0

(6.18)
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where π5 is selected to satisfy ς0 = π5 − 2c1λmax(P0)
λmin(P0)

− (λmax(P0))2

λmin(P0)
> 0, and ε0 = δ2D2.

According to Lemma 6.2, Ve will converge to the region Ve ≤ ι0Ve(0) + ε0/ς0 within

the prior-known time tc0, i.e., ζ will converge to

‖ζ‖ ≤
√

ι0Ve(0)+ε0/ς0
λmin(P0)

= δζ (6.19)

within the predefined time tc0. Furthermore, if the parameters π4 and π5 are chosen to

satisfy ξ > 1, then the observer error ‖x̃‖ ≤ ‖ζ‖ ≤ δζ within the predefined time tc0.�

Remark 6.3. Different from existing ESO designs [98, 121, 178], the estimation errors

of the proposed predefined-time ESO can converge to the neighborhood of zero within

a user-defined time tc0, which can greatly enhance the observation performance.

6.3.3 Characterization of couplings and disturbances

The coordinate transformation is constructed as

e1 = x1 − yd

e2 = x̂2 − α1

(6.20)

where yd is the desired trajectory of suspension space, α1 denotes the virtual control

input which will be defined later.

The error dynamics of the system can be written as

ė1 = Φ1(e2) + α1 + x̃2 − ẏd (6.21)

ė2 = Φ2(e1) +m−1
0 (D̂ − lsyd − ldx̂2 + F )

+π2ξ
2x̃1 − α̇1 (6.22)

where Φ1(e2) = e2 and Φ2(e1) = −m−1
0 lse1 are the functions of e2 and e1, respectively.
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Therefore, Φ1(e2) in the subsystem (6.21) and Φ2(e1) in the subsystem (6.22) are the

coupling terms, which may have a profound effect on system stability and control per-

formance. Considering the highly nonlinear characteristics, these coupling terms were

usually considered known terms and then canceled directly in conventional control de-

signs where the state signals were assumed measurable [5]. However, most existing

AVSS controllers suffer from the absence of explicit discussion on the coupling effects,

which may lead to performance loss if beneficial couplings are not reserved. Therefore,

the characterization analysis of coupling terms is necessary and significant in the AVSS

control design.

Furthermore, the lumped disturbance D in the AVSS dynamics should be assessed

in terms of the direction and amplitude. Traditional control designs canceled the lumped

disturbance directly to ensure system stability using the norm-based boundednessmethod

[98]. However, the direction, which was seldom considered, may reveal the distur-

bance influence on tracking capability. Therefore, the connection between the distur-

bance characterization and tracking performance should be discussed thoroughly.

Definition 6.1. For the error dynamics (6.21)-(6.22), the coupling effect indexes (CEIs)

are defined as

J1 = sgn(e1)sgn(Φ1(e2)), J2 = sgn(e2)sgn(Φ2(e1)). (6.23)

Based on the constructed CEIs, the coupling effect can be determined

 Ji ≶ 0 : Coupling effect is beneficial/detrimental,

Ji = 0 : Coupling effect is nil, i = 1, 2.
(6.24)

Definition 6.2. Consider the error dynamics (6.21)-(6.22), the disturbance effect index

(DEI) is denoted by

JD = sgn(e2)sgn(D̂). (6.25)

Then the disturbance effect is given as
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 JD ≶ 0 : Disturbance effect is beneficial/detrimental,

JD = 0 : Disturbance effect is nil.
(6.26)

Definitions 6.1 and 6.2 provide a novel perspective to analyze the effects of state

couplings and lumped disturbance. If the beneficial ones occur, direct cancellation is

not necessary which should be reserved instead to enhance the control performance.

Thus, less control input could be potentially needed, leading to energy conservation

performance.

Remark 6.4. Different from existingAVSS controllers [5], the velocity state and lumped

disturbance in this article are obtained from the predefined-time ESO since the actual

signals are previously unknown. The system stability can be kept even if the directions

of velocity and lumped disturbance are wrongly estimated during some periods. More-

over, the switching logic in the CEIs and DEI may lead to the chattering phenomenon,

which needs more investigations in future work.

6.3.4 Predefined-time output feedback control design

ALyapunov function is defined as

V1 =
1

2
e21 (6.27)

and its time derivative becomes

V̇1 = e1ė1 = e1(Φ1(e2) + α1 + x̃2 − ẏd). (6.28)

The virtual control input α1 is designed as

α1 = −k1+1+µ̇1/µ1
2

e1 + ẏd (6.29)

where k1 > 0, µ1 = µ(t, tc1, ι1) with tc1 > 0, ι1 > 0.
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Considering Young’s inequality, (6.28) yields

V̇1 = e1(Φ1(e2)−
k1 + 1 + µ̇1/µ1

2
e1 + ẏd + x̃2 − ẏd)

≤ e1Φ1(e2)−
k1 + µ̇1/µ1

2
e21 +

1

2
δ2ζ .

(6.30)

It should be noted that the velocity signal is required in calculating α̇1. Since only

the displacement measurement is provided, a SOPT filter is proposed to estimate α̇1.

Denote Γ1 and Γ2 are the estimates of α1 and α̇1 with estimate errors Γ̃1 = α1 − Γ1,

Γ̃2 = α̇1 − Γ2. The novel SOPT filter is proposed as


Γ̇1 = Γ2 + ρ1ϕΓ̃1 +

ϕ̇

ϕ
Γ̃1

Γ̇2 = ρ2ϕ
2Γ̃1

(6.31)

where ϕ = ρ3(ρ4 +
µ̇2
µ2
) with ρi > 0 for i = 1, ..., 4, µ2 = µ(t, tc2, ι2) with tc2 > 0,

ι2 > 0.

Consider the coordinate transformation η = [η1, η2]
T with η1 = ϕΓ̃1, η2 = Γ̃2. Then

the error dynamics for the SOPT filter are


η̇1 = ϕ̇Γ̃1 + ϕ(Γ̃2 − ρ1ϕΓ̃1 −

ϕ̇

ϕ
Γ̃1) = −ρ1ϕη1 + ϕη2

η̇2 = −ρ2ϕη1 + α̈1

(6.32)

which can be written in the matrix form

η̇ = ϕH1η +B1 (6.33)

with

H1 =

−ρ1 1

−ρ2 0

 , B1 =

 0

α̈1

 . (6.34)

Since H1 is Hurwitz, there exists P
T
1 = P > 0 such that HT

1 P1 + P1H1 = −I2 with

the 2× 2 identity matrix I2.

Lemma 6.3. If the SOPT filter is proposed as (6.31), ρ3 and ρ4 are selected to satisfy
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φ > 1 such that ρ3 > λmin(P1), ρ4 > (λmax(P1))
2/λmin(P1), then the filtering error ‖Γ̃‖

can converge to ‖Γ̃‖ ≤ δΓ within the predefined time tc2 where δΓ > 0 will be specified

subsequently.

Proof: The proof of Lemma 6.3 is presented in Appendix B.

Remark 6.5. Unlike traditional predefined-time controllers using finite-time differen-

tiators [179] or first-order command filters [180], a novel SOPT filter is proposed to

avoid the phenomenon of ”explosion of complexity” while the filtering error ||Γ̃|| can

converge to a small neighborhood near zero within the prior-known time tc2.

The actual control input for the predefined-time output feedback control is proposed

F = −G(J1)e1 −G(J2)m0Φ2(e1)−G(JD)D̂ + lsyd

+ ldx̂2 +m0Γ2 −
k2 + µ̇1/µ1

2
m0e2 − k3tanh(

e2
ν
)

(6.35)

where k2 > 0 and k3 > 0 are positive design constants, ν > 0 is a small sharpness gain,

the function G is constructed as

G(y) =

 1, if y ≥ 0,

0, if y < 0.
(6.36)

Theorem 6.2. For the AVSSs with external disturbances under Assumptions 6.1 and

6.2, if the predefined-time ESO (6.11), virtual control input α1 (6.29), SOPT filter (6.31),

actual control law (6.35) are proposed, then the tracking error e1 will approach to |e1| ≤

δe within the preset time tc1 where δe > 0 will be determined subsequently.

Proof: The Lyapunov function is defined as

V2 = V1 +
1

2
m0e

2
2. (6.37)
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The time derivative of (6.37) can be obtained as

V̇2 = V̇1 + e2m0ė2

= V̇1 + e2(m0Φ2(e1) + D̂ − lsyd − ldx̂2 + F

+m0π2ξ
2x̃1 −m0α̇1)

≤ −k1 + µ̇1/µ1

2
e21 −

k2 + µ̇1/µ1

2
m0e

2
2

+ (1−G(J1))e1Φ1(e2) + (1−G(J2))m0e2Φ2(e1)

+ (1−G(JD))D̂e2 + (m0π2ξ
2x̃1 −m0Γ̃2)e2

− k3e2tanh(
e2
ν
) +

1

2
δ2ζ .

(6.38)

The following terms should be further discussed.

R1 = (1−G(J1))e1Φ1(e2),

R2 = (1−G(J2))m0e2Φ2(e1),

R3 = (1−G(JD))D̂e2.

(6.39)

The signs of R1, R2 and R3 should be further discussed. Let us take R1 as an ex-

ample. If the coupling effect of Φ1(e2) is beneficial such that J1 < 0, then we have

e1Φ1(e2) < 0. One can obtain G(J1) = 0 and R1 = (1 − G(J1))e1Φ1(e2) < 0. If the

coupling effect of Φ1(e2) is detrimental such that J1 > 0, then it leads to e1Φ1(e2) > 0.

We have G(J1) = 1 and R1 = (1 − G(J1))e1Φ1(e2) = 0. Furthermore, if the cou-

pling effect of Φ1(e1) is nil, denoting J1 = 0, it means e1Φ1(e2) = 0. Then one

can have G(J1) = 0 and R1 = (1 − G(J1))e1Φ1(e2) = 0. Therefore, the inequal-

ity R1 = (1 − G(J1))e1Φ1(e2) ≤ 0 always holds. Similarly, the inequalities R2 and

R3 can be demonstrated. Then the beneficial couplings and lumped disturbance can re-

main in the control design for enhanced control performance and potentially less energy

consumption.
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Note that if k3 is selected such that |m0π2ξ
2x̃1 −m0Γ̃2| ≤ k3, then one has

(m0π2ξ
2x̃1 −m0Γ̃2)e2 − k3e2tanh(

e2
ν
)

≤ k3|e2| − k3e2tanh(
e2
ν
) ≤ 0.2785k3ν.

(6.40)

Then one can obtain

V̇2 ≤ −k1 + µ̇1/µ1

2
e21 −

k2 + µ̇1/µ1

2
m0e

2
2

+
1

2
δ2ζ + 0.2785k3ν

≤ −(ς2 + µ̇1/µ1)V2 + ε2

(6.41)

where ς2 = min{k1, k2}, ε2 = 1
2
δ2ζ + 0.2785k3ν.

Thenwe have V2 will converge to the region V2(t) ≤ ι1V2(0)+ε2/ς2 within the prede-

fined time tc1, which suggests that e1 will converge to |e1| ≤
√
2ι1V2(0) + 2ε2/ς2 = δe

within the preset time tc1. �

Remark 6.6. Comparedwith existing finite-time/fixed-time active suspension controllers

[65, 134, 136], themaximum allowable settling time tc1 can be arbitrarily selectedwhich

is independent of initial conditions and control gains.

Remark 6.7. The parameter determination process for the proposed control scheme is

mainly driven by control performance specifications and stability requirements. The

predefined convergence time tc1 should satisfy tc1 ≥ tc0 and tc1 ≥ tc2 to prioritize

the convergence rates of the predefined-time ESO and SOPT filter over the controller.

Then 0 < ιi � 1 for i = 0, 1, 2 are selected to regulate the scaling function perfor-

mance. Furthermore, πi > 0 for i = 1, ..., 5 are tuned for the predefined-time ESO

with stability conditions π4 ≥ λmin(P0) and π5 >
2c1λmax(P0)
λmin(P0)

+ (λmax(P0))2

λmin(P0)
. Similarly, the

performance of the SOPT filter is adjusted using ρi > 0 for i = 1, ..., 4 with stability

constraints ρ3 > λmin(P1) and ρ4 > (λmax(P1))
2/λmin(P1). Besides, transient perfor-

mance is enhanced by adopting relatively larger k1 and k2, whereas the control gain k3

and the sharpness gain ν should be jointly tuned to balance system robustness against

chattering mitigation.
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Table 6.1: AVSS nominal parameters

Symbols Values Symbols Values

ms 2.45 kg mu 1 kg

ls 900 N/m ld 8 Ns/m

lt 1250 N/m lb 5 Ns/m

Table 6.2: X-mechanism reference parameters

Symbols Values Symbols Values

M 22 kg la 5 Ns/m

θ1 π/6 rad lr 0.15 Ns/m

L1 0.1 m lh 500 N/m

L2 0.2 m lv 350 N/m

$1 -1 m/s2 $2 1 m/s2

6.4 Experimental validation

This section presents comparative experiments conducted on a quarter-car bench-

scale AVSS to verify the anti-vibration performance of the proposed control method-

ology in stabilizing the vehicle body and attenuating disturbances. The hardware ex-

perimental platform comprises three vertically aligned plates, which is depicted in Fig.

6.3 with the parameters given in Table 6.1. The uppermost plate is described as the

vehicle’s body, supported by the suspension structure using dampers and springs. Po-

sitioned between the top and middle plates, a premium DC motor is used to generate

the required active control force. The lower plate is coupled with a brushed servo mo-

tor, designed to provide various road profiles through the lead screw. The sprung mass

displacement, suspension space, and road excitation are measured using high-resolution

optical encoders, while the acceleration of the vehicle body is obtained via a dual-axis

accelerometer. More detailed information on this AVSS setup and experiment proce-

dures can be referred to [96]. The sampling time is set to 1 ms based on the physical

platform and computer software.

In this section, two different road inputs are provided to validate the control perfor-

mance of the proposed control method including the sinusoidal road input (SRI) and
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Fig. 6.3: AVSS experimental platform setup
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Fig. 6.4: The road profiles rd

random road input (RRI) presented in Fig. 6.4. Utilizing the harmonic balance tech-

nique and examining the displacement transmissibility [69], the parameters for the X-

mechanism reference dynamics are presented in Table 6.2. Initial values are set to zero

for simplicity. Additionally, the uncertain dynamic coefficients present γi = 10% per-
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turbations from their nominal values.

Five suspension systems are considered.

1) Passive: This abbreviation means the passive suspension system.

2) NTSM: This abbreviation stands for the nonsingular terminal sliding mode con-

trol [65].

3) PMRC: This abbreviation is the partial measurement-based robust control [98].

4) OFFT: This abbreviation presents the output feedback finite-time control [121].

5) Proposed: This abbreviation denotes the proposed predefined-time output-feed-

back control.

The values for the NTSM design are selected as χ = 500, l = 100, λ1 = λ2 = 0.01,

k1 = 1, k2 = 10, α = 0.9, α1 = 9/7, α2 = 3, α3 = 0.5. Furthermore, the parameters

for the PMRC method are given as L1 = 10, L2 = 20, λ0 = 4, λ1 = 2, λ2 = 1, λ3 = 2,

λ4 = 1, k1 = 40, k2 = 10, η1 = 12, η2 = 12. The values for the OFFT control are

p = 1.5, q = 1, α1 = 0.25, c1 = c2 = c3 = 1.5, c4 = c5 = 0.5, c6 = 8, c7 = 3. More-

over, the gains of the proposed control method are set as tc1 = tc2 = tc3 = 1s for the

predefined time, ι1 = ι2 = ι3 = 0.1, π1 = π2 = 10, π3 = 2, π4 = π5 = 5, ρ1 = ρ2 = 20,

ρ3 = ρ4 = 5, k1 = 220, k2 = 120, k3 = 5, and ν = 0.1. The initial states are selected as

zero for simplicity.

The comparative experimental outcomes for the five suspension systems are illus-

trated in Figs. 6.5–6.9 for the SRI case and Figs. 6.10–6.14 for the RRI case.

Vehicle body acceleration is consistently regarded as a crucial factor for ride comfort.

The time-domain vehicle body accelerations of the passive suspension, NTSM, PMRC,

OFFT, and proposed control are depicted in Figs. 6.5 and 6.10, while the correspond-

ing frequency-domain accelerations are provided in Figs. 6.6 and 6.11, respectively.

According to Figs. 6.5 and 6.10, vehicle body acceleration amplitudes of four active

suspensions can be obviously reduced in comparison with those of the passive suspen-

sion. Furthermore, the proposed design can achieve the lowest vehicle body acceleration
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Fig. 6.5: Case SRI: The time-domain vehicle body acceleration r̈s
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Fig. 6.6: Case SRI: The frequency-domain vehicle body acceleration r̈s

among four AVSS controllers which presents higher ride comfort under different rough

roads. The sensitive frequency spectrum for humans lies within 4Hz to 12.5Hz accord-

ing to the International Organization of Standardization [107]. From the corresponding

frequency-domain vehicle body accelerations in Figs. 6.6 and 6.11, a similar conclusion

can be made since the acceleration level of the proposed control is smaller than those of

the passive suspension, NTSM control, PMRC design, and OFFT method.

The control input signals under the SRI case and RRI case are given in Figs. 6.7 and

6.12. In comparison with the NTSM, PMRC, and OFFT methods, the proposed control
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Fig. 6.7: Case SRI: The control force F
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Fig. 6.8: Case SRI: The suspension space r̈p

exhibits smaller control inputs in both cases. Thus, less control efforts are needed while

more satisfactory ride comfort can be achieved. Moreover, the chattering phenomenon

in traditional NTSM and PMRC methods are more conspicuous which may degrade the

control performance.

To quantitatively evaluate the control performance, two indexes, RMSR(z̈s) andRMSE(Ψ)

are employed to compare the ride comfort and energy consumption, respectively, which

are described as RMSR(z̈s) =
√

1
T

∫ T
0
z̈2sdt and RMSE(Ψ) =

√
1
T

∫ T
0
(Ψ(τ))2dτ where

Ψ = F ṙp for F ṙp > 0, Ψ = 0 for else, and T is the experiment period. The assessment
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Fig. 6.9: Case SRI: The dynamic tire load Td
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Fig. 6.10: Case RRI: The time-domain vehicle body acceleration r̈s

of control performance regarding ride comfort and energy consumption is detailed in

Table 6.3. When contrasted with the passive suspension, the ride comfort RMSR of the

proposed control witnesses a significant reduction of 93.5% and 81.7% under SRI and

RRI cases, respectively. Furthermore, the energy consumption indexes of the PMRC

design (14.2% and 9.8% reduction) and OFFT method (11.8% and 43.3% reduction)

under SRI and RRI cases are presented to show the energy-saving performance com-

pared with those of the NTSM method. However, the RMSE of the proposed control

can drop by 31.5% and 58.1% compared with the NTSM method, respectively. Hence,
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Fig. 6.11: Case RRI: The frequency-domain vehicle body acceleration r̈s
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Fig. 6.12: Case RRI: The control force F

less energy consumption is used with the proposed control method while satisfactory

ride comfort is guaranteed, which further indicates superior control performance.

Moreover, the maximum suspension space should not exceed a certain permissible

extent, which is 3.8 cm for the experimental AVSS setup. From Figs. 6.8 and 6.13, the

suspension space performance for five suspensions are all kept within reasonable limits.

Furthermore, the requirements for dynamic tire load under SRI and RRI cases can be

obeyed within the acceptable range such that Td = |Wt + Wb|/((ms + mu)g) ≤ 1.

Therefore, driving safety and road-holding ability can be guaranteed simultaneously.
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6.5 Conclusion

In this paper, a novel energy-efficient predefined-time output feedback control is pro-

posed forAVSSs with partial-state measurements, uncertain dynamics, and external dis-

turbances. The X-mechanism reference dynamics are introduced to retain the beneficial

stiffness/damping nonlinearities; the control performance can be enhanced utilizing the

effect characterization method which reserves beneficial couplings/disturbances instead

of direct cancellation, which leads to the potential energy conservation performance. By
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Table 6.3: Performance Evaluation of Ride Comfort and Energy Consumption

Cases Controllers RMSR RMSE

Case 1

Passive 0.3677

NTSM 0.1036(↓ 71.6%) 0.0289

PMRC 0.0928(↓ 74.7%) 0.0248(↓ 14.2%)

OFFT 0.1340(↓ 63.6%) 0.0255(↓ 11.8%)

Proposed 0.0239(↓ 93.5%) 0.0198(↓ 31.5%)

Case 2

Passive 0.0900

NTSM 0.0355(↓ 60.6%) 0.0215

PMRC 0.0303(↓ 66.3%) 0.0194(↓ 9.8%)

OFFT 0.0588(↓ 34.7%) 0.0122(↓ 43.3%)

Proposed 0.0165(↓ 81.7%) 0.0090(↓ 58.1%)

using the time-varying scaling function technique, a novel predefined-time ESO is pro-

posed to estimate the velocities and disturbances. Together with the predefined-time

ESO and SOPT filter, tracking errors can converge to a small region within the user-

selected time, which is independent of initial states and control parameters. Compara-

tive experiments are provided to demonstrate that the proposed predefined-time output

feedback control can obtain better ride comfort with significant energy conservation up

to 58% compared to other methods. Future studies will focus on advanced smoothing

techniques to mitigate chattering while preserving the effect characterization method,

alongside real-car verification to optimize the vibration isolation performance.

Appendix A Proof of Lemma 6.2

Consider V̄ (t) = µV (t) and then its time derivative becomes

˙̄V (t) = µ̇V (t) + µV̇ (t) = −ςV̄ (t) + µε

≤ −ςV̄ (t) + ε/ι

(6.42)
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which leads to

V̄ (t) ≤ ε

ςι
+ (V̄ (0)− ε

ςι
)e−ςt ≤ ε

ςι
+ µ(0, tc, ι)V0e

−ςt

≤ ε

ςι
+

1

1 + ι
V0e

−ςt.

(6.43)

One can obtain

V (t) ≤ ε
ςιµ

+ 1
(1+ι)µ

V0e
−ςt (6.44)

then V (t) will approach to the region V (t) ≤ ιV0 + ε/ς within predefined time tc and

then converge to V (t) ≤ ε/ς asymptotically. �

Appendix B Proof of Lemma 6.3

For the Lyapunov function Vη = ηP1η, its time derivative becomes

V̇η = −ϕηTη + 2ηTP1B1

= −ρ3(ρ4 +
µ̇2

µ2

)ηTη + 2λmax(P1)‖η‖‖α̈1‖.
(6.45)

Since µ1 is at leastC
3, one can obtain that α̇1, α̈1 exit. ForAVSSs (6.4) with bounded

initial states and bounded ÿd and
...
y d in Assumption 6.2, there might exist a positive

constant δα such that |α̈1| ≤ δα. By selecting ρ3 > λmin(P1), (6.45) yields

V̇η ≤ −(ρ4 +
µ̇2

µ2

)Vη + 2λmax(P1)‖η‖‖α̈1‖

≤ −(ρ4 −
(λmax(P1))

2

λmin(P1)
+
µ̇2

µ2

)Vη + δ2α

≤ −(ς1 +
µ̇2

µ2

)Vη + ε1

(6.46)

with ς1 = ρ4 − (λmax(P1))
2/λmin(P1), ε1 = δ2α.

If ρ4 is selected to satisfy ς1 > 0, then we have Vη will converge to the region Vη ≤
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ι2Vη(0) + ε1/ς1 within the predefined time tc2. Therefore, η will converge to

‖η‖ ≤
√

ι2Vη(0)+ε1/ς1
λmin(P1)

= δΓ. (6.47)

Furthermore, if ρ3 and ρ4 are chosen to satisfy ϕ > 1, then the filtering error ‖Γ̃‖ can

converge to ‖Γ̃‖ ≤ ‖η‖ ≤ δΓ within the predefined time tc2. �
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7 Conclusions and Future Works

7.1 Conclusions

The main objective of this thesis is systematically investigate finite-time energy-

saving control for AVSSs with system uncertainties and external disturbances. Various

active suspension control designs are presented to enhance driving performance under

critical road conditions. Hence, promising improvements in ride comfort, driving safety,

and energy conservation can be achieved under physical suspension limitations. The

contributions of this thesis can be enumerated as follows.

To effectively handle uncertain dynamics and external disturbances, a novel finite-

time saturated control is proposed for AVSSs to strengthen the suspension performance

including ride comfort and driving maneuverability. The whole control structure is

model-free to enhance the robustness under changing road conditions. Moreover, the

control signal is designed to be naturally constrained within a predesignate range hyper-

bolic function and the bound-based adaptive method to avoid possible input saturations.

Therefore, an enhanced version of model-free active suspension control is proposed

such that the finite-time stability can be derived with the naturally control input.

To address the inherent challenge of excessive energy consumption, a new fixed-time

safe-by-design control scheme is proposed forAVSSs employing a bioinspiredX-shaped

reference. By introducing and analyzing beneficial stiffness and damping effects, po-

tential energy conservation can be achieved since low control inputs are required. Fur-

thermore, to restrain displacement and velocity within safety boundaries, asymmetric

time-varying barrier Lyapunov functions are integrated, together with input saturations,

to ensure safe-by-design properties. The fixed-time control theory is an advanced ex-

tension of existing finite-time stability, where the convergence time is free from initial

state conditions. The transient response characteristics and better disturbance-rejection
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ability can be enhanced to improve ride comfort and driving safety.

To better address actuator faults, reduce energy consumption, and improve transient

performance, a predefined-time fault-tolerant control is developed for uncertain AVSSs

with external disturbances. Apart from the referenceX-dynamics with beneficial nonlin-

earities, beneficial disturbance effects are analyzed and reserved utilizing the conditional

disturbance cancellation scheme, thus enriching the energy conservation performance.

As an upgrade to fixed-time stability, the proposed controller can achieve predefined-

time convergence, making the settling time independent of both initial states and control

gains, while also allowing for arbitrary specification of the residual bound. Furthermore,

by utilizing the continuous piece-wise function and the quadratic fraction inequality, the

singularity problem can be avoided and the chattering phenomenon can be alleviated.

Despite the partial state measurement which is usually neglected in most existing ac-

tive suspension controllers, a predefined-time output feedback control is established for

AVSSs with uncertain dynamics and external disturbances. A predefined-time extended

state observer is first proposed based on the time-varying scaling function, which can

be used to estimate velocities and disturbances. To further improve energy efficiency,

alongside the X-mechanism reference dynamics with beneficial nonlinearities, both ad-

vantageous disturbances and couplings are assessed and retained by using the effect

characterization method. The settling time of the closed-loop control system can be

prior-specified using only one constant, which is irrelevant to initial states and control

gains.

7.2 Future works

This thesis presents an in-depth and detailed investigation into the finite-time control

forAVSSs to achieve ride comfort and driving safety. However, there remain numerous

aspects in both theory and applications of active suspension control designs that merit

further exploration. The following areas may be considered.

1) The actuator bandwidth limitations may restrict the vibration suppression abil-
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ity under high-frequency road conditions. Different bandwidth-aware controllers

should be explored to improve control performance.

2) Considering that only quarter-car AVSSs are investigated in this thesis, the theo-

retical analysis should be extended to half-car and full-car systems to incorporate

critical roll/pitch coupling effects, stochastic disturbances, and varying payloads.

3) The proposed control algorithms need to be implemented on practical platforms

rather than laboratory setups to verify their suspension performance compared

with existing controller designs. In addition to the simulations on the full-car

model, hardware-in-the-loop validations and prototype field trials will be con-

ducted.

4) With the development of sensing technology, rough road profiles could potentially

be predicted in advance. This would enable AVSSs to utilize known road surface

data for planning and control designs under extreme road conditions, ensuring

driving safety without significantly compromising ride comfort.
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