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ABSTRACT 

Abstract of the thesis entitled: Multiscale Modelling Approaches for Estimating Wind   

Distributions at Pedestrian Level in Real Urban Environments  

Submitted by WANG Jue 

For the Degree of: Doctor of Philosophy 

at The Hong Kong Polytechnic University in February 2025. 

 

Accurately estimating wind distributions at pedestrian level in real urban environments is 

crucial for predicting pollutant dispersion within street canyons, assessing public exposure 

levels, and evaluating pedestrian comfort. Field measurements can be conducted to capture 

pedestrian-level wind conditions. However, experimental methods provide data only at limited 

sampling points, restricting the ability to obtain comprehensive spatial information of urban 

wind distributions. Therefore, this study aimed to apply multiscale modelling by combining the 

Weather Research and Forecasting (WRF) model with computational fluid dynamics (CFD) 

methods to accurately calculate detailed wind distributions at the pedestrian level in real urban 

environments. 

To calculate pedestrian-level wind distributions in real urban environments using the multiscale 

modelling approaches, it is crucial to investigate the applicability of various turbulence models 

used in CFD for outdoor wind simulations. In this investigation, the performance of steady-

state and unsteady-state Reynolds-averaged Navier-Stokes simulation (SRANS/URANS) and 

large-eddy simulation (LES) were evaluated in calculating airflow and pollutant dispersion in 

street canyons with generic and real urban layouts. For each layout, wind tunnel experiments 

with measured wind speed and pollutant concentration were available as benchmarks. In 

addition, instantaneous concentration fields were analyzed to assess the transient models. The 

results showed that in the generic urban layout, URANS with the SST k − ω  model captured 
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the large-scale fluctuations, while instantaneous results from URANS with the SST model did 

not change over time in the real urban layout. In both generic and real urban layouts, the RNG 

k − ε model and SST k − ω model provided similar results for time-averaged wind speed and 

concentration distributions in SRANS and URANS simulations. Among all the selected RANS 

models, SRANS/URANS with the SST k − ω model showed best agreement with measured 

data in calculating wind speed. LES performed best in calculating wind speed and pollutant 

dispersion, but it was the most time-consuming model. 

Apart from the turbulence modelling approaches, setting appropriate inflow wind profiles for 

CFD simulations is also important for predicting the wind distributions in real urban 

environments. Wind profiles within the atmospheric boundary layer are significantly affected 

by local atmosphere circulation and diurnal variation. The WRF model is a powerful mesoscale 

weather prediction model that can be used to provide realistic inflow boundary conditions for 

CFD simulations.  To investigate the accuracy and applicability of a combined WRF and 

CityFFD method (WRF-CityFFD) for calculating urban wind distributions, this study first 

validated the WRF and CFD models and then used the validated models in WRF-CityFFD to 

calculate the wind distributions in the Kowloon district of Hong Kong within an area of 

3.5 km ×  2.4 km. The wind speed data at two weather stations were used as a benchmark.  To 

evaluate the performance WRF-CityFFD, a comparison with CityFFD using inflow boundary 

conditions derived from a commonly used semi-empirical method (semi-empirical-CityFFD) 

was conducted. In this method, power-law wind profiles were used as the inflow wind profiles 

for CityFFD simulations. The results showed that, at KP and HKO stations, WRF-CityFFD 

achieved lower RMSEs (1.31 and 1.26 m/s) compared to 2.24 and 1.50 m/s for the semi-

empirical approach. Thus, WRF-CityFFD performed better than semi-empirical-CityFFD in in 

calculating wind speed in urban microclimates. Moreover, WRF provided more accurate wind 

profiles in coastal areas with onshore winds, indicating such locations are more suitable for 

defining inflow boundaries in the combined WRF-CityFFD method. This combined method 

can help improve the model’s ability to reproduce urban wind patterns, which is essential for 

applications such as urban ventilation assessment, pollutant dispersion modelling, and the 

evaluation of outdoor comfort. 

Although the potential of the combined WRF and CFD method for urban wind simulations has 

been preliminarily demonstrated, previous investigations indicate that mesoscale models such 
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as WRF simulations are not sufficiently precise to predict wind profiles in built-up areas, and 

existing improvement methods remain computationally expensive and time-consuming. To 

improve the accuracy and efficiency of estimating wind profiles in built-up areas using WRF 

simulations, this study proposed a method that combines WRF with a porosity model. WRF 

provides the wind profile at the urban edge, and the porosity model calculates the airflow 

pressure drop across the selected urban area using a parametrized urban layout. The urban wind 

profile is then analytically determined with the momentum integral method. The performance 

of the proposed method was first evaluated in three generic urban layouts, with validated CFD 

simulations used as benchmarks. The proposed method was then applied in a real urban layout 

to demonstrate its performance, and the Kowloon district of Hong Kong, with an area of 

2,350 m ×  643 m , was selected as the target area. The wind profile measured with a 

radiosonde in the same region was used as a benchmark, and the WRF-calculated wind profile 

in the built-up area was also evaluated for comparison. The results showed that the method 

accurately estimated wind profiles in the generic urban layouts. In the real urban layout, the 

proposed method estimated the urban wind profile reasonably well in the densely built-up area 

with complex building configurations and performed better than WRF. 

Based on the above investigations, a multiscale modelling approach was proposed by this study. 

To further assess the performance of the proposed approach in predicting pedestrian-level wind 

conditions, wind profiles estimated by the combined WRF and porosity model were used as 

inflow boundary conditions for CFD simulations. This implementation is hereafter referred to 

as the analytical-inlet-CFD method. To assess the accuracy of this multiscale approach, a public 

housing estate covering an area of 578 𝑚 ×  560 𝑚 was selected as the target area, and field 

measurements were conducted to collect pedestrian-level wind data in this real urban 

environment. The measured data then served as the benchmark for evaluating the accuracy of 

the analytical-inlet-CFD for outdoor wind simulations. Additionally, results from CFD with 

inflow boundary conditions directly extracted from WRF outputs (WRF-inlet-CFD) were also 

analyzed for comparison.  The results showed that analytical-inlet-CFD performed better than 

WRF-inlet-CFD in calculating pedestrian-level wind distributions in real urban environments. 

Overall, this thesis systematically evaluated the combined WRF–CFD method for calculating 

wind distributions in real urban environments and identified its limitations in accurately 

predicting wind profiles within densely built-up areas. To address these issues, an analytical 
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method combined WRF and a porosity model was proposed to improve the estimation of inflow 

wind profiles in urban areas. The resulting multiscale modelling approach incorporates 

mesoscale WRF simulations, analytical wind profile estimation, and CFD modelling. To assess 

the performance of the proposed approach, field measurements were conducted in a public 

housing estate to collect pedestrian-level wind data, which served as benchmark for evaluation 

of simulations. The results showed that the proposed approach improved both accuracy and 

computational efficiency compared to conventional methods, providing a reliable tool for 

calculating urban wind distributions in real urban environment, with further implications for 

pollutant dispersion modelling and pedestrian thermal comfort assessment. 
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CHAPTER 1. Introduction 

1.1. Background and significance 

According to the Intergovernmental Panel on Climate Change (IPCC), more than half of the 

world's population presently lives in urban regions, and this number will rise to 70% by 2050 

[1]. Rapid urbanization has created many challenges, such as assessing air quality [2], 

improving thermal comfort [3], and adapting to climate change [4]. These issues are 

increasingly affecting the health and well-being of urban populations [1]. Urban wind plays an 

important role in addressing these challenges. It helps disperse pollutants [5], regulate 

temperatures [6], and improve natural ventilation [7]. Therefore, understanding wind 

distributions in real urban environments is important for developing sustainable and liveable 

cities. 

To study urban wind distributions, it is critical to understand wind patterns at the pedestrian 

level. The pedestrian level refers to the height from 1.5 m to 2 m above the ground level [8], 

and this is the level where urban residents directly experience the effects of wind in their daily 

lives. At pedestrian level, wind plays a significant role in dispersing pollutants, influencing air 

quality and public health, particularly in densely populated urban areas [4,9]. It also affects 

natural ventilation, which can provide cooling in hot climates and reduce energy consumption 

in urban buildings [6]. Additionally, wind conditions significantly influence pedestrian comfort, 

determining whether walking through a city is a pleasant experience or a struggle due to strong 

gusts [3,10]. Thus, it is essential to accurately predict wind distributions at the pedestrian level. 

Research into pedestrian-level wind environments has generally relied on wind tunnel 

experiments or simulations based on simplified building configurations and idealized inflow 

wind profiles. Common investigations often use generic urban layouts, such as single buildings, 

isolated street canyons, or arrays of aligned or staggered buildings [2,11–13]. In contrast, the 

layout of buildings in real cities is highly variable, with complex arrangements and varying 

heights. Generic urban layouts cannot fully represent the characteristics of real urban layouts, 

as airflow in cities is significantly influenced by the irregular placement of buildings [14,15]. 

Furthermore, inflow wind profiles for simulations or wind tunnel tests are typically set 
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empirically, relying on topography and wind speeds measured at meteorological stations [7,16]. 

However, the atmospheric conditions have significant impact on the urban wind profiles [17], 

and these dynamic factors are limitedly considered by previous studies. To sum up, it is 

necessary to incorporate real urban layouts and realistic wind profiles to precisely capture wind 

patterns in real urban environments.  

A potential solution to this issue is the utilization of a multi-scale modelling approach that 

combines mesoscale and microscale models. Mesoscale models, such as the Weather Research 

and Forecasting (WRF) model, can calculate meteorological phenomena with spatial 

resolutions ranging from several hundred meters to several hundred kilometers [18], effectively 

capturing the influence of weather, terrain, and regional airflows [19]. In terms of microscale 

simulations, computational fluid dynamics (CFD) has been widely utilized [20–23], as it can 

fully model the topography and building geometries within the target areas, and provide 

detailed wind patterns across the entire domain. By linking these two scales, complex building 

configurations can be explicitly modelled, and atmospheric conditions can be detailed 

considered. Therefore, it is crucial to comprehensively investigate the performance and 

applicability of the multiscale modelling approach in calculating urban wind distributions at 

pedestrian level in real urban environments. 

The objective of this thesis is to develop and validate a multiscale modelling approach for 

accurately estimating pedestrian-level wind distributions in real urban environments. A key 

innovation of this study lies in the systematic evaluation of different turbulence models across 

both generic and real urban layouts, resulting in the identification of a model most suitable for 

simulating airflow in complex built-up areas. Additionally, field measurements were conducted 

in a public housing estate to obtain high-resolution wind data at the pedestrian level, which 

were used to validate the proposed multiscale modelling approach under real-world conditions. 

This research offers a validated solution for pedestrian-level wind simulations by integrating 

mesoscale and microscale modelling methods. The proposed multiscale modelling approach 

contributes to accurate predictions of wind flow in urban environment, thereby providing 

strategies for enhancing thermal comfort, reducing pollutant exposure, and promoting healthier 

and more sustainable urban environments. 
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1.2. Outline of this thesis 

This thesis research focuses on multiscale modelling approaches for estimating wind 

distributions at pedestrian level in real urban environments. The outline of this thesis is shown 

as follows. 

Chapter 2 reviews prior research on experimental measurement methods and numerical 

simulations of wind distributions at the pedestrian level. It provides a comprehensive overview 

of turbulence modelling approaches, and the inflow wind profiles in CFD simulations. 

Additionally, the chapter explores studies on the multiscale modelling approach, which 

combines mesoscale modelling with CFD to calculate the urban wind distributions. 

Chapter 3 evaluates performance of the different categories of turbulence models used in the 

CFD method for calculating airflow and pollutant dispersion in street canyons with generic and 

real urban layouts. For each layout, wind tunnel data on airflows and pollutant concentrations 

served as the benchmarks. This chapter helps determine suitable turbulence models that balance 

accuracy and computational efficiency for urban wind simulations. 

Chapter 4 evaluates the performance and applicability of a combined WRF and CityFFD 

method for calculating urban wind distributions. A 3.5 km × 2.4 km area in the Kowloon district 

was selected, with wind speed data from two weather stations used as benchmarks. In addition 

to demonstrating the potential of the multiscale modelling approach, this chapter identifies 

limitations of using WRF-calculated wind profiles in densely built-up areas, motivating further 

refinement of inflow boundary conditions in subsequent chapters. 

Chapter 5 proposes an analytical method that improves wind profile estimation in built-up areas 

by combining WRF with a porosity model. The method was first evaluated in a generic urban 

layout and then applied to a real area near the King’s Park station with available radiosonde 

data for validation. This chapter addresses the limitations identified in Chapter 4 and improves 

the applicability of the multiscale modelling approach for calculating wind distributions in 

dense urban areas. 
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Chapter 6 investigates the potential of a multiscale modelling approach for calculating 

pedestrian-level wind distributions by combining CFD simulations with inflow wind profiles 

estimated using the analytical method proposed in Chapter 5. A public housing estate was 

selected for field measurements, providing benchmark data to evaluate the accuracy of the 

multiscale modelling approach. This chapter demonstrates the practical applicability of the 

proposed approach in real urban environments. 

Chapter 7 summarizes the conclusions and proposes future work.  
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CHAPTER 2. Literature Review 

2.1. Experimental measurement 

The most direct way to obtain pedestrian-level wind distributions in the real urban environment 

is to conduct the experimental measurements. Down-scaled wind tunnel experiments, 

conducted on a fully controlled experimental platform, are widely used to investigate wind 

conditions in urban areas [7,22,24–26]. For example, Yoshie et al. [24] selected a high-rise 

building located in a city as the target area and conducted wind tunnel experiments. The scale 

factor of the building geometries was 1/400, and the sampling points were placed 5 mm above 

the ground (2 m at full scale) to measure the pedestrian-level wind speed. Shen et al. [25] 

investigated the wind speed at the pedestrian level in a central urban area in Changsha, China, 

using wind tunnel experiments, as shown in Fig. 2.1. The scale factor of the building model 

was 1/250, and the sampling points were located 6.4 mm (1.6 m at full scale) above ground. 

However, down-scaled wind tunnel experiments may suffer from incompatible similarity 

requirements [27]. For instance, Tachibana et al., [27] conducted wind tunnel experiments with 

down-scaled models at scale factors ranging from 1/300 to 1/2000 of the Tokyo Polytechnic 

University (TPU) campus. They found that the distribution of concentrations was different at 

the scale of 1/2000 than at the other scale factors. Therefore, field measurements need to be 

taken in real environments to get realistic data. 

 

Fig. 2.1 An example of the configuration of down-scaled wind tunnel test used by Shen et 

al. [25] 
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Field tests allow direct access to the most realistic wind distributions in the real urban 

environment, capturing the complex interactions between atmospheric conditions and urban 

geometries. Meteorological stations are commonly available in many cities [16,28–30]. For 

example, the Hong Kong Government has established a network of meteorological stations to 

monitor urban wind speeds, with station heights ranging from 3 m to 593 m above sea level  

(see Fig. 2.2) [28]. Additionally, several studies have utilized onsite measurements to 

investigate urban wind patterns [27,31–34]. For instance, Eliasson et al., [32] conducted a one-

year measurement campaign in a street canyon in Göteborg, Sweden. They placed 11 sensors 

at heights ranging from 3.1 m to 14 m to obtain the mean flow patterns within the selected 

canyon. Zou et al., [33] performed onsite wind measurement over a period of four months in 

Sydney, Australia. Their sampling points were placed at 0.6 m, 1.2 m, and 1.8 m respectively 

to capture the wind distributions within pedestrian height in urban areas. Despite these efforts, 

field measurements at pedestrian level remain limited. Further efforts are necessary to expand 

onsite measurements specifically at pedestrian heights to address this limitation. Moreover, 

both wind tunnel experiments and field tests provide data only at limited sampling points, 

which cannot fully capture the spatial variability of urban wind distributions. Therefore, 

numerical simulations are required to achieve a detailed understanding of airflow in real urban 

environments. 

 
Fig. 2.2 Network of meteorological stations in Hong Kong 
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2.2. Numerical simulations of wind distributions at pedestrian level 

Numerical modelling has become a popular approach for investigating urban wind distributions, 

as they can provide detailed data across the entire computational domain. Computational Fluid 

Dynamics (CFD) is widely utilized due to its capability to explicitly model the topography and 

built-up areas within the target region [35–38]. For instance, van Hoof et al. [35] established a 

complex geometry for a football stadium with a 500-m radius with detailed windows and steel 

roof constructions. Toparlar et al. [36] explicitly modelled the buildings located in a circular 

area with a diameter of 1200 m to investigate the urban microclimate of the Bergpolder Zuid 

region in the Netherlands. The accuracy of CFD simulations for calculating pedestrian-level 

wind distributions has been well proven in previous studies [22,25,39,40]. For example, 

Blocken et al. [39] conducted CFD simulations to calculate the pedestrian-level wind 

distributions (at the height of 1.75 m) for the campus of Eindhoven University of Technology 

in the Netherland. Their simulated results showed good agreement with field measurement data, 

with a deviation of 14%. Shui et al. [40] selected seven representative configurations of actual 

urban residential areas in China as the study areas, and used CFD to calculate pedestrian-level 

wind patterns (at the height of 1.5 m). They found that, for most sampling locations, the 

differences between simulated and measured wind speed ratios were less than 20%. Therefore, 

CFD simulations were conducted in this study to predict pedestrian-level wind distributions in 

real urban environments. 

 

2.2.1. Turbulence modelling approaches in CFD 

Turbulence modelling approach is crucial for CFD simulations, as turbulence models have 

varying effects on the accuracy of the predicted wind patterns [36,41–45]. Reynolds-averaged 

Navier-Stokes simulations (RANS) and large-eddy simulation (LES) are two prevalent 

turbulence modelling approaches for calculating airflow in urban areas [2,12,46,47]. LES can 

resolve large eddies and model small eddies, capturing the transient motions for unsteady 

fluctuations (referred to as small-scale fluctuations shown in Fig. 2.3) with high computational 

cost [42–44]. For example, Gousseau et al. [43] compared the wind patterns provided by LES 

and steady-state RANS (SRANS) with the standard k − ε  model for several buildings in 
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downtown Montreal. They found that, in comparison to SRANS, LES showed better agreement 

with wind tunnel data, but the computation time was seven times longer. Therefore, LES is a 

more accurate approach than RANS for calculating airflow in urban street canyons, but it 

requires more computational resources. RANS solves ensemble-averaged flow, and all scales 

of turbulence are modelled. This results in limited accuracy for reproducing wind distributions 

in the outdoor environment [12,43,47]. For instance, Zheng and Yang [12] assessed steady-

state RANS (SRANS) simulations using five turbulence models for wind distributions in a 

street canyon between two buildings, finding that all models underestimated the spanwise 

velocity in comparison with to wind tunnel experiments. Among the various turbulence models 

used in SRANS studies, the RNG k − ε model, standard k − ε model, realizable k − ε model, 

and shear stress transport (SST) k − ω model are widely used for calculating wind distributions 

in urban areas [13,45,48,49]. Tominaga and Stathopoulos [45] investigated the accuracy of 

SRANS with different types of k − ε models in predicting the airflow around a single building. 

They found that SRANS with the RNG k − ε model showed better agreement with the wind 

tunnel data than other selected models. Yu and Thé [48] calculated the wind distributions and 

pollutant dispersion concentration around an isolated building using SRANS with the standard 

k − ε model and SST k − ω model. They compared the simulated data with wind tunnel data, 

and found that the SST k − ω  model performed better than the standard k − ε  model for 

SRANS simulations. Therefore, the RNG k − ε model and SST k − ω model with the SRANS 

scheme were the most promising turbulence models for outdoor wind simulations. Moreover, 

previous studies revealed that even when the same turbulence model was used, different results 

were provided by steady-state and unsteady-state RANS simulations [13,49]. For example, 

Tominaga [49] found that, unlike SRANS simulations, unsteady-state RANS (URANS) with 

the SST k − ω  model could calculate periodic fluctuations (referred to as large-scale 

fluctuations as shown in Fig. 2.3) of airflow around an isolated building. To sum up, 

SRANS/URANS with the RNG k − ε  model and SST k − ω  model, along with the LES 

approach, are popular turbulence modelling approaches for calculating airflows in urban street 

canyons. LES can capture small-scale turbulence, though it is computationally demanding. In 

contrast, URANS is computationally efficient but lack the precision needed for complex 

turbulence modelling. Considering these differences, it is crucial to investigate whether 

URANS can be a justifiable alternative to LES approach for calculating airflows in urban street 

canyons. Therefore, further investigations are needed to compare and assess the performance 

of these selected turbulence modelling approaches in urban street canyons.  
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Fig. 2.3 Large-scale and small-scale velocity fluctuations in the turbulent vortex-shedding 

flow [49] 

Although extensive studies have been conducted to assess different turbulence models for 

predicting airflows in urban areas, the majority of these studies have focused on generic urban 

layouts [2,11,12,38,46,50–52]. The building configurations in most studies are idealized and 

highly simplified, such as a single building, an isolated street canyon, or an array of aligned or 

staggered buildings. For example, Liu and Niu [11] evaluated the performance of SRANS with 

the RNG k − ε model and LES in calculating airflow around an isolated building model with 

dimensions of 0.8 m in length and width and 1.6 m in height. Tominaga and Stathopoulos [51] 

selected as the target configuration an ideal street canyon consisting of two buildings, each 

with an aspect ratio of 2, where the width of the street was equal to the width of the building. 

URANS with the RNG k − ε model and LES were used to calculate the wind patterns in this 

street canyon. Tominaga and Stathopoulos [38] further assessed the performance of SRANS 

with the RNG k − ε model and LES in predicting the airflow and pollutant dispersion in an 

ideal 6 × 5 array of cubic buildings. However, it has been reported that generic urban layouts 

cannot adequately represent real urban layouts, as wind patterns are significantly affected by 

the uneven placement of buildings [14,15,53]. For example, Nosek et al. [14] used LES to 

calculate pollutant dispersion patterns in two sets of building arrays. The buildings in one set 

were all of equal height, while the heights in the other set were randomly assigned. The 

researchers found that variability in building height enhanced velocity fluctuations in the lateral 

direction. To date, only a limited number of comparative studies have focused on real urban 

layouts. Therefore, further efforts should be made to investigate the performance and 

applicability of different turbulence modelling approaches for calculating airflow in real urban 

layouts. 
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2.2.2. Inflow wind profiles of CFD 

For CFD modelling, setting inflow boundary conditions is critical for obtaining an appropriate 

flow field [9,47]. The wind profile within the urban ABL features a power-law [54–56] or a 

log-law expression [57,58]. Experimental studies have found that the log law is suitable to 

describe the wind speed profile below 200 meters [54,55], while the power law provides a 

better fit for wind profiles above 200 meters [56]. The power-law profile has an exponent 

ranging from 0.1 to 0.5 [59]. The power-law coefficient is normally determined empirically 

from the urban surfaces and topography as a constant for CFD inflow boundaries [60]. The 

wind speed at a reference height, such as the speed measured at a meteorological station, is 

also needed [16,61]. Therefore, this method for setting the inflow boundary conditions is a 

semi-empirical method. However, it has been reported that the power-law exponents of the 

ABL can vary strongly with spatial and temporal factors [62–66]. He et al. [64] investigated 

the wind profiles in Hong Kong under typical summer conditions with Doppler LiDAR. They 

observed that wind profiles were significantly modified by urban layouts, and the power of the 

wind profile was much higher in built-up areas. Halios and Barlow [65] reported the morning 

transition of the ABL in London, attempting to explain the diurnal variation of the ABL’s 

power-law value. Lim et al. [66] found that the power-law index for wind profiles was time-

dependent in Tokyo due to the diurnal cycle, with higher values (0.2-0.3) at night and lower 

values (0.1) during the daytime. Therefore, the semi-empirical methods for generating the 

inflow boundary conditions for CFD models, especially the wind profiles, are idealized and 

oversimplified. 

 

2.3. The multi-scale modelling approach 

2.3.1. Inflow wind profiles from mesoscale modelling 

To provide more realistic inflow boundary conditions for CFD simulations, mesoscale 

modelling is a potential solution, such as the Weather Research and Forecasting model (WRF) 

[67,68]. Simulations with the WRF model are mainly conducted with spatial resolution from 
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several hundred meters to several hundred kilometers. These grand spatial scale models can 

rationally reproduce meteorological phenomena, including diurnal variation, sea breezes, and 

heat waves [68]. Given the situation above, multiscale modelling has been proven to be a 

potential method for providing CFD models with more accurate inflow boundary conditions 

[69–72]. Tewari et al. [71] used WRF output data, including wind velocity components, 

turbulence kinetic energy (TKE), and potential temperature, as the initial and boundary 

conditions. They found that the accuracy of the CFD-Urban model has improved when using 

WRF output for pollutant propagation simulations, compared with using measured data as 

initial and boundary conditions. Mortezazadeh et al. [72] integrated CFD models and WRF to 

investigate the urban temperature distribution during heat waves. They used WRF results such 

as the wind velocity at the height of 10 m, air temperature, and street surface temperature as 

input for the CFD simulation and found that it is important to use microclimate simulations to 

study urban heatwaves. However, there has been only limited research on the use of wind 

profiles obtained by mesoscale modelling for CFD models. Therefore, it is meaningful to 

evaluate the performance and applicability of the time-varying wind profiles obtained from 

mesoscale models. 

 

2.3.2. Enhancing wind profiles provided by mesoscale models 

When conducting WRF simulations to provide inflow wind profiles for CFD models, land 

surfaces are parameterized as drag forces [73]. Studies have shown that WRF can provide 

accurate wind profiles in areas with simple land cover, such as coastal regions, mountainous 

areas, and suburbs. However, for built-up areas with complex and highly heterogeneous land 

cover, the wind profiles calculated by WRF tended to significantly overestimate wind speeds 

near the ground [17,64,74]. For example, He et al. [64] compared wind profiles from WRF 

with measured data for an undeveloped peninsula and the downtown area in Hong Kong. They 

found that WRF performed well in the undeveloped region, but overestimated wind speeds by 

more than 25% compared to the measured data in the downtown area. Wang et al. [74] 

compared the performance of WRF in calculating wind distributions in coastal and built-up 

areas, and wind speed measured by meteorological stations was used as benchmark. The 

finding showed that WRF results closely matched the benchmarks in the coastal area, but in 

the built-up area, WRF overestimated wind speeds by more than 30% most of the time. 
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However, when using multiscale modelling approach to calculate pedestrian-level wind 

distributions, the target area is not always located near the urban edge. Therefore, it is necessary 

to improve the performance of WRF in calculating wind profiles within built-up areas. 

To accurately estimate wind profiles in built-up areas, previous studies have used wind profiles 

from the urban edge as inflow conditions for CFD simulations, with the entire region between 

the urban edge and the target area included in the CFD computational domain [17,23,74–76]. 

For example, Peng et al. [76] conducted CFD simulations to investigate the urban wind 

distributions in Kowloon, Hong Kong, over an area of 6 km ×  6 km. They explicitly resolved 

all the buildings in the selected urban area and used wind profiles from coastal areas as inflow 

boundary conditions, as shown in Fig. 2.4. However, CFD simulations are time consuming in 

practical applications, as it involves complex geometric modelling, mesh generation, and 

iterative computations to achieve convergence. For instance, Ricci and Blocken  [30] conducted 

CFD simulations to investigate the wind conditions of the IJmuiden Sea lock in Amsterdam, 

Netherlands. They established the computational grid based on the building geometries within 

the domain, resulting in a total grid number of 74 million. The simulation required up to 144 

hours of computation time. Therefore, it is necessary to develop a method that is both easy to 

apply and fast in calculating wind profiles in built-up areas.  

 

Fig. 2.4 CFD simulations conducted by Peng et al. [76], with all the buildings in the 

computational domain explicitly modelled. 

Analytical modelling is a straightforward and computationally efficient approach, as it can 

provide explicit mathematical expressions for urban wind profiles without relying on numerical 

simulations [77–79]. For example, Ikegaya [79] applied the momentum integral method to 
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derive explicit formulas for wind profiles within the UBL for a cubical building array. Similarly, 

this analytical model was also applied by Yang et al. [78] to establish explicit wind profile 

expressions for four different building arrays characterized by varying heights and 

arrangements. Although these studies demonstrate the effectiveness of analytical modelling 

approach, they are primarily focused on generic urban layouts, such as building arrays with 

simple configurations. Therefore, it is essential to develop the analytical modelling approaches 

that can efficiently improve the performance of WRF for predicting urban wind profiles in real 

urban layouts. 

 

2.4. Research gaps 

Through this literature review, several key research gaps have been identified in the accurate 

estimation of pedestrian-level wind environments in real urban layouts. Therefore, CFD 

simulations were employed in this study. A key factor influencing the accuracy of CFD 

simulations is the choice of turbulence model, as different turbulence models have varying 

impacts on the accuracy of predicted wind patterns. Previous research has compared the 

performance of different turbulence models in generic urban layouts with simplified building 

configurations. However, these configurations fail to reflect the geometric complexity of real 

cities. In real urban environments, uneven building arrangements can significantly alter wind 

flow patterns. Therefore, further investigation is needed to assess the applicability of different 

turbulence models for simulating airflow in real urban layouts. 

Apart from the turbulence modelling approach, the setting of inflow wind profiles is also 

crucial in CFD simulations for outdoor wind distributions. Previous studies have used semi-

empirical methods such as log-law or power-law profiles to define inflow boundary conditions. 

These idealized profiles were oversimplified, as they neglected temporal and spatial variability 

in real urban environments. To address this, mesoscale models such as the Weather Research 

and Forecasting (WRF) model have been employed to provide more realistic inflow boundary 

conditions. However, due to simplified land cover parameterization, WRF tends to 

overestimate near-ground wind speeds in built-up areas, limiting its direct applicability for 
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urban-scale CFD. Therefore, it is crucial to develop advanced approaches that can efficiently 

improve the accuracy of WRF-calculated inflow profiles in dense urban settings. 

Finally, to evaluate the performance of the proposed multiscale modelling approach for urban 

wind simulations, experimental data were needed. Although numerous wind tunnel studies 

have been conducted to validate CFD models for outdoor wind environments, these 

experiments are based on scaled-down physical models. Such models may suffer from 

incompatible similarity requirements. To overcome these limitations, field measurements in 

real urban environments are essential for evaluating the performance of multiscale modeling 

approaches and ensuring their applicability to real-world wind simulations. These gaps form 

the core motivation of this thesis, which aimed to develop and validate a multiscale modelling 

approach that combined mesoscale and microscale methods for accurately estimating 

pedestrian-level wind distributions in real urban environments. 

 

2.5. Tasks in this thesis 

Based on the review conducted in this chapter, this study proposes the following tasks to 

propose multiscale modelling approaches for estimating wind distributions at pedestrian level 

in real urban environments: 

(1) Evaluate different categories of turbulence models for calculating airflow and air pollutant 

dispersion in street canyons with generic and real urban layouts. 

(2) Propose a combined WRF and CFD method for calculating urban wind distributions. 

(3) Develop an analytical method to predict urban wind profile in built-up areas using a 

combined method of WRF and a porosity model. 

(4) Application of the proposed multiscale modelling approach for calculating pedestrian-level 

wind distributions in real urban environments, with field measurements as the benchmark.  
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CHAPTER 3. Evaluate different categories of turbulence models 

for calculating airflow and air pollutant dispersion in street 

canyons with generic and real urban layouts 

To calculate pedestrian-level wind distributions in real urban environments using the multiscale 

modelling approach, it is crucial to investigate the applicability of various turbulence models 

used in CFD for outdoor wind simulations. Therefore, this chapter assessed SRANS/URANS 

with the RNG k − ε  model and SST k − ω  model, along with the LES approach, for 

calculating airflow in both generic and real urban street canyons. Additionally, to evaluate the 

accuracy of turbulence structures predicted by the selected models, the calculated pollutant 

concentration was assessed, as pollutant dispersion is directly influenced by the flow patterns 

in urban environments [44]. In this chapter, two urban layouts were selected for analysis, 

including a building array and a real urban layout. For each urban layout, wind tunnel 

experiments with measured data on wind speed and pollutant concentration were chosen as the 

benchmark. To further demonstrate the differences between URANS and LES, instantaneous 

concentration fields were also analyzed. Finally, this chapter assessed the performance and 

applicability of selected turbulence modelling approaches in generic and real urban layouts. 

 

3.1. Methodology 

This study aimed to evaluate the performance of different CFD turbulence models in predicting 

airflow and pollutant dispersion in generic and real urban layouts. For the RANS scheme, 

according to the literature review above, the RNG k − ε model and SST k − ω model are the 

most promising RANS approach for calculating airflows and pollutant dispersion in street 

canyons [45,48]. Additionally, the SST k − ω model has been specifically noted for its ability 

to reproduce large-scale fluctuations in URANS simulations [13,49]. LES was also chosen as 

it can capture small-scale fluctuations and provide more accurate results compared to RANS. 

Thus, SRANS/URANS with the k − ε  model and SST k − ω  model, along with LES, were 

selected to be evaluated in this study. This section details the numerical approaches for the 

turbulence models used in the study. 
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3.1.1. RNG 𝑘 − 𝜀 model 

For the governing equations of SRANS approach, the following continuity and momentum 

conservation equations were solved for an incompressible Newtonian fluid: 

∂𝑢𝑖̅

∂𝑥𝑖
= 0 (3.1) 

𝑢𝑗̅

∂𝑢𝑖̅

∂𝑥𝑗
= −

1

𝜌

∂𝑝̅

∂𝑥𝑖
+ 𝜐

𝜕2𝑢𝑖̅

𝜕𝑥𝑗
2 − 𝑢𝑗

′
𝜕𝑢𝑖

′

𝜕𝑥𝑗

̅̅ ̅̅ ̅̅ ̅̅
 (3.2) 

where i, j = 1, 2 and 3 ; 𝑥𝑖  and 𝑥𝑗  are spatial coordinates; 𝑢𝑖̅  and 𝑢𝑖
′  are the mean and 

fluctuating velocity of the 𝑖th component (m/s); 𝑝̅ is the mean pressure (Pa); 𝜌 is the density 

(kg/𝑚3); and 𝜐 is the viscosity (N ∙ s 𝑚2⁄ ).  

For URANS, the continuity equation is consistent with that in SRANS (see Eq. (3.1)), while 

an additional time derivative is introduced into the momentum equation. The momentum 

equation for URANS is expressed by Eq. (3.3). 

𝜕𝑢𝑖̅

𝜕𝑡
+ 𝑢𝑗̅

∂𝑢𝑖̅

∂𝑥𝑗
= −

1

𝜌

∂𝑝̅

∂𝑥𝑖
+ 𝜐

𝜕2𝑢𝑖̅

𝜕𝑥𝑗
2 − 𝑢𝑗

′
𝜕𝑢𝑖

′

𝜕𝑥𝑗

̅̅ ̅̅ ̅̅ ̅̅
 (3.3) 

where t is time (s). Note that although URANS approach solves for transient simulations, it 

still performs ensemble averaging [49]. 

The RNG k − ε  turbulence model is a two-equation model, solving two partial differential 

transport equations for turbulence kinetic energy (𝑘 ) and dissipation rate (𝜀 ) to obtain the 

turbulent viscosity. The equations can be written as [80]: 

𝜕𝑘

𝜕𝑡
+ 𝑢𝑗̅

𝜕𝑘

𝜕𝑥𝑗
=

1

𝜌

∂

∂𝑥𝑗
[

𝜐𝑡

𝜎𝑘

𝜕𝑘

𝜕𝑥𝑗
] + 𝑃𝑘 − 𝜀 (3.4) 

𝜕𝜀

𝜕𝑡
+ 𝑢𝑗̅

𝜕𝜀

𝜕𝑥𝑗
=

1

𝜌

∂

∂𝑥𝑗
[
𝜐𝑡

𝜎𝜀

𝜕𝜀

𝜕𝑥𝑗
] +

𝜀

𝑘
(𝐶𝜀1𝑃𝑘 − 𝐶𝜀2𝜀) (3.5) 
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where 𝜐𝑡 is the turbulent kinematic viscosity (N ∙ s 𝑚2⁄ ), and 𝑃𝑘 is the production term of 𝑘 

(N 𝑠 ∙ 𝑚2⁄  ). The values of the model constants were 𝐶𝜀1 = 1.42, 𝐶𝜀2 = 1.68, 𝜎𝑘 = 1, 𝜎𝜀 =

0.719, and 𝐶𝜇 = 0.085 [80]. 

 

3.1.2. SST 𝑘 − 𝜔 model  

The governing equations for the SST k − ω turbulence model were the same as for the RNG 

k − ε model (see Eqs. (3.1) to (3.3)). Turbulent viscosity is obtained by means of the following 

two partial differential transport equations for turbulence kinetic energy (𝑘) and dissipation rate 

(𝜔) [81]: 

𝜕𝑘

𝜕𝑡
+ 𝑢𝑗̅

𝜕𝑘

𝜕𝑥𝑗
=

1

𝜌

∂

∂𝑥𝑗
[(𝜐 +

𝜐𝑡

𝜎𝑘
)

𝜕𝑘

𝜕𝑥𝑗
] + 𝑃𝑘 − 𝛽∗𝜔𝑘 (3.6) 

𝜕𝜔

𝜕𝑡
+ 𝑢𝑗̅

𝜕𝜔

𝜕𝑥𝑗
=

1

𝜌

∂

∂𝑥𝑗
[(𝜐 +

𝜐𝑡

𝜎𝜔
)

𝜕𝜔

𝜕𝑥𝑗
] +

𝛾

𝜐𝑡
𝐺 − 𝛽𝜔2 + 2(1 − 𝐹1)

𝜎𝜔2

𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
 (3.7) 

where 𝜎𝑘 , 𝜎𝜔 , 𝛽  and 𝛾  are model constants determined by functions 𝐹1  and 𝐹2  , and further 

details of the model can be found in Refs. [81], [82]. 

 

3.1.3. Large-Eddy Simulation (LES) 

For the LES approach, the large-scale eddies are resolved directly by Navier-Stokes equations, 

and the small-scale eddies are modelled by a subgrid-scale (SGS) model. The Smagorinsky 

model has been proved to accurately calculate flow fields around buildings as the SGS model  

[38,74,83]. Hence, the Smagorinsky model was employed as the SGS model in this study. The 

continuity equation for LES is the same as Eq. (3.1), and the momentum equations are shown 

below: 

𝜕𝑢𝑖̅

𝜕𝑡
+ 𝑢𝑗̅

∂𝑢𝑖̅

∂𝑥𝑗
= −

1

𝜌

∂𝑝̅

∂𝑥𝑖
+ 𝜐

𝜕2𝑢𝑖̅

𝜕𝑥𝑗
2 −

𝜕𝜏𝑖𝑗
𝑠

𝜕𝑥𝑗
 (3.8) 
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where 𝜏𝑖𝑗
𝑠  is the sub-grid stress (N 𝑚2⁄ ), and the equations can be written as [84]: 

𝜏𝑖𝑗
𝑠 = 𝜐𝑡 (

𝜕𝑢𝑖̅

𝜕𝑥𝑗
+

𝜕𝑢𝑗̅

𝜕𝑥𝑖
) +

1

3
𝜌𝜏𝑘𝑘

𝑠 𝛿𝑖𝑗 (3.9) 

The turbulence viscosity is modelled by [84]: 

𝜐𝑡 = (𝐶𝑠∆𝑠𝑔𝑠)
2

|𝑆̅| (3.10) 

∆𝑠𝑔𝑠= (∆𝑥∆𝑦∆𝑧)1/3 (3.11) 

𝑆 =
1

2
(

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
) (3.12) 

where 𝜐𝑡 is the turbulent kinematic viscosity (N ∙ s 𝑚2⁄ ); 𝑆 is the large-scale strain rate; ∆𝑠𝑔𝑠 is 

the grid size that defines the sub-grid length scale; and ∆𝑥, ∆𝑦, ∆𝑧 are the discrete lengths in 

the x, y, and z directions, respectively. 

 

3.1.4. Dispersion modelling 

The Eulerian approach was employed to calculate pollutant dispersion in this study. The 

concentration of a tracer gas was considered as a passive scalar, and the advection-diffusion 

equation was adopted to simulate the mass diffusion [85]: 

𝜕𝐶

𝜕𝑡
+ ∇(𝐶𝒖) = ∇ ∙ [(𝐷𝑐 + 𝜐𝑡 𝑆𝑐𝑡⁄ )∇𝐶] + 𝑆𝑐 (3.13) 

where 𝐶  is the pollutant concentration; 𝑢  is the velocity vector (𝑚 𝑠⁄  ); 𝐷𝑐  is the molecular 

diffusion coefficient (𝑚2 𝑠⁄ ); and 𝑆𝑐𝑡 is the turbulent Schmidt number, which was set to 0.7 in 

this study [46,48,86]. For SRANS, once the flow field reached a steady state and converged, 

the scalar transport equation was activated. For URANS and LES, the scalar equation was 

computed synergistically with Eqs. (3.1) and (3.3) / (3.8) at each time step. The method of 

obtaining time-averaged solutions for transient models is presented in Section 3.1.5. 
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3.1.5. Solver settings 

This investigation was implemented in OpenFOAM 2.3.0 with an open-source CFD code, 

RapidCFD [87], on an NVIDIA GeForce RTX 3090Ti GPU. The second-order scheme was 

applied for discretizing pressure, and the second-order upwind scheme was employed for all 

the other variables [88]. The PISO algorithm was used for pressure-velocity coupling [89]. The 

scalable wall function aims to address the limitations of standard wall function when dealing 

with fine grid resolutions near walls. It adjusts the wall shear stress calculation when the mesh 

is close to the wall, ensuring accuracy in simulations [90,91]. As the y+ value was around 4, 

the scalable wall function was used. For transient simulations (URANS and LES), the time 

integration scheme was set as the implicit second-order upwind Euler scheme [90]. To make 

the transient simulations stable and robust, Courant–Friedrichs–Lewy (CFL) numbers should 

be carefully defined [43,45,51,92,93]. In explicit time integration schemes, the solution at the 

next time step is calculated directly from known variables at the current time step. These 

methods are computationally efficient per time step but require small time steps to maintain 

stability. Thus, the CFL number should be kept below 1. In contrast, implicit time integration 

schemes are unconditionally stable by solving a system of equations that involves both the 

current and future states of the system. Therefore, implicit schemes are robust and allow for a 

higher CFL number [94,95]. In our study, we employed the implicit time integration scheme, 

allowing us to use a CFL number slightly larger than 1. This approach was chosen to improve 

computational efficiency while ensuring the stability and accuracy of the simulation.  

To obtain time-averaged results calculated by transient models, the sampling time scale 10𝑡∗ 

was used, where 𝑡∗ is the time required for the airflow to pass through the domain once. Note 

that the LES simulations were initialized by the results of the steady-state RNG k − ε model, 

and the first 10𝑡∗ was taken as a spin-up period to eliminate dependence on the initial state. 

The performance of this approach in calculating the dispersion of pollutants in the outdoor 

environment has been demonstrated in previous literature [12,43]. The solutions were 

considered to be converged when the scaled residuals reached a minimum value. For the 

generic urban layout, the minimum values were 10−6  for concentration and  10−5  for 

continuity, momentum and turbulence. For the real urban layout, the minimum values were 

10−4 for continuity, momentum and concentration, and 10−5 for turbulence.   
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3.2. Case setup 

To evaluate the performance and applicability of selected turbulence modelling approaches in 

different urban street canyons, airflows and pollutant dispersion in a generic urban layout and 

a real urban layout was calculated for further analysis. The generic urban layout was a 9 × 9 

building array, and the real urban layout was a 1/600 scale model of the TPU campus. Wind 

tunnel experiments were available for both cases with measured wind speed and pollutant 

concentration distribution. This section presents the wind tunnel test and simulation setup of 

each case. 

 

3.2.1. Generic urban layout 

The wind tunnel experiment for the building array was conducted in an atmospheric boundary 

layer (ABL) wind tunnel with a cross section of  1 m × 1.2 m (height × width) [27]. Measured 

data from the street canyon in a 9 × 9 building array were used. The selected building array 

consisted of buildings with dimensions of 0.06 m × 0.06 m × 0.06 m (See Fig. 3.1). Ethylene 

(C2H4) was used as a tracer gas, with a release concentration of  1 × 106 ppm and a flow rate 

of 3.6 × 10−6 m3/s [96]. To capture detailed airflow and pollutant dispersion patterns in the 

street canyons, measurement points were located on both the horizontal and vertical planes, as 

shown in Fig. 3.1(c). Note that the green sampling points in Fig. 3.1(c) each had 5 vertical 

sampling locations, at heights of 0.004 m, 0.01 m, 0.03 m, 0.05 m, and 0.07 m, respectively 

(see Fig. 3.1(d)). The pink sampling points included three vertical sampling positions, at 

heights of 0.004 m, 0.01 m, and 0.03 m, shown in Fig. 3.1(e). Detailed information about the 

wind tunnel experiments can be found in the literature [27]. A Split-Film Probe (SFP) was used 

to measure the three components of wind speed (streamwise, lateral, and vertical directions), 

and a fast response flame ionization detector (FID) was used to measure the concentration of 

the tracer gas. The sampling frequency for both instruments was 1000 Hz, and data were 

averaged over a 60-second period to obtain the mean wind velocity and time-averaged 

concentration.  
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Fig. 3.1 (a) Computational domain of the 9×9 building array, (b) detailed configuration of 

source and building, (c) measurement points in the building array, (d) vertical locations of 

green points and (e) pink points (redrawn from Ref. [96]). 

For the computational domain of the generic urban layout, the spanwise and vertical sizes were 

set to be the same as the actual dimensions of the wind tunnel [96]. For the streamwise distance, 

according to the COST 732 [97] and AIJ guidelines [59], the upstream distance was 0.3 m (5H𝐴, 

where H𝐴 is the buildings’ height), and the downstream length was 0.9 m (15H𝐴). Thus, the 

computational domain for building arrays was set as 2.22 m (length) × 1.2 m (width) ×
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1 m (height), as shown in Fig. 3.1(a). The size of the emission source was approximated in 

our simulations as a circle with a radius of 2 mm. The time step for unsteady simulations was 

set as 0.001 s, and the resulting CFL number was around 0.7. Hexahedral cells with a size of 

0.00375 m were used near the buildings, and the grid size gradually increased with a stretching 

ratio of 1.08 in all directions. The maximum grid size was 0.03 m, and the total grid number 

was 2.46 million, as shown in Fig. 3.2. Although the LES simulations showed a difference 

between the fine mesh and base mesh, implementing a very fine mesh for the building array 

could require a very large computing capacity. Therefore, the mesh design for SRANS, 

URANS and LES was the same. A grid-independence test can be found in Fig. S.1 and Fig. S.2 

in the Supplementary Material. 

 
Fig. 3.2 Grid distribution for the generic urban layout case. 

The bottom and lateral boundaries of the computational domain and the building surfaces were 

all set as no-slip walls to replicate the wind tunnel test section. The top surface was set as 

symmetry [45,49,86]. At the outlet, a zero-gradient condition was prescribed. The emission 

source was defined as the velocity inlet. In the wind tunnel experiment, the tracer gas was 

released from a source with a radius of 2 millimeters with the gas flow rate (3.6 × 10−6 m3/s). 

Therefore, the tracer gas was set to be released at a velocity of 0.287 𝑚 𝑠⁄  in the simulation set 

up. The velocity inlet boundary conditions can be found in the following subsections.  
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3.2.1.1. RNG 𝑘 − 𝜀 model 

The inlet boundary conditions of velocity and turbulence kinetic energy (TKE) were obtained 

by linear interpolation of the experimental data [96]. The turbulence dissipation rate 𝜀  was 

estimated by Eq. (3.14) [98]: 

ε(z) =
𝑢∗3

𝜅(𝑧 + 𝑧0)
 (3.14) 

where the friction velocity 𝑢∗ = 0.465 m/s, and the roughness length 𝑧0 = 0.001 𝑚 (obtained 

from logarithmic-law curve fitting of the mean velocity profile in wind tunnel experiments 

[12]). The von Karman constant 𝜅 was set as 0.41 [12,16,46].  

 

3.2.1.2. SST 𝑘 − 𝜔 model 

For the inlet boundary conditions of the SST k − ω model, the turbulence dissipation rate was 

calculated by Eq. (3.15) [99]. The velocity and TKE at the inlet boundary were kept consistent 

with those of the RNG 𝑘 − 𝜀 model, as described in Section 3.2.1.1. 

ω(z) =
ε(z)

𝐶𝜇𝑘(𝑧)
 (3.15) 

where the ε(z) was obtained by Eq. (3.15), and 𝐶𝜇 was 0.085 [80].  

 

3.2.1.3. LES 

For LES simulation, in addition to the measured mean velocity, a fluctuation scale was used to 

introduce perturbations at the inflow boundary [100,101]. Based on the root mean square values 

of measured velocity in three directions [96], the fluctuation scales in the x, y, z directions were 

set to 0.6, 0.6, and 0.4, respectively.  
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3.2.2. Real urban layout 

An experiment representing a real urban layout was also conducted in the ABL wind tunnel 

described in Section 3.2.1. A scaled model of the TPU campus was used for the airflows and 

pollutant dispersion measurements, as shown in Fig. 3.3(a). The terrain and buildings within a 

300-meter radius of the TPU campus center (labelled as the origin point in Fig. 3.3(b)) were 

explicitly built in the scaled model to accurately capture the wind and pollutant concentration 

distributions in the target area. Ethylene (C2H4) at a concentration of 100% was used as the 

tracer gas, and was released at 0.088 m/s through an outlet with a radius of 3 mm. To capture 

the pollutant dispersion pattern at pedestrian level within the campus, the measurement points 

were set at a height of 5 mm from the ground in the scaled model, corresponding to 3 m at full 

scale. The top view of the measurement points is shown in Fig. 3.3(b). Detailed information 

about the wind tunnel experiments can be found in the literature [27]. The wind speed was 

measured using the SFP, while concentration was measured using a High-Speed Total 

Hydrocarbon Analyzer (HTHC). The sampling frequency was 1000 Hz, with data averaged 

over 180 seconds to obtain the mean wind velocity and over 240 seconds to obtain the time-

averaged concentration.  

 

Fig. 3.3 (a) Satellite map of the study area, and (b) measurement locations for the wind 

tunnel test in the real urban layout case redrawn from [10]. 
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For the real urban layout, the domain size was determined according to the spanwise dimension 

of the wind tunnel and guidelines [59,97]: the upstream and downstream distances were 5H𝐵 

and 15H𝐵, respectively, and the vertical length was 5H𝐵. Here, H𝐵, representing the rooftop 

height of the tallest building, was 0.068 m. Therefore, the domain size for the real urban layout 

was set as 1.8 m (length) × 1.2 m (wide) × 0.34 m (height), as shown in Fig. 3.4(a). Note 

that the terrain had a height difference of about 30 m at full scale, and a buffer area with an 

inclination angle of 10° was established upwind of the model (see Fig. 3.4(a)) [27]. The time 

step for unsteady simulations was set as 0.01 s, and the resulting CFL number was 1.8. 

Tetrahedral cells were constructed with the minimum size of 0.0016 m near buildings and 

terrain and then increasing to 0.03 m with the stretching ratio of 1.2. The total grid number was 

3.94 million, as shown in Fig. 3.4(c). Grid-independence tests are detailed in the 

Supplementary Material. 

 

 
Fig. 3.4 (a) Computational domain of the real urban layout, (b) detailed configuration of 

source, and (c) grid distribution for the real urban layout case. 
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The bottom, lateral and boundaries of the computational domain and the building surfaces were 

set as no-slip walls. The top surface was set as symmetry [45,49,86], and the outlet was set as 

a zero-gradient condition. The inflow boundary conditions for the chosen turbulence models 

were set according to the experimental data [27] by means of the method detailed in 

Subsections 3.1.1, 3.1.2, and 3.1.3. For example, the fluctuation scales for LES in the x, y, z 

directions were set to 1.0, 0.8, and 0.6, respectively. The pollutant source was defined as the 

velocity inlet, and the speed was set as 0.088 m/s.  

 

3.3. Results 

To assess the performance of different turbulence models, this section compares the calculated 

time-averaged wind speed and tracer gas concentration fields for both the generic urban layout 

and the real urban layout with the wind tunnel data as a benchmark. NMSE and FAC2 were 

used as the metrics for quantitative analysis. To analyze the impact of the unsteadiness of the 

flow fields in the street canyons on the pollutant dispersion, we also compared the 

instantaneous pollutant dispersion patterns calculated by the transient models of URANS and 

LES. To satisfy the similarity law, as recommended by Meroney [102], the inflow wind speed 

should be sufficient to exceed a critical Reynolds number of 1.1 × 104. In this study, based on 

the wind tunnel experiment of the generic urban layout [96], the reference height of the inlet 

wind profile was 0.2 m, with a reference wind speed of 4.9 m/s. The resulting Reynolds number 

was 5.4 × 104 , which satisfies the similarity law. For the real urban layout case [27], the 

reference height was 0.068 m, with a reference speed of 4.08 m/s, resulting in a Reynolds 

number of 1.5 × 104, also satisfying the similarity law. 

 

3.3.1. Generic urban layout 

3.3.1.1. Mean wind velocity and time-averaged concentration field 

The calculated mean velocity magnitudes with different turbulence modelling approaches were 

compared with the measured data. The planes y = 0.06 m  and y = 0 m  were selected as 
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representative from all sampling locations, as this case is a generic street canyon. Fig. 3.5 shows 

the results in the plane y = 0.06 m, which represents a street canyon orientation that is parallel 

to the approaching wind. Error bars represent the standard deviation of the measured velocity. 

As in Fig. 3.5(a), at the height of 0.05 m, the wind speed obtained by LES was 2.40 m/s, 

comparable with the measured data (2.70 m/s). In contrast, the results from URANS and 

SRANS with the SST k-ω model were 3.03 m/s, overestimating the wind speed by 12.2% 

compared to the measured data. Similarly, the result from URANS and SRANS with the RNG 

k-ε model was both 3.72 m/s, resulting in an overestimation of 37.8%. Therefore, the LES 

approach exhibited the best agreement with the experimental data. For both the SST k-ω model 

and RNG k-ε model, the results obtained by SRANS and URANS approach were very similar, 

and they underestimated the wind speed near the ground. The conclusions obtained at other 

measurement points were similar, and the results from the other subplots in Fig. 3.5 showed 

the same pattern. Therefore, the 0.05m height in Fig. 3.5(a) was selected as a representative for 

detailed analysis. 

 
Fig. 3.5 Comparisons between simulated velocity magnitude and measured data on the 

plane y = 0.06 m along the plotting lines: (a) x = -0.15 m, (b) x = 0.03 m, (c) x = 0.09 m, (d) 

x = 0.21 m, and (e) x = 0.33m. 

The results in the plane y = 0 m are shown in Fig. 3.6, representing a case in which the street 

canyon is located behind the buildings. As can be seen in Fig. 3.6(a), at the height of 0.03 m, 

the results of URANS and SRANS with the RNG k − ε model were 1.04 m/s and 1.09 m/s, 
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respectively, and the results from URANS and SRANS with the SST k − ω model were both 

0.83 m/s. The LES result was 0.72 m/s. All these calculated results were similar to the measured 

value, which was 0.84 m/s. Therefore, in the street canyon located behind the buildings, the 

wind speeds obtained by all turbulence models were comparable to the measured data. The 

conclusions obtained in each subplot of Fig. 3.6 were similar. Therefore, we selected Fig. 3.6(a) 

as a representative case for detailed analysis. 

 

 

Fig. 3.6 Comparisons between simulated velocity magnitude and measured data on the 

plane y = 0 m along the plotting lines: (a) x = -0.15 m, (b) x = -0.05 m, (c) x = -0.03 m, (d) x 

= -0.01 m, (e) x = 0.09, (f) x = 0.21 m, and (g) x = 0.33 m. 

In this study, the non-dimensional concentration was used to analyze the pollutant 

concentration distributions, and it was obtained by the following equation [44,45]: 

𝑐∗ =
𝑐

𝑐0
=

𝑐 ∙ 𝐻𝑟𝑒𝑓
2 ∙ 𝑢𝑟𝑒𝑓

𝑄𝑔𝑎𝑠
 (3.16) 
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where  𝑐∗ is the normalized concentration; 𝑐 is the simulated gas concentration (𝑝𝑝𝑚); 𝑐0 is 

the reference concentration of tracer gas (𝑝𝑝𝑚); 𝑄𝑔𝑎𝑠 is the emission rate of tracer gas (𝑚3/𝑠). 

Meanwhile,  𝐻𝑟𝑒𝑓 is the reference height of each case (𝑚). Specifically, 𝐻𝑟𝑒𝑓 is the buildings’ 

height (0.06 m) for the generic urban layout, and the height of the tallest building (0.068 m) 

for the real urban layout. In addition,  𝑢𝑟𝑒𝑓 is the velocity at the reference height (𝑚/𝑠). All the 

reference values can be found in the original studies [27,96]. 

To evaluate the pollutant dispersion within the street canyons, this study selected plotting lines 

with the highest density of measurement points (x = −0.03 m, x = 0.09 m, and x = 0.21 m, 

as shown in Fig. 3.1(c)) for comparison of the simulated time-averaged non-dimensional 

concentration with measured results. As the dispersion patterns observed at heights z =

0.004 m , z = 0.01 m , and z = 0.03 m  were similar, only the results from z = 0.03 m  were 

used for the following analysis, as shown in Fig. 3.7. Compared with LES and SRANS/URANS 

with the SST k − ω  model, SRANS/URANS with the RNG k − ε  model significantly 

overestimated the pollutant concentration near the central plane y = 0 m. For example, in Fig. 

3.7(a), at position y = −0.06 m, the 𝑐∗ values obtained from SRANS/URANS with the SST 

k − ω model were 16.24 and 15.14, respectively, and the LES result was 10.77; these values 

were all comparable with the measured data (13.90). In contrast, the results of SRANS/URANS 

with the RNG k − ε  model were 62.83 and 59.25, respectively, approximately four times 

higher than the measured data. Additionally, based on the analysis above, we found that the 

results obtained from URANS and SRANS simulations using the same turbulence models were 

very similar. To sum up, SRANS/URANS with the SST k − ω  model provided acceptable 

results that were comparable with LES and the measured data in calculating time-averaged 

concentration fields, demonstrating the promising accuracy of this approach. In contrast, 

SRANS/URANS with the RNG k − ε model exhibited the worst performance in calculating 

pollutant dispersion in a generic urban layout. 
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Fig. 3.7 Comparisons between the simulated normalized concentration and experimental 

data along the horizontal lines at the height of 0.03 m (HA/2): (a) x = -0.03 m, (b) x = 0.09 

m, (c) x = 0.21 m, and (d) detailed view of marked area. 

For quantitative assessments of turbulence models, three validation metrics have been 

prevalent: the friction of the prediction within a factor of 2 of the observations (FAC2), 

fractional bias (FB) and the normalized mean square error (NMSE) [13,48,49,103]. Therefore, 

these three parameters were calculated to evaluate the performance of the selected turbulence 

models in the present study. In regard to the first metric, if the ratio of the simulated result to 

the measured data falls between 0.5 and 2, the simulated result is considered acceptable, and 

FAC2 calculates the proportion of simulated results within this acceptable range. The ideal 

value is 1 (see Eq. (3.16)). FB is used to assess the bias between predicted and observed values, 

and the ideal value is 0 (see Eq. (3.17)). NMSE is widely used to indicate the deviation of the 

simulated results, and the ideal value is 0 (see Eq. (3.18)).  

FAC2 =
1

𝑁
∑ 𝑛𝑖

𝑁

𝑖=1

 𝑤𝑖𝑡ℎ 𝑛𝑖 =  {
1, 𝑓𝑜𝑟 0.5 <

𝑃𝑖

𝑀𝑖
< 2,

 
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

 (3.17) 

FB =
2 × ([P] − [M])

[P] + [M]
 (3.18) 
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NMSE =
[(𝑀𝑖 − 𝑃𝑖)2]

[𝑀][𝑃]
 (3.19) 

Here, 𝑀𝑖  and 𝑃𝑖  are the measured and predicted results, respectively. The square brackets 

denote the average value of the dataset. 𝑁 is the number of sampling points, and detailed values 

can be found in the original studies [27,96]. 

The metrics of simulated velocity magnitude and normalized concentration for each turbulence 

model are summarized in Table 3.1. LES accurately reproduced the velocity magnitude and 

concentration dispersion, with FAC2 of 0.99 for velocity and 0.84 for normalized concentration, 

FB values of 0.09 for velocity and -0.19 for normalized concentration, and NMSE values of 

0.03 for velocity and 0.32 for normalized concentration. Furthermore, the discrepancies in 

velocity were found to be smaller than the discrepancies in concentration. For example, in 

terms of URANS/SRANS with the RNG k − ε model, although the velocity was accurately 

calculated, with FAC2 of 0.85, FB of -0.1, and NMSE around 0.1, the reproduction of the 

concentration field was the worst, with a FAC2 of only 0.17, FB around -1.4, and NMSE values 

around 13. Thus, the choice of turbulence modelling approach had a greater impact on the 

calculation of pollutant dispersion than on the calculation of wind speed. 

To comprehensively investigate the computational costs of each selected turbulence modelling 

approach, the required time per iteration was compared. LES required about 3.5 times longer 

per iteration than URANS and 5.5 times longer than SRANS. For example, in the generic urban 

layout, LES took 2.50 seconds per iteration, while URANS took approximately 0.70 seconds, 

and SRANS approximately 0.45 seconds per iteration. Overall, LES had the highest 

computational cost, followed by URANS, with SRANS having the lowest cost. 
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Table 3.1 Validation metrics for different turbulence modelling approaches in the generic 

urban layout case. 

Turbulence model 
Velocity magnitude 

(m/s) 

Normalized 

concentration 

Required 

time per 

iteration 

(s)  FAC2 FB NMSE FAC2 FB NMSE 

SRANS with RNG k − ε  0.85 -0.10 0.12 0.17 -1.45 13.23 0.45 

URANS with RNG k − ε  0.85 -0.10 0.10 0.17 -1.42 13.13 0.47 

SRANS with SST  k − ω  0.64 0.28 0.20 0.57 -0.39 2.03 0.61 

URANS with SST k − ω  0.67 0.26 0.18 0.58 -0.36 1.89 0.78 

LES 0.99 0.09 0.03 0.84 -0.19 0.32 2.50 

 

3.3.1.2. Instantaneous concentration field 

To assess the instantaneous solutions obtained from the transient models, URANS with the 

RNG k − ε  model, URANS with the SST k − ω  model, and LES, the calculated non-

dimensional concentration patterns are shown in Fig. 3.8. Significant differences can be seen 

in the results of URANS and LES. The LES provided more diffusive dispersion patterns than 

URANS, especially in the lateral direction. Specifically, Fig. 3.8(e) and (f) show that small-

scale turbulence motions were resolved by the LES approach, and the pollutant was carried by 

these small-scale fluctuations over a greater spanwise distance compared to the four URANS 

results. As displayed in Fig. 3.7(d), the concentrations calculated by SRANS/URANS with the 

SST k − ω model and with the RNG k − ε model approached 0 faster than the concentrations 

calculated by LES. For comparisons of the selected RANS approach, the dispersion patterns 

calculated by URANS with the RNG k − ε model did not change over time, while the URANS 

with the SST k − ω model successfully calculated large-scale fluctuations (see Fig. 3.8(a) to 

(d)).  This phenomenon was also reported by Tominaga [49]. He found that the RNG k − ε 

model overpredicted the turbulence kinetic energy near the building corners, and this 

overestimation suppressed the calculation of periodic motions. Moreover, the concentration 

along the downstream direction obtained by URANS with the RNG k − ε model was much 

higher than that obtained by the other models. For example, at the location x = 0.21 m, y =

0 m, z = 0.03 (referred to Fig. 3.1), the 𝑐∗ calculated by URANS with the SST k − ω model 

and LES were 9.63 and 6.58, respectively. In contrast, the 𝑐∗ calculated by URANS with the 

RNG k − ε  model was 40.51, significantly higher than the results from the other two 
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approaches. Thus, pollutants calculated by the RNG k − ε model tended to be directly blown 

away by the airflows. To sum up, in the building arrays, the turbulence motions calculated by 

different turbulence models played an important role in the dispersion patterns of air pollutant. 

 

 

Fig. 3.8 Instantaneous concentration dispersion patterns calculated by: (a) URANS with 

the RNG k-ε model at 47t* and (b) 67t*; (c) URANS with the SST k-ω model at 47t* and 

(d) 67t*; (e) LES model at 47t* and (f) 67t*. 
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3.3.2. Real urban layout 

3.3.2.1. Mean wind velocity and time-averaged concentration field 

To evaluate the performance of URANS, SRANS and LES in the real urban layout, Fig. 3.9 

compares wind speed calculated by selected turbulence models with measured data at 15 

sampling points. The results of LES were mostly comparable with the experimental data, while 

those of the selected RANS approaches significantly deviated from the measured data at some 

points. For example, for SRANS/URANS with the RNG k − ε model, the greatest discrepancy 

was observed at point 1. The measured wind speed was 1.30 m/s at this point, and the value 

calculated by LES was 1.41 m/s, which was comparable with the measured data. In contrast, 

for both URANS and SRANS with the RNG k − ε simulations, the result was 0.33 m/s, and it 

was 74.6% lower than the benchmark. Additionally, for SRANS/URANS with the SST k − ω 

model, the greatest discrepancy occurred at point 9, where the wind speed was measured at 

0.53 m/s. At this point, the LES value was 0.71 m/s, closely matching the experimental data. 

However, the values from URANS and SRANS with the SST k − ω model were 1.84 m/s and 

1.74 m/s, respectively, nearly triple the measured data. Thus, LES performed best in calculating 

wind speed in the real urban layout. 

 
Fig. 3.9 Comparisons of simulated velocity magnitude and measured data at sampling 

points. 

To evaluate the performance of different models in calculating mean concentration 

distributions in the real urban layout, we compared the non-dimensional concentration 𝑐∗ 

obtained by the selected turbulence modelling approaches with the experimental data, and the 
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results are shown in Fig. 3.10. As in the generic urban layout, steady-state and unsteady-state 

simulations using the same RANS scheme (either the RNG k − ε model or SST k − ω model) 

provided very similar pollutant concentrations. Additionally, SRANS/URANS with the RNG 

k − ε model significantly overpredicted the streamwise concentration (at point 2, point 7 and 

point 8). For instance, at point 7, the measured 𝑐∗ was 1.57. However, the c∗ values calculated 

by SRANS/URANS with the RNG k − ε  model were 11.14 and 11.24, respectively, 

approximately 7.1 times higher than the experimental data. However, in contrast with the 

building-array scenario, the results of LES approach and SRANS/URANS with the SST k − ω 

model differed significantly from one other in the real urban layout. For example, at point 1, 

the measured 𝑐∗ was 3.04. The calculated values from SRANS/URANS with the SST k − ω 

model were both 0.001, which was significantly lower than the measured value, whereas the 

LES approach provided a result of 1.67. Although the LES result was still lower than the 

measured value, it performed better than all the selected RANS models. Thus, the LES 

approach performed the best, while the prediction capability of SRANS/URANS with the RNG 

k − ε model and SST k − ω model was limited in calculating pollutant dispersion in real urban 

layouts. 

 

Fig. 3.10 Comparisons between the simulated normalized concentration and experimental 

data at sampling points. 

For quantitative analyses, the validation metrics of calculated wind speed and normalized 

concentrations are shown in Table 3.2. An inconsistency was observed between the FB values 

and the FAC2 and NMSE values for normalized concentration. Specifically, for 

SRANS/URANS with RNG k − ε model, the NMSE value was 5.69, much higher than the 
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LES value of 1.17. However, the FB value was around 0.4, closer to zero compared to LES, 

which had an FB of -0.65. Referred to Fig. 3.10, this discrepancy arose because 

SRANS/URANS with the RNG k − ε  model significantly overestimated pollutant 

concentrations at points 2, 7, and 8, while underestimating concentrations at other points. This 

resulted in the FB value appeared close to zero, making the FB metric not representative in this 

case. Therefore, we used NMSE and FAC2 values for further analysis. 

The selection of turbulence models had a more significant influence on the calculation of 

pollutant dispersion than on the calculation of wind speed. For example, the FAC2 of 

SRANS/URANS with the RNG k − ε  model, SRANS/URANS with the SST k − ω  model, 

and LES were 0.6, 0.73 and 0.8, respectively; these values were comparable with each other. 

However, the selected models performed differently in the calculation of concentration. LES 

had the highest FAC2 (0.4) and the lowest NMSE (1.17). In contrast, the NMSE of all four 

RANS models was significantly higher than that of LES, at approximately 7.8 for 

SRANS/URANS with the RNG k − ε model and 5.69 for SRANS/URANS with the SST k −

ω model. i.e., about 6.7 times and 4.9 times that of the LES approach, respectively. Thus, even 

though the selected modelling approaches provided similar results for wind speed in the real 

urban layout, LES performed the best in pollutant dispersion simulations. 

Table 3.2 Validation metrics for different turbulence modelling approaches in real urban 

layout case. 

Turbulence model Velocity magnitude (m/s) 
Normalized 

concentration 

Requir

ed time 

per 

iteratio

n (s)  FAC2 FB NMSE FAC2 FB NMSE 

SRANS with RNG k − ε 0.60 0.27 0.23 0.33 0.41 5.69 2.80 

URANS with RNG k − ε 0.60 0.27 0.23 0.33 0.39 5.69 3.24 

SRANS with SST  k − ω  0.73 0.35 0.26 0.20 -1.23 7.81 3.95 

URANS with SST k − ω  0.73 0.37 0.26 0.20 -1.23 7.79 4.16 

LES 0.80 -0.22 0.12 0.40 -0.65 1.17 14.35 
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3.3.2.2. Instantaneous concentration field 

To evaluate the unsteadiness of pollutant concentration distributions provided by transient 

models in the real urban layout, the instantaneous normalized concentration 𝑐∗ obtained by 

URANS with the RNG k − ε model, URANS with the SST k − ω model, and LES are shown 

in Fig. 3.11. Similar to the results in the generic urban layout, URANS with the RNG k − ε 

model provided the highest concentrations in the downstream area. For example, at point 2 

(referred to Fig. 3.3), the 𝑐∗ calculated by URANS with the SST k − ω model and LES were 

0.04 and 0.81, respectively. In contrast, URANS with the RNG k − ε model provided a much 

higher 𝑐∗ value of 4.82, significantly higher than the results from the other two approaches. 

Moreover, the results of URANS with the RNG k − ε model remained unchanged over time. 

The LES approach provided the most diffused dispersion patterns in the lateral direction. 

Specifically, only the LES approach predicted the right-side dispersion from the source. In 

contrast, the other models predicted that the pollutant would be directly blown away by airflows. 

However, unlike in building arrays, the dispersion patterns calculated by URANS with the SST 

k − ω model did not change over time in the real urban layout, as shown in Fig. 3.11(c) and 

(d). The reason may have been that in real urban layouts, large-scale fluctuations are disturbed 

by the complex arrangement of buildings. Further discussion can be found in Section 3.4. To 

sum up, turbulence models should be carefully chosen when calculating pollutant dispersion 

patterns in real urban layouts.  
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Fig. 3.11 Instantaneous concentration dispersion patterns calculated by: (a) URANS with 

the RNG k-ε model at 116t* and (b) 136t*; (c) URANS with the SST k-ω model at 116t* 

and (d) 136t*; (e) LES model at 116t* and (f) 136t*. 
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3.4. Discussion and limitations  

This study obtained instantaneous concentration fields from URANS and LES in a generic 

urban layout and a real urban layout. Note that URANS with the SST k − ω model performed 

differently in the two chosen urban layouts. In the building arrays, it captured large-scale 

fluctuations in the concentration fields over time, whereas in the real urban layouts, the 

concentration field remained unchanged over time. To address the reasons for this phenomenon, 

Fig. 3.12 compares the instantaneous velocity fields and streamlines calculated by URANS 

with the SST k − ω model and LES in the considered urban layouts. For the building array, the 

region from x =  −0.15 m to x =  0.33 m and from  y = 0 m to y = 0.12 m, at z =  0.004 m, 

was selected as representative due to the repeatability of airflows in the generic urban layout. 

For the real urban layout, the plane at a height of 2 m at full scale was chosen, as it corresponds 

to a pedestrian-level height. As shown in Fig. 3.12(b) and (d), small-scale velocity fluctuations 

calculated by LES were observed in both the generic urban layout case and the real urban layout 

case. As analyzed in Sections 3.3.1.2 and 3.3.2.2, capturing small-scale velocity fluctuations is 

crucial for accurately simulating pollutant dispersion, as these fluctuations enhance the ability 

to predict lateral pollutant dispersion. However, for the results of URANS with the SST k − ω 

model, large-scale velocity fluctuations were only observed in the generic urban layout, 

whereas these fluctuations were absent in the real urban layout. This was because URANS with 

the SST k − ω model can only capture large-scale and periodic velocity fluctuations [13,50]. 

However, in the real urban layout, the large-scale velocity fluctuations were disturbed by the 

complex presence of buildings. Therefore, the influence of large-scale unsteady flows on 

pollutant dispersion was small, and changes in the URANS results were negligible in the 

calculation of pollutant dispersion in the real urban layout. 
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Fig. 3.12 Instantaneous velocity fields for the generic urban layout calculated by (a) 

URANS with the SST k−ω model and (b) LES, and for the real urban layout calculated by 

(c) URANS with the SST k−ω model and (d) LES. 

To compromise computational efficiency and simulation accuracy, the perturbations at the 

inflow boundary were introduced using a fluctuation scale for LES approach. However, 

previous studies have showed that inflow turbulence generation techniques (ITGTs) 

significantly impact the accuracy of LES results. For example, Bazdidi-Tehrani et al. [104] 

investigated four ITGTs for calculating flow fields and pollutant dispersion in a street canyon. 

Their findings showed that the Vortex Method was the most accurate ITGT but also the most 
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computationally expensive among all the selected ITGTs. In contrast, other ITGTs were less 

effective in capturing the canyon vortex compared to Vortex Method, leading to an 

underestimation of pollutant dispersion. The general underestimation of pollutant 

concentration in the real urban layout by LES can be attributed to the chosen of ITGT. 

Moreover, this study only considered a single case in a real urban layout with a fixed inflow 

wind direction, due to limited wind tunnel experimental data. However, urban flow patterns 

can vary significantly with changing meteorological conditions and different building 

configurations. Therefore, it is necessary to conduct extensive wind tunnel experiments with 

different inflow wind conditions and varying urban layouts, in order to better assess the 

performance of these turbulence modelling approaches in pollutant dispersion simulations. 

In this study, we conducted a detailed comparison between URANS and SRANS with selected 

RANS schemes. We found that although URANS with the SST k − ω model calculated large-

scale fluctuations over time in a generic urban layout, the time-averaged results from URANS 

and SRANS showed no significant differences. This indicates that although these fluctuations 

impact the instantaneous pollutant concentration in a building array, they make a minimal 

contribution to the time-averaged pollutant dispersion. At this stage, URANS can serve as a 

justifiable alternative to LES for calculating time-averaged fields in the generic urban layout 

with simple building configurations. For the real urban layout where building arrangements are 

complex, URANS cannot be considered a reliable alternative to LES. This can be caused by 

insufficient ability of URANS to capture small-scale fluctuations and turbulence structures. 

Improving URANS's ability to handle small-scale fluctuations and turbulence viscosity could 

enhance its performance in complex scenarios. Due to the lack of experimental data on 

instantaneous pollutant concentration, the accuracy of the fluctuations and instantaneous 

pollutant dispersion provided by URANS with the SST k − ω  model remains unclear. 

Therefore, collecting instantaneous concentration data and further investigating URANS 

approach is essential.  

Furthermore, turbulence motions provided by different turbulence modelling approaches play 

an importance role in pollutant dispersion in the lateral direction. In practice, pedestrian 

locations often align with the lateral direction of vehicle traffic. The specific impact of 

calculated lateral dispersion on pollutant exposure for pedestrians remains unclear. Therefore, 
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future studies should explore the applicability of various turbulence modelling approaches in 

order to elucidate their implications for pollutant exposure at pedestrian level. 

 

3.5. Summary 

This investigation aimed to evaluate the performance of SRANS/URANS with the RNG k − ε 

model, SRANS/URANS with the SST k − ω  model, and LES in calculating pollutant 

dispersion in street canyons with generic and real urban layouts. For each layout, wind tunnel 

data on airflows and pollutant concentrations served as the benchmarks. We also compared the 

instantaneous concentration fields obtained from URANS and LES approaches. Within the 

scope of this chapter, the following conclusions can be drawn. 

• In both generic and real urban layouts, the RNG k − ε model and SST k − ω model 

provided similar results for time-averaged wind speed and concentration distributions 

in SRANS and URANS approaches. 

• In both generic and real urban layouts, among all the selected RANS models, 

SRANS/URANS with the SST k − ω  model showed best agreement with measured 

data in calculating wind speed. LES performed best in calculating wind speed and 

pollutant dispersion, but it was the most time-consuming model. 

• In the generic urban layout, URANS with the SST k − ω  model captured the large-

scale fluctuations, while instantaneous results from URANS with the SST model did 

not change over time in the real urban layout.   



 

 

43 

CHAPTER 4. Propose a combined WRF and CFD method for 

calculating urban wind distributions 

To calculate the wind distributions in real urban environments, it is essential to provide the 

realistic inflow boundary conditions for CFD simulations. In this chapter, the potential of a 

combined WRF and CityFFD method (WRF-CityFFD) was evaluated. The WRF and CityFFD 

models were first validated by two sets of experimental data from field measurements and wind 

tunnel tests. The validated models were then employed in the WRF-CityFFD method to 

calculate the wind distribution in the Kowloon district of Hong Kong within an area of 

3.5 km ×  2.4 km. The wind speed data at two weather stations in the calculation domain was 

used as a benchmark to evaluate the combined method. For comparison, CityFFD with inflow 

boundary conditions from a semi-empirical method (semi-empirical-CityFFD) was also 

evaluated. Finally, this chapter discussed the applicability of the combined method. 

 

4.1. Methodology 

4.1.1. CityFFD 

Fast fluid dynamics (FFD) is a unique algorithm based on CFD, and the semi-Lagrangian 

approach is used for advection terms in the Navier-Stokes equations [105,106]. Extensive 

validation efforts have demonstrated the accuracy and computing efficiency of the FFD 

approach [93,105–109]. Dai et al. [93] evaluated the performance of the traditional CFD and 

FFD for outdoor airflow and pollutant dispersion using experimental wind tunnel data as the 

benchmark. They found that the use of FFD with a proper turbulence model can reduce 

computing time without sacrificing accuracy. Therefore, FFD simulations have been used for 

urban wind modelling up to the scale of several kilometers. For example, Mortezazadeh et al. 

[110] developed a simulation tool named City Fast Fluid Dynamics (CityFFD), and they 

simulated the urban microclimate in a region of 3 km ×  3 km. 
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The CityFFD model solves the following continuity, momentum, and energy equations for 

incompressible flows [72]: 

∇ ∙ 𝐕 = 0 (4.1) 

𝜕𝐕

𝜕𝑡
+ (𝐕 ∙ ∇)𝐕 = −∇P + (

1

𝑅𝑒
+ 𝑣𝑡) ∇2𝐕 −

𝐺𝑟

𝑅𝑒2
𝑇 (4.2) 

𝜕𝑇

𝜕𝑡
+ (𝐕 ∙ ∇)𝑇 = (

1

𝑅𝑒 ∙ 𝑃𝑟
+ 𝜗𝑡) ∇2𝑇 (4.3) 

where 𝐕, 𝑇, P and 𝑡 are the velocity, temperature, pressure and time, respectively; 𝑅𝑒, 𝐺𝑟 and 

𝑃𝑟 are the dimensionless Reynolds number, Grashof number, and Prandtl number, respectively; 

and 𝑣𝑡 and 𝜗𝑡 are turbulence-related parameters, i.e., turbulent viscosity and turbulent thermal 

diffusivity.  

CityFFD adopts the semi-Lagrangian method for the advection term in Eqs. (4.2) and (4.3). 

Therefore, no iteration is needed to calculate the velocity field, and computing costs are 

reduced [111]. The split scheme for the semi-Lagrangian method is shown in Eqs. (4.4) and 

(4.5) [106]: 

𝜕∅

𝜕𝑡
+ (𝐕 ∙ ∇)∅ =

𝑑∅

𝑑𝑆
 (4.4) 

𝑆𝑛 ≈  𝑆𝑛+1 − 𝐕∆t (4.5) 

where ∅  refers to the velocity or temperature in Eqs. (4.2) and (4.3); and 𝑆  represents the 

characteristic curve of the fluid particle, based on which 𝑆𝑛 and 𝑆𝑛+1 are the positions of the 

particle at times n and n+1, respectively. The detailed high-order interpolation scheme can be 

found in our previous work [105,109,112]. It has been proven that the applied 3rd-order 

backward and forward sweep interpolation scheme has an accuracy comparable to that of the 

4th-order scheme and could significantly reduce the numerical errors and computing time when 

simulations are conducted with coarse grids and large time steps. A Poisson equation is used 

for updating pressure domains [109].   

Large-eddy simulation (LES) was found to be potentially more accurate than Reynolds-

averaged Navier–Stokes models for outdoor simulations [47]. Therefore, LES was adopted as 

the turbulence model in the present study. As CityFFD uses a high-order interpolation scheme, 
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the Courant–Friedrichs–Lewy (CFL) number is recommended to be between 1 and 10 [110], 

and this study used 6.75. The turbulence viscosity is calculated as follows [113]:  

𝑣𝑡 = (𝐶𝑠 × 𝑙)2|𝑆| (4.6) 

where 𝐶𝑠 is the Smagorinsky constant, typically between 0.1 and 0.24 [47], and equal to 0.18 

in this study; 𝑙 is the filter width; and 𝑆 is the large-scale strain rate. For calculating the filter 

width 𝑙 and strain rate 𝑆 , the following equations are used here [107]:  

𝑙 = (∆𝑥∆𝑦∆𝑧)1/3 (4.7) 

𝑆 =
1

2
(

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
) (4.8) 

where ∆𝑥, ∆𝑦, ∆𝑧 are the discrete lengths in the x, y, and z directions, respectively. Meanwhile, 

the i-index indicates the x, y, and z directions. 

 

4.1.2. Inflow boundary conditions for CityFFD 

This section describes two methods applied in this study for generating inflow boundaries for 

the CFD models, the semi-empirical method (for semi-empirical-CityFFD) and the mesoscale 

modelling (for WRF-CityFFD). As the tallest building of the target complex urban area in this 

study was 284 m, both methods approximated the wind profile at the CFD inlet boundary as a 

power law. The semi-empirical method used the wind speed measured by the windward 

weather station nearest to the CFD domain and an empirical power-law coefficient. For the 

combined method of CFD and mesoscale modelling, both the wind speed and the power-law 

coefficient at the inlet boundary were extracted from WRF simulations in this study. 
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4.1.2.1. Semi-empirical method 

The wind profile was approximated as a power law, as shown in Eq. (4.9) [9]. 

𝑈(𝑧) = 𝑈𝑟𝑒𝑓 (
𝑧

𝑧𝑟𝑒𝑓
)

𝛼

 (4.9) 

where 𝑈(𝑧)  is the wind velocity (m/s ) at the height of 𝑧 , 𝑈𝑟𝑒𝑓  is the velocity (m/s ) at a 

reference height 𝑧𝑟𝑒𝑓  (m ), and 𝛼  is the power-law coefficient. In this method, 𝑈𝑟𝑒𝑓  was 

determined by the windward weather station closest to the CFD domain, and 𝑧𝑟𝑒𝑓  was the 

height of the wind-measurement point at the station. Meanwhile, 𝛼 was selected in accordance 

with the terrain category and the roughness. According to previous studies, as the land surface 

changes from smooth (e.g., sea) to rough (e.g., downtown areas), the value of 𝛼  gradually 

increases from 0.1 to 0.5 [59].  

 

4.1.2.2. From mesoscale modelling: WRF 

In the mesoscale modelling method, the WRF model was used for calculating meteorological 

conditions, as shown in Fig. 4.1. The WRF model is a powerful mesoscale numerical weather 

prediction system consisting of advanced physics schemes and multi-physics parameterizations 

for modelling major atmosphere processes with grid spacing from hundreds of meters to 

hundreds of kilometers [66,68,114]. For the land surface, planetary boundary layer, 

atmospheric and surface radiation, microphysics, and cumulus convection, WRF offers various 

physics options that have been thoroughly proven in previous research [115]. To obtain the 

wind profile at the inflow boundary, 𝑈𝑟𝑒𝑓, 𝑧𝑟𝑒𝑓, and 𝛼 were all extracted from WRF results. As 

this work focuses on urban wind fields, the wind profiles in the bottom portion of the ABL, 

below a height of 350 meters, were utilized to obtain 𝛼 . 𝜂  in the flow chart represents the 

vertical layer used in the WRF model, and it was established according to the pressure gradient 

[116]. 
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Fig. 4.1 Flowchart to obtain inflow boundary conditions from WRF simulation. 

To rationally reproduce the meteorological phenomena, the selected physical parameterization 

for WRF is summarized in Table 4.1. In this study, the initial and lateral boundary conditions 

to force the WRF simulation were obtained from the NCEP GDAS final analysis with 0.25-

degree horizontal resolution and 6-hour temporal resolution [117]. The Noah land surface 

model (LSM) provides surface sensible and latent heat flux as well as skin temperature as the 

lower boundary [118], and the urban canopy model (UCM) provides the urban friction based 

on the land cover/land use at the sub-grid scale. This study used the integrated model (SL-

UCM) to determine the momentum fluxes of the urban canopy [119]. When these basic models 

are integrated into the WRF, the outputs can be directly adapted to the CityFFD model. 

Table 4.1 Physical parameterization of the WRF model. 

Category Description 

Planetary boundary layer scheme Mellor-Yamada-Janjic scheme [120] 

Microphysics Lin scheme [121] 

Cumulus parameterisation Grell-Devenyi ensemble schemes [122] 

Shortwave and longwave radiation RRTM [123] 

Land surface model Noah [117] 

Urban canopy model SL-UCM [119] 

Advection scheme Runge–Kutta 3rd order 
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4.2. Model validation 

4.2.1. Mesoscale modelling: WRF 

To validate the mesoscale model, we chose the Kowloon peninsula domain as the WRF study 

domain, as shown in Fig. 4.2(a). We used WRFv4.0 to calculate the meteorological conditions, 

and the wind speed measured by the four weather stations in our study area was employed as 

the benchmark. Star Ferry (SF) and Shell Oil Depot (SOD) were located near the coastal areas, 

while the Hong Kong Observatory (HKO) and King’s Park (KP) were situated in the downtown 

areas and surrounded by high-rise buildings (see Fig. 4.2(a)). The exact geographical locations 

of the weather stations are summarized in Table 4.2. As shown in Fig. 4.2(b), three-nested 

domains were configured for WRF calculation using grid spacings of 1.8 km (113×128 grid 

points), 0.6 km (127×148 grid points), and 0.2 km (112×112 grid points) for a parent domain 

(d01) and two nested domains (d02, d03), respectively. A two-way coupling strategy [116] was 

adopted for the adjacent domains. A total of 34 sigma vertical levels were used for all domains, 

and 13 of the layers were under 1 km in height. Three typical calm wind days (from 08:00 on 

19 October to 14:00 on 22 October 2016) were simulated to represent typical wind conditions 

in Hong Kong. The mean daily wind speed during selected simulation period was 2.95 m/s, 

3.70 m/s and 9.04 m/s, respectively. According to the Hong Kong Observatory, the mean daily 

wind speed in Hong Kong ranges from 2 m/s to 10 m/s. Therefore the chosen days are typical 

in Hong Kong.  The first 26 hours were taken as the spin-up period. WRF results were recorded 

every 20 minutes.  
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Fig. 4.2 (a) Four weather stations located in the innermost domain and (b) domain setup of 

the WRF 

Wind measurement data with a temporal resolution of one minute was available from local 

authorities. The most recent 20-minute averaged wind speed was used to represent the wind 

speed at this time point. For instance, the wind speed at 10:00 was calculated as the average 

wind speed from 09:40 to 09:59. Fig. 4.3 compares the measured wind speed and the WRF-

simulated results over time for the four weather stations. The simulation results at all four 

stations captured the trend in the wind speed as it gradually increased from 20 October to 21 

October and then decreased. The simulated results exhibited the best agreement with the 

measured data at the SF station. However, WRF significantly overpredicted the wind speed for 

HKO and KP during the period from 23:20 on 20 October to 00:20 on 22 October. The largest 

discrepancies were 8.24 m/s and 10.66 m/s for HKO and KP, respectively, occurring at 08:20 

and 09:00, respectively, on 21 October. As shown in Fig. 4.3, the measured wind speed in the 

downtown area (HKO and KP) was relatively stable compared with that in the upstream station 

(SF). This phenomenon may be attributed to the complexity of the urban layouts, especially 

associated with the high-rise buildings in Kowloon, and it is consistent with the field test by 

He et al., [64].  However, in WRF simulations, the urban canopy was parameterized by the drag 

force with the specific value of building height of 10 m [119]. A high consistency of simulated 

wind speed can be found at the upstream station (SF) and downtown stations (HKO and KP). 

Therefore, the discrepancies between measured data and simulated results could be caused by 

the urban canopy model used in WRF. 
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Fig. 4.3 Comparison of measured wind speed and WRF-simulated results over time for the 

four weather stations: (a) SF, (b) SOD, (c) HKO, and (d) KP. 

To quantitatively analyze the performance of the mesoscale model, the mean bias error and the 

root mean square error were prevalently used [71,124]. Thus, these two parameters were 

calculated in this work to evaluate the performance of WRF simulations. The mean bias error 

(MBE) assesses whether the simulated wind velocity is overestimated or underestimated 

compared to the measured values (see Eq. (4.10)). The root mean square error (RMSE) is 

widely used to indicate the deviation of the simulated results (see Eq. (4.11)). 

MBE =
∑ (𝑈𝑖

𝑆 − 𝑈𝑖
𝑀)𝑛

𝑖=1

𝑛
 (4.10) 

RMSE = √∑ (𝑈𝑖
𝑆 − 𝑈𝑖

𝑀)
2𝑛

𝑖=1

𝑛
 (4.11) 

where 𝑈𝑖
𝑆  and 𝑈𝑖

𝑀  are the simulated and measured wind velocity, and n is the number of 

measured data points for one sampling location. In this study, n was 158. As summarized in 

Table 4.2, WRF exhibited the best performance at SF and the worst at HKO. The MBE and 
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RMSE for SF were 0.58 m/s and 1.79 m/s, respectively, and those for HKO were 3.89 m/s and 

5.49 m/s, respectively. Wong et al. [70] recently compared WRF results with measured data for 

five locations on a university campus in Singapore. The MBE in their study ranged from 2.58 

to 3.90 m/s, and the RMSE from 2.69 to 4.13 m/s. Thus, our WRF results showed similar 

accuracy to those in the literature for dense urban areas.  

Table 4.2 Geographical locations, MBE and RMSE at each weather station. 

Station Name 
Star Ferry 

(SF) 

Shell Oil Depot 

(SOD) 

Hong Kong Observatory 

(HKO) 

King’s Park 

(KP) 

Position Coastal Coastal Downtown Downtown 

Latitude (°N) 22.29 22.34 22.30 22.31 

Longitude (°E) 114.17 114.08 114.17 114.17 

Elevation (m) 18 43 32 65 

MBE (m/s) 0.58 1.67 3.89 2.68 

RMSE (m/s) 1.79 2.75 5.49 3.95 

 

4.2.2. CityFFD 

A wind tunnel experiment for the Japanese city of Niigata conducted by Tominaga et al. [24] 

was used for CityFFD validation, as described in this section. The tallest structure was 60 m 

high in full scale, and the radius of the urban building geometries was 500 m, as shown in Fig. 

4.4(a). The experiment measured the time-averaged wind speed at 80 sampling points, as 

shown in Fig. 4.4(b) [24]. All the sampling points were located at the height of 8 mm above 

the ground in the downscaled model, which corresponded to 2 m in full scale. Three sets of 

grid were tested with the total the cell number of 3.9 million, 19.4 million, and 40.4 million, 

and the grid with 19.4 million cells was sufficient for this case. Structured grids were used in 

this model, as shown in Fig. 4.4(c), and uniform grids were distributed near the zone in which 

the buildings were situated, with dimensions of 1 meter horizontally and 0.5 meter vertically. 

The total grid number was 19.4 million. The ground surface and building walls were set as non-

slip conditions with smooth surfaces. Currently, CityFFD does not include wall functions, as 

our previous validation studies at the urban scale demonstrated acceptable accuracy for the 

outer layers and regions away from the surface without these functions [107,125]. Additionally, 
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for large urban scale simulations, the Y+ values are typically high, so a wall function may be 

beneficial in enhancing accuracy. This is a limitation of the current version of CityFFD, and 

we intend to implement wall functions to improve the simulation near surfaces. The 

downstream boundary was set as the pressure outlet, and the top and lateral boundaries were 

set to be symmetric. The inflow boundary condition was set as the measured results from the 

original study [24]. 

 

Fig. 4.4 (a) Geometrical models of the urban area used for validation, (b) positions of the 

sampling points in the wind tunnel experiment [24], and (c) mesh design for the 

simulation. 

Fig. 4.5 compares the measured results, the simulated results in this study, and the CFD results 

reported by Tominaga et al. [24]. The wind speed ratio was defined as the ratio between the 

wind speed at each measuring location and that at the inflow border at the same height. For 

CFD simulations , mean relative errors are more widely used to evaluate the simulation 

performance [7,16,35]. Thus, using this parameter made it easier to compare our simulation 

performance with previous work. The mean relative error of our calculation was -30.25% for 

the wind speed ratio, and the mean relative error for the same case in the literature [24] was -

29.28%. The relative error of the CityFFD simulation was within acceptable limits based on 

previous studies on urban wind fields [16]. Therefore, our CityFFD results showed similar 

accuracy to that in the literature on an urban layout.  
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Fig. 4.5 Comparisons of the measured wind speed ratio and calculated results 

 

4.3. Case setup 

The Kowloon district in Hong Kong was selected for evaluation of the performance and 

applicability of the time-varying power-law wind profiles obtained from mesoscale models. 

Kowloon, one of the first few areas to be developed in Hong Kong, has an extremely complex 

and dense urban morphology [126]. During the time period between 16:00 and 24:00 on 21 

October 2016, the wind direction was stable at the southwest. Therefore, CFD inflow boundary 

can be set at the same location, and this time period was chosen for the CityFFD simulation.  

 

4.3.1. Computational domain and mesh design 

According to the meteorological data, the wind direction for the Kowloon district during the 

calculation period was southwest (i.e., the wind-from direction was between 180° and 270°). 

Therefore, a domain of 3.5 km by 2.4 km in the Kowloon Peninsula, as shown in Fig. 4.6(a), 
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was chosen for this study. The weather station SF was in the windward direction, so the 

boundary of the study domain was set near SF. Fig. 4.6(b) shows the three-dimensional 

geometric model of the selected area. Note that all buildings and terrain were explicitly 

resolved in this model; other obstacles, such as greenery and roads, were neglected. The 

geometric data was transformed from public sources such as OpenStreetMap, NASA, and 

USGS [127]. An et al. [128] recommended the inclusion of buffer areas for geometric models 

with topography. These areas should ideally be sloped at an inclination angle (θ) of less than 

30° in order to minimize the impact of an elevated terrain border on the simulation results. 

Therefore, buffer areas indicated by the dark grey shading in Fig. 4.6(b) and (c) with θ of 20o 

were included in the geometric model. This is also the reason that SF was set near the geometric 

boundary rather than at the boundary. Two meteorological stations, KP and HKO, were located 

in the study area, and their measured data were used as a benchmark. 

 
Fig. 4.6 Study area for CityFFD simulation: (a) plane view of the target area (where 

weather stations are marked with stars), (b) geometries of buildings and terrain, (c) setting 

of buffer areas. 

This study followed the recommendations of AIJ [59], COST guidelines [97], and An et al. 

[128] to determine the computational domain size for CityFFD simulation. The vertical length 

of the computational domain should be no less than 5H𝑚𝑎𝑥, where H𝑚𝑎𝑥 is the height of the 

tallest building within the target area. The lateral boundaries of 5H𝑚𝑎𝑥  are recommended. 

Meanwhile, the blockage ratio should be less than 3%, and artificial acceleration should not be 

observed near the borders. In this case, the tallest structure located in the study area was 284 
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meters high (H𝑚𝑎𝑥), so the whole model was 5.30 km long, 5.08 km wide, and 1.45 km high 

(see Fig. 4.7(a)). Note that the lateral boundaries in the downstream area were 4H𝑚𝑎𝑥, due to 

the limitations of computing capacity. The blockage ratio was 1%, and no artificial acceleration 

was observed.  

 

Fig. 4.7 Setup of CityFFD simulations: (a) computational domain, (b) mesh design in the 

horizontal direction and (c) vertical direction, (d) details of the grid transition section. 

The mesh generation techniques of the CityFFD simulation were based on the staggered 

Cartesian meshes, and more information about this technique can be found in our previous 

work [110,129]. Three sets of grid were tested with the grid number of 35.3 million, 105.6 

million, and 229.4 million, and the 105.6 million grids were chosen after the grid independence 

test. The details of the mesh design are shown in Fig. 4.7(b-d). The grid size near buildings and 

terrain was 4 meters horizontally and 2 meters vertically, which satisfied the grid size 

requirement [110]. The grid size gradually increased to 60 meters in all directions at a stretching 

ratio of 1.2. The total grid number was 105.6 million. The numerical simulations were 

conducted by a PC with GPU NVIDIA GeForce RTX 3080, and the computing time for each 

case was 10 hours.  



 

 

56 

4.3.2. Inflow boundary conditions 

The wind during the simulated duration was sweeping from the southeast across the calm sea 

surface. Thus, the transition area upstream of the study domain was assumed to have no effect 

on the approach wind. Based on the assumptions, this study used the wind profile at SF as the 

inflow boundary condition. The inflow boundary was set as the velocity inlet, and this study 

approximated the wind profile at the inlet as a power law following Eq. (4.9). The obtained 

𝑈𝑟𝑒𝑓, α, and  𝑧𝑟𝑒𝑓 for the inflow wind profile in the two methods are described below.  

 

4.3.2.1. Semi-empirical method 

In the semi-empirical method, the measured wind speed and direction at SF were used for the 

inflow boundary conditions. The power-law coefficient α in this method was set as 0.18 [128], 

and 𝑧𝑟𝑒𝑓 for SF was 18 m above sea level. The measured wind speeds at SF (Fig. 4.3(a)) were 

used as  𝑈𝑟𝑒𝑓. 

 

4.3.2.2. From mesoscale modelling: WRF 

Similarly, the WRF-calculated wind profile at SF was used for the inflow boundary conditions 

in this method. The WRF case setup was the same as that for the WRF validation case in Section 

4.2.1. The innermost domain of WRF contained the built-up areas in Kowloon and covered the 

CityFFD simulated area. The calculated SF wind profile was obtained from data at the grid 

point closest to SF. Note that the WRF model has a horizontal grid resolution of 200 m in that 

region; thus, SF and the windward boundary of the study domain were in the same element. 

The power-law coefficient α and 𝑈𝑟𝑒𝑓 were obtained for 22.29 °N and 114.17 °E, and 𝑧𝑟𝑒𝑓 for 

SF was 18 m above sea level. Unsteady simulation was conducted for WRF simulation, and 

the results were extracted with an interval of 20 minutes. The calculated wind speeds at SF can 

be found in Fig. 4.3(a). 
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Fig. 4.8 compares the time-varying power-law coefficient α  from WRF simulation and the 

empirical value within the calculation period. The calculated power-law values of wind profiles 

from WRF varied between 0.133 and 0.359, and the empirically determined power-law value 

was within this range. In addition, the calculated power-law value was lower than the empirical 

value (0.18) in the afternoon (before sunset at 18:00), while it rose over 0.18 in the evening 

(after sunset). The calculated power-law coefficient then dropped slightly during the night. 

Thus, the local atmospheric circulation and diurnal variations can lead to changes in the power-

law coefficients.  

 

Fig. 4.8 Variation of the extracted power-law coefficient α during the simulation period on 

21 October 2016. 

 

4.4. Results 

To evaluate the combined method, we compared the simulated wind speeds from WRF-

CityFFD and semi-empirical-CityFFD with the measured wind speeds at KP and HKO as the 

benchmark. We further compared the two methods in calculating flow distributions at the 

height of the two stations. Finally, we assessed the WRF prediction capacity at different 

weather stations to explore the applicability of the combined method. 
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4.4.1. Comparison between WRF-CityFFD and semi-empirical-CityFFD 

The comparisons of WRF-CityFFD and semi-empirical-CityFFD with the measured data at KP 

and HKO are shown in Fig. 4.9(a) and (b), respectively. The results of WRF-CityFFD were 

mostly comparable with the measured values, while those of the semi-empirical-CityFFD 

significantly deviated from the measured data at some time points. For example, at 19:40 for 

KP, the wind speed obtained by WRF-CityFFD was 4.12 m/s, comparable with the monitored 

data (3.54 m/s). In contrast, the result from semi-empirical-CityFFD was 6.97 m/s, and it was 

96.9% higher than the benchmark. For HKO, the measured wind speed at 17:00 was 5.51 m/s. 

Compared with the measured result, WRF-CityFFD predicted a similar speed of 5.35 m/s, 

while that from semi-empirical-CityFFD (7.96 m/s) was significantly higher. Therefore, WRF-

CityFFD performed better than semi-empirical-CityFFD in calculating wind velocities in urban 

microclimates. Note that the inflow boundary condition of City-FFD simulations were 

determined by both α  and wind speed at SF station (U𝑟𝑒𝑓 ) as in Eq. (4.9). Therefore, the 

simulated wind speed variation trend between the two methods was not necessarily the same 

as that of α in Fig. 4.8.  
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Fig. 4.9 Comparisons of the semi-empirical-CityFFD results and WRF-CityFFD results 

with the wind speed measured at (a) KP and (b) HKO on 21 October 2016. 

For a quantitative assessment of the performance of the two methods, Table 4.3 shows the 

relative deviation, MBE, and RMSE for the two methods at KP and HKO. The relative 

deviation of WRF-CityFFD was 18.1% at KP and 14.7% at HKO, and the relative deviations 

of semi-empirical-CityFFD were 37.2% and 26.1% at KP and HKO, respectively. The MBE 

and RMSE of the WRF-CityFFD results were also lower than those of the semi-empirical-

CityFFD results at both stations. In addition, previous studies have used semi-empirical inflow 

boundary conditions for CFD modelling to calculate airflows for actual urban layouts. The 

relative error of their numerical simulations ranged from 20.0% to 40.8% when compared with 

the measured wind speed in field tests [16,47,61], which was higher than the relative deviation 

for the combined method in this study. For instance, Liu et al. [16] established a detailed full-

scale model from a university campus to its nearest weather station, and their CFD model 

overestimated the wind velocity by 20%. Therefore, WRF-CityFFD has greater potential than 

the traditional CFD methods for accurately predicting urban wind distributions.  
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Table 4.3 MBE and RMSE of wind speed at KP and HKO. 

Station name KP HKO 

Method 
WRF-

CityFFD 

Semi-empirical-

CityFFD 

WRF-

CityFFD 

Semi-empirical-

CityFFD 

Relative deviation 18.1% 37.2% 14.7% 26.1% 

MBE (m/s) 0.55 1.23 0.34 0.84 

RMSE (m/s) 1.31 2.24 1.26 1.50 

Next, we compared the wind fields calculated by WRF-CityFFD and semi-empirical-CityFFD 

at the height of the measuring points of HKO and KP. Fig. 4.10(a) and (b) compare the wind 

speed distribution at HKO calculated by the two methods at 17:00. In general, the obtained 

wind speed distributions were similar, while significant discrepancy was observed in the 

marked area. At this time point, the WRF-simulated α  (0.133) at SF was lower than the 

empirical coefficient (0.18); thus, semi-empirical-CityFFD underpredicted the approach wind 

speed by 0.7 m/s compared with WRF-CityFFD. In contrast, in the marked area in Fig. 4.10(c), 

semi-empirical-CityFFD underestimated the wind speed by up to 4.6 m/s. Similarly, Fig. 

4.10(d-f) shows the results at 19:20, and the WRF-simulated α  (0.359) was larger than the 

empirical coefficient at that time. Compared with WRF-CityFFD, semi-empirical-CityFFD 

overestimated the approach wind speed by 0.2 m/s and the wind speed in the marked area by 

up to 4.2 m/s. Note that the average height of the building complex on the left side of the 

marked area was 50 meters, and that of the building structure on the right side (represented by 

dashed polygons) was 23 meters. Therefore, the marked area was in the wake region of the 

taller building complex in this study. The results show that the difference in the inflow 

boundary was exacerbated in the wake region. A similar phenomenon was observed at the 

height of KP. Moreover, the selected plane was above the rooftop of the lower construction in 

the marked area. Previous experimental studies found that ambient wind over rooftop level was 

correlated with pollutant dispersion within the street canyon [130–133]. Considering that urban 

areas have large numbers of high-rise buildings, especially in high-density cities, inflow 

boundary conditions could have a significant impact on the pollutant dispersion in street 

canyons within the wake regions. Therefore, the power-law exponent for wind profiles should 

be carefully defined when conducting CFD simulations for complex urban layouts.  
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Fig. 4.10 Comparisons of the performance of the two methods at the height of HKO: When 

WRF-simulated α was lower than 0.18, and wind flow field was calculated by (a) WRF-

CityFFD and (b) semi-empirical-CityFFD; and (c) the difference between the two. When 

WRF-simulated α was larger than 0.18, and wind flow field was calculated by (d) WRF-

CityFFD and (e) semi-empirical-CityFFD; and (f) the difference between the two. 

 

4.4.2. Applicability of the combined method 

To assess the applicability of the combined method, we evaluated the WRF prediction capacity 

at different weather stations. Fig. 4.11 compares the WRF-simulated wind speed (horizontal 

axis) with the measured data (vertical axis) at each weather station. The solid line represents 

the 1:1 line, while the dashed line is the relative error of ±30%. If a point is above the 1:1 line, 

the WRF overpredicted the wind speed compared to the measured data, whereas a point below 

the 1:1 line indicates an underprediction. The results show that at the coastal weather stations 

(SF and SOD), most of the points were within the range of ±30% relative error. However, at 
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the downtown weather stations (KP and HKO), wind speeds were overestimated by more than 

30% most of the time, especially when the measured wind speed was greater than 2 m/s. 

Therefore, the WRF performed better in the coastal area than in the downtown area. The 

specific value of building height in industrial and commercial areas was 10 m in SL-UCM [119] 

for WRF, while the tallest building of the target complex urban area in this study was 284 m. 

Thus, the default urban canopy parameterization schemes of SL-UCM could not represent 

urban morphology for high-density cities. Therefore, coastal areas were more suitable for 

selection as inflow boundary conditions for WRF-CityFFD. Similarly, for the inland cities, it 

is recommended that the borders of the built-up areas (for example, sub-urban or open and flat 

areas) be used as the inflow boundary conditions for WRF-CityFFD.  

 
Fig. 4.11 Comparison of the WRF-simulated results and measured results at (a) SF, (b) 

SOD, (c) HKO and (d) KP. 

We then compared the WRF-simulated wind speed under onshore and offshore wind conditions. 

The wind blew from the urban area to the SOD (offshore wind) during 26% of the simulation 

time; during the other 74% of the time, the wind swept across the sea (onshore wind). For SF, 

onshore wind occurred during 95% of the simulation time. Therefore, we only compared the 
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simulated wind speed and measured wind speed at SOD under onshore and offshore wind 

conditions. As shown in Fig. 4.12(a), most of the time, WRF overpredicted the wind speed by 

over 30% under offshore wind conditions. Fig. 4.12(b) shows that WRF provided reasonably 

accurate predictions under onshore wind conditions for SOD. Thus, for coastal areas, onshore 

wind conditions are more suitable for use as inflow boundary conditions for WRF-CityFFD. 

For inland cities, the recommended scenario is an open area with few structures in the upstream 

direction. 

 
Fig. 4.12 Comparison of the WRF-simulated results and measured results under (a) 

onshore wind conditions and (b) offshore wind conditions at SOD. 

 

4.5. Discussion 

Note that the lateral length of the inflow was 5.08 km, which was larger than the horizontal 

grid resolution of the WRF (200 meters). Taking 24:00 on 21 October 2016 as an example, the 

lateral wind speed ranged from 5.76 m/s to 6.98 m/s. However, only the wind conditions at the 

SF station were used in this study, and the lateral wind speed difference was not considered. 

The usage of WRF results along horizontal directions needs to be further evaluated for our 

future work. In this study, roads, and greenery were not taken into account using ground 

roughness. It was because our previous work has shown that the CityFFD with the setting of 

non-slip boundary conditions can provide reasonable results in both wind-tunnel validation 
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cases and full-scale urban simulations [107,110]. However, future studies are needed to 

consider this aspect.  

The combined WRF-CityFFD method can be used to calculate wind profiles flexibly and 

accurately, especially for cities with only a limited number of meteorological stations. The 

proposed combined method can help improve the model’s ability to reproduce urban wind 

patterns. Thus, the method can be further used to provide the high-resolution wind 

microclimate, modelling down to the scale of the pedestrian level. Additionally, urban airflow 

plays an important role in removing and diluting pollutants. The mass exchange occurred both 

in the open space (directly blown away) and the layer above the urban canopy (pollutant 

removal due to turbulent fluctuations) in an urban atmosphere. Thus, accurate calculation of 

the urban wind distributions will be crucial for studies on the pollutant’s transportation in urban 

areas, including dispersion in far fields and street canyons. Accordingly, the pollutants exposure 

for urban residents can be further investigated. 

 

4.6. Summary 

This investigation aimed to evaluate the potential of a combined WRF and CityFFD method 

for calculating urban wind distributions. This study used WRF-CityFFD to calculate the wind 

distribution in the Kowloon district of Hong Kong within an area of 3.5 km × 2.4 km. Semi-

empirical-CityFFD was also used for comparison. In addition, the applicability of the combined 

method was evaluated. Within the scope of this study, the following conclusions can be drawn: 

• The WRF-CityFFD performed better than the semi-empirical-CityFFD in calculating 

wind velocities in urban microclimates. 

• The power-law exponent for wind profiles should be carefully defined when 

conducting CFD simulations for complex urban layouts. 

• Coastal areas with onshore wind conditions were recommended for selection as inflow 

boundary conditions for WRF-CityFFD.  
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CHAPTER 5. Develop an analytical method to predict urban 

wind profile in built-up areas using a combined method of WRF 

and a porosity model 

As described in Chapter 4, mesoscale models such as Weather Research and Forecasting (WRF) 

simulations are not sufficiently precise to predict wind profiles in built-up areas, and existing 

improvement methods remain computationally expensive and time-consuming. To efficiently 

and accurately estimate wind profiles in built-up areas, this study proposed a method that 

combines WRF with a porosity model. WRF provides the wind profile at the urban edge, and 

the porosity model calculates the airflow pressure drop across the selected urban area using a 

parametrized urban layout. The urban wind profile is then analytically determined with the 

momentum integral method. The performance of the proposed method was first evaluated in 

three generic urban layouts, with validated computational fluid dynamics (CFD) simulations 

used as benchmarks. The proposed method was then applied in a real urban layout to 

demonstrate its performance, and the Kowloon district of Hong Kong, with an area of 

2,350 𝑚 ×  643 𝑚 , was selected as the target area. The wind profile measured with a 

radiosonde in the same region was used as a benchmark, and the WRF-calculated wind profile 

in the built-up area was also evaluated for comparison. 

 

5.1. Proposed method 

A method that combines WRF with a porosity model is proposed for efficiently estimating 

wind profiles in built-up areas. As WRF performs well in predicting wind profiles at the urban 

edge [19,23], it was used to provide the inflow wind profiles for the proposed method. To 

estimate wind profiles in built-up areas, the momentum integral method can be employed to 

derive explicit expressions for urban wind profiles. This method establishes a relationship 

between the momentum changes of wind profiles before and after passing through urban areas 

and the pressure drop of airflow. The effectiveness of this analytical modelling approach has 

been proven in the literature [77–79]. For estimating the pressure drop required by the 

momentum integral method, the porosity model is widely used, as it considers the effects of 
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different building arrangements in complex urban areas by adapting the urban morphology 

parameters [134–136]. Fig. 5.1 displays the flow chart of the proposed method. This section 

provides detailed explanations of the inflow wind profiles obtained from WRF, as well as the 

porosity model and momentum integral method used in the proposed method. Additionally, the 

definitions and settings of the urban morphology parameters are described in this section.  

 

Fig. 5.1 Flow chart of the proposed method. 

 

5.1.1. Analytical prediction of urban wind profiles 

Considering only a neutrally stratified ABL, the wind speed are assumed to be accurately 

approximated with a logarithmic profile, as shown in Eq. (5.1) [137]. 

𝑢(𝑧) =
𝑢∗

𝜅
ln (

𝑧

𝑧0
) (5.1) 

where 𝜅 is the von Karman constant (~0.42) [137], 𝑢∗ is the friction velocity (𝑚 𝑠⁄ ), and 𝑧0 is 

the aerodynamic roughness length ( 𝑚 ). To obtain the mathematical expression for the 
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logarithmic wind profile after passing through the selected urban area, the values of 𝑢∗ and 𝑧0 

are required. 

For the estimation of the wind profiles in the built-up areas, the momentum integral method 

was used to establish the relationship between the velocity profile within the UBL and the 

pressure drop of airflow [138,139]. In this method, airflow through urban areas was described 

as flow over fully rough surfaces [140], and the urban boundary layer (UBL) was treated as a 

turbulent boundary layer [140]. Based on these assumptions, the momentum integral method 

was used to derive mathematical expressions for wind profiles, and the governing equation is 

given as follows [85]: 

𝑑𝛿

𝑑𝑥
=

𝜏𝑤

𝜌𝑢𝑒
2
 (5.2) 

𝛿 = ∫
𝑢(𝑧)

𝑢𝑒
(1 −

𝑢(𝑧)

𝑢𝑒
)

𝐻𝑈𝐵𝐿

0

𝑑𝑧 (5.3) 

where the positive x-direction represents the inflow direction. Here 𝜏𝑤  is the shear stress 

caused by the roughness elements (𝑁 𝑚2⁄  ), 𝜌  is the air density (𝑘𝑔 𝑚3⁄  ), 𝑢(𝑧)  is the wind 

profile, and 𝛿 is the momentum thickness (𝑚), which can be calculated by Eq. (5.3). Note that 

Eq. (5.3) was derived from the Navier-Stokes equations, and therefore both mass and 

momentum conservation were satisfied. 𝐻𝑈𝐵𝐿 is the depth of the UBL (6𝐻 in this study). The 

UBL depth typically ranges from 2𝐻 to 6𝐻 [137,141,142], where 𝐻 is the average building 

height in the area upwind of the selected built-up region (i.e., the region through which the 

airflow passes). Given the complexity of real urban layouts, a value of 6𝐻 was chosen for the 

UBL depth in this study.  Meanwhile, 𝑢𝑒 is the free-stream velocity, which can be obtained 

from the inflow wind profile at the height of 𝐻𝑈𝐵𝐿 (see Section 5.1.2). 

The shear stress (𝜏𝑤) represents the drag force exerted by the bottom roughness elements on 

the airflow. In this study,  𝜏𝑤 is used to quantify the aerodynamic resistance of the urban areas 

characterized by complex roughness elements. Based on the Monin–Obukhov similarity theory 

(MOST) [137], atmospheric conditions are assumed to be steady-state and horizontally 

homogeneous, with a constant turbulent momentum flux (𝑢′𝑤′̅̅ ̅̅ ̅̅ ) within the urban canopy layer. 

Under these assumptions, 𝜏𝑤 can be estimated from the pressure drop across the urban canopy, 

as shown in the following equation [142]. 
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𝜏𝑤 = −𝜌𝑢′𝑤′̅̅ ̅̅ ̅̅ =
−∆𝑃 ∙ 𝐻 ∙ 𝜌

𝐿
 (5.4) 

The change in momentum thickness (∆𝛿) as wind passes through a selected urban area with a 

length of 𝐿 can then be obtained by combining Eqs. (5.2) and (5.4): 

∆𝛿 =
−∆𝑃 ∙ 𝐻

𝑢𝑒
2

 (5.5) 

When Eqs. (5.1), (5.3) and (5.5) are combined, the relationship between the pressure drop of 

airflow across the selected urban area and the wind profile in the built-up area is obtained: 

∫ (
𝑢∗

𝜅𝑢𝑒
𝑙𝑛

𝑧

𝑧0
) (1 −

𝑢∗

𝜅𝑢𝑒
𝑙𝑛

𝑧

𝑧0
)

𝐻𝑈𝐵𝐿

𝑧0

𝑑𝑧 = 𝛿𝑖𝑛𝑓𝑙𝑜𝑤 −
∆𝑃 ∙ 𝐻

𝑢𝑒
2

 (5.6) 

where 𝛿𝑖𝑛𝑓𝑙𝑜𝑤 represents the momentum thickness of the inflow wind profile. To estimate the 

values of 𝑢∗ and 𝑧0 for urban wind profiles, Eqs. (5.1) and (5.6) were solved simultaneously. 

Parameters such as 𝛿𝑖𝑛𝑓𝑙𝑜𝑤, 𝑢𝑒, and its corresponding height were extracted from the inflow 

wind profile obtained from WRF, and ∆P was calculated using the porosity model. Details of 

these derivations are provided in Sections 5.1.2 and 5.1.3. 

 

5.1.2. Inflow wind profile from WRF 

The WRF model was used to provide accurate and realistic wind profiles at the urban edge as 

the inflow conditions for the proposed method. The urban edge refers to the transitional zone 

between the built-up area and its surrounding environment, including rural areas, open fields, 

and coastal regions [143]. Note that only the wind profile within the depth of the UBL located 

upwind of the selected built-up area could be used. As described in Section 5.1.1, a value of 

6𝐻 was chosen for the UBL depth in this study.  

To obtain the inflow wind profile for the proposed method, the values of 𝑢∗  and 𝑧0  were 

derived by fitting the extracted WRF data to the logarithmic wind profile, as shown in Eq. (5.1). 

The detailed setup of the WRF simulation can be found in Section 5.3.1. 
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5.1.3. Modelling the urban canopy as a porous medium 

To estimate the urban wind profile, the pressure drop of airflow required by the momentum 

integral method was first determined. In this study, the porosity model was used to calculate 

the pressure drop as airflow passes through the urban canopy. Generally, the porosity models 

used in the literature were derived from porous media with pore-throat structures, often 

represented by packed particles of uniform size [136,144]. For example, Hang and Li [136] 

used a coefficient (i.e., the Forchheimer coefficient) from the flow equation of a pore-throat 

structured porous medium to estimate the pressure drop through a building array with uniform 

height. However, real urban layouts are characterized by complex building arrangements and 

diverse building shapes. Thus, modelling real urban layouts as pore-throat structured porous 

media is not sufficiently precise. To address this limitation, the fracture-based porosity model 

was adopted in this study [145].  

Fractures, representing the gaps between buildings, are well-suited to capturing the complexity 

of real urban layouts. For instance, as illustrated in Fig. 5.2, the selected urban area had a length 

𝐿 and width 𝑊. The height of the porous medium 𝐻 was defined as the height of the urban 

canopy, which was the average building height within the selected area. As shown in Fig. 5.2, 

the fractures in the porous medium were randomly distributed. Fig. 5.2(b) provides an example 

of the determination of the number of fractures (𝑛). According to the definition of fractured 

porous media [145], only fractures that allow wind to flow through the entire porous medium 

are explicitly considered (i.e., included in 𝑛 ). If a fracture has multiple branches, only the 

branch with the lowest tortuosity is considered explicitly. Meanwhile, the branches that are not 

explicitly considered serve to increase the volume occupied by the solid objects; these branches 

are implicitly accounted for in the permeability (𝐾) when the pressure gradient is calculated. 

Based on this, the value of n in Fig. 5.2 is 2, and is represented by the labels 7-4-8-9-10 and 

13-11-12-16-18, respectively. 
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Fig. 5.2 (a) Modelling the urban canopy as a fractured porous medium, and (b) 

distribution of the fractures. 

To calculate the pressure drop within the urban canopy, the Forchheimer equation (see Eq. (5.7)) 

[134,145] was used to establish the relationship between the pressure gradient and the velocity 

of the airflow in porous media. In this study, the airflow within the urban canopy was assumed 

to behave as incompressible turbulent flow passing through a fixed porous medium, following 

the assumptions made in previous studies [136,144].  

−∇𝑝 = 𝑎𝑢 + 𝑏𝑢2 (5.7) 

𝑎 =
𝜇

𝐾
 (5.8) 

𝑏 = 𝛽𝜌𝐴ℎ
2  (5.9) 

where ∇𝑝 is the pressure gradient (𝑃𝑎/𝑚), and 𝑢 is the superficial velocity (𝑚 𝑠⁄ ), which is the 

macroscopic velocity of the fluid flowing through the porous medium. The specific calculation 

of the superficial velocity for the example shown in Fig. 5.2 can be found in Eq. (5.13). 

Meanwhile, 𝑎  is the Darcy coefficient, and the linear term is known as the Darcy term, 

describing the pressure drop caused by the viscous forces [146]; 𝜇 is the viscosity of the fluid 

( 𝑃𝑎 ∙ 𝑠 ); and 𝐾  is the permeability of the porous media ( 𝑚2 ). The quadratic term was 

introduced by Forchheimer to account for the pressure drop caused by turbulence [134]. The 𝛽 

is the Forchheimer coefficient, 𝜌 is the density of fluid (𝑘𝑔 𝑚3⁄ ), and 𝐴ℎ is the flow sectional 

area (𝑚2). The values of 𝛽 and 𝐾 can be determined by Eqs. (5.17) and (5.18), respectively.  

To simply Eq. (5.7), we introduce a constant 𝛾 = −
𝑎2

4𝑏∙∇𝑝
, and Eq. (5.7) can be written as: 
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u = √
−∇𝑝

𝑏
∙ [√1 + 𝛾 − √𝛾] (5.10) 

According to the Taylor series: 

√1 + 𝛾 = 1 +
1

2
𝛾 +

1
2 (

1
2 − 1)

2!
𝛾2 + ⋯ 

(5.11) 

When the higher-order terms are ignored, the leading-order approximation of Eq. (5.10) is as 

follows: 

u = √
−∇𝑝

𝑏
= √

−∇𝑝

𝛽𝜌𝐴ℎ
2  (5.12) 

The above equation implies that the pressure gradient caused by turbulent flow is independent 

of the Darcy term in Eq. (5.7). It indicates that viscous forces are neglected in this case. Hang 

and Li [144] conducted CFD simulations to calculate wind distributions in a building array and 

found that the Forchheimer term was approximately one hundred times greater than the Darcy 

term. Thus, the simplification of Eq. (5.7) is reasonable. 

Specifically, when the urban canopy is modelled as a fractured porous medium (see the 

example in Fig. 5.2), the superficial velocity within the porous medium, expressed in Eq. (5.12), 

can also be represented by Eq. (5.13). Note that the mass exchange at the intersections of 

fractures [145] and the variation in building shape with height were neglected. 

u =
𝑄

𝑉
=

∫ 𝑢0(𝑧)𝑑𝑧
𝐻

0

𝐿 ∙ 𝑊 ∙ 𝐻
∑ cos 𝜃𝑖 ∙ 𝑙𝑖 ∙ 𝐵𝑖 ∙ 𝐻

𝑛

𝑖=1
 (5.13) 

where 𝑄  is the volumetric flow rate (𝑚3 𝑠⁄  ); 𝑉  is the volume of the porous medium (𝑚3 ); 

𝑢0(𝑧)  is the inflow wind profile; 𝜃𝑖  is the angle between the fracture and the inflow wind 

direction (°); 𝑙𝑖 and 𝐵𝑖 are the length and width of each fracture (𝑚), respectively; and 𝑛 is the 

number of fractures. 
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When Eqs. (5.9) and (5.12) are substituted into Eq. (5.13), the following equations are obtained: 

∫ 𝑢0(𝑧)𝑑𝑧
𝐻

0

𝐻
∙

𝜀

∑ 𝐵𝑖
𝑛
𝑖=1

= √
−∇𝑝

𝛽𝜌
 (5.14) 

𝜀 =
𝑉𝑓𝑙𝑜𝑤 

𝑉
=

∑ cos 𝜃𝑖 ∙ 𝑙𝑖 ∙ 𝐵𝑖 ∙ 𝐻𝑛
𝑖=1

𝐿 ∙ 𝑊 ∙ 𝐻
 (5.15) 

where 
∫ 𝑢0(𝑧)𝑑𝑧

𝐻
0

𝐻
 is the average velocity of the inflow wind profile within the urban canopy 

(𝑚 𝑠⁄ ), represented hereafter by 𝑢0; ∑ 𝐵𝑖
𝑛
𝑖=1  is the total width of the fractures (𝑚); and 𝜀 is the 

porosity, defined as the ratio of the fluid volume (𝑉𝑓𝑙𝑜𝑤) to the total volume of the porous 

medium (𝑉). 

Finally, the pressure drop across the selected urban layout can be obtained as follows:  

∆𝑃 = −∇𝑝 ∙ 𝐿 =
βρ𝐿𝜀2

𝑛2𝐵̅2
∙ 𝑢0

2 (5.16) 

where ∆𝑃  is the pressure drop across the selected urban layout (𝑃𝑎 ); β  is the Forchheimer 

coefficient; and 𝑛 and 𝐵̅ are the number and average width of the fractures, respectively.  

The Forchheimer coefficient (β) depends on the characteristics of the porous medium (i.e., the 

layout of the selected built-up area), and it can be calculated by Eq. (5.17) [147]: 

β =
𝑐𝜏

𝜌 ∙ 𝜀𝑐 ∙ 𝐾𝑐
 (5.17) 

𝐾 =
𝜀3𝑑𝑝

2

150(1 − 𝜀2)
 (5.18) 

𝑑𝑝 = 6
𝑉𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔𝑠

𝑆𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔𝑠
 (5.19) 

where 𝜏 is the average tortuosity of the fractures in the porous medium. Here tortuosity refers 

to the ratio of the average length of the fractures to the length of the porous medium (𝐿) [148]. 

Meanwhile, 𝐾 is the permeability (𝑚2), which can be estimated by the Ergun equation [149], 

as shown in Eq. (5.18);  𝑑𝑝 is the equivalent spherical diameter of buildings in the porous 
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medium (𝑚); and 𝑉𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔𝑠 and 𝑆𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔𝑠 are the average volume (𝑚3) and surface area (𝑚2) 

of the buildings in the porous medium, respectively.  

In Eq. (5.17),  𝑐 is an empirical parameter, typically ranging from 0 to 2, and is commonly 

determined through experiments. The value of 𝑐 depends on the properties of the solid objects 

in the porous medium, decreasing as the particle size of the solid objects increases [147]. 

However, when the urban canopy is modelled as a porous medium, the solid objects, which are 

buildings, are significantly larger than those in conventional porous media. Therefore, it is 

challenging to find an appropriate reference for setting the 𝑐 value. In this study, we assumed 

𝑐 to be 0.11. In the building array cases (see Section 5.2), the resulting Forchheimer coefficient 

β ranged from 0.5 to 1, which was consistent with the values used in a previous study by Hang 

and Li [136]. They set β as 0.56 and 1. Thus, our assumed value for 𝑐 is reasonable. When β is 

substituted into Eq. (5.16), the pressure drop of airflow can be determined based on the urban 

morphology parameters of the selected built-up area and the inflow wind profile. 

 

5.2. Validation in generic urban layouts 

The performance of the proposed method in predicting pressure drop and wind profiles was 

first evaluated in generic urban layouts. Three such layouts were chosen to represent building 

arrays with varying levels of complexity: an aligned building array with uniform height, a 

staggered building array with uniform height, and a staggered building array with non-uniform 

height. CFD simulations were chosen as benchmarks, as they are widely recognized for their 

accuracy and ability to provide detailed flow field data across the entire domain [23,30,61]. 

This section details the setup of the selected cases and compares the results estimated by the 

proposed method with those obtained from CFD simulations.  
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5.2.1. Case 1: Aligned building array with uniform height 

 

5.2.1.1. Case setup 

Case 1 was an aligned building array that had previously been studied in a wind tunnel test 

[96]. Therefore, in this section, the inflow wind profile for the proposed method was based on 

measurements from that test (see Fig. 5.3(d)). The selected array consisted of 9 × 9 buildings, 

each having uniform dimensions of 0.06 m × 0.06 m × 0.06 m, as shown in Fig. 5.3(a). The 

spacing between adjacent buildings was 0.06 m in both the x and y directions. Based on the 

building configuration, the selected urban canopy was modelled as a porous medium with a 

canopy length (𝐿) of 1.02 m and height (𝐻) of 0.06 m, as shown in Fig. 5.3(c). Accordingly, 

the mean wind velocity of the inflow wind profile within the urban canopy was 1.83 m/s. 

 

Fig. 5.3 (a) Schematic of Case 1, (b) dimensions of each building, (c) schematic of the 

urban canopy modelled as the porous medium, and (d) inflow wind profile obtained from 

wind tunnel test. 
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To evaluate the performance of the proposed method, CFD simulations were used as 

benchmarks. For the setup of the simulations, following the guidelines of COST 732 [97] and 

AIJ [59], the computational domain for the building array was defined as 2.22 𝑚 (𝑙𝑒𝑛𝑔𝑡ℎ)  ×

 1.2 𝑚 (𝑤𝑖𝑑𝑡ℎ)  ×  0.36 𝑚 (ℎ𝑒𝑖𝑔ℎ𝑡), as shown in Fig. 5.3(a). The grid-independence test and 

validation of the CFD simulations can be found in our previous study [150]. The SST 𝑘 − 𝜔 

model was selected as the turbulence model due to its proven performance in predicting 

airflows in street canyons [49,150]. The boundary conditions and the solver settings, including 

the pressure-velocity coupling scheme and discretizing scheme for all variables, were 

consistent with those in our previous study [150]. All the CFD simulations in the present study 

were implemented in OpenFOAM 2.3.0 with an open-source CFD code, RapidCFD [87], on 

an NVIDIA GeForce RTX 3090Ti GPU.  

 

5.2.1.2. Estimation and evaluation of urban wind profile for Case 1 

To estimate the wind profile as airflow passes through the selected building array in Case 1, 

the urban morphology parameters required by the porosity model for calculating the pressure 

drop were first determined. As shown in Fig. 5.3(c), the total volume of the porous medium 

was 0.062 𝑚3, and the volume occupied by all buildings within the porous medium was 0.017 

𝑚3. Thus, the porosity of the porous medium was calculated as 0.72. Next, the number (𝑛) and 

tortuosity (𝜏) of fractures were determined. There were 8 straight fractures connecting the inlet 

and outlet planes, and based on the definition of fractures (see Section 5.1.3), 𝑛 was 8 and 𝜏 

was 1 for Case 1. The average width of the fractures was 0.06 m. The equivalent spherical 

diameter of the buildings (𝑑𝑝 ) was then calculated using Eq. (5.19). When the building 

dimensions (0.06 m × 0.06 m × 0.06 m) were substituted into the equation, 𝑑𝑝 was found to 

be 0.06 m. Finally, using the parameters obtained above, the pressure drop of airflow was 

calculated as 3.41 Pa for Case 1. 

Subsequently, we calculated the values of 𝑢∗ and 𝑧0 for the wind profile in Case 1 using the 

momentum integral method. The calculations were based on the pressure drop obtained from 

the porosity model and the inflow wind profile measured in the wind tunnel test. As previously 

mentioned, the UBL depth for this case was 0.36 m, and the inflow wind profile indicated a 
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free-stream wind speed of 5.97 m/s at this height. When the UBL depth, the free-stream wind 

speed, and the pressure drop calculated by the porosity model were combined, the resulting 𝑢∗ 

and 𝑧0 for the urban wind profile in Case 1 were 0.51 m/s and 0.0038 m, respectively, as shown 

in Fig. 5.4. 

 

Fig. 5.4 Comparison between the benchmark and the wind profile calculated by the 

proposed method for Case 1. 

For a comprehensive evaluation of the performance of the proposed method, both the 

calculated pressure drop and the urban wind profile were compared with their respective 

benchmarks. The benchmark pressure drop was obtained from the difference between the 

average pressure at the inlet and outlet planes of the porous medium, as indicated in Fig. 5.3(c). 

The benchmark wind profile was taken from the area downstream area of the building array, 

away from the wake regions. Using Eq. (5.1), the benchmark wind profile was fitted to derive 

𝑢_𝐶𝐹𝐷
∗   and  𝑧0_𝐶𝐹𝐷 , which were then compared with those from the proposed method for 

quantitative analysis. 

For the assessment of pressure drop, the benchmark pressure drop was first extracted as 3.36 

Pa from CFD simulations. The pressure drop calculated by the proposed method (3.41 Pa) was 

very close to the benchmark, with a difference of 1.49%. Regarding the wind profile, Fig. 5.4 
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compares the wind profile calculated by the proposed method and the benchmark. The 𝑢_𝐶𝐹𝐷
∗  

and  𝑧0_𝐶𝐹𝐷  obtained from the benchmark wind profile were 0.51 m/s and 0.0038 m, 

respectively, which closely matched the values obtained by the proposed method. Therefore, 

the proposed method performed well in estimating urban wind profiles for an aligned building 

array with uniform height. 

 

5.2.2. Case 2: Staggered building array with uniform height 

 

5.2.2.1. Case setup 

Case 2 was a 9 × 9 staggered building array, where each building in the array has dimensions 

of 0.06 𝑚 ×  0.06 𝑚 ×  0.06 𝑚 . Along the streamwise direction, the buildings in adjacent 

rows were arranged in a staggered manner, as shown in Fig. 5.5(a) and (b). The method for 

modelling the selected urban canopy as a porous medium was the same as in Case 1 (see Fig. 

5.3(c)), resulting in a canopy length of 1.02 m and a height of 0.06 m. The inflow wind profile 

was also the same as that in Case 1, which was obtained from the wind tunnel experiment [96]. 

Based on the inflow wind profile and the urban canopy height, the mean wind velocity within 

the urban canopy was calculated to be 1.83 m/s. For the CFD simulations used as benchmarks, 

the computational domain, boundary conditions, and solver settings were identical to those 

used in Case 1.  
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Fig. 5.5 (a) Schematic of the CFD domain; (b) top view of Case 2; and (c) comparison 

between the benchmark and the wind profile calculated by the proposed method for Case 2. 

 

5.2.2.2. Estimation and evaluation of urban wind profile for Case 2 

To estimate the pressure drop of airflow in Case 2, the urban morphology parameters were first 

analyzed based on the building configurations shown in Fig. 5.5(a) and (b). The total volume 

of the porous medium and the volume occupied by all the buildings were the same as those in 

Case 1, and were 0.062 𝑚3  and 0.017 𝑚3 , respectively. Following the steps described in 

Section 5.2.1.2, the porosity of the staggered building array was calculated as 0.77. For the 

number of fractures (𝑛), there were 8 tortuous fractures connecting the inlet and outlet planes, 

each with a length of 1.5 m. Consequently, 𝑛 was 8, and the tortuosity was calculated as 1.47. 

The average width of the fractures was 0.06 m. Since the building dimensions in Case 2 were 

the same as those in Case 1, the equivalent spherical diameter of the buildings (𝑑𝑝) was also 

0.06 m. Based on the parameters above, the pressure drop of airflow was calculated as 5.01 Pa 

for Case 2. 
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For the estimation of the wind profile, in addition to the calculated pressure drop, the free-

stream wind speed and its corresponding height were required. As described above, the UBL 

depth for this case was 0.36 m, and the free-stream wind speed was 5.97 m/s. Using the 

calculated pressure drop and the inflow wind profile, the values of 𝑢∗ and 𝑧0 can be calculated 

by applying the momentum integral method. The resulting 𝑢∗ was 0.56 m/s, and 𝑧0 was 0.0057 

m, for the wind profile after passing through the staggered building array with uniform height, 

as shown in Fig. 5.5(c).  

To evaluate the performance of the proposed method, we compared the pressure drop and wind 

profile obtained from the proposed method with the benchmarks. The methods used to extract 

the benchmark pressure drop and wind profile were consistent with those described in Section 

5.2.1.2. For Case 2, the benchmark pressure drop was 5.09 Pa, and the pressure drop calculated 

by the proposed method exhibited a deviation of -1.57% from the benchmark. For evaluation 

of the wind profile, Fig. 5.5(c) compares the wind profile calculated by the proposed method 

with the benchmark. The benchmark wind profile resulted in 𝑢_𝐶𝐹𝐷
∗ = 0.54 𝑚/𝑠 and  𝑧0_𝐶𝐹𝐷 =

0.0061 𝑚. With the proposed method, the deviations in  𝑢∗ and  𝑧0 from the benchmark were 

3.70% and -6.56%, respectively. Therefore, the proposed method exhibited good agreement in 

estimating urban wind profiles for a staggered building array with uniform height. 

 

5.2.3. Case 3: Staggered building array with non-uniform height 

 

5.2.3.1. Case setup 

Case 3 consisted of a 9 × 9 staggered building array with varying building heights, as shown 

in Fig. 5.6(a) to (c). In the streamwise direction, buildings in adjacent rows were arranged in a 

staggered pattern. Within each row, all buildings had the same height; however, the height 

varied between adjacent rows. Specifically, the building dimensions were 0.06 𝑚 ×

 0.06 𝑚 ×  0.06 𝑚 for one row and 0.06 𝑚 ×  0.06 𝑚 ×  0.12 𝑚 for the next. The average 

building height was 0.086 m, and thus the canopy height was set to 0.086 m when the selected 

urban canopy was modelled as a porous medium. The inflow wind profile was the same as in 

Case 1. According to the inflow wind profile and canopy height, the mean wind velocity within 
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the urban canopy was 2.42 m/s. For the CFD simulations used as benchmarks, the 

computational domain for Case 3 was defined as 2.22 𝑚 (𝑙𝑒𝑛𝑔𝑡ℎ)  ×  1.2 𝑚 (𝑤𝑖𝑑𝑡ℎ)  ×

 0.72 𝑚 (ℎ𝑒𝑖𝑔ℎ𝑡), based on the guidelines from COST 732 [97] and AIJ [59], as shown in Fig. 

5.6(a). The boundary conditions and solver settings were the same as those applied in Case 1 

(see Section 5.2.1.1).  

 

Fig. 5.6 (a) Schematic of the CFD domain; (b) top view; (c) side view of Case 3; and (d) 

comparison between the benchmark and the wind profile calculated by the proposed 

method for Case 3. 

 

5.2.3.2. Estimation and evaluation of urban wind profile for Case 3 

For calculation of the pressure drop by the porosity model, the urban morphology parameters 

for Case 3 were first determined. As shown in Fig. 5.6(a) to (c), the volume of the porous 

medium was 0.089 𝑚3, and the volume occupied by all buildings within the porous medium 

was 0.021 𝑚3 . Consequently, the porosity of the urban canopy was 0.76. In regard to the 

fracture settings, there were 8 fractures with a tortuosity of 1.47 and an average width of 0.06 
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m, as the building arrangement was the same as that in Case 2. Using Eq. (5.19), the equivalent 

spherical diameter of the buildings (𝑑𝑝) was calculated to be 0.11 m for Case 3. Using the 

information above, the pressure drop across the staggered building array with non-uniform 

height was calculated to be 7.55 Pa by the proposed method. We then estimated the wind profile 

based on the calculated pressure drop and inflow wind profile. For Case 3, the UBL depth was 

0.72 m, and the corresponding free-stream wind speed was 6.59 m/s. The resulting 𝑢∗ and 𝑧0 

for the urban wind profile in Case 3 were 0.65 m/s and 0.009 m, respectively, as shown in Fig. 

5.6(c). 

To evaluate the performance of the proposed method in Case 3, we first extracted the 

benchmark pressure drop and wind profile from the CFD simulations following the same 

procedure as described in Case 1 (see Section 5.2.1.2). The benchmark pressure drop for Case 

3 was 7.74 Pa, and the pressure drop calculated by the proposed method (7.55 Pa) exhibited a 

deviation of -2.45% from the benchmark. For assessment of the calculated wind profile, Fig. 

5.6(d) compares the wind profile calculated by the proposed model and the benchmark. The 

benchmark wind profile resulted in 𝑢_𝐶𝐹𝐷
∗ = 0.64 𝑚/𝑠 and  𝑧0_𝐶𝐹𝐷 = 0.0090 𝑚. The proposed 

method exhibited deviations of 1.56% for 𝑢∗ and -13.46% for 𝑧0 compared to the benchmark. 

Therefore, the proposed method showed good agreement in estimating urban wind profiles for 

a staggered building array with non-uniform height. 

 

5.3. Application in a real urban layout 

To assess the applicability of the proposed method in a real urban layout, Kowloon district in 

Hong Kong was selected as the study area. Kowloon is characterized by a complex and dense 

urban morphology [74], presenting a challenging environment for wind profile estimation. As 

described in Section 5.1.1, for the real urban layout, the inflow wind profiles for the proposed 

method were obtained from the WRF simulations at the urban edge. To determine urban 

morphology parameters for the real urban layout, building geometries and road networks were 

used for analysis (see Fig. 5.7(a)). Finally, to evaluate the applicability of the proposed method, 

the wind profile measured by radiosonde in the built-up area was used as the benchmark. 

Moreover, the wind profile calculated by the validated WRF model was included for 
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comparison. Each step for estimating wind profiles in the real urban layout is described in detail 

in the following subsections.  

 

5.3.1. The inflow wind profile from WRF 

The King’s Park (KP) station, located in the built-up area and surrounded by high-rise buildings, 

was chosen as the target area in this study. Radiosonde measurements were conducted at the 

KP station at 00:00 and 12:00 each day. Therefore, the wind profile at the KP station at the time 

of 00:00 on 19 September 2023 was selected to evaluate the performance of the proposed 

method in estimating urban wind profiles in the built-up area. At this selected time, the wind 

direction was 120°. The distance from the target area to the urban edge along the streamwise 

direction was 2,350 m. For the width of the selected area, based on recommendations from the 

literature [61], at least three layers of buildings surrounding the target area should be considered. 

Therefore, the selected urban area was 2,350 m long and 643 m wide, as shown in Fig. 5.7(b). 

The inflow wind profile required for the proposed method was extracted from WRF simulations 

at the edge of this area, as showed in Fig. 5.7(b).  
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Fig. 5.7 (a) Flow chart of the proposed method for estimation of wind profiles in the real 

urban layout, and (b) the selected urban areas in the real urban layout. 

For the setup of the WRF simulations, the Kowloon peninsula region was selected as the WRF 

study domain, as shown in Fig. 5.8. Three meteorological stations were located within this area. 

Specifically, the King’s Park station was used to assess the performance of the proposed 

method, and measurements from two coastal meteorological stations, Star Ferry (SF) and Kai 

Tak (KT), were used to validate the WRF simulations. The geographical locations of these 

meteorological stations can be found in Fig. 5.8(a). We used WRFv4.0 to calculate the 

meteorological conditions. Three days (from 20:00 on 17 September to 02:00 on 20 September, 

2023) were simulated, and the first 24 hours were taken as the spin-up period. To rationally 

reproduce the meteorological phenomena, the selected physical parameterization and the 

boundary conditions for WRF were set the same as in our previous study [74]. As shown in 

Fig. 5.8(b), three-nested domains were configured for WRF calculation using grid spacings of 

1.8 km (128 × 128 grid points), 0.6 km (148 × 148 grid points), and 0.2 km (148 × 148 grid 

points) for a parent domain (d01) and two nested domains (d02, d03), respectively. The selected 

urban layout was located in the innermost domain of the WRF simulation. Note that although 

the width of the selected area exceeded the WRF grid size in d03, wind speed variations in the 

lateral direction were not considered, and the average wind profile was used in this study. WRF 

results were recorded every 10 minutes.  
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Fig. 5.8 (a) The locations of the weather stations in the innermost domain, and (b) the 

domain setup of WRF simulation. 

To evaluate the performance of the WRF simulations, we compared the WRF outputs with 

measured data from two coastal meteorological stations (SF and KT) during the simulation 

period. The most recent 10-minute averaged wind speed, provided by local authorities, was 

used to represent the wind speed at each time point. For example, the wind speed at 20:00 was 

calculated as the average from 19:51 to 20:00. Fig. 5.9 compares the measured wind velocity 

and WRF outputs at the SF and KT stations.  
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Fig. 5.9 Comparison of measured wind speed and WRF-simulated results over time for (a) 

SF station and (b) KT station. 

To quantitatively evaluate the performance of the WRF, the RMSE has commonly been used 

to indicate the deviation of the simulated results compared with measured data [74]. The RMSE 

is expressed by Eq. (4.11). In this study, the number of measured data points was 181. The 

RMSE between the WRF results and measured data was 1.13 m/s at SF and 0.85 m/s at KT. In 

our previous study, we compared WRF results with measured data for 4 locations in Hong 

Kong, and the RMSE values ranged from 1.79 to 5.49 m/s [74]. Thus, the WRF simulations in 

this study provided acceptable results in calculating urban wind fields. Finally, the inflow wind 

profile of the proposed method was extracted from the WRF simulation at the edge of the 

selected urban area (see Fig. 5.7(b)), and the free-stream velocity was 4.6 m/s. 

 

5.3.2. Urban morphology parameters for the urban layout 

To estimate the urban wind profile by the proposed method, we determined the urban 

morphology parameters based on the building geometry and road networks, as shown in Fig. 

5.10(a). The geometric data was generated by GIS technologies [127]. Note that only the 

building geometry was explicitly modelled, while the terrain and greenery were neglected. We 

developed a Python program to extract the footprint shapes and heights of buildings from the 

STL-format geometric model of the selected urban area. We analyzed these extracted data and 

calculated the average building height as 48.2 m. Thus, the height of the urban canopy (𝐻) was 

48.2 m. Combined with the inflow wind profile extracted from the WRF simulation, the mean 
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wind velocity within the urban canopy (𝑢0) was determined to be 1.92 m/s. Next, using the 

building dimensions obtained by Python code, the volume occupied by the buildings was 

calculated to be  1.09 × 107 𝑚3. Based on the total volume of the porous medium, which was 

7.28 × 107 𝑚3, the porosity of the selected area (𝜀) was calculated to be 0.85. Additionally, 

the equivalent spherical diameter of the buildings (𝑑𝑝 ) was calculated to be 31.23 m by 

analyzing building dimensions obtained by Python code. 

We then determined the number of fractures (𝑛), the tortuosity (𝜏), and the average width of 

fractures within the urban canopy (𝐵̅) based on the road network. As shown in Fig. 5.10(b), 

there were 4 fractures connecting the inlet and outlet of the porous medium, and the average 

length of the fractures was 3,097 m. With reference to the definitions of fractures (see Sections 

2.2.4), 𝑛 and 𝜏 were determined to be 4 and 1.31, respectively. Meanwhile, 𝐵̅ was estimated 

based on road classifications and their corresponding widths. According to the regulations 

[151], the widths of major carriageways and minor carriageways are 7.3 m and 5.5 m, 

respectively, and the widths of major footpaths and minor footpaths are 3.7 m and 2.75 m, 

respectively. Therefore, the average road width in the selected area was calculated to be 4.61 

m. Note that the road network does not include all the gaps between buildings, meaning that 

the closely connected building clusters were simplified as a single structure, as illustrated in 

Fig. 5.10(c). 
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Fig. 5.10 (a) Building geometry model and (b) road networks in the selected urban area; 

(c) schematic of the simplification of building clusters. 

 

5.3.3. Urban wind profile in built-up area 

To obtain the wind profile in the target area using the proposed method, the values of the 𝑢∗ 

and 𝑧0 for the urban wind profile were estimated based on the inflow wind profiles and the 

urban morphology parameters obtained in Sections 4.1 and 4.2. The resulting 𝑢∗ and 𝑧0 for the 

wind profile in the target area were 0.67 m/s and 45.06 m, respectively. The value of 𝑧0 is 

comparable to values reported in previous studies [152,153]. For instance, Gál and Unger [152] 

investigated the roughness length in Szeged, Hungary and found that in built-up areas with 

high-rise buildings, 𝑧0 was around 37. 

To evaluate the performance of the proposed method in the real urban layout, the measured 

data and WRF results were first fitted using Eq. (5.1) to derive their respective 𝑢∗ and 𝑧0 values. 

These fitted values were then compared with those calculated by the proposed method. Since 

WRF did not provide data on pressure drop across the selected urban layout, only the calculated 

wind profile was used for comparison with benchmarks. Fig. 5.11 compares the wind profile 

calculated by the proposed method with the measured data and WRF results. Note that for the 

measured wind profile, no data were available below 66 m, as the radiosonde balloon was 

released from that height. The 𝑢∗ derived from measurement was 0.48 m/s, and WRF predicted 

a 𝑢∗ of 0.65 m/s. It can be seen that the 𝑢∗ values predicted by the proposed method (0.67 m/s) 

and by WRF (0.65 m/s) exhibited similar deviations from the measured value, approximately 

36%. In terms of 𝑧0, the value fitted from the measured data was 54.06 m. The proposed method 
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calculated a 𝑧0 of 45.06 m, with a deviation of -16.59% from the measured data. In contrast, 

WRF produced a 𝑧0 of 16.44 m, which deviated by -69.59% from the measurement. To sum 

up, the proposed method was found to be applicable in real urban layouts. It can estimate urban 

wind profiles reasonably well in densely built-up areas with complex building configurations, 

and it was found to perform better than WRF. 

 
Fig. 5.11 Comparison between the benchmarks and the wind profile calculated by the 

proposed method for the real urban layout. 

 

5.4. Discussion 

In this study, we proposed a method for efficiently estimating wind profiles in built-up areas in 

real urban layouts. The selected urban area was modelled as a fractured porous medium, and 

the height of the medium was set to the average building height of the selected urban area. The 

variation in building heights was not considered in the proposed method. However, in real 

urban environments, variations in building heights are highly complex and can significantly 

impact the pressure drop of airflow. Accordingly, the wind profiles in built-up areas can be 

affected. For example, Sützl et al. [154] found that the drag force of uniform urban layouts can 

be nearly twice as low as that of areas with significant variations in building height. Hence, the 
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impact of variations in building heights should be considered in order to further improve the 

estimation of urban wind profiles in built-up areas. Additionally, road networks were used to 

estimate urban morphology parameters, such as the number of fractures, tortuosity, and average 

fracture width within the urban canopy. However, not all gaps between buildings were 

represented by road networks. As shown in Fig. 5.10(c), gaps between closely placed buildings 

were neglected. Therefore, further improvements are needed to better capture the complex 

geometry in real urban layouts. To sum up, the overestimation of urban wind profiles in the 

real urban layout can be attributed to the simplification in modelling urban morphology. 

The proposed method allows for the rapid and flexible calculation of wind profiles in built-up 

areas. In practice, wind profiles in built-up areas are often used as inlet boundary conditions 

for CFD simulations to calculate urban wind distributions and pollutant dispersion 

[20,150,155]. Typically, the inlet boundary conditions are set empirically, approximated by 

logarithmic or power laws [17,22,61], rather than being specifically determined based on the 

building configurations and wind conditions in upstream areas. Therefore, the proposed method 

can be further used to provide inlet boundary conditions for CFD simulations. By considering 

the urban morphology and wind conditions in regions upstream from the target areas, we can 

improve the accuracy of CFD results.  

 

5.5. Summary 

This study proposed a method based on WRF and a porosity model to efficiently estimate wind 

profiles in built-up areas. First, WRF was used to simulate the wind profiles at the urban edge, 

and provided the inflow wind profiles for the proposed method. Next, the porosity model was 

employed to calculate the pressure drop of the airflow as it passed through the selected urban 

layout. Finally, the momentum integral method was applied to determine the urban wind profile 

in the built-up area. The performance of the proposed method was assessed in three generic 

urban layouts, with validated CFD simulations serving as benchmarks. We also demonstrated 

the application of the proposed method in a real urban layout. The measured wind profile was 

used as the benchmark. WRF-calculated wind profiles in this built-up area were also included 

for comparison. Within the scope of this study, the following conclusions can be drawn: 
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• For the generic urban layouts of an aligned building array with uniform height, a 

staggered building array with uniform height, and a staggered building array with non-

uniform height, the proposed method accurately estimated the urban wind profile in the 

built-up areas.  

• For the real urban layout, the proposed method estimated the urban wind profile 

reasonably well in the densely built-up area with complex building configurations and 

performed better than WRF. 

• The proposed method significantly improves the accuracy of WRF-calculated wind 

profiles in built-up areas, thereby enhancing the applicability of the multiscale 

modelling approach for predicting urban wind distributions in real urban environments.  
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CHAPTER 6. Application of a combined analytical model and 

CFD method for calculating pedestrian-level wind distributions in 

real urban environments, with field measurements as the 

benchmark 

In this chapter, the potential of a multiscale modelling approach for calculating pedestrian-level 

wind distributions was evaluated by combining CFD simulations with inflow wind profiles 

estimated using the method proposed in Chapter 5 (analytical-inlet-CFD). To assess the 

performance of the multiscale simulations, a public housing estate covering an area of 

578 𝑚 ×  560 𝑚 was selected as the target area, and field measurements were conducted to 

collect pedestrian-level wind data in this real urban environment. The collected data then served 

as the benchmark for evaluating the accuracy of the analytical-inlet-CFD for outdoor wind 

simulations. Additionally, results from CFD with inflow boundary conditions directly extracted 

from WRF outputs (WRF-inlet-CFD) were also analyzed for comparison.  

 

6.1. Methodology 

6.1.1. Simulations for wind distribution at pedestrian level 

To calculate wind distributions at the pedestrian level, the CFD method was adopted in this 

study. As discussed in Chapter 3, although LES performed best for calculating wind speed in 

the real urban layout, it was the most time-consuming model. To compromise between 

computational accuracy and efficiency, SRANS with SST k − ω model was used in this study 

to simulate pedestrian-level wind distributions. The governing equations and two partial 

differential transport equations for turbulence kinetic energy (k) and dissipation rate (ω) for the 

SST k − ω model turbulence model were shown in Eqs (3.1), (3.2), (3.6) and (3.7). 

This investigation was implemented in an open-source CFD code, OpenFOAM v7 [156]. The 

solver settings, including wall function and pressure-velocity coupling scheme, were the same 

as those described in Section 3.1.5. The solutions were considered converged when the scaled 
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residuals reached their minimum values: 10−8  for continuity, 10−5  for momentum and 

turbulence.  

 

6.1.2. Inflow boundary conditions for CFD 

To evaluate the performance of urban wind profiles estimated through analytical prediction 

(see Chapter 5) in calculating pedestrian-level wind distributions, two methods were employed 

in this investigation to generate inflow wind profiles for the CFD simulations: analytical 

prediction (referred to as analytical-inlet-CFD) and mesoscale modelling (referred to as WRF-

inlet-CFD). This section details these two methods for setting inflow boundary conditions for 

CFD simulations. Note that WRF outputs were required for both methods, and the physical 

parameterization schemes used in the WRF simulations can be found in Section 4.1.2.2. 

 

6.1.2.1. Analytical-inlet-CFD 

In this method, the urban wind profile estimated through the analytical prediction using a 

combined approach of WRF and a porosity model was set as the inflow boundary condition for 

the CFD simulation. As described in Chapter 5, wind profiles at the windward urban edge 

nearest to the target area were first extracted from WRF. Based on these extracted wind profiles 

and the urban morphology between the urban edge and the target area, the 𝑢∗ and 𝑧0 values for 

the wind profile within the built-up area was estimated. The calculated urban wind profile was 

subsequently used as the inflow wind profile for the CFD simulations.  

As demonstrated in Section 5.3, the analytical prediction approach modelled the real urban 

layout as a porous medium, which did not allow for the calculation of wind profiles within the 

urban canopy (i.e. the region below the average building height). Consequently, wind profiles 

within the urban canopy are not directly provided by analytical predictions. Based on the study 

by Yao et al. [157], wind profiles within the urban canopy approximately follow an exponential 

distribution. Therefore, in this study, the wind profiles within the urban canopy were defined 

according to Eq. (6.1). 
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𝑢(𝑧) = 𝑢𝐻exp (𝑎(𝑧 𝐻⁄ − 1)) (6.1) 

where 𝑢(𝑧) is the wind speed (𝑚 𝑠⁄ ) at the height 𝑧. 𝐻 is the height of urban canopy (𝑚), which 

can be calculated based on the average building height, and 𝑢𝐻 is the wind speed (𝑚 𝑠⁄ ) at 

height of urban canopy. 𝑎  is an empirical constant related to urban morphology, typically 

ranging from 2 to 3 [158]. 

For the setting of the turbulence boundary conditions, turbulence kinetic energy (𝑘 ) and 

turbulence dissipation rate (𝜀) was estimated by Eqs. (6.2) and (6.3) [98]: 

𝑘(z) =
𝑢∗2

√𝐶𝜇

 (6.2) 

ε(z) =
𝑢∗3

𝜅(𝑧 + 𝑧0)
 (6.3) 

where 𝑢∗ and 𝑧0 represent the friction velocity and roughness length, respectively, and their 

values were obtained from the analytical prediction. The von Karman constant (𝜅) was set to 

0.41 [12,16,46], and the model constant (𝐶𝜇) was set to 0.085 [80] in this investigation. 

 

6.1.2.2. WRF-inlet-CFD 

For the WRF-inlet-CFD method, the vertical wind profile from the windward WRF grid nearest 

to the CFD domain was directly interpolated and applied as the inflow boundary for the CFD 

simulations. When the width of the target area exceeded the size of a single WRF grid, the 

averaged wind profile from multiple grids corresponding to the inlet of the target area was 

considered for setting the inflow boundary condition. The setup of 𝑘 and 𝜀 was the same as 

shown in Eqs. (6.2) and (6.3). 

In WRF simulations, the vertical grid size is determined by hydrostatic pressure [116], resulting 

in the height of the first vertical grid of WRF typically ranging from 30 m to 50 m above ground 

level [19,23]. Therefore, the wind profiles within the urban canopy cannot directly obtained 
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from WRF outputs. In this method, the wind profile within the urban canopy layer is defined 

using the same exponential distribution as shown in Eq. (6.1). 

 

6.2. Field measurement 

To evaluate the performance of analytical-inlet-CFD in calculating pedestrian-level wind 

distributions in real urban environments, it was necessary to compare the CFD simulation 

results with field measurement data. For this purpose, field measurements were conducted in 

this study. A public housing estate in Kwun Tong District, Hong Kong, was selected as the 

study area, as it is located within a typical built-up environment surrounded by dense buildings. 

As shown in Fig. 6.1, measurement points were placed in four public areas frequently used by 

residents within the estate: the landscape garden, the plaza, the playground and the sports field. 

An ultrasonic anemometer (Li560, LI-COR, USA) was individually placed at each 

measurement point to record wind speeds at a height of 1.6 m, representing pedestrian level. 

The data were collected with a temporal resolution of 40 Hz and an accuracy of ±1%. 
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Fig. 6.1 Schematic of the field measurement: (a) Location and surrounding environment 

of the experiment site adopted from the Google earth; (b) Location of the measurement 

points; (c) The instrument placed in the plaza, (d) the landscape garden, (e) the playground 

and (f) the sports field. 

The experiment was conducted between 09:00 and 17:00 on 18 January 2025. Note that during 

the measurement period, the instruments were continuously monitored by researchers to avoid 

unexpected wind speed deviations caused by nearby intense pedestrian activities, such as 

running or playing football. 

 

6.3. Case setup 

During the time period between 12:00 and 16:20 on 18 January 2025, the wind direction 

remained stable from the southeast. Therefore, this time period was chosen for the CFD 
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simulation. This section details the setup for CFD simulations, including the computational 

domain and grid, as well as the two methods for setting the inflow boundary conditions. 

 

6.3.1. Computational domain and grid 

The selected study area covered 578 𝑚 × 560 𝑚, with the tallest building reaching a height of 

102 m. According to recommendations by Liu et al. [61], three layers surrounding the target 

area should be explicitly established to accurately calculate wind distributions in CFD 

simulations. Based on this, the modeled area was set to 1200 𝑚 × 900 𝑚. The geometric data 

was transformed from public sources such as OpenStreetMap, NASA, and USGS [127], as 

shown in Fig. 6.2(a). All buildings were explicitly resolved in this model; other obstacles, such 

as terrain, greenery and roads, were neglected. Following the guidelines of COST 732 [97] and 

AIJ [59], the computational domain for the selected study area was defined to be 

3230 𝑚 (𝑙𝑒𝑛𝑔𝑡ℎ)  ×  1909 𝑚 (𝑤𝑖𝑑𝑡ℎ)  ×  612 𝑚 (ℎ𝑒𝑖𝑔ℎ𝑡), as shown in Fig. 6.2(b). 

 

Fig. 6.2 (a) Building geometry and (b) computational domain of the study area. 

The grid resolution near buildings and the ground surface was set to 1 m horizontally and 0.01 

m vertically. The grid size gradually increased to 40 m in all directions with a stretching ratio 

of 1.2. The total grid number was 13.2 million, as shown in Fig. 6.3. The wall function used in 

this investigation was consistent with the one described in Section 3.1.5. The y+ values near 

the wall were around 3, indicating that the mesh resolution was sufficiently good for 

simulations using the SST k − ω model. The boundary conditions for bottom, top, lateral and 
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outlet surfaces of the computational domain were set the same as those in Section 4.2.2. The 

detailed setup for inflow boundary conditions can be found in the following subsections. 

 

Fig. 6.3 Grid distribution for the study area. 

 

6.3.2. Inflow boundary conditions 

For both WRF-inlet-CFD and analytical-inlet-CFD, WRF outputs were required to generate 

the inflow boundary conditions for CFD simulations. the WRF simulation setup followed the 

same configuration as described in Section 5.3.1, and the validation of the WRF results is 

presented in Fig. 5.9. Unsteady simulation was conducted for WRF simulation, and the results 

were extracted with an interval of 20 minutes. The inflow boundary was defined as a velocity 

inlet, and the details of the two sets of inflow boundary conditions are described below. 

 

6.3.2.1. Analytical-inlet-CFD 

In analytical-inlet-CFD, the inflow boundary conditions were estimated based on WRF results 

at the urban edge and the urban morphology of the region through which the wind passed (i.e., 

the upstream area of the study area). As shown in Fig. 6.4, the urban edge located upstream of 

the study area was the mountainous terrain without buildings. Therefore, in this study, the WRF 
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results extracted from this urban edge were used in the analytical prediction method to estimate 

the wind profiles used for CFD simulations. The black solid lines in Fig. 6.4 represent WRF 

grids. Given that the length of the inlet surface was 1909 m, seven WRF grid cells were 

involved in defining the inflow boundary conditions. The averaged wind profiles from these 

seven grids were subsequently used to estimate the inflow boundary conditions for CFD 

simulations. 

 

Fig. 6.4 (a) WRF data extraction location for analytical prediction and position of the CFD 

domain (black solid lines represent WRF grids), and (b) building geometry model used in 

the analytical prediction of wind profiles. 

To calculate urban wind profiles using the analytical prediction method, the building geometry 

model of the upstream region of the study area was required, as shown in Fig. 6.4(b). Based on 

the building geometries, urban morphology parameters can be obtained. Specifically, the height 

of urban canopy was 69.53 m, porosity of the selected area (𝜀 ) was 0.82, the equivalent 
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spherical diameter of the buildings (𝑑𝑝) was calculated to be 41.44 m, number of fractures (𝑛) 

was 5, the tortuosity (𝜏) was 1.33, and the average width of fractures was 3.74 m. Using these 

urban morphology parameters along with the extracted WRF results, the 𝑢∗ and 𝑧0 values for 

urban wind profiles between 12:00 and 16:20 on 18 January 2025 were obtained, as presented 

in  Table 6.1. The detailed methodology for deriving the urban morphology parameters and 

estimating the urban wind profiles is provided in Section 5.1. 

Table 6.1 The u* and z0 values for urban wind profiles between 12:00 and 16:20 on 18 

January 2025 

Time 12:00 12:20 12:40 13:00 13:20 13:40 14:00 

𝑢∗ 0.54 0.57 0.55 0.45 0.49 0.56 0.48 

𝑧0 45.96 42.41 45.94 45.49 45.96 42.93 45.96 

        

Time 14:20 14:40 15:00 15:20 15:40 16:00 16:20 

𝑢∗ 0.53 0.61 0.65 0.63 0.58 0.62 0.57 

𝑧0 41.59 45.49 45.92 44.91 44.19 45.91 45.93 

For the wind profiles within the urban canopy, the distribution was defined according to Eq. 

(6.1), with the value of 𝑎 set to 2.3, based on results from a previous study conducted in built-

up areas of Hong Kong with urban morphologies similar to the study region selected in this 

investigation [157]. 

 

6.3.2.2. WRF-inlet-CFD 

In the WRF-inlet-CFD method, the inflow wind profile was directly extracted from the WRF 

wind profile closest to the inlet surface. As shown in Fig. 6.2(a), the inlet of the CFD domain 

spanned seven WRF grid cells. Therefore, the averaged wind profiles from these seven grids 

were used as the inflow wind profiles for WRF-inlet-CFD. For the wind profiles within the 

urban canopy, the distribution was set the same as described in Section 6.3.2.2. 
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6.4. Results 

To evaluate the performance of urban wind profiles estimated through analytical prediction in 

calculating pedestrian-level wind distributions, we compared the simulated wind speeds from 

WRF-inlet-CFD and analytical-inlet-CFD with the field measurement data as the benchmark, 

as shown in Fig. 6.5. Wind measurement data with a temporal resolution of 40 Hz was averaged 

into 20 - minute data to compare with the CFD results, as the SRANS scheme was adopted for 

CFD simulations. Note that the most recent 20-minute averaged wind speed was used to 

represent the wind speed at each time point. For example, the wind speed at 12:00 was 

calculated as the average from 11:51 to 12:00. The results of analytical-inlet-CFD were mostly 

comparable with the measured values at plaza and sports field, while those of the WRF-inlet-

CFD significantly deviated from the measured data at some time points. For example, at 13:40 

for the plaza, the wind speed predicted by analytical-inlet-CFD was 0.80 m/s, closely matching 

the measured value of 0.88 m/s. In contrast, WRF-inlet-CFD predicted a wind speed of 0.32 

m/s, which was 63.6% lower than the benchmark. For the sports fields, at 13:00, the measured 

wind speed was 0.35 m/s. Analytical-inlet-CFD provided a comparable result of 0.44 m/s, 

while WRF-inlet-CFD significantly overpredicted the wind speed at 1.47 m/s. 

For both the landscape garden and the playground, discrepancies were observed between the 

CFD simulation results under both inflow conditions and the field measurements. At the 

landscape garden, for instance, the measured wind speed at 15:20 was 2.25 m/s. The result 

predicted by analytical-inlet-CFD was 1.01 m/s, underestimating the wind speed by 55.1%, 

while the results obtained from WRF-inlet-CFD was 0.59 m/s, underestimating by 73.8%. The 

large deviation at this point may be attributed to its location within a semi-enclosed cavity 

formed by surrounding buildings. In such configurations, wind distributions are sensitive to 

inflow wind direction. However, wind conditions in real urban environments are inherently 

transient, which makes them difficult to capture accurately using SRANS simulations. As for 

the playground, the site was located within a flow separation region, where accurately resolving 

the airflow remains challenging for CFD models. Tominaga et al. [24] conducted CFD 

simulations based on real urban layouts and validated the results using wind tunnel experiments. 

Their findings showed that CFD significantly underestimated wind speeds in flow separation 

zones. Overall, analytical-inlet-CFD showed better agreement with field measurements than 

WRF-inlet-CFD, although challenges remain in accurately predicting wind conditions in 
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complex urban configurations such as the area enclosed by buildings and flow separation 

regions. 

 

Fig. 6.5 Comparisons of the WRF-inlet-CFD results and Analytical-inlet-CFD results with 

the wind speed measured at (a) the landscape garden and (b) the plaza on 19 September 

2023. 

To quantitively assess the performance of the two methods, Table 6.2 presents the mean bias 

error (MBE) and root mean square error (RMSE) at the four measurement points. The formulas 

used to calculate these metrics are provided in Eqs. (10) and (11). As can be seen in Table 6.2, 

MBE and RMSE of the analytical-inlet-CFD method was lower than those of WRF-inlet-CFD 

at most of the sampling points. For example, at the plaza, analytical-inlet-CFD showed good 

agreement with measured data, with an MBE of -0.02 m/s and RMSE of 0.02 m/s. WRF-inlet-

CFD had a larger underestimation compared to analytical-inlet-CFD, with MBE of -0.35 m/s 

and RMSE of 0.16 m/s. Therefore, analytical-inlet-CFD has greater potential than the WRF-

inlet-CFD methods for accurately predicting pedestrian-level wind distributions in real urban 

environments. 
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Table 6.2 MBE and RMSE of wind speed at four measurement points. 

Sampling point Landscape garden Plaza 

Method 
Analytical-inlet-

CFD 

WRF-inlet-

CFD 

Analytical-inlet-

CFD 

WRF-inlet-

CFD 

MBE (m/s) -0.79 -0.88 -0.02 -0.35 

RMSE (m/s) 0.93 1.18 0.02 0.16 

     

Sampling point Playground Sports field 

Method 
Analytical-inlet-

CFD 

WRF-inlet-

CFD 

Analytical-inlet-

CFD 

WRF-inlet-

CFD 

MBE (m/s) -1.27 -1.00 -0.05 0.66 

RMSE (m/s) 1.72 1.11 0.03 0.51 

 

6.5. Discussion 

To evaluate the performance of the urban wind profiles obtained from the analytical prediction 

(see Chapter 5) in calculating the wind distributions at the pedestrian level, two methods were 

used to set the inflow boundary conditions for CFD simulations. In both methods, the wind 

profiles within the urban canopy followed exponential distributions, as shown in Eq. (6.1). 

However, previous research has adopted various laws to describe the wind distributions within 

the urban canopy [17,22,23,64]. For example, He et al. [17] used uniform-distributed wind 

profiles within the urban canopy to calculate the pedestrian-level wind distribution, while 

Blocken and Carmeliet [22] employed logarithmic-distributed wind profiles to define the 

inflow boundary conditions for CFD simulations. Therefore, it is essential to further investigate 

the impact of different wind distribution laws within the urban canopy on the accuracy of 

pedestrian-level wind simulations. Additionally, average wind profiles were used to define the 

inflow boundary conditions for the CFD simulations, rather than directly interpolating the 

outputs from the WRF grids involved. However, this simplification ignored the spanwise wind 

variations induced by complex land cover features in urban environments. For example, 

Blocken et al. [58] conducted CFD simulations to analyze wind flow over natural complex 

terrain consisting of irregular hills and found that such terrain produces significant wind speed 

gradients in the spanwise direction. Given these findings, it is important to incorporate 
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spanwise wind variations into the inflow boundary conditions of CFD simulations in future 

studies to improve the accuracy of urban wind simulations. 

 

6.6. Summary 

This investigation aimed to investigate the potential of a multiscale modelling approach for 

calculating pedestrian-level wind distributions. In this chapter, a public housing estate covering 

an area of 578 𝑚 × 560 𝑚  was selected as the study area, and field measurements were 

conducted to collect wind speed at the pedestrian level. The measured data were then used as 

the benchmark to evaluate the performance of the analytical-inlet-CFD for calculating 

pedestrian-level wind distributions within the selected area. The simulated results obtained 

from the WRF-inlet-CFD were also included for comparison. Within the scope of this study, 

the following conclusions can be drawn: 

• Wind profiles obtained directly from WRF and those estimated through analytical 

prediction can both be used to reproduce pedestrian-level wind distributions in real 

urban environments when combined with exponential wind profiles within the urban 

canopy.  

• Analytical-inlet-CFD showed better agreement with field measurements than WRF-

inlet-CFD, although challenges remain in accurately predicting wind conditions in 

complex urban configurations such as semi-enclosed spaces and flow separation 

regions.  
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CHAPTER 7. Conclusions and future work 

This chapter summarizes the important conclusions and limitations of this study, and then 

discusses future work. 

 

7.1. Conclusions 

To apply the multiscale modelling approach for calculating pedestrian-level wind distributions 

in real urban environments, it is important to assess the applicability of various turbulence 

models used in computational fluid dynamics (CFD) method for outdoor wind simulations. 

This study first evaluated the performance of steady-state and unsteady-state Reynolds-

averaged Navier-Stokes simulations (SRANS/URANS) and large-eddy simulation (LES) in 

predicting airflow and air pollutant dispersion in street canyons with both generic and real 

urban layouts, as presented in Chapter 3. For each layout, wind tunnel experiments with 

measured wind speed and pollutant concentration were available as benchmarks. In addition, 

instantaneous concentration fields were analyzed to assess the transient models. The results 

showed that in the generic urban layout, URANS with the SST k − ω  model captured the 

large-scale fluctuations, while instantaneous results from URANS with the SST model did not 

change over time in the real urban layout. In both generic and real urban layouts, the RNG k −

ε  model and SST k − ω  model provided similar results for time-averaged wind speed and 

concentration distributions in SRANS and URANS simulations. Among all the selected RANS 

models, SRANS/URANS with the SST k − ω model showed best agreement with measured 

data in calculating wind speed. LES performed best in calculating wind speed and pollutant 

dispersion, but it was the most time-consuming model.  

For calculation of the wind distributions in real urban environments, setting realistic inflow 

boundary conditions for CFD simulations is important. Wind profiles within the atmospheric 

boundary layer are significantly affected by local atmosphere circulation and diurnal variation. 

The Weather Research and Forecasting (WRF) model is a powerful mesoscale weather 

prediction model that can be used to provide realistic inflow boundary conditions. In Chapter 
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4, the potential of a combined WRF and CityFFD method (WRF-CityFFD) for calculating 

urban wind distributions was evaluated. We first validated the WRF and CityFFD models and 

then used the validated models in WRF-CityFFD to calculate the wind distribution in the 

Kowloon district of Hong Kong within an area of 3.5 𝑘𝑚 ×  2.4 𝑘𝑚. The wind speed data at 

two weather stations were used as a benchmark, and CityFFD with inflow boundary conditions 

from a semi-empirical method (semi-empirical-CityFFD) was also investigated for comparison. 

The WRF-CityFFD performed better than the semi-empirical-CityFFD in calculating wind 

velocities in urban microclimates. The power-law exponent for wind profiles should be 

carefully defined when conducting CFD simulations for complex urban layouts. Coastal areas 

with onshore wind conditions were more suitable for selection as inflow boundary conditions 

for WRF-CityFFD. 

To improve the accuracy and efficiency of estimating wind profiles in built-up areas using WRF 

simulations, we proposed a method that combines WRF with a porosity model in Chapter 5. In 

this method, WRF provides the wind profile at the urban edge, and the porosity model 

calculates the airflow pressure drop across the selected urban area using a parametrized urban 

layout. The urban wind profile is then analytically determined with the momentum integral 

method. The performance of the proposed method was first evaluated in three generic urban 

layouts, with validated CFD simulations used as benchmarks. The proposed method was then 

applied in a real urban layout to demonstrate its performance, and the Kowloon district of Hong 

Kong, with an area of 2,350 m ×  643 m, was selected as the target area. The wind profile 

measured with a radiosonde in the same region was used as a benchmark, and the WRF-

calculated wind profile in the built-up area was also evaluated for comparison. The results 

showed that the method accurately estimated wind profiles in the generic urban layouts. In the 

real urban layout, the proposed method estimated the urban wind profile reasonably well in the 

densely built-up area with complex building configurations and performed better than WRF. 

With the appropriate turbulence models investigated in Chapter 3, and the improved inflow 

boundary conditions proposed in Chapter 5, a multiscale modelling approach (analytical-inlet-

CFD) for calculating the pedestrian-level wind distributions in real urban environments was 

evaluated in Chapter 6. In this investigation, a public housing estate with an area of 

578 𝑚 ×  560 𝑚 was selected as the study area, and field measurements were conducted to 

measure the pedestrian-level wind speed in this real urban environment. The collected data then 
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served as the benchmark for evaluating the accuracy of the analytical-inlet-CFD for outdoor 

wind simulations. Additionally, results from CFD with inflow boundary conditions directly 

extracted from WRF outputs (WRF-inlet-CFD) were also analyzed for comparison. The results 

showed that wind profiles obtained directly from WRF and those estimated through analytical 

prediction can both be used to reproduce pedestrian-level wind distributions in real urban 

environments when combined with exponential wind profiles within the urban canopy. 

Analytical-inlet-CFD showed better agreement with field measurements than WRF-inlet-CFD, 

although challenges remain in accurately predicting wind conditions in complex urban 

configurations such as semi-enclosed spaces and flow separation regions. 

 

7.2. Limitations 

This study developed and validated a multiscale modelling approach for predicting pedestrian-

level wind distributions in real urban environments; however, several limitations remain. 

Although WRF outputs were used to define the inflow boundary conditions for CFD 

simulations, wind profiles within the urban canopy layer (i.e. below the average building height) 

cannot be directly obtained from WRF. Chapter 6 addressed this gap by approximating the 

near-ground wind profile using an exponential law, but the actual wind structure within the 

urban canopy remains insufficiently understood. The distribution of wind speed in this region 

is strongly influenced by complex urban morphology, and simplified assumptions may 

introduce uncertainties when simulating near-surface flow in built-up areas. 

In addition to mean wind speed, turbulence characteristics are also critical in the urban wind 

environment [33]. Turbulence affects pollutant dispersion, pedestrian safety, and thermal 

comfort. Key parameters such as turbulent kinetic energy (TKE) and turbulence intensity can 

significantly influence pollutant transport and localized airflow variability. Although this study 

collected high-frequency wind speed data using ultrasonic anemometers, these turbulence 

metrics were not comprehensively analyzed in this study. Moreover, the performance of 

different turbulence closure models was not evaluated in detail, limiting the understanding of 

model suitability in reproducing turbulence dynamics in real urban conditions. 
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For model validation, field measurements from a single residential estate with relatively regular 

geometry and steady wind direction were used as a benchmark. While this site is representative 

of a typical residential setting in Hong Kong, the generalizability of the findings to other urban 

typologies or climatic contexts remains uncertain. Additional field validations across diverse 

urban layouts and environmental conditions are necessary to strengthen the robustness and 

applicability of the proposed approach. 

In summary, the main limitations include insufficient understanding of wind profiles within the 

urban canopy, a lack of detailed evaluation of turbulence characteristics, and limited field 

validation. These issues suggest the need for further investigations to support the broader 

applicability of the multiscale modelling approach in accurately estimating pedestrian-level 

wind distributions in real urban environments. 

 

7.3. Future work 

Building upon the findings and limitations of this study, future work can proceed along the 

following directions to further advance urban wind environment modelling. 

As described in Section 7.2, future research should aim to deepen the understanding of wind 

behavior within the urban canopy layer. This can be achieved through field measurements in 

urban environments to capture near-surface wind profiles, particularly within the canopy layer. 

Technologies such as LiDAR, SODAR, or vertically mounted sensor arrays can be utilized to 

obtain high-resolution data closer to the ground. These measurements will not only enhance 

the understanding of near-ground wind behavior but also support the validation and calibration 

of multiscale models, ensuring their accuracy in predicting pedestrian-level wind distributions. 

Second, advanced modelling approaches should be developed to better capture the complex 

interactions between wind flow and urban geometries. The high-resolution field data collected 

from near-surface measurements can serve as a benchmark for validating these models, such 

as the analytical prediction method in Chapter 5. These studies will facilitate the accuracy for 

urban wind simulations. 
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Second, future studies should focus on collecting and modelling key turbulence parameters, 

such as turbulent kinetic energy (TKE) and turbulence intensity, through both CFD simulations 

and field measurements. Additionally, the applicability of different turbulence closure models 

in simulating urban-scale turbulence should be further evaluated to improve the reliability of 

CFD predictions. To achieve these improvements, future efforts should be made to obtain 

accurate turbulence data in real urban environments. In Chapter 6, ultrasonic anemometers 

were used to collect high-resolution wind speed data at a frequency of 40 Hz. These datasets 

provide valuable opportunities for analyzing turbulence characteristics such as turbulence 

intensity, TKE, and other turbulence-related parameters at the pedestrian level. In addition to 

analyzing turbulence characteristics, the collected field data can also be used to evaluate and 

validate turbulence models in CFD simulations, ensuring that the models accurately capture 

turbulence behavior in real urban environments.  

By applying the multiscale modelling approach proposed in this study, the accuracy of 

reproducing pedestrian-level wind distributions in real urban environments can be enhanced. 

Improving the accuracy of wind field simulations will have a significant impact on pollutant 

dispersion studies in urban environments. Specifically, accurate wind modelling is essential for 

predicting how pollutants are transported, diluted, and accumulated within complex urban 

geometries. Urban wind patterns directly affect the dispersion of pollutants in street canyons 

and open spaces, influencing both air quality and public health. Therefore, incorporating 

multiscale modelling approaches into pollutant dispersion simulations will enable future 

research to deliver more reliable predictions of pollutant concentration hotspots, exposure 

levels, and the overall dynamics of urban air quality. This integration would greatly enhance 

the practical application for pedestrian-level wind simulations in urban environments.  
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Supplementary Material 

Grid-independence tests were conducted for both the generic urban layout and the real urban 

layout shown in Section 3.2. Since the RNG k − ε  model and SST k − ω  model provided 

similar results for SRANS and URANS simulations, only the results of SRANS with the RNG 

k − ε model and SRANS with the SST k − ω model are shown here.  

For the generic urban layout, the height of the plotting line was 0.06 m, and it was located at 

x = −0.27 m and y = 0 m. A 2.46-million-cell grid was sufficiently fine for simulations with 

various turbulence models. The results for the generic urban layout case are shown in Fig. S.1. 

 
Fig. S.1 Grid-independence test for selected turbulence models: (a) SRANS with the RNG 

k-ε model, (b) SRANS with the SST k-ω model, and (c) LES. 

For the real urban layout, the height of the plotting line was 0.2 m, and it was located at x =

−0.5 m and y = 0 m. At this position, the ground surface started from 0.05 m. A 3.94-million-

cell grid was used for simulations with various turbulence models. The results for the real urban 

layout case are shown in Fig. S.2. 
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Fig. S.2 Grid-independence test for selected turbulence models: (a) SRANS with the RNG 

k-ε model, (b) SRANS with the SST k-ω model, and (c) LES. 
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