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ABSTRACT

Compression therapies have a historical tradition spanning thousands of years. In
contemporary practice, compression garments are extensively utilized for managing
chronic venous diseases, scar management, orthopedic applications, body shaping,
sportswear, and other uses. The development of imperceptible, multifunctional, long-term
wearable smart compression garments is highly desirable, as these can monitor pressure
variations and provide valuable information during therapy, potentially enhancing
therapeutic efficacy. However, traditional compression garments lack real-time pressure

measurement capabilities.

Several laboratory investigations into smart compression garments have been conducted
by various researchers, but these prototypes are often single-functional, bulky, and
unsuitable for prolonged wear. Consequently, this study proposed an innovative integrated
smart compression wearable system, comprising compression garments, embedded fabric
capacitive pressure sensors, edge control units, interactive user interfaces, and dedicated
software applications. This system offers numerous advantages, including high sensitivity
to low pressure, mechanical flexibility, integration with external systems, rapid internal
component upgrades and simplified repairs, configurable software parameters and modular

hardware components, and a low cost of US$ 33.
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To accurately measure static and dynamic pressure on the human body, textile capacitive
pressure sensors with a sandwich structure were designed, tested, and integrated. These
sensors feature a dielectric layer filled with polydimethylsiloxane mixed with carbon black
powder and roughened by abrasive papers. The laboratory-fabricated sensors exhibit
several benefits, including facile fabrication, low cost, satisfactory accuracy and
repeatability, high conformity to curved surfaces, adjustable integration with compression
garments, high sensitivity below 50 mmHg, energy-efficient design, and rapid response

times.

The sensing performance of the smart compression garment system is compromised by
parasitic capacitances caused by surrounding electromagnetic interference, proximity
effects, and deformation on curved surfaces, which manifest as frequency-overlapped and
non-stationary noise in real-world applications. Traditional deterministic and stochastic
signal processing methods are inadequate for improving denoising performance. Therefore,
a novel encoder-decoder deep neural network architecture was developed to enhance noise
reduction and achieve high-resolution pressure detection. This architecture employs
stacked autoencoders for the encoders and is trained for various tasks for the decoders,
offering high interpretability, cost-effective unsupervised learning, and compatibility with

edge control units with limited computational and storage capacities.

Empirical validations included 100-minute flat surface pressure recordings with seven

standard weights, producing 22,498 capacitance-pressure data pairs for algorithm training
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and testing. The algorithms achieved a root mean square error (RMSE) in pressure
measurement of 0.7891 mmHg, a 38% improvement over traditional polynomial regression
methods. Subsequent fine-tuning over 1000 epochs with the substitution of various frozen
encoders resulted in an RMSE of approximately 0.9 mmHg. Additionally, the system's
effectiveness was verified through 12-minute curved surface pressure recordings over ten
days, producing 75,888 capacitance-pressure data pairs. The textile capacitive pressure
sensors were attached to position B, B1, and C on a medium-sized wooden mannequin leg,
with a sphygmomanometer used to tightly wrap the sensor on the leg and exert seven
different pressure levels. The algorithms exhibited RMSEs of 0.0283 mmHg, 0.0633
mmHg, and 0.0387 mmHg for positions B, Bl, and C, respectively, representing

improvements of 98%, 97%, and 98% over traditional polynomial regression methods.

Continuous monitoring of lower extremity muscle function is essential, given the critical
role these muscles play in posture maintenance, locomotion, and dynamic movements.
However, conventional assessment techniques, such as electromyography and
physiological cross-sectional area measurements, often lack the capacity to deliver accurate,
real-time data while maintaining user comfort and practicality in both clinical and
community environments. To address these challenges, this study introduced an

application of the proposed smart compression stocking system.

A clinical validation study was conducted involving twelve healthy young adults who

performed maximum voluntary isometric contractions of ankle plantarflexion under
v



standardized conditions. Muscle force data were collected simultaneously using the smart
compression stocking system and a calibrated Humac NORM dynamometer, which served
as the reference standard. Statistical analysis demonstrated strong linear correlations
between the outputs of the two systems, with correlation coefficients exceeding 0.92.
Further, two-way analysis of variance demonstrated that the ankle joint angle (p = 0.055)
had a more significant impact on measurement outcomes compared to inter-participant
variability (p = 0.290). These results validate the smart compression stocking system as a
reliable and practical tool for monitoring lower extremity muscle force during isometric
contractions. The system holds significant potential for applications in clinical assessment,

rehabilitation monitoring, and sports performance evaluation.

In summary, this thesis comprehensively and systematically studied, designed,
implemented, and optimized wearable capacitive pressure sensors, tailored system
integration of the smart compression garment system, unified signal processing methods,
and evaluated the system by healthcare applications. The aim is to deliver cost-effective

pressure management and relevant healthcare information for anyone, anytime, anywhere.
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Chapter 1 Introduction

1.1. Background

Various functional garments are widely used and attract more and more attention; among them,
compression garments are one broad unique functional category. Currently, commercialized
off-the-shelf compression garments utilize elastomeric fibers and yarns and well-designed
fabric structures to generate appropriate mechanical pressure, so that contact human skins and
underlying tissues are supported, stabilized, compressed, and strained. Furthermore,
transmitting pressure from the surface to the internal is beneficial for skin healing, blood
circulation, lymph circulation, and capillary reabsorption. Therefore, compression garments are
generally recommended for medical curing applications, athletic applications, body shaping

applications, and geriatric healthcare applications [1-4].

In retrospect along the historical timeline, Hippocrates of Kos, who was a Greek physician
during the Age of Pericles and renowned as the “Father of Medicine”, mentioned the
compression therapy, which utilized externally exerted pressure to fix the posture of wounded
lower extremities resisting against natural gravity with the aim of better heal. Other invented
devices could also benefit this healing according to various wounded parts [5]. In 1628, William

Harvey studied the relationship between venous stasis and external pressure, which prompted



later on emerging kinds of compression therapy methods, such as laced stocking, elastic bands,
tight bandage with resin, cellulose fiber stocking, chemical fiber stocking (acrylic, nylon,
polyester) [6]. Not until the 19th century when mass production of commercial bandages came
up and was wildly used in clinical trials, compression therapy became much more popular and
effective. In the meantime, compression stockings with elastomer yarns were first introduced
to produce graduated compression distribution [7, 8]. After that, in the 20th century
compression therapy was used to cure burned skin to accelerate scar formation and alleviate

hypertrophic scars [9].

To achieve high performance of effective and efficient healing, several characteristics of
compression garments are highlighted and set higher priorities, such as graduated compression
distribution (higher pressure at the ankle and lower pressure at the thigh), pressure gradient
distribution (avoiding partially reverse pressure gradients), stability, flexibility, duration,
biosafety. It was studied that the discomfort pressure range is approximately 5.88-9.80 kPa
(44.1-73.5 mmHg), although this is distinct according to individual preference difference,
healing body parts difference, therapy approaches difference, which however is indicated as a
little more than the average blood pressure in capillaries close to skin surface of approximate
4.30 kPa (32.3 mmHg). High external pressure might obstruct capillaries from working to some
extent. The comfort pressure range is approximately 1.96-3.92 kPa (14.7-29.4 mmHg),
although this is also distinct according to individual preference differences, healing body parts
differences, and therapy approaches differences. The compression garments exerted pressure

should be well designed, as insufficient pressure cannot meet the therapy requirements or need
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to extend therapy duration while surpassing pressure can cause discomfort, numbness, partial
dysfunction, and even life-threatening injuries [10]. Besides external pressure, the user-friendly
design of compression garments also involves biosafety, including air permeability, heat
transmission, moisture transmission, tactile stimulation, biocompatibility, and even
antibacterial and antivirus properties, especially for clinical purposes and during the COVID-

19 pandemic situation.

Apart from medical usage, compression garments are popularly adopted in sportswear [11-13].
The purposes are to upgrade the athletic performance of speed or stamina on one hand, and on
the other hand, to minimize possible injuries during training or competition, to improve remedy,
and to accelerate recovery afterward [14]. In general, moderate pressure is broadly
recommended, especially for amateur sports activities and individual fitness. Moreover,
compression garments are considered appropriate for body shaping as suitable pressure is

exerted on desired tightly fitting human body parts [15, 16].

Traditional commercial compression garments are widely used in chronic venous disease
management, scar management, orthopedic application, body shaping application, sportswear
application, and other applications. For all of these applications, pressure management is
essential. However, traditional functional compression garments cannot provide accurate and
real-time pressure measurement. Moreover, there have been several explorations on smart
compression garments, which are single-functional, large, bulky, and not suitable for long-time

wearables. Hence, the imperceptible, multifunctional, long-term used smart compression
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garments are highly desirable as they can monitor the variation in pressure and offer information

during therapy or even advice on how to enhance therapy efficacy.

There are huge academic gaps. According to the author’s knowledge, there is no systematic
research and implementation from scratch for smart compression garments to achieve real-time
pressure management, which includes hardware design, software design, algorithm design, and
clinical experiment design. Although there are several laboratory explorations on piezoresistive
sensors, resistive stretch sensors, optical fiber sensors, and capacitive pressure sensors,
nonetheless, the academic work has never in-depth investigated the unified framework of
hardware design, software design, algorithm design, clinical experiment design for smart
compression garment systems and deployment for multitasks scenarios. With the fast
development of textile flexible sensors, the sensors still have complex responsive functions and
are susceptible to dynamic surroundings, leading to worse performance of conventional signal
processing approaches and highly demanding new signal processing approaches to do noise
reduction. Thanks to deep learning, transferring learning, and edge computing, it is possible to
propose a unified algorithm architecture to complete various tasks with high accuracy and
adaptiveness. Applying smart compression garment systems to healthcare is precious and
challenging. To focus on monitoring lower extremities muscles which are essential for daily
activities such as maintaining posture, walking, and executing dynamic movements, the
conventional methods seldom touched in vivo nor achieved high long-term usage conformity.
The smart compression garment systems are plausible new solutions and lack clinical

experiment evidence.



1.2. Objectives

For the sake of realizing a smart compression garment, it should be considered to use
compression garments, embedded flexible sensors, edge control units, user interactive devices,
and software applications. The components are all available off-the-shelf, commonly used,
lower cost. The whole system has the advantages of high sensitivity to pressure, mechanical
flexibility, modular design, configurable hardware and software. The specific objectives are

listed as follows:

(1) To select components, design and make prototypes of smart compression garment systems,
including compression garments, textile capacitive sensors, edge control units, user interactive
devices, software applications, and cloud backend. To design and implement laboratory user
experience tests and clinical experiments for purposes of evaluating the overall performance of
the smart compression garment systems and accordingly iteratively improving relevant

hardware and software design.

(2) To optimize the textile capacitive sensors, achieving high sensitivity in the low-pressure
range and good conformity to curved surfaces. To calibrate laboratory fabricated textile
capacitive sensors for long-term use regarding flat surface pressure measurements and different

curvature surface pressure measurements respectively.



(3) In-depth analysis of the signal processing methods and propose a new unified solution
architecture to denoise for frequency overlap and non-stationary noise concerning laboratory-
fabricated flexible sensors. To iteratively optimize the algorithms, based on the established flat

surface pressure dataset and curve surface pressure dataset.

(4) To investigate the application of monitoring skeletal muscle force of lower extremities,
design, and complete comprehensive clinical experiments through healthy participants to
perform maximum voluntary isometric contraction of ankle plantarflexion, and statistical

analysis to achieve convincible conclusions.

1.3. Methodology

To accomplish the aforementioned objectives, it is imperative to define the research
methodology for this project through a comprehensive review aimed at identifying various
requirements of different compression garment applications and an in-depth study of signal
processing methods to find out the potential directions of a new desired signal processing
method for the smart compression garment. Then hardware and software design and
implementation are completed, to evaluate the final performance. Healthcare applications are
investigated and desired clinical experiments are designed and analyzed elaborately. In this
section, detailed methodologies are illustrated below, including the main techniques for system
architecture design, electronic devices design, mobile device software design, signal processing

design, performance evaluation, clinical experiment design, and data analysis.
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(1) A comprehensive review is conducted on different compression garments and compression
therapies, focusing on chronic venous disease management, scar management, orthopedic
application, body shaping application, sportswear application, and other applications. It is
identified for the research gap between current compression garments and desired smart

functional garments requirements.

(2) Different signal processing methods and noise reduction methods are summarized and
investigated in depth, to deal with flexible sensors induced frequency overlap and non-
stationary noise issues. This forms guidelines to cope with diverse compression garments
application scenarios. Moreover, deep learning and transferring methods are investigated, to
achieve unified deep learning based algorithms to deal with noise reduction and downstream

multiple tasks.

(3) Literature review concentrates on compression garment systems applications for healthcare,
furthermore muscle force generation mechanism, the importance of monitoring lower
extremities muscle force, current popular methods to detect the muscle force and their
limitations. This highlights the worth and urgency of applying the smart compression garment

systems.

(4) According to the smart compression garments research gap, hardware and software

architecture is determined and designed. The architecture can utilize off-the-shelf and lower-
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cost components and commonly used facility tools or platforms so that the architecture takes
advantage of low cost, flexibility, user-friendliness, easy external systems integration, rapid

upgrade and repair, easy adaptation to various application scenarios.

(5) Based on deep learning methods, new signal processing is researched and proposed.
Focusing on pressure management of medical compression stockings, unsupervised deep
learning based encoder-decoder algorithms are proposed to do noise reduction, to improve the
resolution and precision of pressure calculation for flexible capacitive pressure sensors. In the
laboratory, the flat surface and curved surface pressure experiments are designed and
implemented through a laboratory horizontal flat platform, constant standard normal weights,
one medium-sized wooden mannequin leg, and one commercial sphygmomanometer, datasets
are established respectively and analyzed about their distribution to reflect the characteristics
of fabric sandwich-structured pressure sensors. The performance of the algorithms is evaluated
based on these datasets and compared with the benchmark of traditional polynomial regression

models.

(6) To continuously monitor lower extremities muscles, traditional assessment methods, like
electromyography and physiological cross-sectional area measurements, often struggle to
provide precise real-time data while ensuring user comfort and practicality in both clinical and
community settings. The smart compression stocking system is upgraded accordingly. Then
design and implementation of a clinical study on the relationship between measured pressure

changes and generated gastrocnemius muscle force measured by Humac NORM, involving
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healthy young individuals to perform maximum voluntary isometric contraction of ankle
plantarflexion. Statistical analysis is used on the obtained dataset to test the hypothesis of a

positive linear correlation and evaluate the efficacy of subject samples.

1.4. Research Significance

The primary contribution of this research lies in the comprehensive examination of smart
compression garments from a systemic perspective. The novelty of this work can be attributed

to the following key aspects:

(1) In-depth investigation of characteristics of fabric capacitive pressure sensors. The sensors’
responses were analyzed regarding short-term continuous flat surface pressure, long-term curve
surface pressure, and different curvature surface pressure, considering current textile flexible
sensors are highly susceptible to deformation on curved surfaces and fluctuation along the

timeline.

(2) The new unified signal processing architecture, i.e. encoder-decoder architecture, was
proposed, which takes advantage of high compatibility, high interpretability, inter-changeable

modules, and easy application to downstream multi-tasks.

(3) Deep learning neural networks were adopted, transferring the paradigm from complicated

data processing algorithms to general deep learning approaches, which can save plenty of
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intensive labor on deriving close expressions of formulas and improve accuracy by a large

margin.

(4) The unified infrastructure system, including hardware, software, and user interface, was
designed and implemented. User-centered evaluation was conducted. Different compression

garment applications validated the effectiveness of the proposed architecture.

(5) A clinical study to monitor skeletal muscle force of lower extremities. This is significant
because lower extremities muscles are essential for basic human daily activities, but

conventional methods seldom touched in vivo nor achieved high long-term usage conformity.

(6) Proposed system integration, signal processing, and applications of smart compression
garment systems have merits of low cost, simple design, the capability of mass production, and

sustaining large scale of practical use.

This research involves smart textiles, electronics engineering, computer science, artificial
intelligence, and medical research, which would underscore the importance and value of
facilitating Interdisciplinary Research, inspire new findings and developments, and stimulate
more end-to-end architecture design and implementation of smart wearable systems. It is
expected this research will demonstrate the value of the smart compression garment system

with compression garments, embedded flexible fabric-based sensors, edge control units, user
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interactive devices, software applications, and cloud backend, and accelerate the application of

the smart compression garment system on human healthcare activities monitoring.

1.5. Outlines of the Thesis

The thesis regarding smart compression garments is presented in six chapters, with the main

contents briefing in Figure 1-1.

[ Introduction } ----------------- ’[ Chapter 1 ]

[ Literature Review } ----------------- ’[ Chapter 2 ]
Sensors Fabrication and Integrated Smart | J Chanter 3 )

L Compression Garment Systems ) L P J
[ Unsupervised Encoder-Decoder for Edge Signal | : Chapter 4 )
L Processing ) L P )
Application for Monitoring Skeleton Musele | J Chavter 5 )

L Force of Lower Extremities ) L P J
( Conclusions, Limitations and ) ( A

S T > Chapter 6
L Recommendations for Future Work ) L y,

Figure 1-1 Thesis structure illustration.

Chapter 1 serves as the introduction to this study, encompassing essential elements such as the

project background, identified problems, project objectives, and adopted research methodology.
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This chapter provides a comprehensive overview of the study's context, outlining the research

questions and aims while delineating the chosen approach for conducting the research.

Chapter 2 presents a comprehensive literature review that encompasses the relevant topics
explored in this thesis. It covers various compression garments and compression therapies, with
different application requirements. Signal processing methods are systemically investigated to
cope with diverse compression garment application scenarios. Furthermore, it reviews the
mechanism of muscle contraction and current monitoring technology to monitor skeletal

muscles’ contraction.

Chapter 3 explains in detail new smart compression garment systems, including compression
garments, embedded flexible sensors, edge control units, user interactive devices, and software
applications. Wireless communication protocol selection and hardware cost are discussed.

It also describes the preparation work of fabric-based sensors, including textile capacitive

pressure sensor fabrication, basic performance testing, and sensor module design.

Chapter 4 reveals the end-to-end deep learning algorithms. To cope with flexible sensors-
induced noise issues, the unsupervised encoder-decoder architecture is introduced for different
downstream tasks. For the collected flat surface pressure dataset, the algorithm gains a 38%
increase in accuracy from that obtained by traditional polynomial regression. For collected

curve surface pressure datasets, the algorithms gain 98%, 97%, 98% increase accuracy from

12



that obtained by traditional polynomial regression for the B position, B1 position, C position

respectively.

Chapter 5 introduces a clinical study of the relationship between measured pressure change and
generated gastrocnemius muscle force, involving 12 healthy young individuals to perform
maximum voluntary isometric contraction of ankle plantarflexion; the identified linear
relationship between measured pressure changes and generated gastrocnemius muscle force

enables monitoring the muscle force of the lower extremities in isometric mode.

Chapter 6 serves as a summary of the principal findings derived from this research endeavor.
In addition, this chapter addresses the limitations inherent in the study and offers insightful
recommendations for future research endeavors related to hardware upgrades, signal processing
upgrades, and potential MetaHealth applications. By consolidating the key outcomes of the
research, acknowledging its constraints, and proposing avenues for further exploration, Chapter
6 contributes to the overall understanding of the research's significance and paves the way for

future advancements in the field.
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Chapter 2 Literature Review

2.1. Introduction

This chapter introduces the background and process of designing a smart medical compression
stocking system. Compression garments are widely used in chronic venous disease
management, scar management, orthopedic application, body shaping application, sportswear
application, and other applications. However, traditional functional compression garments
cannot provide accurate and real-time pressure measurement. In addition, for the functional
compression garment with different wearable sensors and sensing networks, signal processing
is the vital stage to determine how successful the whole wearable system is. This chapter
discusses mainly basic concepts, classic theories, general dealing techniques, emerging issues,
and recommendations so that it is convenient to apply to practice accordingly. Furthermore,
continuous monitoring of lower extremity muscle function is crucial due to the essential role
these muscles play in daily activities such as maintaining posture, walking, and executing
dynamic movements. Traditional assessment methods, like electromyography and
physiological cross-sectional area measurements, often struggle to provide precise real-time
data while ensuring user comfort and practicality in both clinical and community settings.

Hence it is highly valuable to design a novel smart compression garment system.
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Section 2.2 describes the history of compression therapies and compression garments. Section
2.3 in detail illustrates traditional commercial compression garments applied in chronic venous
disease management, scar management, orthopedic application, body shaping application,
sportswear application, and other applications, and the research gap is highlighted. Section 2.4
discusses the signal processing for wearable systems. Section 2.4.1 describes preprocessing
methods, including amplifying, denoising, filtering, sampling, quantization, and analog-to-
digital (A/D) conversion. Sections 2.4.2 and 2.4.3 describe classic mainstream signal
processing methods, i.e. deterministic signal processing and stochastic signal processing.
Section 2.4.4 describes several advanced signal processing methods, such as stochastic process,
wavelet transform. Section 2.4.5 describes several popular data science processing methods,
such as machine learning, deep learning. Section 2.5 introduces the importance of the
gastrocnemius muscle for human daily activities, the mechanism of muscles’ contraction, and
current technologies to monitor skeletal muscles’ contraction including the electromyography
(EMG) methods and physiological cross-sectional area (PCSA) methods and their limitations.

Section 2.6 briefly provides a summary.

2.2. Compression Garment Introduction

Various functional garments are widely used and attract more and more attention; among them,
compression garments are one broad unique functional category. Currently, commercialized
off-the-shelf compression garments utilize elastomeric fibers and yarns and well-designed

fabric structures to generate appropriate mechanical pressure, so that contact human skins and
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underlying tissues are supported, stabilized, compressed, and strained. Furthermore,
transmitting pressure from the surface to the internal is beneficial for skin healing, blood
circulation, lymph circulation, and capillary reabsorption. Therefore, compression garments are
generally recommended for medical curing applications, athletic applications, body shaping

applications, and geriatric healthcare applications [1-4].

In retrospect along the historical timeline, Hippocrates of Kos, who was a Greek physician
during the Age of Pericles and renowned as the “Father of Medicine”, mentioned the
compression therapy, which utilized externally exerted pressure to fix the posture of wounded
lower extremities resisting against natural gravity for better healing. Other invented devices
could also benefit this healing according to various wounded parts [5]. In 1628, William Harvey
studied the relationship between venous stasis and external pressure, which prompted later on
emerging kinds of compression therapy methods, such as laced stocking, elastic bands, tight
bandage with resin, cellulose fiber stocking, chemical fiber stocking (acrylic, nylon, polyester)
[6]. Not until the 19th century when mass production of commercial bandages came up and was
wildly used in clinical trials, compression therapy became much more popular and effective. In
the meantime, compression stockings with elastomer yarns were first introduced to produce
graduated compression distribution [7, 8]. After that, in the 20th century compression therapy

was used to cure burned skin to accelerate scar formation and alleviate hypertrophic scars [9].

To achieve high performance of effective and efficient healing, several characteristics of

compression garments are highlighted and set higher priorities, such as graduated compression
16



distribution (higher pressure at the ankle and lower pressure at the thigh), pressure gradient
distribution (avoiding partially reverse pressure gradients), stability, flexibility, duration,
biosafety. It was studied that the discomfort pressure range is approximately 5.88-9.80 kPa
(44.1-73.5 mmHg), although there is variation according to individual preference difference,
healing body parts difference, therapy approaches difference, which however is indicated as a
little more than the average blood pressure in capillaries close to the skin surface of approximate
4.30 kPa (32.3 mmHg). High external pressure might obstruct capillaries from working to some
extent. The comfort pressure range is approximately 1.96-3.92 kPa (14.7-29.4 mmHg),
although there is also variation according to individual preference difference, healing body parts
difference, and therapy approaches difference. The compression garments exerted pressure
should be well designed, as insufficient pressure cannot meet the therapy requirements or need
to extend therapy duration while surpassing pressure can cause discomfort, numbness, partial
dysfunction, and even life-threatening injuries [10]. Besides external pressure, the user-friendly
design of compression garments should also consider biosafety, including air permeability, heat
transmission, moisture transmission, tactile stimulation, biocompatibility, even antibacterial

and antivirus properties, especially for clinical purposes and during the pandemic situation.

Apart from medical usage, compression garments are popularly adopted in sportswear [11-13].
The purposes are to upgrade the athletic performance of speed or stamina on one hand, and on
the other hand, to minimize possible injuries during training or competition, to improve remedy,
and to accelerate recovery afterward [14]. In general, moderate pressure is broadly

recommended, especially for amateur sports activities and individual fitness. Moreover,
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compression garments are considered appropriate for body shaping as suitable pressure is

exerted on desired tightly fitting human body parts [15, 16].

2.3. General Functional Compression Garment

2.3.1. Chronic venous disease management

Chronic Venous Disease (CVD), also known as Chronic Venous Insufficiency (CVI), is a
debilitating condition where a severe pooling of blood in the veins slows down or hampers the
return of blood to the heart, with a general prevalence between 60-70% [17]. CVD is regarded
as the most prevalent venous disorder in the veins of the lower extremities, which heavily
negatively impacts 5% to 30% adult population health status in the world [18]. This disease is
more common at older age and more dominant in females [19]. The pathophysiology is
complicated and not so obvious, involving individual genetic susceptibility, personal and
environmental influential factors, including age, gender, pregnancy, obesity, deep and
superficial vein thrombosis, phlebitis, May-Thurner compressions, sedentary lifestyle,
occupation, smoking, long-term inactivity, prolonged standing or sitting, previous leg injuries
[20-23]. The consequential symptoms consist of partial pain, telangiectasias, reticular veins,
varicose veins, swelling, edema, pigmentation, dermal irritation, eczema, lipodermatosclerosis,

and venous ulcer [24].

Patients’ primary venous valvular incompetence and congenital vein wall weakness can cause

a sequence of reflux of the venous valves of superficial veins, venous hypertension, and then
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inflammation which is an evident clinical indication [25, 26]. Compression therapy is
introduced at large as a conservative treatment or palliative care with minimal side effects for
the sake of ameliorating venous insufficiency. Externally exerted pressure counterbalances
patients' internal pressure distribution disorder, so that implementing gradually decreased
pressure from ankles to thighs smooths blood flow in veins to normal status, increases the speed
of blood flowback, reduces venous wall distention and hypertension, restores venous valvular
functions, escalate capillary reabsorption, enhances hemodynamics and lymphatic circulation,
deactivates inflammation, alleviates clinical signs such as swollen limbs and edema, despite

that more severe chronic symptoms need specific surgical operations.

Compression therapy generally utilizes various compression garments, such as medical
compression stockings (MCSs) or compression bandages. For theoretical analysis, one
approach is to apply Pascal’s Law and form an evenly distributed pressure enclosed system
where pressure leads to decreased vein diameter, push back valve orientation, and smooths
blood flow [27]. Another approach is to apply Laplace’s Law and form a graduated distributed
pressure garment, where different geometrical shapes of lower extremities are taken into

account [28].

In general, mild symptoms patients are recommended to use lower pressure MCS by therapists
while severe symptoms need higher pressure. Slight venous insufficiency patients can wear
MCSs exerting ankle pressure of 10-20 mmHg. Varicose veins patients need MCSs providing

20-30 mmHg pressure. Active ulcers need 30-40 mmHg pressure. More severe symptoms like
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lymphedema need 40-50 mmHg pressure and even higher [29]. Insufficient lower pressure or
surplus higher pressure are both invalid and sometimes may cause negative effects [30]. Long
time wearing MCSs is beneficial for soothing symptoms, taking effect from at least four to six
months. It is recommended for continuous wearing until the necessity of temporary taking off,

such as bathing and sleeping.

Compression bandages are another widely adopted approach, taking account of low cost, simple
usage, and stable pressure. The pressure exerted by compression bandages can be classified as
mild when less than 20 mmHg pressure, medium during between 20 to 40 mmHg pressure,
strong during between 40 to 60 mmHg pressure, and very strong when greater than 60 mmHg
pressure [31]. Pressure between 35 to 45 mmHg when wearing at ankle positions is practically
appropriate and clinically effective [31, 32]. Considering safety reasons and side effects of
lower stretchable bandages, 30 mmHg pressure exerted at upper extremities is the upper limit,
while pressure between 50 to 60 mmHg at lower extremities is the upper limit [33]. For patients
with ambulatory venous hypertension and intermittent venous occlusion, a pressure of greater
than 50 mmHg is acceptable, which produces intermittent high-pressure peaks during patients'
lower extremities movement working as massage effect and are attuned by multilayer lower
stretchable bandages rather than elastic ones [34, 35]. Furthermore, some novel compression
bandages can produce the desired pressure between 30 to 35 mmHg independent of distinct

patient limb shapes and sizes [8].

2.3.2. Scar management
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Skin dermal injuries and even severe skin burn injuries can cause a variety of skin complicated
diseases, such as a hypertrophic scar, and corresponding complicated symptoms such as pruritus,
erythema, pain, and articular stiffness by scar contracture under the condition of a nearby joint.
All of these explicitly or implicitly lead to skin functional damage, or physiological,
psychological, and aesthetic problems [36]. To improve the quality of patient’s life,
compression garments were introduced in the 1970s. They were adopted for treatment or
prophylaxis avoiding hypertrophic scars. Although there is a lack of substantial supportive
evidence to clearly explain the relevant mechanism, the probable explanation is that pressure
by compression garments hinders collagen formation, promotes collagen lysis, increases cell
apoptosis, decreases blood flow, and reduces oxygen supply near the scar tissues [37, 38]. Thus,
compression garments are required a long time to wear. A typical solution is 23 hours for each
day and continuous for at least one year until scars grow mature. Pressure between 20 to 30
mmHg is regarded as appropriate [39, 40]. Compression garments can be used for 2 to 3 months
before being changed to a new one because they naturally diminish elasticity over time [41-43].
Some common disadvantages of compression garments include limited usage, skin discomfort,
and undesired pressure. Compression garments cannot generate the desired pressure for flat or
concave scar areas. For practical purposes, additional padding or face masks are inserted

between these contact interfaces [44-46].

2.3.3. Orthopedic application

Compression garments are also widely for orthopedic supporting purposes, such as back

supports, lumbar supports, calf supports, shoulder braces, elbow braces, and ankle braces [47]
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[47]. Their utilities can be classified into preventive support, functional support, and
rehabilitative support, which is recommended by physicians or adopted by deliberate users.
Although there is no common standard to guide, available compression garments can be
customized to some extent to satisfy self-comfort and desired supporting forces [48]. The
compression garments are beneficial for paraplegic patients, motor disability patients, children,
old people, and pregnant women, to produce anatomical correction, enforce body functional
strength, and even improve motor functions [49]. It is not necessary to wear for a long period
to provide supportive forces, especially for temporal dysfunctional patients, such as pregnant
women and incorrect posture juveniles. Apart from the main parts of knitted elastic fabric,
functional supportive compression garments generally have a solid frame made of silicone or
metallic material and extra components of straps, fasteners, hinges, so that elasticity can be

adaptive and supportive forces can be adjustable [50].

2.3.4. Body shaping application

Compression garments are also used to shape specific body parts for aesthetic purposes [15].
Traditionally a girdle is regularly worn by young women to uplift the hip and tighten the
abdomen, which is regarded as a gorgeous body figure. Girdles can provide light, medium, or
firm levels of support, while the firmer stands for girdles with tighter and multiple layers of
fabrics, nevertheless avoiding discomfort or physiological damage. Thus, exerted pressure level
is highly concerned, when applying to mainly ten anatomic positions, such as left side, right
side, left front tummy, right front tummy, front tummy, left front lower, right front lower, left

hips, right hips, waist. People prefer a higher pressure of approximately 11.5 mmHg at two
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body sides, a lower pressure of approximately 4.5 mmHg at the hip, medium pressure of
approximately 6.5 mmHg at the waist, which indicates an overall average pressure of
approximately 7.5 mmHg [51]. If the pressure increases greater than 30-40 mmHg, users will
feel somehow uncomfortable [52]. Thus, befitting girdles involves material, garment size,
design patterns, and construction, as well as users’ factors such as body size, anatomic positions,

bone structure, and muscle resilience.

2.3.5. Sportswear application

A variety of compression garments are widely applied as functional sportswear to enhance
performance or accelerate recovery speed, including compression shirts, compression sleeves,
and compression underwear, On one hand, compression garments can generate proper pressure
to improve blood flow, which can provide more oxygen, more energy, fast discharging
metabolite, such as lactate, on the other hand, tight garments with smooth outside surfaces can
largely cut down fluid resistance during fierce athletic competitions [4]. Furthermore,
compression sportswear fixes muscle disturbance displacement, spurring neurotransmission,
and enhancing body mechanical capability [12]. For instance, compression sportswear can
improve flexion and extension torque ranges and hamstrings controlling the legs [53]. Despite
advantages during training or competitions, they are validated as helpful for post-exercise
recovery by degrading muscle soreness, swelling, pains, and trauma rapidly in the short term
and efficiently regaining muscle forces in the long term [54-57]. In addition, sportswear benefits
athletes' psychological status during or after exercise [58, 59]. However, evidence of

compression sportswear in certain high-intensity exercises is still elusive [60].
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Researches on the effective pressure of compression sportswear attract much attention. It is
useful for venous circulation if pressure is set lower than approximately 7.5 mmHg at trunk
positions. If pressure is greater than approximately 8.6 mmHg at the chest position,
corresponding pressure at the waist is measured as more than approximately 2.7 mmHg,
however, it leads to the discomfort of swimmers, if pressure exceeds approximately 4.2 mmHg
at the abdomen position [61]. Similarly, higher pressure at the shoulders or inguinal positions
causes skin blood suppressed and flown to peripheral areas, latency periods of blood pressure

recovery after exercise, which is exceptionally detrimental for long-term rehearsal activities

[62].

2.3.6. Other applications

Compression garments have found utility as maternity wear, wherein a specific type known as
a bellyband, wrap, or abdominal binder is commonly employed. These garments share
similarities with tube tops in terms of their design and functionality. However, it is specifically
designed to be worn over the abdomen of pregnant women [63] [63]. These garments are
frequently utilized during the postpartum period as well, serving the purpose of offering support
to the abdominal and back regions. By doing so, they enhance the ease of performing daily

activities and contribute to improved posture for mothers.

Compression garments are believed to bring positive influence, especially for the elderly, such

as improved appearance of limbs, decreased symptoms of depression, better sleep qualities,
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increased activity levels, enhanced muscle force, gained balance control, and strengthened

proprioception [64-68].

Table 2-1 Overview of Therapeutic Applications and Suggested Pressure Levels for
Compression Garments Across Various Conditions

Application Condition/Use Sufgj:;:?ﬂf;eﬁgre Notes
MCSs (Mild Symptoms) 10-20 Recommended for slight venous insufficiency.
MCSs (Varicose Veins) 20-30 Suitable for patients with varicose veins.
MCSs (Active Ulcers) 3040 Required for managing active ulcers.
MCSs (Severe Symptoms) | 40-50 or higher Necessary for more severe symptoms such as lymphedema.
(Cl\(/}ﬁlg)r ession Bandages <20 Economical and easy to use, providing stable pressure.
Chronic (Cl\zrexg?rut;is)lon Bandages 20-40 Provides moderate pressure for therapeutic purposes.
Venous Di -
Management Compression Bandages 40-60 Suitable for strong compression needs.
(Strong)
Compression Bandages ~60 Applicable for conditions like ambulatory venous
(Very Strong) hypertension and intermittent venous occlusion.
Ankle Position 35.45 Clinically effective pressure range for compression
bandages at the ankle.
Upper Extremities <30 Maximum safe pressure for upper extremities.
Lower Extremities 50-60 Maximum safe pressure for lower extremities.
Pressure aids in reducing collagen formation and blood flow
Scar Hypertrophic Scars 20-30 near scar tissue. Recommended for 23 hours daily for at
Management P p least one year. Garments should be replaced every 2 to 3
months due to loss of elasticity.
Used for preventive, functional, and rehabilitative support.
Orth?pe(.iic Supportive Garments Customizable Include‘s back, lumbar, gnd joint supports. Elastic-ity anq
Application supportive forces are adjustable, often incorporating solid
frames and additional components.
Utilized for aesthetic body shaping. Higher pressure (~11.5
. mmHg) at body sides, lower (~4.5 mmHg) at hips, medium
ioa)l]ics;t?g;ng Girdles 4.5-11.5 (~6.5 mmHg) at waist. Overall average pressure ~7.5
pp mmHg. Discomfort may occur if pressure exceeds 30-40
mmHg.
Enhances athletic performance and recovery. Improves
Sportswear Functional Sportswear <7.5 (trunk), >8.6 blood flow and reduces fluid resistance. Pressure >4.2
Application (chest) mmHg at the abdomen may cause discomfort. Higher
pressure at shoulders/inguinal areas can be detrimental.
Includes bellybands and abdominal binders. Provides
Maternity Wear N/A support to the abdominal and back regions, improving
posture and facilitating daily activities for mothers.
Other - -
Applications Enhances limb appearance, reduces erressmn symptoms,
Elderly Benefits N/A improves sleep quality, increases activity levels, and
strengthens muscle force, balance control, and
proprioception.
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Table 2-1 provides a comprehensive summary of the functions, recommended pressure levels,
and additional notes for the use of compression garments in managing chronic venous disease,

scar management, orthopedic support, body shaping, sportswear, and other applications.

2.3.7. Challenges of traditional compression garments

Traditional commercial compression garments are widely used in chronic venous disease
management, scar management, orthopedic application, body shaping application, sportswear
application, and other applications. For all these applications, pressure management is essential.
However, traditional functional compression garments cannot provide accurate and real-time
pressure measurement. Furthermore, the users cannot receive simultaneous feedback whether
in danger out of maloperation or are recommended to continue out of desired movements or
postures. Moreover, although traditional functional compression therapy is adopted, patient or
user compliance and follow-up care are still challenging. On the other hand, it is highly worth
digitalizing patients' or users’ daily life health status and realizing teleconsultation which is
believed to be the future trend to at large reduce the workload burden and cost of current

healthcare systems.

Hence there are huge academic gaps. According to the author’s knowledge, there is no
systematic research and implementation from scratch for smart compression garments to
achieve real-time pressure management, which includes hardware design, software design, and
algorithm design. Although there are several laboratory explorations, such as piezoresistive

sensors [69-72], resistive stretch sensors [73], optical fiber sensors [74, 75], and capacitive
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pressure sensors [76], nonetheless, academic work has never been in-depth investigated the
unified framework of hardware and software design for smart compression garment systems
and deployment for multitasks scenarios. Due to the fast development of textile flexible sensors,
there is lacking systematic review and research of signal processing methods to deal with these
sensors. The sensors have complex responsive functions and are susceptible to electromagnetic
interference, proximity effects, and deformation on curved surfaces, leading to worse
performance by conventional signal processing approaches and requiring new signal processing
approaches. Finally, total cost-effectiveness and adaptive utility are seldom researched, which

impedes the use of smart compression garments at large scale.

2.4. Wearable Sensors for Pressure Measurement

2.4.1. Different pressure sensors

Smart compression garments need wearable sensors to detect static pressure and dynamic
pressure. Static pressure measurement should cover the range of 0 to 50 mmHg [77]. Dynamic
pressure is involved, considering the users’ activities and exercises, which cause the
deformation of muscle or tendons, positions on human bodies changes, and furthermore, lead
to pressure distribution change. Relatively high sensitivity in the low-pressure range below 50
mmHg, stable continuous output, resilience to temperature impact and humidity impact, small
size and thinness, high flexibility, and conformation on the curve surface are all desired

characteristics.
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Piezoelectric sensors [78] and triboelectric sensors [79, 80] are popular research topics since
they are self-powered devices and beneficial to carbon neutrality. Nevertheless, their work
mechanism relies on the dynamic movement stimuli of repeated pressure exerted and removed
to generate transient signals and output voltage signals drift over the longer time static pressure.

Hence, they are suitable for dynamic pressure measurement.

Optical sensors, piezoresistive sensors, and capacitive sensors can accommodate static pressure
measurement and dynamic pressure measurement. Optical sensors [81, 82] possess the benefits
of high measurement accuracy, high sensitivity, good resolution, and resistance to surrounding
electromagnetic fields' impact. They need complex system design, including light emitter
device, light receiver device, and complicated configuration, which means larger sizes of
devices, higher cost, higher power consumption, and difficulties in integrating, repairing, and
upgrading. The optical fibers, as light transmittance media, are susceptible to holder

deformation, fragile, and easy to cause light leakage and light pollution.

Piezoresistive sensors can be one of the candidates for wearable pressure measurement sensors,
with the advantages of simple fabrication, low cost, flexibility, and dexterous appliances. They
commonly adopt two electrodes and a piezoresistive layer in between, to form a sandwich
structure. Embedding conductive materials with microporous structure and optimized
microstructure surface could obliviously increment sensors’ sensitivity [83-85]. Micro-
semicylinders are more effective in polydimethylsiloxane (PDMS) conductive film resistive

pressure sensors [86]. Micropores are another way to design microstructure to raise sensitivity
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[87]. Different microstructure substrate materials were studied effectively, including paper [88],
textile [89], and plants [90]. However, temperature change susceptibility, limited sensitivity in
the low-pressure range below 50 mmHg, thickness, high hysteresis, and non-linearity in larger

range hamper the piezoresistive sensors’ wearable applications [91-94].

Capacitive sensors represent a particularly advantageous technology for wearable pressure
sensing applications, offering superior performance characteristics including enhanced
sensitivity, minimal power requirements, extended operational stability, exceptional
mechanical durability, reduced hysteresis effects, and rapid response times. The fundamental
structure employs a parallel-plate capacitor configuration consisting of two conductive
electrodes separated by an intermediate dielectric material, creating a sandwich-type structure
where applied pressure modulates the inter-electrode distance and consequently alters the
measurable capacitance. This transduction mechanism enables precise pressure quantification
through capacitance variations while maintaining the mechanical flexibility essential for textile

integration and comfortable wearable deployment. The capacitance can be derived as C =
A . e : . e :
€0€r where € is free space permittivity, €, is relative permittivity, A is the contact area of

two parallel conductive plates, and d is the distance between the two plates. As €,, 4, d are
changed and influenced by exterior mechanical stimuli, the capacitance will change accordingly.
Hence several approaches to increasing relative permittivity and dielectric deformation can
improve sensors’ sensitivity. Adding conductive fillers in the dielectric layer can increase the

relative permittivity, such as carbon nanotubes, and metallic nanoparticles [95]. Making
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micropores in low-modulus elastomers enlarges dielectric deformation under pressure and also
increases the relative permittivity [96-100]. Making microstructures in the dielectric layer can
lead to higher sensitivity and higher mechanical deformation, which can further reduce the
response time and hysteresis issue caused by viscoelastic deformation. Microstructure studies
involve micro-pyramids [101, 102], micro-domes [103], micro-pillar-array [104], micro-array

[105, 106], rough interfaces [107-109] and others [110-112]. In summary, the comparison

among these different pressure sensor types is illustrated in Table 2-2.

Table 2-2 Different pressure sensor types comparison.

Sensors Categories Classification Characteristics Distinctions
only suitable for self-powered, output drift over
Piezoelectric Sensors | Active Sensors dynamic time under static pressure,
measurement transient output signal
only suitable for self-powered, output drift over
Triboelectric Sensors | Active Sensors dynamic time under static pressure,
measurement transient output signal
both static and low sensitivity in low pressure
Piezoresistive Sensors | Passive Sensors dynamic range, temperature change impact,
monitoring high hysteresis, non-linearity
both static and . .
. . . high power consumption,
Optical Sensors Passive Sensors dynamic ;
. complicated measure system
monitoring
both static and moderate or high sensitivity, high
Capacitive Sensors Passive Sensors dynamic durability, low hysteresis, fast
monitoring response speed

Recent advancements in flexible capacitive pressure sensors have focused on optimizing
microstructures, utilizing novel materials, and improving overall structural design [113]. These
innovations have significantly enhanced sensor sensitivity, broadened detection ranges, and

improved performance under diverse pressure conditions.
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The design and engineering of microstructural dielectric layers have been pivotal in improving
capacitive sensors sensitivity and detection capabilities. For instance, cylindrical ladder
microstructures introduced in 2023 achieved 3.9 times higher sensitivity (0.12 kPa™") compared
to sensors without such structures [114]. Similarly, porous Ecoflex with aligned airgap
structures, developed in 2022, demonstrated high sensitivity within the 20-100 kPa range and a
low detection limit of 20 Pa [115]. The synergistic effect of the surface hemispherical
microstructure and the internal porous structure supported high sensitivity of 3.15 kPa™ and
wide pressure range of 0-200 kPa in 2022 [116]. Micro-structured PDMS film embedded with
a layer of multi-walled carbon nanotubes (MWCNT) as the micro-structured conductive
electrode, published in 2021, can reach 1.3 kPa™ in the pressure range of 0-100 Pa [117].
Advancements in 2024 included porous PDMS dielectric layers with hole arrays by laser
ablation and sacrificial templates, achieving a sensitivity of 0.694 kPa™' and a broad pressure
response from 3 Pa to 200 kPa [118]. Other notable innovations include microstructured
composite dielectric layers (MCDL) introduced in 2022, which extended the linear detection
range to 0-1.3 MPa and has a sensitivity of 0.00397 kPa™" in the 0-600 kPa linear range [119],
and micro-pyramidal PDMS combined with three-dimensional vertical graphene (VG)
electrodes, attaining exceptional sensitivity of up to 6.04 kPa™ in the 0-1 kPa range [120]. In
2023, a porous PDMS elastomer featuring both pores and engineered grooves achieved 6-8
times higher sensitivity and excellent linearity within a 0-50 kPa range [121]. In the same year,
the distinctive three-dimensional architecture of the spacer fabric, characterized by its polyester

pile construction, was instrumental in achieving a pressure sensitivity of 0.04 kPa™ [122].
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The introduction of novel materials and composites has further driven capacitive sensors
performance. For example, spiked nickel/polyimide composite nanofiber membranes
developed in 2024 enhanced sensitivity to 4.04 MPa™"' under high pressure up to 1.5 MPa [123].
A dual microstructure composite dielectric made from PDMS/BaTiO3/SrTiO3, also introduced
in 2024, achieved a sensitivity of 2.681 kPa™' [124]. Biomimetic hibiscus flower-inspired
microstructures coated with silver nanowires and an ionic gel film, presented in the same year,
demonstrated ultrahigh sensitivity of 48.57 kPa™ in the 0-1 kPa range [125]. Earlier, in 2022,
researchers utilized ammonium bicarbonate (NH4HCO3) doped PDMS to create dielectrics
with adjustable porosity, enabling pressure detection across a wide range (0-1200 kPa) [126].
Additionally, cost-effective polyurethane (PU) sheets, developed in 2025, provided highly
deformable sensors with a sensitivity of 0.377 kPa™ [127]. In 2024, utilizing a carboxyl iron
particle-paraffin wax (CIP-PW)/silicone composite as the dielectric layer allows for
temperature and magnetism-controlled tunable wide detection range of 0.2-350 kPa at the

frequency range of 0-5 Hz [128].

Beyond microstructure design, advancements in overall sensor architecture have significantly
improved performance. Kirigami-inspired conductive layers, introduced in 2024, enhanced
sensitivity by approximately threefold and extended sensing distances by up to 170% compared
to conventional designs [129]. Novel electrode shapes and configurations have also been
explored, achieving a remarkable 79-fold improvement in sensitivity over traditional

diaphragm-based pressure sensors of similar dimensions [130].
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Table 2-3 Performance Metrics of Advanced Flexible Capacitive Pressure Sensors (2021-
2025).

Sensor Type/Key Year Sensitivity (kPa™ or Rl;:;es:l(ll:le)a Response Stability/Cy Detection Key Refer
Innovation MPa™) or%\/IPa) Time (ms) cles Limit (Pa) Application/Note ences
Arterial pulse,
MWCNT electrodes, - g o . . o >
PDMS diclectric 2021 1.3 kPa 0-100 Pa Not specified | 4000 cycles Not specified breatlhlng [117]
monitoring
Wearable
3 kPa! (0-
Cone-type MCDL 2022 il;n) x 107 kPa (0-600 0-1.3 MPa Not specified | Not specified | Not specified | monitoring, spatial [119]
2 pressure sensing
Porous Ecoflex High Electronic skin,
Lo 2022 Not specified 20-100 kPa ~100 operational 20 wearable medical [115]
(aligned airgap) o -
stability devices
Human motion
PDMS with various . s . . . detection
porosity (NHAHCO3) 2022 Higher sensitivity 0-1200 kPa Not specified | Not specified | Not specified (fingerprint, joint, [126]
knee)
PDMS with
hemispheric surface Robot skin,
microstructure & 2022 3.15 kPa™! 0-200 kPa Not specified | Not specified | 27 intelligent [116]
porous internal prosthetic hands
structure
Cyl{ndrlcal ladder 2023 0.12 kPa™' Not specified | Not specified | Not specified | Not specified RamlfallAfrequency [114]
microstructure monitoring
Soft capacitive Human walki
pressure sensor 2023 0.04 kPa™' Not specified | 7 (recovery) 10000 cycles Not specified uman wasking [122]
. . phase monitoring
(spacer fabric)
. _ Finger joint, knee
VG electrode / micro- 6.04 kPa™' (0-1 kPa), g o . . > N
pyramidal PDMS 2023 0.69 kPa~! (1-10 kPa) 0-10 kPa Not specified | Not specified | Not specified motion, facial [120]
expression
Wearable devices
Porous PDMS . e g Good (finger/wrist
clastomer (grooves) 2023 6-8x higher sensitivity 0-50 kPa ~50 lincarity 35 bending), object [121]
identification
. . 30 (response) Human motion,
Splk,Ed Ni/PL 2024 4.04 MPa™! 1.5 MPa /40 1000 cycles Not specified | sleeping posture, [123]
composite nanofiber
(recovery) plantar pressure
. 96 (response) Human
_ Porous PDMS 2024 0.694 kPa'(0-1 kPa) 0-200 kPa /118 500 cycles 3 physiological [118]
dielectric (hole array) A
(recovery) activities
e . o Low Human pulse,
PDMS/BdTlO}./SrTlo 2024 2.681 kPa™! Not specified 39 (respon‘se) 5000 cycles detection heartbeat, robot arm [124]
3 composite /61 (release) .
threshold sensing
Biomimetic hibiscus 48.57 kPa™' (0-1 kPa), Physiological
a romumete ! t' ‘T“? 2024 15.24 kPa' (1-30 kPa), 0-120 kPa <58 Not specified | Not specified | signals, plantar [125]
ower microstructures 3.74 kPa' (30-120 kPa) pressure
0.011 kPa™' (0-72 kPa,
room temperature),
0.00619 kPa™' (72-200 Human movements
kPa, room temperature), (finger, arm, and
(CIP-PW)/silicone 0.034 kPa™' (0-24 kPa, : o o foot motions),
composite 2024 60°C), 0.017 kPa™' (24- 0.2-350 kPa Not specified | Not specified 200 wearable devices, e- [128]
80 kPa, 60 °C), 0.00891 skin, robotics,
kPa™' (0-60 kPa, 300 medical monitoring
mT), 0.002758 kPa™* (60-
400k kPa, 300 mT)
PU layerl (cost- 2025 0.377358 kPa™ Not specified | Not specified | Not specified | Not specified Afforldable, simple, [127]
effective) sustainable sensor

These innovations in microstructure design, material composition, and structural optimization
collectively underscore the rapid progress in capacitive sensors technology, as summarized in
the Table 2-3, paving the way for highly sensitive, versatile, and efficient pressure-sensing

solutions.
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2.4.2. Wearable pressure sensor selection criteria

[131] evaluated a silicon piezoresistive sensor-based portable pressure-monitoring device
specifically designed for use with compression garments in the treatment of burn-induced
hypertrophic scars. Their study demonstrated that maintaining a therapeutic pressure range of
15-25 mmHg significantly improved scar thickness and erythema, highlighting the clinical
utility of pressure feedback in optimizing treatment outcomes. Similarly, [132] conducted a
comparative assessment of two commercially available piezoresistive and capacitive pressure
sensors embedded within compression apparel for athletes. Their findings underscored the
potential of thin, flexible sensors to provide real-time compression data, thereby informing the
iterative design of athletic garments that effectively balance performance and comfort. Despite
these advancements, existing research has predominantly treated pressure sensors and garments
as separate entities, lacking seamless integration for continuous, real-time, adaptive monitoring.
Consequently, neither intermittent measurements nor post-hoc compensatory adjustments

adequately capture dynamic changes in muscle force or environmental conditions.

Recent innovations in wearable technology have focused on enhancing the monitoring of
physiological parameters through the integration of advanced sensors. One such development
is presented by [133], which introduces a wearable arm-band incorporating stretchable fabric-
strain sensors alongside surface electromyography electrodes. This system is designed to detect
and predict biceps brachii fatigue during dynamic elbow flexion exercises. The proposed

technology demonstrates robust performance in distinguishing between non-fatigued, onset,
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and advanced fatigue phases, underscoring its potential for in-field monitoring of upper-limb
muscle endurance. This capability is particularly valuable for athletes, clinicians, and
ergonomics specialists seeking to optimize performance and prevent injury. In a related
advancement, [134] describes the embedding of a melt-blown fiber pressure sensor within a
standard breathing mask. This innovation captures minute variations in airflow pressure
associated with inhalation and exhalation, achieving sub-Pascal resolution across multiple
respiratory states. The system offers a noninvasive, wearable solution for monitoring breathing
patterns, with applications in health screening and sleep apnea detection. Despite these
promising developments, the studies face challenges related to overfitting risks and the lack of
comprehensive wearable system design, integration, and improvement. Addressing these issues

is crucial for advancing the practical application and reliability of such wearable technologies.

Therefore, to accurately and real-time measure static and dynamic pressure on compression
garments is still challenging and needs more study. High sensitivity in the low-pressure range
below 50 mmHg, rapid response speed, thinness, simpleness to be integrated with the
compression garments, ease of connecting to the dedicated circuit board, resilience to
surrounding interference, and conformation to the curved surface are significant driving factors
in this thesis. Moreover, the cost of fabrication should be cut down to facilitate larger population
usage. On one side, filler materials for wearable sensors should consider low cost, extensive
use, and conveniently available materials. On the other side, making microstructures should
also consider low cost, simple process, and easily standardized methods. Regarding textile

capacitive pressure sensors, it is a feasible option to adopt filler materials of PDMS and mixed
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carbon black (CB) powder to increment the relative permittivity and make microstructures
through the rough process by abrasive papers to increment the relative permittivity and enlarge

dielectric deformation under pressure [109].

2.5. Signal Processing for Wearable Systems

2.5.1. Signal preprocessing

2.5.1.1. signal conditioning

Different information sources always generate analog signals, which feature temporal and
spatial continuity, and value continuity, such as human motion, health indicators, etc. [135-137]
Wearable sensors or sensor networks convert all kinds of these analog signals into electric
analog signals. Because of wearable sensors’ output range limitation, components instability,
and energy loss, worsened by ambient interference and noise, weak signals are commonly
acquired, i.e. small voltage and small current. Hence, an amplifier module is commonly needed.
Depending on applications, power amplifiers or amplitude amplifiers are chosen, where both
have the advantages of low noise and high input impedance, thus reducing the impact of noise

introduced by the amplifier itself and cutting off inverse impact caused by cascaded circuits.

For analog circuit design, different filters are added then, so that analog signals of interest are
passed through while others are blocked. Conventionally there are low-pass, high-pass, and
band-pass filters, fitting for different application purposes. Analog filter performance highly

relies on stable electronic components. On the other hand, digital filters can be added after the
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analog-to-digital converter (ADC) stage, replacing analog filters before the ADC stage. Digital

filter design will be discussed later. The signal preprocessing is shown in Figure 2-1.

Wearable Amplifier (low Filter (low- Sampling

Analog Signal sensors or noise, high pass, high- SR

igital Signal
Source sensor input pass, band- Digital Signa

networks impedance) pass) A/D converter

Figure 2-1 Schematic diagram of signal preprocessing system.

There are also other signal conditioning methods, such as rectifiers (half-wave, full-wave),
envelope detectors, etc. depending on application purposes. Analog circuits have better energy
consumption efficiency. However, it is an obvious trend that nowadays engineers put more
effort into digital circuit design rather than analog circuit design pursuing stabilized output

signals, simplified analysis, easy fault detection, and access to simulations.

2.5.1.2. sampling and quantization

Sampling represents reading analog signals’ instantaneous values at predetermined time
instances. For most cases, it is widely used for equally spaced time interval sampling rather
than variant spaced time interval sampling. Moreover, spatial sampling means to read values at

spatial intervals.

According to Shannon or Nyquist Theorem, if a signal is sampled (for an infinite period) at a
sampling frequency fs (time intervals Ts = 1/fs) higher than double that of the highest frequency

of interest (bandwidth), it can be ascertained no loss of information, which also means to
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reconstruct a signal from its samples by using interpolation. Thus, it calls the non-distortion
smallest sampling frequency as Nyquist rate, and one-half of sampling frequency (sample rate)
as the Nyquist frequency, as shown in Figure 2-2. If the sampling frequency is not double higher
of bandwidth of a signal, the information is distorted, referring to “aliasing”, which is called
undersampling. For best practice, it is highly recommended to use a higher sampling frequency,

such as 4 times instead of 2 times the bandwidth of a signal, which is called oversampling.

Nyquist Nyquist Sample
o frequency rate rate
Bandlimited Channel
] | |
] ] ! >
0 B 0.5f 2B f

Figure 2-2 Relationship of Nyquist rate and frequency.

After sampling, a continuous signal is converted into a discrete sequence. Then quantization
can map continuous infinite values to a predetermined smaller set of discrete finite values, as
illustrated in Figure 2-3. Rounding and truncation are typical common techniques. A/D
converters transform the sampled voltages or currents into different “levels” which can be
represented in binary code. The total number of levels is calculated as 2"-1, where n is the
number of bits of converters, so that resolution can be derived (Resolution = Range/(2"-1)), as
explained in Table 2-4. In practice, resolution is determined at the beginning and then a specific

ADC module can be determined.
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After quantization, digital signals are generated. Unfortunately, the quantization process often
introduces error noise. For most cases, this can be modeled as an additive white noise which is
independent of input signals and has a flat power spectral density. Typically, input analog signal
amplitude is much larger than ADC resolution, thus quantization error noise has an

approximately uniform distribution, which has a mean of zero and the root mean square

deviation of \/%Resolution ~ 0.289Resolution by utilizing the rounding technique, a non-

A .. 1 .
zero mean of 0.5Resolution and the root mean square deviation of ﬁResolutlon ~

0.577Resolution by utilizing truncation technique. While input analog signals commonly
have a high amplitude and wide frequency spectrum, the potential signal-to-quantization-noise
ratio (SQNR) can be derived as SQNR = 201log;((2") = 6.02n dB, assuming n bits ADC is
used. For example, a 16-bit ADC has a potential SQNR of 16 X 6.02 = 96.3 dB, which stands

for a high-value ratio, hence quantization error noise can be omitted for simplifying analysis.
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Figure 2-3 Illustration of sampling and quantization.
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Table 2-4 Relationship of resolution and number of bits of ADC.

Number of bits Number of levels Voltage Range Resolution
(n bits ADC) (IN=2"-1) &E5V) (£ 5V input range)

8 255 SV~+5V 39.062 mV

10 1023 SV~+5V 9.765 mV

12 4095 SV~+5V 2.441 mV

14 16383 SV~+5V 0.610 mV

16 65535 SV~+5V 0.152 mV

2.5.1.3. analog-to-digital conversion

In a wearable system, a suitable analog-to-digital converter to complete A/D conversion should

be determined, which converts an input analog voltage or current to a digital number

representing the magnitude of the voltage or current. Generally, commercial ADC devices have

functions of amplitude gain, denoise, sampling, and quantization.

The amplitude gain and ADC input range and resolution are comprehensively taken into

account before determining ADC devices. For example, the desired resolution is predetermined

as 1 uV/bit. Measuring the maximal peak-to-peak amplitude of input signals to get 60 mV, it is

obtained the number of levels N (60 mV/1 pV = 60000) needed for quantization, and thus how

many bits n is needed (here n = 16, because 2! = 65535 > 60000). In conclusion, 16 bits ADC

with a 60 mV range and zero amplitude gain is sufficient, or 12 bits ADC with a 60 mV range

and amplitude gain of 16 (16 = 2%).
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It is highly recommended that the resolution of ADC is somewhat lower than the noise level of
the expected system and the range of ADC is somewhat larger than the expected maximum
peak-to-peak amplitude of input analog signals. There is a trade-off between efficiency and

accuracy.

For practical application, most detection signals are of low frequency, therefore sampling
frequency is easily satisfactory. For example, if the purpose is to detect human physical motions
that are generally lower than 20 Hz, thus the Nyquist rate is 40 Hz. The sampling frequency of

100 Hz is sufficient.

2.5.1.4. digital filter

There is plenty of noise, and unwanted disturbance in an electrical signal for any electronic
system, which are generally classified into internal noise and external noise. Internal noise
consists of thermal noise, shot noise, flicker noise, burst noise, etc. External noise consists of
intermodulation noise, crosstalk, atmospheric interference, atmospheric background noise, etc.
Noise cannot be eliminated but attenuated commonly by utilizing different filters, so that the

signal-to-noise ratio is increased, and the signal of interest is strengthened.

If to detect human physical motions is desired, then a 20 Hz low-pass filter is implemented to
attenuate high-frequency noise components. Otherwise, if other information except human
physical motions is desired, then a high-pass filter with a cut-off frequency of 20 Hz is applied.

Moreover, it is important for practice, a) it should be avoided to remove the bandwidth where
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signals show very high, near maximum power density, b) filters are not perfect components,
which means there is no 100% rigid cut-off and thus it is reasonable to choose 3 dB cut-off
frequency to represent, there are residual unwanted signals, and it causes somewhat amplitude

distortion and phase rotation of remaining signals.

A digital filter is widely used for its flexible design and simple analysis. There are typical two
categories: infinite impulse response (IIR) filter and finite impulse response (FIR) filter,
correspondingly the recursive filter and the non-recursive filter. For FIR filter design, a proper
window function can be chosen from these candidates: rectangular window, triangular window,
sine window, flat top window, Gaussian window, Welch window, Tukey window, Hann
window, Hamming window, Blackman window, Kaiser window, etc. For IIR filter design, it
can be completed by inheriting from these candidates: Chebysheyv filter, Butterworth filter, and

elliptic filter.

2.5.1.5. denoise

Besides a variety of filters, other practical denoise techniques are applied. For example,
regarding wearable EMG systems [136, 137], in the EMG band (10-500 Hz), some sensors
output voltage noise lower than 1 nVrwms and corresponding to approximately 4-6 uVy,. The
dominant noise components are due to the electrode skin interface. Hence, improving interface
connection (e.g. using a larger electrode interface) can reduce the noise level and has no impact
on the latter signal processing stages. The same idea applies to the reduction of the impact of

ambient interference and noise, crosstalk, and so on.
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Some techniques are used to disentangle the interplay of voltage noise and current noise. Under
some conditions (e.g. dry skin or hair, very small electrode), the electrode skin contact
impedance can be as high as 1 MQ. Thus, a noise current of 100 pArwms can lead to theoretically
unacceptable 100 uVrwms, corresponding to approximately 4-6 uVp, for normally detecting
voltage, which implies unneglectable of any nuance fluctuation of current. Therefore, a
precedent circuit (e.g. amplifier) must have high input impedance, reaching hundreds of M(Q2 to

limit bad consequences of electrode impedance unbalance.

Sometimes dither technique is utilized, i.e. intentionally adding small Gaussian white noise to
input signals before processing. In this way, it can be achieved: a) the total signals with a
broader frequency spectrum, b) noise independent of the desired signals, ¢) eliminating the

distortion after the signals are processed.

2.5.2. Deterministic signal processing

2.5.2.1. time domain analysis

After signal preprocessing is completed, the desired digital signal is obtained. There are
popularly two distinct perspectives to view these values of the signal, i.e. deterministic values
and stochastic values (or random values). However, according to the law of large numbers
(Khinchin's law and Kolmogorov’s law) in probability theory, it ensures that after a large
number of observation signals, the same conclusion is obtained no matter applying

deterministic signal processing or stochastic signal processing. Hence, for simplicity, a lot of
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engineers tend to use deterministic signal processing to extract information from the time

sequence digital data.

The threshold method is widely adopted, taking advantage of easy analysis, simple design and
adjustability, computation and data storage efficiency. With regards to gait analysis, respiration
analysis, fall detection, electrocardiogram (ECG) analysis, EMG analysis, or
electroencephalogram (EEG) analysis, physical or physiological models are established
consistent with current knowledge of related disciplines, signals are acquired from wearable
systems and compared with the predetermined threshold to give notifications or alarms to users.
For example, there is a specific gait pattern before happening of Freezing of Gaits (FoG) for
Parkinson’s disease [138]. Within smart insoles, signals acquired from triboelectric sensors or
piezoelectric sensors are compared with the determined threshold simultaneously to send a fast
response to Parkinson's patients to avoid FoG. For another case of wearable ECG system, ECG
is a periodic signal, during which the internal values can be compared with various thresholds
to calculate heartbeat and other detail components (e.g. P-wave, Q-wave, R-wave, S-wave, T-

wave) [139], shown in Figure 2-4.

In addition, complicated algorithms are proposed to solve different problems. Although there
is no uniform approach, some points should be stressed: a) the accuracy of algorithms heavily
relies on relevant physical or physiological models, b) the algorithms have better interpretability,
c) clean signals are essential, i.e. high SNR, no other interference, quite a small signal

fluctuation.
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Figure 2-4 Illustration of ECG signal characteristics [140].

2.5.2.2. frequency domain analysis

For some applications, it is convenient to convert time-domain signals to frequency-domain
signals, to streamline the whole system analysis, as some systems have simple and direct
frequency responses, contradictory to complicated and non-closed-form time responses. For
example, to detect an object’s displacement, it is better to analyze the Doppler effect which is

an intuitive representation of frequency shift.

A Fourier transform approach linearly transforms a time-domain signal to a frequency-domain
signal represented by a linear combination of a set of orthogonal bases [141, 142]. Depending
on whether the input signal is a periodic/aperiodic continuous/discrete time signal, there are
typically four categories of Fourier Transform, i.e. Continuous Time Fourier Series (CTFS),
Continuous Time Fourier Transform (CTFT), Discrete Time Fourier Series (DTFS), Discrete
Time Fourier Transform (DTFT). Basic properties are highlighted: a) a periodic signal in the

time domain corresponds to a discrete spectrum in the frequency domain, b) a continuous signal
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in the time domain corresponds to an aperiodic spectrum in the frequency domain, c) an
aperiodic signal in the time domain corresponds to a continuous spectrum in the frequency
domain, d) a discrete signal in the time domain corresponds to a periodic spectrum in the
frequency domain. Below are summaries of forward transform equations, inverse transform
equations, Parseval's theorem equations (the law of conservation of energy) for CTFS, CTFT,

DTFS, DTFT respectively.

Continuous Time Fourier Series:

forward transform:

1 (To )
Xe == | x(t)e Ikt (2.1)
Ty Jy
where Q, = = (rad/s)
Ty
inverse transform:
+00
x(t) = Z X, e/kt (2.2)
k=—o0
Parseval’s theorem:
1 (T C
= | x@Frde= ) X2 23)
Ty J,

k=—c0

Continuous Time Fourier Transform:

forward transform:
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inverse transform:

1 .
() = — f X(j0)e/d
21 )_ o
Parseval’s theorem:

+o0 1 +
f X(D]2dt = — f X120
o 21 J)_g,

Discrete Time Fourier Series:

forward transform:

T
=

X [n]e—jkwon

2|~

X[k] =

S
1l
o

where wy = %ﬂ (rad/sample)

inverse transform:

x[n] = ) X[k]e/kwon

Parseval’s theorem:

IS gl = Y et
n=0 k=0
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Discrete Time Fourier Transform:

forward transform:

+00
X(el®) = z x[n]e-Jen (2.10)
n=-—oo
inverse transform:
1 (%" . .
x[n] = —f X(e"")ef“mda) (2.11)
2m J,
Parseval’s theorem:
teo 1 21 ] 2
Z Ix[n]|? =—f 1X(e5)|*dw (2.12)
2 J,
n=-—oo

In practice, the Fast Fourier Transform (FFT) algorithm is applied to convert discrete time finite
duration signals into the frequency domain [142], whose advantages are computational
efficiency and data storage efficiency, especially for processing signals samples of an integer
power of 2, where “zero padding” technique is always applied to meet the requirement without

disrupting original signals information.

Moreover, the “zero padding” technique is widely used for higher frequency resolution. For
example, a 250 ms duration signal is sampled as 1000 Hz to get 250 samples, and then a
frequency resolution is 4 Hz if directly applying FFT. However, if adding 1750 null samples at
the end (or at the beginning) of the original samples, a frequency resolution of 0.5 Hz is
achieved. The technique adds no new information but provides more interpolation points at the

frequency domain. To achieve higher frequency resolution with more frequency information, it
48



is adopted to sample more original data (e.g. higher sampling rate or longer sampling duration)

and complemented by a zero padding technique.

The FFT is impacted by a phenomenon named leakage. Considering limited frequency
resolution which causes frequency spectrum distortion, a portion of the power of one spectral
point more or less leaks on the neighboring area. The distortion can be alleviated by choosing

a proper window function for processing time domain samples.

2.5.2.3. spatial domain analysis

As any object being sensed by wearable systems occupies a specific space, according to signals
collected from different spatial positions, it is feasible to rebuild the corresponding physical
models and extract meaningful information. For example, some researchers fabricate smart
insoles embedded in a network of flexible pressure sensors, after reconstructing the pressure

distribution of users’ feet, feet disease analysis and gait analysis can be done [143, 144].

Theoretically, all of the time domain analysis methods can be transplanted to spatial domain
analysis. The distinction is that sequence is ordered in time or in space where signals decompose
into different directions: x-axis, y-axis, z-axis. For time domain analysis, models are established
with the property of causality, which is not necessary for spatial domain counterparts. Similarly,

the threshold method is widely used in spatial domain analysis.
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In addition, time domain signals can be converted into frequency domain signals, while spatial
domain signals can also be converted into frequency domain signals, which benefits to
extraction of some elements from the corresponding frequency domain. It should be stressed
that one-dimensional Fourie Transform can naturally extend to two-dimensional Fourie
Transform and three-dimensional Fourie Transform, which means more complicated frequency

domain processing methods can be utilized.

2.5.3. Stochastic signal processing

2.5.3.1. parametric context analysis

Apart from deterministic signal processing, it inevitably encounters stochastic signal processing,
under the conditions of a signal with the property of obvious uncertainty (e.g. quite low signal-
to-noise ratio), or it is convenient to design a processing system and give performance metrics
(e.g. designing a classifier and measuring false positive rate). Basic probability theory and

statistics are supportive pillars [145-147].

Maximum Likelihood Estimation (MLE) is widely used. According to the frequentist
probability perspective, an event’s probability is the limit of its relative frequency in many trials,
and its probability distribution is determined by inherent unknown constant parameters (e.g. 9).
The parameters can be estimated by maximizing a likelihood function through observed random
samples. If samples are independent and identically distributed (i.i.d.), the MLE can be

described as below.
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n
0. = arg mé';\XL(BIx) = arg méalxl_[P(inB) (2.14)
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Alternatively, Maximum A Posteriori estimation (MAP) has also a wide application. Bayesian
probability perceives that probability is a reasonable expectation reflecting a state of already-
acquired knowledge or quantification of a specific personal belief (hypothesis). Thus a
probability is assigned to a hypothesis. Based on a hypothesis with the property of uncertainty,
a prior probability (e.g. P(0)) is naturally introduced. Through observational data or evidence
which is perceived as fixed, it leads to a posterior probability (e.g. P(€|x)) or evidential
probability which evaluates the probability of a hypothesis. The relationship is derived by using

Bayes’ theorem described below.

P(B)P(AIB) _ P(B)P(A|B;)

RORS OO (219
If samples are i.i.d., the MAP can be described as below.
_P(xIO)P(6)  P(xy,x,,%,|0)P(8) ([T, P(x,16))P(8)
PO =30 = Traor@d®  [r@or@de
0y4p = arg max P(0|x) = arg max (1_[ P(xi|0)> P(0) (2.17)
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where the posterior probability’s denominator is independent of parameters thus being omitted
when to solve the parameters. In a word, to assume samples’ probability distribution is
determined by random parameters whose probability distributions (e.g. P(0)) rely on prior
knowledge. Therefore, the MAP result is corrected by prior knowledge compared with MLE.
If a prior probability is independent of parameters (e.g. uniform distribution), both MAP and

MLE have the same result.

After parameters are obtained by MLE or MAP, random samples can be generated by using
probability distribution functions, and further be processed by a designed classifier, a designed
regression model, a designed prediction model, etc. and corresponding performance metrics are

naturally deductive.

2.5.3.2. nonparametric context analysis

Regarding wearable systems’ real-case applications, there is a category of complicated
stochastic signals, whose distributions do not well match with parameter context models. For
example, the sample set presents a multi-peak distribution. Hence, their probability density

functions (p.d.f.) directly from observational samples have to be estimated [ 148, 149].

The simplest one is to do histogram analysis or empirical distribution analysis, which means

the first step is to divide the entire values range into a series of intervals (named bins), and the
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second step is to count the number of samples falling into each interval. The bins are always

consecutive, adjacent, non-overlapping, and equal in size.

Naturally speculating, if the total number of samples is large enough, and the size of the interval
is small enough, the probability density function is obtained. Nevertheless, it is hard to meet
these two conditions. Therefore, kernel density estimation is used to compromise. One method

is called Parzen Window Density Estimation, where described below.

1w 1 X — X;
pn(x)=gzﬁ<p( ) (218)

where 7 is the total number of samples, d is the number of space dimensions, h, is the length
of the interval or window width. If h,, is large, estimated p.d.f. become smooth but with low
resolution. If h,, is small, estimated p.d.f. has high resolution but sharp and unstable. Hence, h,,
is a trade-off when n is limited. ¢(-) is the kernel function and is commonly chosen from

rectangular windows, Gaussian windows, etc. It is proved that the total number of samples is

large enough, estimated p.d.f. converges, i.e. p,(x) = p(x), no matter what kind of window
is chosen. In a word, by using the Parzen Window technique, actually a smoother and more

reliable estimated p.d.f. is obtained.

In addition, the k-Nearest Neighbor (kNN) method is used to construct a well-defined MAP

classifier, that is given an unlabeled sample (e.g. x), to find & closest labeled neighbors and
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assign the most frequent label amongst the neighbors to x. There is also a trade-off (bias to

variance) to determine & (the larger k, the smoother the result is).

2.5.4. Advanced signal processing techniques

2.5.4.1. wavelet transform analysis

Wearable systems’ applications confront a large number of nonstationary signals, such as
heartbeat signals for 24 hours covering different activities: walking, running, sitting, sleeping,
etc. Different activities have different heartbeat frequencies. Directly applying the Fourier
Transform makes it hard to extract the time-variant frequency information. Therefore, time-

frequency representation (TFR) analysis is introduced to deal with these nonstationary signals.

If adding truncating windows on time domain signals and doing FT, TFR can be simply done,
here assuming the signal is stationary inside the window. The approach is called Short-Term
Fourier Transform (STFT), expressed below for continuous time and discrete time signals

respectively.

STFT{x(t)}(r,Q) = X(7,Q) = f +Oox(t)h(t —1)e /Rt (2.19)
STET{x[n]}(k,w) = X(k,w) = z x[n]h[n — kle /@ (2.20)
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where fj;lh(t)lzdt = 1, i.e. normalized window which is chosen from window function

candidates, such as rectangular window, Hann window, Gaussian window, etc. Moreover, the

spectrogram can be defined as below, representing the signal Power Spectral Density.

spectrogram{x(t)}(zr,Q) = |X(z, Q)| (2.21)

The original signal is reconstructed by applying inverse STFT.

1 [t [t .
X(®) = f f X(z, Q) /% drdQ (2.22)

However, according to the Heisenberg uncertainty principle (AtAw > constant), time
resolution and frequency resolution are dependent, i.e. it cannot gain low time resolution and
low frequency resolution simultaneously. Intuitively considering STFT with a certain window
width, a short window leads to a high time resolution but a low frequency resolution. This
resolution problem can be solved if the window is of variable width, that is short one for high

frequency parts and long one for low frequency parts. Hence Wavelet Transform (WT) is

brought in [150-155].

WT method is to project input nonstationary signals on complete orthonormal basis functions,
i.e. wavelet functions, which have time widths adapted to different frequency bands. It realized
variable time resolution and frequency resolution simultaneously. Here Continuous Wavelet

Transform (CWT) is defined as below:
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CWT,(x(O)}(a, b) = % f xO () ae 2.23)

where 1 (t) is named as the mother wavelet, being chosen from different candidates, such as
Morlet, Daubechies, Coiflets, Biorthogonal, Mexican Hat, Symlets, etc. The child wavelet is

defined as:

1azp (t — b) (2.24)

a

l/)a,b (t) =

B

where a is positive and stands for scaling (or dilation), b is a real number and stands for
translation (or time shifting). Similar to the spectrogram in STFT, the energy distribution is

defined, i.e. scalogram:

scalogramy{x(t)}(a, b) = |CWT¢{x(t)}(a, b) |2 (2.25)

In addition, for computational efficiency, Discrete Wavelet Transform (DWT) is suitable,
which means discretized scaling, translation and time, and only suitable for discrete sequence

x[n].

+ oo

1
DWTy{x[nl}(, k) == Z x[n]wl

n=-—oo

n—ka’b
—l (2.26)

a’
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where a and b are real numbers satisfying a > 1,b > 0, while j and k are integer numbers.

Especially it can derive dyadic expression, if leta = 2,b = 1.

] — n— k2
DWT,{x[n}(j, o) = EL"["]“’ 2,. 227)
Correspondingly it can derive the child wavelet expression.
1 [n—k2J

Furthermore, the Mallet algorithm is the commonly used fast algorithm to implement DWT and
achieve multiresolution analysis which means a signal is decomposed into a set of frequency
bands with different resolutions, as illustrated in Figure 2-5. Here this is implemented on the

dyadic grid, so the frequency band is divided into octave sub-bands.

X[n]—

@

down-sampling

o] lowrpasen =)
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Figure 2-5 Mallet algorithm illustration.

2.5.4.2. stochastic process analysis
As discussed one random variable, furthermore it can be analyzed on a set of random variables

located along the timeline (or other index parameters), which is called the Stochastic Process
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[156, 157]. This technique has numerous applications in wearable systems. For example, a
wearable system discriminator (e.g. Parkinson's disease) is designed by the input of a sequence

of historic data (e.g. long-term gait data).

A typical stochastic process can be denoted as X(t,0). For an arbitrary moment t, € T,
X(ty,0) becomes a random variable, while 2.5.3 STOCHASTIC SIGNAL PROCESSING
techniques can be utilized. For a sample 8, € 0, X(t, 8,) becomes a deterministic function of
time, called the sample function (or the sample path, the realization, the trajectory), while 2.5.2
DETERMINISTIC SIGNAL PROCESSING techniques can be utilized. Well-defined specific
stochastic processes include the Bernoulli process, Random walks, Wiener process, Poisson

process, Gaussian process, Markov process, Lévy processes, etc.

Generally, stochastic process distribution functions are difficult to gain and analyze, except
above mentioned specific stochastic processes. Therefore it’s a better choice to care more about
the properties of a stochastic process to conveniently extract desired information or design some
expected discriminators [158]. The first one of the two most important properties is stationarity,
which means all random variables along the time present the same statistical behavior, i.e.
independent of the time index. Strict stationarity is defined in terms of the joint distribution,
while a wide sense stationarity is defined on a) a second-order process existence, b) a constant
mean function, c¢) a correlation function depends only on the time difference. In real application,
it mainly concentrates on a wide sense stationary process (or weak stationary process,

covariance stationary process, second-order stationary process, Khintchin stationary process).
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Additionally, it is widely used window functions on a nonstationary process to get segmented
stationary processes. The second one of the two most important properties is ergodicity, which
means the same statistical behavior regardless of whether any arbitrary random variable or the
appropriate time average value corresponds to a single sample function. X(t) is a stationary

and ergodic process, then

u=E[X()] = 711_{{.10% _T;X(t)dt (2.29)
b= EXnl) = Jim kixm (230)
and
R(t) = E[X(t+1DX()] = Th—{?o%f_ix(t + T)X(t)dt (2.31)
R[7] = E{X[n + t]X[n]} = Al,l_r}go 2N1+ 1 kiNX[k + 7] X[k] (2.32)

where E[-] stands for expected value and R(7) is named an autocorrelation function.
When analyzing a stationary process, its energy integral along all time is infinite. Hence it is
impossible to directly use the Parseval's theorem but to use a modified one by introducing

Power Spectral Density (PSD), whose definition is presented below.
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] (2.33)

so the modified equation for the average power is shown below.

1 + 00 1 T
B — = 1i — 2
o f_oo Sy (Q)da Th_)n;no 5T f_TE[IX(t)I ldt (2.34)

It is convenient to calculate PSD for a wide sense stationary process, according to the Wiener-

Khinchin theorem, by Fourier Transform its autocorrelation function (e.g. Rx(7)).

+00
5.(Q) = f R, (r)e~i%dr (2.35)
1 [+ .
Ry (7) =0 f Sy (Qe/¥da (2.36)
and for a discrete-time process,
+00
Se(w) = Z Ry [k]e ok (2.37)
k=—o0
1 (%" .
Rylk] = — f Sy(w)el*dw (2.38)
2m ),

In real applications and further complicated analysis, these models are widely adopted to rebuild

the mechanism generating received time sequence, and more important to do forecast, including
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Autoregressive Integrated Moving Average (ARIMA), Autoregressive Moving Average
(ARMA), Autoregression (AR), and Moving Average (MA) [159]. The general main work

process is depicted in Figure 2-6.

Preprocess to ARMA, AR, MA
" Calculate the Al

get a stationary ACF and PACF mod}e!
sequence recognition

del's ord Model’s
Mode |S order coefficients Model Forecast based
valle value Model test Optimization on the model
Celei=ton determination

Figure 2-6 ARIMA model work process illustration.

Wherein trend differencing, seasonal differencing, and n-order differencing are beforehand
applied to eliminate the non-stationarity of the original sequence. Because of noise, AR models
exhibit no rigid truncated autocorrelation function (ACF) and MA models exhibit no rigid
truncated partial autocorrelation function (PACF). Therefore, the Akaike Information Criterion
(AIC) or Bayesian Information Criterion (BIC) can be leveraged to determine a low-order
ARMA or AR or MA model. For the model test, it should ensure the residue error is White
Gaussian Noise, by several test methods, such as the p-value approach, Durbin-Watson test,
Ljung-Box test, etc. Finding an appropriate ARMA or AR or MA model is not an easy task, so
it is advised to do iterative optimization, as shown in Figure 2-6. Finally for a model analysis,

an ARMA or AR or MA model has a property of a rational PSD function.

2.5.5. Advanced data science processing techniques

2.5.5.1. machine learning
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Nowadays wearable systems usually contain complex data processing subsystems, because
users care more about heuristic understandable information such as different health indexes and
further guidance, rather than only single signal indication, and also because there are great
amounts of data and models available from diverse sources such as personal online digital twin
from Web or mobile applications development companies, which makes it valuable to merge

big data to give more accurate and individualized recommendation.

Data science techniques are becoming mature based on above mentioned requirements. They
are very powerful when dealing with large data volumes, high data dimensions, complex data
structures, sophisticated models, implicit information, etc. These techniques can automatically
find out the model or pattern of available data and mine hidden desired information with respect
to designed purposes. More or less it is inevitable to utilize these techniques for backend

development of smart wearables.

Generally, data science follows the work process flowchart or cross-industry standard process
for data mining (CRISP-DM) process, as illustrated in Figure 2-7. It is not wise to put equal
effort into each phase, but some basic principles should be highlighted: a) well-define questions
will lead to beneficial answers, b) data quality is the core value, otherwise poor data quality
will lead to poor performance, that is garbage in and garbage out issues, hence data filtering or
cleaning should always be done, ¢) performance criteria should be established at first since
different criteria demand different models, d) depending on different applications,

interpretability and privacy need to be paid more special attention during the whole work
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procedure including model selection, model design, model tuning, and model deploying, ¢)

these are dynamic procedures demanding iterative optimization and continuous improvement.

Data
Problem Data Preparation Data Data Modeling

Deployment
(interpretation,
Definition Acquisition (ETL, cleaning, Integration & Analysis

annotation)

visualization,
optimization)

Figure 2-7 Data science work process pipeline.

Benefiting from mature and interpretable models, Machine Learning (ML) approaches are
desired to deal with some interesting problems. ML approaches are based on establishing a
model by exploiting sample data, named training data, to make further decisions or predictions
without esoteric programming on purpose [160-163]. In a word, let machines (e.g. computers
or mobiles or terminals) work as human does. Below is a summary of renowned general

problems and corresponding classic ML models.

Regression problems are commonly met when trying to find the pattern of a bundle of data and
do interpolation and extrapolation afterward. Popular models include Linear Regression,

Polynomial Regression, Logistic Regression, etc.

Classification problems are also common when facing to do fast inference decisions. The
candidate solution models include Linear Classifier (e.g. Fisher’s linear discriminant, Naive
Bayes classifier), Decision Trees, Random Forest, Support Vector Machine, K Nearest

Neighbor, etc.
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Clustering problems are instrumental in organizing large volumes of both labeled and unlabeled
data, facilitating subsequent analysis and inference of new input data. Various clustering
techniques offer candidate solutions, each characterized by unique methodologies. Hierarchical
clustering methods, such as Balanced Iterative Reducing and Clustering using Hierarchies
(BIRCH) and Clustering Using REpresentatives (CURE), structure data into nested clusters
based on hierarchical relationships. In contrast, partition-based clustering, exemplified by the
K-Means algorithm, segments data into distinct groups by optimizing a specific criterion.
Density-based clustering techniques, such as Density-Based Spatial Clustering of Applications
with Noise (DBSCAN), focus on identifying clusters within regions of high data density. Grid-
based approaches, including Statistical Information Grid (STING) and Clustering in QUEst
(CLIQUE), employ a grid structure to facilitate data clustering. Model-based clustering,
represented by methods like the Self-Organizing Map (SOM), utilizes statistical models to form
clusters. Finally, distribution-based clustering, such as the Expectation-Maximization (EM)
algorithm, presumes that data originates from a mixture of distributions to discern clusters. Each
of these methodologies contributes uniquely to the effective grouping and analysis of complex

datasets.

Anomaly detection problems are another category when applying ML to smart wearable
systems to fight against interference and dirty data. The frequently used models include K

Nearest Neighbor, Local Outlier Factor, etc.

2.5.5.2. deep learning
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Apart from above mentioned ML approaches, in recent decades Deep Learning (DL) has
become more and more popular and has gained much wider applications [164]. DL takes
advantage of end-to-end training, which requires designers with little ability to create complex
algorithm models, but focus on training data acquisition and preparation, although DL has an
obvious disadvantage of interpretability challenge. Contributed by Hornik’s theoretic analysis
work [165-168], Neural Networks (NN) can approximate Borel measurable functions, which
means these NN can replace sophisticated data processing functions. Moreover, researchers
find out deeper NN can extract more abstract and more wealthy information, especially after
the emergence of the AlexNet model [169, 170]. Hence, DL by using deep neural networks,

becomes a generally utilized paradigm, as shown in Figure 2-8.
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Figure 2-8 Deep neural network diagram.

Regarding of smart wearable applications, there are several basic useful techniques when

applying DL: a) input data are always processed with mean subtraction and normalization, to
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standardize the data of zero mean and variance equaling to 1, b) simple problems can be solved
by Multi-Layer Perceptron (MLP) with less layers, while complex problems are recommend to
be solved by Convolutional Neural Network (CNN) with deeper layers and replicated neurons
connection patterns [170-172], and by Recurrent Neural Network (RNN) if input data is a
correlated sequence [173-176], ¢) Hyper-parameters (e.g. number of layers, number of neutrons
per layer) are reliable on different validation set data, so K-fold cross validation is
recommended for small validation dataset, d) optimization techniques include Stochastic
Gradient Descent, Batch Gradient Descent, Momentum [177, 178], AdaGrad [179, 180],
RMSProp [181], AdaDelta [182], Adam [183, 184], etc., e) loss function determination is the
core target, and adding regularization term can overcome the overfitting problem, f) to gain
robustness, Batch Normalization [185], Dropout [186], etc. techniques are commonly used, g)
parameters initialization can be done through Xavier initialization techniques and others for
practical purpose [187-189], h) DL should be viewed as a data-driven dynamic learning process,

rather than a once fixed model.

With the fast developments and various applications of wearable systems, traditional signal
processing cannot give guidance to a unified architecture. The complex scenarios make it
impossible to establish the system’s time response or the system’s frequency response to
describe the characteristics of the system of interest. Moreover, probability models are not
enough to describe, considering specific probability models, such as uniform distribution and
Gaussian distribution, are rather sensitive to conditions, while other nonparametric methods are

restricted by limited samples available. Ultimately data-driven approaches, including machine
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learning and deep learning seem feasible. However, lacking interpretability, heavy computation
resources and storage resources impede their wide applications. Hence, signal processing for

wearable systems is worthy of special attention and research in depth.

2.6. Muscle Force Detection and Estimation

2.6.1. Importance of gastrocnemius muscle

The gastrocnemius muscle, a robust and substantial muscle situated in the posterior
compartment of the lower leg, plays a pivotal role in plantar flexion of the foot, which means
the downward pointing of the toes, and in the flexion of the knee joint. This muscle is
anatomically composed of two distinct heads: the medial and the lateral. The medial head,
which is the larger of the two, is positioned more proximally to the body's midline, whereas the
lateral head is situated more distally, toward the lateral areas of the legs. It is noteworthy that
the muscle fibers of the lateral head contain a greater number of sarcomeres compared to those
in the medial head. However, the impact of this disparity on the muscle's length-force

relationship is moderated by the variation in pennation angles between the two heads [190].

The gastrocnemius muscle receives its innervation from the tibial nerve, which is a subsidiary
of the sciatic nerve. The sciatic nerve, recognized as the most voluminous nerve in the human
anatomy, extends along the posterior region of the thigh, continuing its trajectory into the lower

leg.
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The gastrocnemius muscle is a vital muscle for many daily activities such as maintaining
posture, walking, and executing dynamic movements [191, 192]. It is also important for
maintaining balance and posture [193]. The gastrocnemius muscle serves a critical
biomechanical function as a primary shock-absorbing mechanism during weight-bearing
activities, providing essential protection to lower extremity joints during ground contact phases
of locomotion. This protective function is particularly important during high-impact activities

where rapid deceleration forces must be efficiently dissipated to prevent joint injury.

The gastrocnemius muscle works synergistically with the deeper soleus muscle to form the
triceps surae muscle complex, as shown in Figure 2-9, which represents the primary force-
generating unit for ankle plantarflexion movements. This muscle group collectively contributes
approximately 80% of the total plantarflexion torque capacity [194, 195], establishing it as the
dominant contributor to ankle joint function and lower extremity propulsion. The substantial
force contribution of the triceps surae complex underscores its clinical significance in
rehabilitation medicine and its relevance as a target for therapeutic intervention and

performance assessment.

Although the gastrocnemius muscle significantly contributes to human basic postural and
movement, there is seldom research directly related to muscle force generated by the
gastrocnemius muscle contraction in vivo and behind the mechanism. The reasons are complex,
while the most fundamental hurdle is the lack of methods and related devices to dynamically

measure muscle status to determine the muscle force.
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Figure 2-9 Illustration of lower extremities muscle structure and anatomic cross-section,
where the triceps surae muscle complex consists of the two-headed gastrocnemius and the
soleus [196].

Generally, two traditional popular modeling methods are to quantitatively predict the related
muscle force [197], which are EMG-driven optimizations [198-200] and PCSA-driven
optimizations [201-204]. Although there are a wide of applications of the EMG method and the

PCSA method to detect muscle status qualitatively and quantitatively, both methods face

inherent obstacles to obtaining accurate and simultaneous data.

2.6.2. Introduction of EMG method and limitations

EMG is a technique used to record the electrical activity of muscles [200]. The EMG received

signal is powered by the depolarization of muscle fibers, which occurs when they are activated
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by motor neurons. The depolarization wave travels along the muscle fiber, causing it to contract.
The EMG signal can be recorded by using specific surface electrodes fixed on the skin areas
near the muscle. The electrodes are connected to an amplifier and a recording device, which

can then display the signal on a screen or store it for later analysis.

Upon activation, a motor neuron initiates the propagation of action potentials along its axon,
which in turn stimulates the motor end plates of the corresponding muscle fibers. This
stimulation results in the generation of depolarization waves that traverse the membrane of the
muscle fiber at velocities ranging from 3 to 6 meters per second, extending toward the
extremities of the fiber. The conductive tissues enveloping the active fibers facilitate the
detection of this electrical activity by electrodes positioned at a distance, thereby constituting
the EMG signal that is recorded. Concurrently, the depolarization wave precipitates the release
of calcium ions, thereby instigating the mechanical contraction process. Notably, this
mechanical contraction process unfolds at a markedly slower pace than the electrical
depolarization, which concludes within merely 2 milliseconds. The generation of maximum
force is observed within a timeframe of 20 to 150 milliseconds after a singular depolarization
event, whereas the decline in force, attributed to the reuptake of calcium, necessitates a duration
that is at least twice as prolonged. It is imperative to acknowledge that these mechanical aspects

of muscle contraction do not, in themselves, generate electrical activity.

Skeletal muscle is constituted by fibers that are innervated by alpha-motor neurons. The soma

of these neurons is located within the spinal cord, and their axons extend, traveling through
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nerves to reach the target muscle. Upon arrival at the muscle, each axon bifurcates to establish
different motor end plates corresponding to the respective muscle fibers. Collectively, a motor
neuron and the corresponding muscle fibers are named a motor unit, which represents the
fundamental unit generating muscular contraction. Motor units exhibit considerable variability
in size, encompassing a range from a mere handful to several thousand fibers, and they display
distinct physiological characteristics. Typically, smaller motor units incorporate slow-twitch
but fatigue-resistant fibers, whereas larger units predominantly incorporate fast-twitch but
fatigue-susceptible fibers. The different composition of fiber types within a muscle is
determined by the specific functional demands placed upon it; for instance, muscles that
maintain posture are primarily composed of slow-twitch fibers, whereas muscles that are

engaged in rapid, forceful contractions tend to have a higher proportion of fast-twitch fibers.

Muscle force generation is governed by two primary mechanisms: the recruitment of motor
units and the modulation of firing rates on them. The recruitment process adheres to the size
principle law, whereby motor units are sequentially activated in ascending order from the
smallest to the largest in response to escalating force requirements. Subsequent to their
recruitment, there are firing rates progressive increment for the active motor units to meet
higher demands for force. It is characteristic for motor units to fire in an asynchronous manner.
The technique of EMG serves to reflect both the recruitment of motor units and variations in
their generated firing rates. During minimal muscular contractions, a limited number of nearby

motor units are consequently activated. Conversely, the generation of higher forces necessitates
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the involvement of a greater number of motor units, with the superimposition of their generated

action potentials resulting in EMG signals that exhibit a noise-like quality.

Regarding the EMG methodology, this widely utilized non-invasive technique facilitates the
assessment of muscular status and enables the prediction of muscle force. There exists
comprehensive guidance and established recommendations for the application of this method,
exemplified by resources such as the Surface ElectroMyoGraphy for the Non-Invasive
Assessment of Muscles (SEMNIAM) [205, 206]. However, the efficacy of this technique is
compromised by inherent limitations, such as the phenomenon of cross-talk, variability in
electrode placement, and the activation of synergistic muscles during the generation of force,

among others [207].

The phenomenon of electrical cross-talk from neighboring muscles exerts an increased
influence on the EMG signal quality especially when the force exerted by the target muscle
intensifies. This issue is particularly pronounced in the case of smaller muscles, where the
proximity of surface electrodes to adjacent musculature is often unavoidable. The complexity
of cross-talk is further compounded by other factors, such as the anisotropic properties of
muscle tissue and the heterogeneity of surrounding tissues. Accurately identifying the origin of
signal contamination within the physiological data is frequently challenging, if not impossible.
Additionally, the extent of synergistic activity from other muscle groups and the degree of co-
contraction among antagonistic muscles can significantly modify the resultant contribution of

muscle strength in some studies [208]. In practical applications, to enhance the accuracy of
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EMG data, it is advisable to select a muscle that is solely responsible for the force being

measured [209].

Variability in electrode placement is an unavoidable aspect when conducting repeated EMG
measurements. This variability can significantly impact the results due to the spatial distribution
of fast-twitch and slow-twitch muscle fibers within the muscle of interest and their distances to
the fixed electrodes. A muscle fiber can generate action potentials whose amplitude is directly
proportional to the fiber’s diameter. Consequently, fast-twitch fibers, characterized by larger
diameters, produce action potentials with higher amplitudes in comparison to slow-twitch fibers.
However, it is important to note that the recorded signal's amplitude is inversely correlated with
the distance between the active fibers and the recording electrodes. Increased distance between
these elements leads to attenuated signal amplitudes. The size principle law indicates that during
activities necessitating high force output, the recruitment of motor units primarily involves the
largest motor units, composed of fast-twitch fibers with the largest diameters [210, 211].
Consequently, the placement of electrodes relative to fast-twitch muscle fibers plays a crucial
role in determining how the electrical activity from these motor units is manifested in the

surface EMG signal [212].

The integrity of EMG data may be compromised by a multitude of individual-specific factors,
including stochastic electrical noise, inaccuracies in electrode placement, and intra-individual
variability [213]. The application of different signal processing techniques to EMG data can

yield disparate outcomes, posing a challenge in ascertaining the most suitable processing
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method and the veracity of the resultant data. For instance, the application of a low-pass filter
with a cutoff frequency of 25 Hz, as per Hof's method [214], marginally diminishes the signal
while preserving its characteristic sharp and spiked profile. Conversely, employing Winter's
method [215] for signal smoothing not only attenuates the signal but also introduces a delay in
the occurrence of peak values. In conclusion, the EMG methodology is susceptible to potential
inaccuracies during stages of signal acquisition, signal processing, and the subsequent data
analysis, including the use of documented maximal force values for normalization purposes

[216-219].

2.6.3. Introduction of PCSA method and limitations

The muscle properties of the human body are a complex and fascinating topic. The interplay of
muscle anatomy, physiology, and functional demands results in a wide range of muscle

specializations that allow humans to perform a variety of tasks.

In striated muscle, the structural composition comprises elongated and slender muscle fibers
that are organized into fascicles and further aggregated into muscle bellies. The initiation of
muscle contractions occurs when specific sites within the muscle fiber, capable of generating
tension, are stimulated. The fundamental unit of muscle contraction is the sarcomere,
characterized by its repetitive organization of interlocking thick myosin and thin actin protein
filaments. During muscle contraction, the sarcomeres undergo a reduction in length, facilitated
by the formation of cross-bridges between the myosin heads and actin molecules. This cyclic

process encompasses the stages of cross-bridge formation, contraction, detachment, and
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subsequent reattachment. Importantly, the energy required for this mechanism is derived from

the hydrolysis of Adenosine triphosphate (ATP).

The contractile properties of a muscle are influenced by several anatomical and physiological
factors, including the fascicle count: The more fascicles a muscle has, the greater its cross-
sectional area and the more force it can produce. The fascicle length: This affects the total
number of sarcomeres arranged in series within the muscle. Longer fascicles possess a larger
number of sarcomeres, resulting in enhanced contractile velocity. Consequently, muscles with
longer fascicles have greater potential for requirements of speed and movement. Pennation
angle: This refers to the angle at which muscle's fascicles are oriented relative to their associated
tendons. A larger pennation angle enables a wider range of motion. However, it also diminishes
the muscle's ability to generate force. The size and types of muscle fibers: muscle fibers come
in two main types: slow-twitch fibers and fast-twitch fibers. Slow-twitch fibers are fatigue-
resistant and have a high oxidative capacity, while fast-twitch fibers are capable of generating
high-force contractions but fatigue more quickly. The type of muscle fibers in a muscle is

determined by its functional demands.

The force-generating capacity within a muscle has a higher correlation with its total number of
sarcomeres and associated cross-bridges. Increased sarcomere content, via greater muscle fiber
number, permits more myosin-actin interactions and heightened force production. Thus, a

muscle's cross-sectional area, which encapsulates its fiber number, provides an index of
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maximal force generation. PCSA represents a measurement of a muscle's force generation

capacity [220].

The operational range of a muscle is contingent upon the length of its fascicles. An increase in
fascicle length correlates with an enhanced range of motion that the muscle is capable of
executing. Nonetheless, an augmentation in fascicle length may concurrently result in a
diminished capacity for force production within the muscle. Given a constant muscle volume,
it is infeasible to simultaneously maximize both muscle-generating force and operational range
due to the intrinsic force-velocity relationship. For example, postural muscles are characterized
by a requirement for high force output with minimal changes in length, whereas muscles
involved in rapid movements typically exhibit shorter lengths but higher contractile velocities.
The architecture of muscle is subject to adaptation to optimize parameters such as force,
excursion, work, and power to meet specific functional demands, thereby enabling humans to

execute a diverse array of activities.

PCSA is recognized as a representative metric for quantifying muscle force within the domain
of quantitative muscle architecture [221, 222]. The calculation of PCSA requires the integration
of multiple anatomical parameters, including muscle volume, fascicle length, and pennation
angle measurements. These geometric and architectural parameters are essential for accurately
determining the effective cross-sectional area of muscle fibers that contribute to force
generation. Muscle performance estimation, including both maximum isometric force capacity

and instantaneous power output, is mathematically derived through the multiplication of PCSA
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by maximum isometric stress values [223-225]. This fundamental relationship provides the
theoretical foundation for predicting muscle force-generating capacity based on anatomical

measurements and established stress constants for skeletal muscle tissue.

Muscle Volume (Cm3) x Pennation Angle (cos®)

PCSA (cm?) = :
Fascicle Length (cm)
Muscle Mass (g) X Pennation Angle (cos®)

_ (2.39)

Muscle Density (g-cm~3) X Fascicle Length (cm)

In contemporary practice, PCSA of a muscle may be quantified to ascertain the muscle's cross-
sectional area at a specific longitudinal point, utilizing a range of methodologies [226].
Magnetic resonance imaging (MRI) represents a non-invasive imaging modality technology,
which can produce relatively high-resolution images of the body's soft tissues. Computed
tomography (CT) is an alternative non-invasive imaging technique that provides detailed cross-
sectional images of the patient's body's soft tissues. Ultrasound imaging, another non-invasive
approach, employs acoustic waves to generate visual representations of the body's soft tissue
structures. Disadvantages of these methods include high cost, time-consuming process, low
availability in all hospitals and clinics, bulky machines, low movability, inconvenient usage,
and even high risk of exposing patients to radiation. In essence, these methods cannot provide

wearable, easy-to-use, real-time measurement.

2.7. Summary and Statements of the Research Problems
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This chapter reviews the historical development of compression therapies and traditional
compression garments, and diverse application scenarios, such as chronic venous disease
management, scar management, orthopedic application, body shaping application, sportswear
application, and other applications. Although these requirements are different, traditional
compression garments have obvious general shortcomings, such as that pressure ranges are not
customized, it is impossible to real-time monitor the essential pressures or health status of users,
users cannot receive spontaneous feedback, user compliance and follow-up care cannot be
improved. Therefore, by reasonable inferring, a novel smart compression garment is highly

demanding and precious.

For smart compression garments, wearable sensors to accurately and in real-time measure static
pressure and dynamic pressure are pivotal. Current piezoelectric sensors and triboelectric
sensors are inappropriate to measure static pressure. Optical sensors need complex supportive
systems and are not suitable for the wearable. Piezoresistive sensors exhibit limited sensitivity
in the low-pressure range and temperature change susceptibility. Capacitive sensors take
advantage of moderate or high sensitivity, high durability, and fast response speed. However,
increasing sensitivity and integration of smart compression garment systems need more

research and experiments.

For wearable circuit systems design and implementation, more efforts are put into the physical
layer design. Nonetheless, considering there exist no unanimous standards and guidelines for

signal processing after wearable systems are established, this chapter in-depth reviews
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mainstream general techniques and provides some intuitive guidance. In the beginning, signal
preprocessing is highly desired, including signal conditioning, sampling and quantization,
analog-to-digital conversion, digital filter, and denoise, where all these techniques are
implemented on analog circuits or digital circuits to accelerate responsive speed and decrease
power consumption. The main purposes are to amplify original physical signals, transform
signals, digitalize signals, filter signals, and denoise signals so that final signals are digital
numbers with higher power density and weaker background noise, interference, and other
undesired signals. After signal preprocessing, a variety of kinds of signal-processing
approaches are introduced to realize wearable systems functions. These approaches are
computation and storage intensive. Hence, programmable and powerful hardware logic units
are demanded to guarantee wearable systems performance. To deal with deterministic signals,
it is commonly adopted time domain analysis, spatial domain analysis, frequency domain
analysis where classic Fourier Transform is essential, including CTFS, CTFT, DTFS, DTFT,
FFT. To deal with stochastic signals, it is commonly adopted MLE, MAP, and other
nonparametric context estimations. Furthermore, to deal with signals with complex features,
advanced approaches are inevitable, such as the time-frequency representation of STFT and
Wavelet Transform (CWT, DWT), PSD analysis for stochastic processes and ARIMA. Lastly,
to extract higher-level information from complex signals, Machine Learning and Deep Learning
are recommended, where accuracy performance is increased at the cost of weak interpretability
and computation complexity of models. This is worthwhile because models can automatically
learn the latent patterns of signals without human intervention while human labor concentrates

on quality data collection, model adjustment and model performance evaluation. Therefore, a
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new architecture of signal processing for wearable systems is treasured, requiring more and

deeper study.

Moreover, the gastrocnemius muscle is a vital muscle for many daily activities such as
maintaining posture, walking, executing dynamic movements, and shock absorbing. Although
there is a wide of applications of the EMG-related methods and the PCSA-related methods to
detect gastrocnemius muscle status qualitatively and quantitatively, both methods face inherent
obstacles to obtaining accurate and simultaneous data. Therefore, applying a novel smart
compression garment system to monitor the gastrocnemius muscle is valuable, and promising,

but also challenging.

To sum up, in this thesis the below problems will be addressed.

(1) Compression therapies and traditional compression garments applications, including
chronic venous disease management, scar management, orthopedic application, body shaping
application, sportswear application, and other applications, cannot monitor variation in pressure
and provide accurate therapies accordingly. The imperceptible, multifunctional, long-term used,

dedicated smart compression garments are highly desirable.

(2) To measure static pressure and dynamic pressure on the compression garments, compared
with piezoelectric sensors and triboelectric sensors, which are suitable for dynamic pressure

measurement, optical sensors and piezoresistive sensors, which are restricted by complex
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configuration systems and temperature impact susceptibility respectively, capacitive sensors
have advantages of simple design, low power consumption, stable output. However, to increase
sensitivity below 50 mmHg and comprehensive integration with smart compression garments

lack of study.

(3) After the electrical and mechanical integration of the smart compression garment system,
the sensors’ performance is deteriorated by parasitic capacitances caused by surrounding
electromagnetic interference, proximity effects, and deformation on curved surfaces, which
means frequency overlapped noise and non-stationary noise. The conventional signal
processing methods, including deterministic signal processing, stochastic signal processing,
and advanced signal processing techniques, cannot guarantee denoise performance uplift. A

unified cost-effective, agile architecture should be studied.

(4) The gastrocnemius muscle force is vital for daily life activities. Traditional assessment
methods, like electromyography and physiological cross-sectional area measurements, often
struggle to provide precise real-time data while ensuring user comfort and practicality in both
clinical and community settings. Hence, a smart compression garment system can be potentially
applied. Nevertheless, the efficacy should be based on the dedicated clinical study and statistical

analysis of a large cohort.
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Chapter 3 Sensors Fabrication and Integrated

Smart Compression Garment Systems

3.1. Introduction

In this chapter, it was proposed for a smart compression garment with embedded flexible
sensors, edge control units, user interactive devices, and software applications. The components
were all available off-the-shelf, commonly used, lower cost. The whole system possessed the
advantages of flexibility, user-friendliness, modular design, rapid upgrades and repairs.
configurable hardware and software. The textile capacitive pressure sensors fabrication and
basic performance tests were conducted. Laboratory-fabricated textile capacitive pressure
sensors utilizing a sandwich architecture demonstrate several advantageous characteristics for
wearable monitoring applications. These sensors exhibit straightforward fabrication processes
while maintaining satisfactory measurement accuracy and repeatability across multiple testing
cycles. The sensors demonstrate enhanced sensitivity performance within the low-pressure
range below 50 mmHg, which is particularly relevant for physiological monitoring applications.
Additionally, the sensor design incorporates power-efficient operational characteristics and
rapid response times, making them suitable for real-time continuous monitoring in wearable
systems. The sensor's basic performance was tested considering sensitivity, hysteresis,

repeatability, the effect of temperature, and the effect of humidity, which exhibits the fabricated
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sensors working conditions meet the requirements of compression garments worn on human
bodies. Moreover, the multi-sensor module design is theoretically analyzed. The established
smart compression garment system’s applications in MetaHealth were illustrated for the
purpose of delivering healthcare service to anyone at anytime at anywhere and alleviating

conflicts among patients/families, doctors/nurses, hospitals/communities.

Section 3.2 describes textile captative sensor fabrication, basic performance testing, and multi-
sensor module design. Section 3.3 illustrates proposed smart compression garment systems
with embedded flexible sensors, edge control units, user interactive devices, and software
applications. Section 3.4 illustrates the basic concept of the proposed MetaHealth. Section 3.5

provides a quick summary.

3.2. Sensors Fabrication and Testing

3.2.1. Preparation of textile sensors

Pressure is essential for compression garments. Hence textile flexible pressure sensors are
significant in detecting the desired pressure, with advantages of flexibility, comfort, sensitivity,
and durability. In comparison with piezoelectric pressure sensors and piezoresistive pressure
sensors, capacitive pressure sensors have the advantages of simple structure, easy fabrication
process, superior sensitivity, lower hysteresis, better power consumption, and stable output
under constant pressure [112, 227]. The capacitive pressure sensors were fabricated with

conductive woven fabrics working as two electrodes, and PDMS working as the dielectric layer.
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To further improve the relative permittivity of the dielectric layer, Carbon Black powder was
mixed into PDMS, and the formed dielectric layer was additionally roughed by abrasive papers
[109]. Finally, the sensors were encapsulated with protective layers of thermoplastic
polyurethane (TPU) and polyamide fabric on the top and at the bottom. The textile flexible

pressure sensor fabrication process is illustrated in Figure 3-1.

conductive fabric

" yarn'

PDMS/carbon black composites
abrasive paper

Figure 3-1 Textile capacitive pressure sensor fabrication process illustration [109].

3.2.2. Sensors performance basic testing

The performance of fabricated pressure sensors was tested through sensitivity, hysteresis,
repeatability, effect of temperature, and effect of humidity, as shown in Figure 3-2. The testing
machines include Instron 5944 testing machine (Instron, Norwood, USA), LCR meter (E4980A,
Keysight Technologies, USA), a customized climate chamber, where under the condition of 65
% humidity, the temperature was configured to 8 different levels between 20 °C and 50 °C ,
with a step of 5 °C between two consecutive levels; or alternatively under the condition of 37
°C temperature, the relative humidity was configured to 6 different levels between 20 % and

100 %, with a step of 20 % between two consecutive levels.
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Testing results concluded the sensitivity achieved 0.19 kPa! when the sensing ranges from 0
kPa to 10 kPa in Figure 3-2(a). The hysteresis achieved approximately 8 % when 4 kPa pressure
was loaded in Figure 3-2(b). The capacitive values envelop curves were stable during 10000
cycles when 4 kPa loading pressure with the frequency of 0.1 Hz was provided in Figure 3-2(c).
From 20 °C to 50 °C, the variation of the capacitive value was 11 % in Figure 3-2(d). From
20% RH to 100% RH, the capacitive values variation was 2.15 % in Figure 3-2(e). Therefore,
the fabricated pressure sensors could be used on compression garments worn on human bodies

[109].
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Figure 3-2 Fabricated pressure sensors performance basic testing [109].

3.2.3. Multi-sensor module design
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As discussed before, the flexible pressure capacitive sensor is fabricated by using the sandwich
structure, to enhance capacitive sensitivity to exerted pressure. However, different compression
garments applications require different sensor sensitivity, in terms of applying on different body
positions for chronic venous disease management, scar management, orthopedic application,
body shaping application, sportswear application, or other applications. Instead of direct use of
the small size and highly sensitive sensor named as a sensor cell, multi-sensor modules are
designed, including Multi-Sensor Module A (connection in parallel), and Multi-Sensor Module

B (connection in series), as illustrated in Figure 3-3.

Multi-Sensor Module A Multi-Sensor Module B

Figure 3-3 The diagram to illustrate different connection approaches for Multi-Sensor Module
A and Multi-Sensor Module B.

Multi-Sensor Module A has the same sensitivity as the original capacitive sensor cell and can
detect larger areas than only one sensor cell. Multi-Sensor Module B has lower sensitivity than

any one sensor cell, which can attenuate pressure signals. For simplicity, it is discussed about
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a module containing two original capacitive sensor cells. For Multi-Sensor Module A, the total

capacitance is as
C=C+¢C, 3.1)

If C; is changed by the exerted pressure while C, is unchanged, the total capacitance is changed

by the same value, i.e. the sensitivity is sustained.

AC = AC, (3.2)

For Multi-Sensor Module B, the total capacitance is as

C;C
c=_12
Ci + G,

3.3)

Similarly, if C; is changed by the exerted pressure while C, is unchanged, the total capacitance

1s calculated as

2

AC—( G )AC (3.4)
S \G + G, 1 '

let C; = C, , because all sensor cells are the same, so that
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AC == AC, (3.5)

which means the total capacitance is attenuated. Therefore, Multi-Sensor Module A is applied
where high pressure sensitivity is desired, while Multi-Sensor Module B is applied where high

pressure sensitivity is undesired.

3.3. Smart Compression Garment Systems

3.3.1. Smart compression garment systems introduction

To realize different functions of general functional compression garments intelligently and
automatically, the smart compression garment system was proposed, consisting of compression
garments, embedded flexible sensors, edge control units, user interactive devices, and software
applications. The smart compression garment system aims to spontaneously attain pressure
measures and pressure distribution for the desired positions of users. Based on the pressure
information, more can be inferred, such as corresponding muscular movement, skeletal motion,
human body movement, even exercise alerts and suggestions, disease treatment alerts and
suggestions. Current studies focused more on fast processing and gaining direct inference on
active muscular load, cruciate ligament forces, co-contraction of paired muscles, muscular and
skeletal motions and positions [69-71]. However, user-centered application scenarios request
more complicated hardware and software architecture and more sophisticated data processing

algorithms.
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With the rapid development of soft material, integration of flexible sensors and functional
compression garments is feasible, achieving chemical and mechanical stability, air permeability,
water washability, heat and moisture transmission, ultraviolet resistance, and even antibacterial
and antivirus properties. With the dramatic advance of semiconductors and relevant electronic
devices, portable, low-cost, computation-storage-intensive, low power consumption, widely
compatible, easily integrative, flexibly customized hardware edge devices are available, such
as customized Printed Circuit Board Assembly and personal mobile phones. With the recent
decades of exploration research and implementation of machine learning, multiple tasks and
modes learning, pruning, and distilling, few shots learning, domain transferring, and flexible
deep neural networks can be adopted. Hence, smart compression garment systems can measure
pressure data in situ conformally, store and transmit data simultaneously, and process and

extract required information deeply.

3.3.2. Flexible capacitive pressure sensors integration

The pressure sensors were fabricated by the conductive elastic yarns coated with PDMS.
Stacked two PDMS-coated conductive elastic yarns in cross formed a capacitive sensor, in
which the conductive yarns work as electrodes and the PDMS acted as the dielectric layer.
Multi-sensor modules can be utilized to change the initial capacitance and overall sensitivity.
The fabricated capacitive pressure sensors exhibited a baseline capacitance measurement of
approximately 16 pF under unloaded conditions. To enhance mechanical durability and

operational longevity, the sensors were encapsulated using protective layers of TPU and

&9



polyamide fabric positioned on both the upper and lower surfaces, providing improved

resistance to external friction forces and mechanical strain during use.

The flexible capacitive pressure sensors, manufactured with a standardized diameter of 3
centimeters, were strategically integrated into predetermined locations within the medical
compression stocking at points B, B1, and C, which were selected according to established
medical compression hosiery standards, specifically following the RAL-GZ 387/1 German
quality assurance guidelines for medical compression garments [228], as shown in Figure 3-4.
This standardized positioning ensures consistent sensor placement and enables reliable pressure

measurements at clinically significant anatomical locations.

Figure 3-4 The compression garment with a flexible pressure capacitive sensor.
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3.3.3. Edge control unit

After successfully fabricating compression garments embedded with flexible capacitive
pressure sensors, the development of a dedicated edge control unit became crucial to enable
real-time capacitance measurement and wireless data transmission. The design process focused
on key criteria, including operational safety, low power consumption, cost-effectiveness, long-

term reliability, and portability.

To address these requirements, the system architecture was based on commercially available
components, ensuring both reliability and ease of large-scale manufacturing. At the core of the
control unit, an STM32 microcontroller was selected to coordinate system operations and
manage data processing. Capacitance measurements were digitized using a PCap01 analog-to-
digital converter, which is optimized for capacitive sensing applications. For wireless
communication, the system integrated an nRF51802 Bluetooth low-energy processor,
facilitating efficient and reliable data transfer to external monitoring devices. Power
management was achieved through a TP4059 charging controller paired with a 2400mAh

lithium-ion battery, supporting extended operational periods.

This integrated hardware design offers a robust and scalable platform for continuous monitoring

of compression garment performance in real-world settings. The complete system architecture

and technical specifications are detailed in Figure 3-5 and Table 3-1.
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Figure 3-5 Edge control unit schematic diagram.
Table 3-1 Edge control unit circuit specification.
Module Specification
USB (Power Supply/wired data communication)
Switch On/Off
Interface Reset
SWD (Debug)
LED lights (Charging indicator)
Capacity Measure Interface (3 channels)
Housing 3D printing (68.5*51*21.7mm)
Battery Lithium Battery Pack (2400 mAh)
Printed Circuit Board PCB (63*45mm, 2 layers)
USB convert to serial interface CH340
Main Controller STM32
Capacity Measure PCap01
Bluetooth nRF51802
Charging Controller TP4059
Low-Dropout Regulator RT9193

The proposed approach utilized PCap01Ax-0301 chips for capacitance measurement due to the

capacitance values of textile sensors falling within the range of 0 to 100pF. PCapOl is a
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dedicated Capacitance-to-Digital Conversion Digital Signal Processor based on complementary
metal-oxide-semiconductor (CMOS) technology. This conversion principle enables high-
resolution measurements with conversion times as short as 2us. The processors offer impressive
resolution capabilities, such as up to 6aF or 17-bit resolution at SHz. Additionally, they support
a high measurement rate of up to S00kHz. The PCap01 chips provide exceptional flexibility for
optimizing power consumption, delivering high resolution and fast speed. Furthermore, they
are available free of charge within the chip. Data transmission can be achieved through either
the serial peripheral interface (SPI) or inter-integrated circuit (I2C) connections. Notably, each

PCap01 chip can simultaneously support the measurement of capacitance in three channels.

For wireless data transmission to user interactive devices, the nRF51802 module was employed,
utilizing the Bluetooth Low Energy protocol. Simultaneously, it receives wired data from the
STM32 microcontroller through SPI communication. The nRF51802 is a System on Chip (SoC)
designed for wireless communication at an ultra-low power level of 2.4 GHz. This versatile
chip offers comprehensive support for Bluetooth Low Energy and a range of proprietary 2.4
GHz protocols, such as Gazell by Nordic Semiconductor. Additionally, the nRF51802 module
is equipped with communication interfaces including SPI, 12C, and universal asynchronous
receiver-transmitter (UART), enabling seamless data exchange through these widely-used

protocols.

The STM32F103C8T6 microcontroller serves as the main controller responsible for power

supply management and data transmission management. Data flows from the PCap01 chips to
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the STM32 microcontroller through SPI, and from the STM32 to the nRF51802 module also
via SPI. The STM32 microcontroller integrates a robust ARM® Cortex®-M3 32-bit RISC core,
delivering exceptional performance at a clock frequency of 72 MHz. Its architecture
encompasses high-speed embedded memories, including a flash memory capacity of up to 128
Kbytes and a static random access memory capacity of up to 20 Kbytes. Furthermore, this
microcontroller benefits a wide range of enhanced I/Os and peripherals that are interconnected
via two advanced peripheral bus (APB) buses. With regards to communication capabilities, the
STM32 microcontroller offers versatile interfaces, including up to two [2Cs and SPIs for serial
communication, three USARTs for asynchronous serial communication, a universal serial bus
(USB) interface for universal connectivity, and a CAN interface for Controller Area Network
applications. These comprehensive communication interfaces empower the STM32
microcontroller to seamlessly interact with various external devices and facilitate efficient data

transfer.

For power supply management, a TP4059 chip was used which can charge the chargeable
lithium battery via an external USB connection. TP4059 supports maximum 600mA charging
current, has positive and negative reverse connection protection, overcharging protection when
the lithium battery is fully charged to 4.2V, and peripheral light emitting diode (LED) indication
where green LED is on when charging and red LED is on when being charged. During the
circuit working, the current for the lithium battery is regulated DC-DC to 3.3V by a low-dropout
regulator RT9193, to supply power to the connected circuit. Here 2400mAh lithium battery

pack was determined to satisfy the user's daily use, i.e. over 8 hours of continuous whole circuit
94



working and over 3 days of nonstop use. 63*45mm 2-layer printed circuit board (PCB) was
utilized for its small size, low cost, reasonable layout, and good resilience to interference, as

displayed in Figure 3-6.

Figure 3-6 PCB layout diagram.

The housing was accordingly formed by advanced 3D printing, where chamfering was totally
utilized to avoid sharp corners and minimize potential damage to wearers, as shown in Figure
3-7. The final housing case was 68.50%21.70*51.05mm with commonly used material of

acrylonitrile butadiene styrene (ABS), as shown in Figure 3-8 and Figure 3-9.
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Figure 3-7 Printed circuit board assembly prototype.

Figure 3-8 3D model housing for the edge control unit.
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Figure 3-9 Final edge control unit device.

3.3.4. User interactive device and software application

As smart mobile phones are widely used in everyone's daily life, they present a powerful
competition force when combining computation, storage, mobile operation system, functional
applications, multimedia functionalities (music, video, camera, gaming), wireless
communication, traditional phone functions (voice call, text messaging). Hence, commercial
smart mobile phones were properly chosen to be user-interactive devices, which means all
human interactions take place on smart phones, including information display, information
extraction, danger alarm, message notification, and practice recommendation. Capacitance
values captured at the frequency of 0.6667Hz by the edge control unit would be continuously

wireless peer-to-peer transmitted by Bluetooth Low Energy (BLE) Bluetooth at the frequency
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of 0.0167Hz to user smart phones, in order to cut down power consumption. The received data
was stored in the SQLite database. Heavy computation loads, such as mapping capacitance
values to pressure values, and storage were assigned to smart phones so that the edge control
unit consumed less relevant resources and power. The whole system architecture is more
flexible and easier to adapt, which meets the golden rules of DevOps practices and agile
development. Users could conveniently read pressure values in real-time and receive healthcare

notifications after the historic pressure values were analyzed on smart phones.

As Android mobile phones have rather high penetration in the consumer market, therefore,
Android applications were fast developed, based on Android 8.0 architecture and compatible
with above 8.0 architectures. The application, named Smart Compression Stocking Utility,

was developed using Android Studio 4.1, utilizing the Java programming language for coding
purposes, as shown Figure 3-10. Native mobile app development offers numerous distinct
advantages. Firstly, it features superior performance. Native mobile applications directly
interact with native application programming interfaces (API), eliminating the need for
intermediaries like plugins and WebViews. This streamlined approach results in faster and more
responsive apps compared to hybrid alternatives. Additionally, native mobile apps enjoy

seamless access to essential hardware sensors such as the camera, screen, and Bluetooth.

Secondly, native mobile app development ensures a consistent look and feel. By leveraging

native software development kits (SDK), developers create apps with user interfaces (UI) that
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align with the platform's native design principles. This coherence enhances the user experience

by eliminating any discrepancies between the operating system and application design.
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Figure 3-10 The project was developed on Android Studio.

Thirdly, native mobile apps have immediate access to new features. They can promptly leverage
the latest features introduced in the Android ecosystem. On the other hand, hybrid apps reliant
on web technologies must wait for plugin support to incorporate new functionalities, causing

potential delays in feature adoption.

Lastly, native mobile apps exhibit better compliance with app store guidelines due to their

inherent architectural properties. Given the likelihood of app stores tightening regulations on
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hybrid apps, opting for native mobile app development appears more future-proof and aligned

with industry trends.

User experience flew from login, scanning and finding Bluetooth devices, pairing to desired
devices, and data visualization, as illustrated in Figure 3-11. Users register or login through
used username and password to access the next page, as shown in Figure 3-12. Then clicking
the scan button would trigger the detection of nearby Bluetooth devices, as shown in Figure
3-13. After users choose the one matching their smart compression garment system, the status
would change to “connected”. Based on Android 8.0 architecture and Bluetooth protocol stack,
and socket method was determined to be used to build a solid connection between mobile and
Bluetooth Low Energy devices, and to use the Android native binder to implement data
communication between received Bluetooth data and upper applications. Ultimately, three
channels of capacitance data were converted to pressure data by the proposed algorithm and
presented in graphs, texts, and analysis reports, as shown in Figure 3-14. In this way, the user
could easily, clearly, and intuitively access the pressure data at B point, B1 point, C point
respectively [228]. More added functions were being developed according to new emerging

requirements from practical diverse users.

s Get ¢ Query paired devices ¢ Connection techniques ¢ InputStream
the BluetoothAdapter « Discovery devices » socket method « OutputStream
* Enable Bluetooth « Enable discoverability « Connect as a server

¢ Connect as a client

Figure 3-11 Bluetooth implementation flows on Android.
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Figure 3-13 Bluetooth connection pages of the smart compression stocking utility.
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Figure 3-14 Data visualization pages of the smart compression stocking utility.

3.3.5. Data communication technologies

The progressive evolution of Internet of Things (IoT) technology has led to the emergence of
numerous wireless communication technologies, particularly in recent years, owing to the
extensive integration of IoT into civil and industrial domains. Presently, the predominant
wireless communication technologies encompass Long Range Wide Area Network
(LoRaWAN), Zigbee, WiFi, NarrowBand-Internet of Things (NB-IoT), and Bluetooth [229-
231]. Each wireless communication method exhibits unique differentiations in terms of
frequency band, maximum transmission distance, maximum transfer rate, network topology,

security, and safety, as illustrated in Table 3-2.
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Table 3-2 Comparison of different wireless communication protocols.

Communication Maximum Maximum
Technology Frequency Band Trar}smnssnon Transfer Rate Network Topology Safety
Distance
LoRaWAN 868MHz or 10 kilometers 300bps to 5.5kbps Star or Mix AES-128
915MHz
Zigbee 2.4GHz 100 meters 250kbps Mesh AES-128
WiFi 2.4GHz or 5GHz 100 meters 10Mbps to 1Gbps Infrasggure or WPA2
NB-IoT 800MHz to 2.2GHz 10 kilometers 250kbps Star AES
Bluetooth (BLE) 2.4GHz 10 meters 1Mbps Piconet AES-CCM

LoRaWAN offers several noteworthy advantages. Firstly, it excels in long-distance
communication, with a maximum transmission distance of up to 10 kilometers. Secondly, it
demonstrates low power consumption, enabling prolonged equipment operation. Lastly, it
presents a cost-effective solution, contributing to reduced manufacturing expenses for
associated equipment. However, it is important to acknowledge certain limitations of
LoRaWAN. Firstly, its data transmission rate is relatively low, with a maximum transmission
rate of only 5.5kbps. Secondly, it lacks support for high-speed data transmission and real-time

applications, thereby rendering it unsuitable for scenarios necessitating real-time response.

Zigbee exhibits several advantageous features. Firstly, it boasts low power consumption,
ensuring energy-efficient operation. Secondly, it offers a substantial network capacity,
accommodating a large number of connected devices. Thirdly, Zigbee enables flexible
utilization of working frequency bands, enhancing adaptability in various environments.
However, certain limitations are associated with Zigbee. Firstly, it presents a relatively low data
transmission rate, with a maximum transmission rate of 250 kbps. Secondly, its effective range

is comparatively small, accompanied by limited resistance to interference. Lastly, the Zigbee
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protocol is not open source, resulting in increased complexity when integrating with the IP

protocol.

WiFi presents several advantageous attributes. Firstly, it offers cost reduction as it eliminates
the need for wired infrastructure during local area network (LAN) deployment. Secondly, the
"Wi-Fi Certification" ensures backward compatibility, guaranteeing seamless operation of Wi-
Fi standard devices across the globe. Thirdly, Wi-Fi can achieve a rather high data transmission
rate, with a maximum transmission rate of 1 Gbps, which is suitable for high-volume
transmission throughput applications, such as multi-media transmission. However, certain
limitations should be noted with regard to WiFi. Firstly, it exhibits a limited communication
distance, constraining its coverage area. Secondly, WiFi may encounter challenges related to
stability and security, potentially compromising the reliability of the network. Lastly, WiFi
tends to consume higher levels of power compared to other wireless communication

technologies.

NB-IoT offers several notable advantages. Firstly, it provides wide coverage, allowing for
communication over vast areas. Secondly, it demonstrates long battery life, enabling prolonged
operation of IoT devices without frequent recharging. Thirdly, NB-IoT boasts high connection
density, facilitating simultaneous connectivity of a large number of IoT devices. Lastly, it
incorporates end-to-end encryption technology to ensure the secure transmission of data,
safeguarding the integrity and confidentiality of information. Nevertheless, certain limitations

accompany NB-IoT. Firstly, it exhibits high latency and a limited number of channels,
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potentially impacting real-time communication and the capacity for concurrent data
transmissions. Secondly, NB-IoT relies on existing infrastructure, which may pose challenges
in remote areas or regions with limited resources and infrastructure development. Thirdly, it
usually increases the operation cost, because of the data transmission charge by the Internet

Service Providers.

Bluetooth possesses several advantageous features. Firstly, the manufacturing cost of Bluetooth
chips and modules is relatively low, ensuring affordability and widespread integration into
various electronic devices. Secondly, Bluetooth enjoys extensive support across a wide range
of electronic devices, further enhancing its accessibility and compatibility. Thirdly, Bluetooth
devices can be easily paired and connected without the need for intricate configurations,
simplifying the user experience. Moreover, Bluetooth technology standards undergo continuous
development and upgrades to optimize performance, and efficiency, and introduce new features.
Lastly, Bluetooth wireless technology enables the simultaneous connection of multiple digital
devices, establishing a versatile and convenient network. However, it is important to
acknowledge certain drawbacks of Bluetooth. Firstly, Bluetooth wireless technologies are not
as secure as some other wireless technologies, such as Wi-Fi. Secondly, Bluetooth devices are
limited in terms of communication range and can only interact within a short Bluetooth range.
Although Bluetooth version 5.0 offers a maximum range of approximately 100 meters, this
range can be diminished by obstacles like walls or other objects. Lastly, the use of Bluetooth
technology in electronic or smart devices leads to increased battery consumption due to the

significant power requirements for transmitting data over short Bluetooth distances.
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Compared with other IoT wireless communication protocols, BLE was ultimately determined
as the main data transmission protocol between the edge control units and mobile phones, which
was considered for the following reasons. Firstly, there is more than one edge control unit
needed to connect a mobile phone, since plenty of smart compression garment subsystems are
utilized on one person, and data from more points of interest are collected. Secondly, the
communication chips or modules should be available and low cost on the market, which reduces
the total research and development cost and makes it feasible to easily replace the different
chips or modules. Thirdly, the communication protocol should be popular among normal people.
This lowers the threshold to use the protocol, establish a network, form user habits, and
complete further software application development. Fourthly, the communication cost should
be as low as possible for mass population use. Finally, the data transmission rate should cover
the total requirement of multi-channel smart compression garment subsystems for one person's

use.

3.3.6. Cost control

One of the main hindrances of smart compression garment wide usage is that users are sensitive
to the product price. On one hand, it is desired to largely improve user-friendly interfaces so
that all users, especially elderly and long-term struggling patients, can naturally access
functions without any obstacles, on the other hand, price-sensitive components should be
replaced by off-the-shelf mass production components to reduce cost and robust supply chain

in case that some components face the risk of out of stock and can be easily replaced with other
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components with the same packaging. Therefore, the Android native application was developed
to enhance user interactions while the hardware edge control unit was designed based on
popularly used and low-cost components, and data processing algorithms by deep neural
networks were adopted to complement the low performance of hardware to achieve

comparative high accuracy and fast response.

According to average common prices listed on the e-commerce platform Taobao, all material
costs of the edge control unit were less than 234 RMB, equivalently less than 33 USD, as shown
in the bill of material cost Table 3-3. The price would definitely go down if it came to the mass
production phase when the highly demanding quantity and shorter supplier chain made

nonnegligible contributions.

Table 3-3 Edge control unit bill of material cost list.

Item Number Cost (RMB)
STM32 1 50
PCap01 1 32

nRF51802 1 30

TP4059 1 4

RT9193 1 2

CH340 1 3

2-layer PCB board 1 15
Lithium Battery (2400 mAh) 1 50
others components 1 13
Total Cost 199

3.4. Proposition of MetaHealth Applications
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The information revolution brings us a digital world and leads us to enter the Metaverse era,
which was recently accelerated by the COVID-19 pandemic. The pandemic consequent
challenges and opportunities are enormous in terms of traditional healthcare and medical
services. Health resource disparities between regions and hospitals are readily apparent and
contribute to a range of challenges. These disparities manifest as inadequate equipment
coverage, insufficient technical expertise, lower levels of patient satisfaction, difficulties in
registration and hospitalization processes, as well as limitations in the distribution of services
related to prevention, healthcare delivery, disease management, and rehabilitation. It is
important to note that these disparities are particularly pronounced in underdeveloped or
undeveloped regions [232]. The pandemic overwhelmingly burdened current health resources
considering the outbreak of epidemic waves, lockdown at large scale, regular COVID-19
nucleic acid testing, border control and quarantine, etc. Therefore, conventional healthcare
systems should embrace innovative technologies to reengineer infrastructures and procedures,
with the objective of rebuilding next-generation healthcare service delivered for anyone at

anytime at anywhere.

Based on emerging technologies including Virtual Reality, Augmented Reality, Mixed Reality,
Extended Reality, Internet of Things, 5G, Cloud Computing, Artificial Intelligence, Blockchain,
Non-Fungible Tokens, etc. the Metaverse is a complicated eco-system that is widely regarded
as the potential invaluable asset but lacks in-depth academic research and real implementation.
MeatHealth concentrates on applying the Metaverse to healthcare and medical services, in order

to meet requirements from virtual consultation, collaborative working, surgical and
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interventional cure, clinic care, medical visits, medical education, wellness and fitness,
monetization through gamification, follow-up, etc. [233-236] By taking advantages of digital
twin of hospitals, 3D avatars of patients/doctors/nurses, flexible sensors networks, this work
proposed cost-effective MetaHealth architecture design and demonstrated some cases, in order
to fulfil the golden triangle, that is to benefit patients/families, doctors/nurses,

hospitals/communities, as displayed in Figure 3-15.
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Figure 3-15 MetaHealth architecture diagram illustration.

With the fast development of deep learning, there is an obvious trend of paradigm transferring

from hand-crafted features and models designed by classical signal processing, into hand-
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crafted features and automatic learned models by machine learning approaches, further into
completely automatic learned features and models by deep learning approaches [164].
Moreover, merging deep learning, edge computing, and flexible sensing together can lead to
ubiquitous perception, ubiquitous connectivity, and ubiquitous intelligence, which makes it
feasible to deliver cost-effective ubiquitous healthcare services in MetaHealth. On the one hand,
flexible sensing and edge computing contribute to the easy capture of patients’ biometric data
with low processing latency, low network traffic load, high data security, and high personal
privacy protection. On the other hand, deep learning's powerful capabilities, including
automatic machine learning, high-level feature extraction, and high-level decision-making,
contribute to efficient and intelligent operations around patients. Therefore, DL for Edge (Deep
Learning for Optimizing Edge), DL on Edge (Deep Learning Application on Edge), DL in Edge
(Deep Inference in Edge), DL at Edge (Deep Learning Training at Edge), Edge for DL (Edge
Computing for Deep Learning Services) attract more and more attention from the academic and

the industrial [237].

Lastly, smart textile-integrated microelectronic systems (STIMES) are utilized to realize
physical person and MetaHealth interaction, which generally describes fibers based or fiber
assemblies based sensors, shape actuators, displays, antennas, energy harvesters or storage
devices, flexible circuit boards, memory devices, and other peripheral supportive components
[238, 239]. Textile-based devices can be manufactured in various forms, including headgear,
clothing, footwear, and other wearable items. These sensors possess the advantageous

characteristic of easy attachment and detachment from the human body. Furthermore, they
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exhibit remarkable flexibility, allowing for substantial extension, double-curvature bending,
and in-plane shear simultaneously. This exceptional flexibility enables efficient structural
transformation, minimizing fiber strain even when the fabric undergoes significant deformation.
Moreover, these sensors demonstrate high damage tolerance, making them highly resilient and
durable. Combining existing mature fabric process procedures and technologies, the above
characteristics favor mass production to cut down costs and new avant-garde fashion to lead

people to live in daily MetaHealth.

The established smart compression garment system would be applied to the MetaHealth's
various applications. This demonstrated the feasibility of the MetaHealth platform and
motivated continuous iterative improvements to deliver health service to anyone at anytime at

anywhere.

3.5. Summary

In this chapter, textile capacitive pressure sensors were fabricated by using a sandwich structure,
and the sensors’ basic performance was tested, including sensitivity, hysteresis, repeatability,
the effect of temperature, and the effect of humidity, which meet the requirements of
compression garments worn on human bodies. Multi-sensor modules are designed according to

different requirements from application scenarios.
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The smart compression garment systems were proposed, including compression garments,
embedded flexible sensors, edge control units, user interactive devices, and software
applications. All electronic components were available off-the-shelf, commonly used, lower
cost, including the main controller chip STM32, capacitance ADC processor PCapOl,
Bluetooth processor nRF51802, charging controller chip TP4059, 2400mAh lithium battery
pack, so that edge control units had the bill of material (BOM) cost of 33 USD which was
affordable to most potential users and can be conveniently substituted by the same packaging
components. To improve user experience, Android mobiles with the developed application
were recommended. Native Android application development for smart compression garment
systems usage was illustrated, which could demonstrate dynamic graphs, texts, and analysis

reports of real-time pressure status.

The system architecture addresses key limitations of current wearable pressure monitoring
technologies by offering several technical advancements. The system exhibits heightened
sensitivity for low-pressure detection, enabling precise measurement of subtle pressure
variations that typically fall below the detection threshold of conventional devices. Its
integrated design ensures measurement accuracy while maintaining the mechanical flexibility
necessary for comfortable, long-term wear, even during dynamic movements. User experience
is enhanced through intuitive interface design, facilitating seamless interaction between users
and the monitoring technology. The modular architecture allows for straightforward integration
with external systems, supporting compatibility with existing healthcare infrastructure and

research equipment. Furthermore, the design emphasizes maintainability, enabling rapid
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internal component upgrades and simplified repairs, which reduce operational costs and
minimize system downtime. The system’s versatile architecture supports adaptability across a
range of application environments, including clinical rehabilitation, sports performance
monitoring, and research. This flexibility is achieved through configurable software parameters
and modular hardware components, allowing customization to meet specific measurement
requirements and operational constraints in diverse use cases. These advantages will be
evaluated in the following chapters to discuss about applications of proposed smart compression
garment systems, for the target of realizing the proposed MetaHealth long-term platform and

delivering healthcare service to anyone at anytime at anywhere.
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Chapter 4 Unsupervised Encoder-Decoder for

Edge Signal Processing

4.1. Introduction

This chapter introduces the signal processing challenges for the smart compression garment
systems and proposes an encoder-decoder architecture to cope with them. The Laboratory-
fabricated textile capacitive pressure sensors’ performance is deteriorated by parasitic
capacitances caused by surrounding electromagnetic interference, proximity effects, and
deformation on curved surfaces. The acquired weak signals of 102 level (pF) with frequency
overlapped noise and non-stationary noise in real applications. Therefore, traditional frequency
filters or time-frequency analysis cannot guarantee denoise performance improvement on a
large scale. Nevertheless, deep neural networks reveal a powerful capacity to deal with complex
signal-processing issues. Hence, deep neural networks based encoder-decoder architecture was
proposed to realize end-to-end learning and to accurately calculate corresponding pressures
from fabricated capacitive sensors. Based on the experiments of flat surface pressure and curved
surface pressure, resolution accuracy is largely improved, and the proposed architecture is

suitable for edge computing deployment.
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Section 4.2 describes traditional signal processing methods' challenges in dealing with flexible
sensors and proposes a specific encoder-decoder architecture. Section 4.3 describes
autoencoder design for denoise and data suppression. Section 4.4 describes the decoder design
to calculate the corresponding pressure exerted on flexible sensors. Section 4.5 illustrates for
curved surface situations the fabric capacitive pressure sensors demonstrate special
characteristics and the proposed encoder-decoder architecture can work well to denoise and

improve accuracy. Section 4.6 offers a summary of this chapter's content.

4.2. Encoder-Decoder Architecture

4.2.1. Signal processing for flexible sensors

With the fast development and research of varieties of flexible sensors, signal processing of
flexible sensors should be addressed, as flexible sensors are prone to limited sensitivity, stability,
and reliability which cause acquired weak signals can be easily deteriorated by contact
conformal surfaces, various noise sources, motions of subjects, and other artifacts [240, 241].
Based on flexible material response properties, the signals acquired directly by flexible sensors
are mostly quite tiny values smaller than 10 level or even 1071 level, which therefore need
integrated signal amplifiers and complicated electronic circuit design. However, this may bring

more electrical noises and interferences, resulting in distorted received low SNR signals.

Filtering is widely used for its high maturity and high interpretability. It can remove low, high,
band frequency noise and dense power interference in the frequency domain, resulting in

limiting the processed signals to the desired bandwidth of interest. However, it requires prior
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knowledge about noise and interference spectrum distribution. Moreover, if the desired signals
and noise overlap in the same frequency band or noise is non-stationary, the performance of the
filter will drop drastically. Traditional fast response filters, such as Wiener filters, least mean
square filters (LMS), recursive least square filters (RLS), and Kalman filters, show little
performance improvement on noise reduction in real applications [242, 243], because acquired
signals consist of varieties of noise and interference sources which have different statistical
characteristics and non-stationary properties. Moreover, well-defined synthetic noise reference
signals are difficult to acquire. Hence some studies focus on complicated algorithms to deal
with noise reduction. To alleviate the frequency overlap issue, some researchers used an
adaptive de-noising strategy by constructing a noise generator from another noise-correlated
reference signal to remove undesired artifact noise [244, 245]. This burdens the whole system's
complexity and final performance is heavily dependent on the reference noise generator which
also brings more noise of unknown characteristics. To alleviate the non-stationary noise, some
researchers used wavelet transform and empirical mode decomposition (EMD) to perform time-
frequency analysis [246-250]. However, it is difficult to select the best wavelet basis functions

and EMD requires a heavy computational workload to find intrinsic mode functions.

4.2.2. Encoder decoder architecture introduction

With the development of a deep neural network, more sophisticated problems hardly solved
before can be dealt with by using end-to-end learning to achieve desired accuracy. Deep
learning is widely used in computer vision and natural language processing, while there is an

apparent trend to penetrate more traditional physical fields, especially for basic signal
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processing. There is also an obvious paradigm transferring from hand-crafted complicated data
processing algorithms to general deep learning approaches which consist of data collection,
data cleaning, data aggregation, model training, model testing, and model implementation.
Instead of intensive labor on deriving close expressions of formula, which sometimes never
explicitly exist, the current focus is to collect high-quality data and annotate large volume data.
Nevertheless, considering that data annotation is costly, physical signal data is always with
noise, and deep neural networks are difficult to interpret, there is still a huge gap to fuse deep

learning with conventional signal processing.

Encoder decoder architecture has attracted more research attention recently. The architecture
can be utilized in unsupervised learning, and sequence-to-sequence tasks, and has better

interpretability and fast module adaption.

Encoder decoder architecture contains two components [164], as shown in Figure 4-1. The
initial component is the encoder, responsible for receiving a variable-length sequence as input
and transforming it into a fixed-shaped state representation. The subsequent component is the
decoder, consisting of a stacked structure that translates the encoded state, with its fixed shape,
back into a variable-length sequence. The encoder component is interchangeable with other
encoders, while the decoder component is interchangeable with other decoders, only by fine-

tuning the rest components.
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Figure 4-1 Encoder decoder architecture diagram.

It is worth noticing, that an interconnected encoded state has a predefined fixed shape (shape
of vectors, size of dimensions), nonetheless input and output can be variable-length sequences,
which is powerful to deal with time-series sequences. This is end-to-end learning while
furthermore, the architecture allows different modules separate learning, and multi-modalities,
multi-tasks, and multi-domains training of encoder or decoders which will benefit its

representativeness and deeper features extraction.

The selection of appropriate encoder and decoder architectures depends fundamentally on the
specific computational objectives and data characteristics of the target application.
Contemporary neural network implementations commonly employ several established
architectural paradigms, including Multilayer Perceptrons (MLPs) for basic nonlinear mapping
tasks, Convolutional Neural Networks (CNNs) for spatial feature extraction, and recurrent
architectures such as Recurrent Neural Networks (RNNs), Long Short-Term Memory (LSTM)

networks, and Gated Recurrent Units (GRUs) for temporal sequence modeling.

These architectural components demonstrate versatility across diverse data modalities,
supporting both unimodal and multimodal processing scenarios. The framework accommodates

various input formats including textual data, audio signals, visual imagery, video sequences,
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and heterogeneous physical sensor measurements. This flexibility enables the encoder-decoder
paradigm to address complex cross-modal translation tasks and facilitate comprehensive
representation learning across multiple domains simultaneously. The architecture has been
successfully applied to complex problems in recent decades, such as image captioning [251-
254], machine translation [255-258], abstract extraction [259-262], and question answering

[263-266].

4.2.3. Encoder decoder architecture design

As discussed in the previous chapter, the smart compression garment system contains essential
components, including compression garments, embedded flexible sensors, edge control units,
user interactive devices, and software applications. The purposes are to spontaneously measure
flexible pressure capacitance values and calculate corresponding pressure values and extract
more information, such as users’ muscular contraction and relaxation, so as to set an alarm or

send recommendations.

Calculating pressure based on measured capacitance is not direct, because of the complex
properties of flexible pressure capacitive sensors, such as nonlinear response, background noise,
viscosity, and hysteresis. Conventional approaches are to utilize the parallel plate capacitor

model.

C=— (4.1)
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where C is the capacitance value, A4 is the contact area of two parallel conductive plates, d is
the distance between the two plates, € is the permittivity of the dielectric filled into space
between the two plates. As the pressure P is exerted on the flexible sensor, €, 4, d will change
accordingly. Theoretically, there are two working mechanism functions, one is to map the C
space to the €, 4, d space, and the other is to map the €, 4, d space to the P space. Furthermore,
considering any function can be replaced by a neural network accurately [165-168], these two
functions can be equivalent to two neural networks. One neural network is named the encoder,
whose job is to map input data (the C space) to codings (the implicit or explicit €, 4, d space),
while the other neural network is named the decoder, whose job is to map the codings to output

data (the P space).

Several aspects related to the encoder-decoder design are noteworthy. Firstly, to take advantage
of temporal information because of sampling, the input of the encoder could be a time series
sequence. To take advantage of spatial information because of multiple sensors, the input of the
encoder could be also a sequence. Therefore, accounting for spatiotemporal information, the
input is multi-dimensional vectors. Secondly, codings are at least three dimensions including
€ -dimension, A-dimension, d-dimension. To enhance compatibility, encoders are
interchangeable. One encoder can be trained to get the explicit €, 4, d space if possible. Other
encoders can be trained to get the implicit €, 4, d space when the encoders automatically learn
to extract latent representatives, such as autoencoder. Hence, codings should be a fixed shape,
for instance 3-dimension vector. After the encoder is substituted, the rest decoder needs little

fine-tuning work to achieve the desired results. Thirdly, the human body can be modeled as an
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additive complex capacitor. Moreover, shape-changing induced by wearing compression
stockings on the human body can lead to €, 4, d changing. Hence, human wearing can lead to
sensors’ capacitance values changing. The mechanism is more complex during human
movement. Furthermore, environmental temperature and humidity have an indirect impact on
sensors’ capacitance values. Therefore, codings can have more dimensions to describe impact
factors. Fourthly, more decoders can be used to cope with multi-task and help to enhance the
learning capability of the encoder. For example, one decoder is to produce corresponding
pressure values. One decoder is to classify users’ posture or movement. One decoder is to detect

environmental temperature and humidity.

4.3. Autoencoder

4.3.1. Autoencoder introduction

Autoencoders are widespread unsupervised machine learning approaches, that can
automatically learn dense representations of input data, named as latent representations or
codings compared to conventional hand-crafted features. A typical neural network contains at
least three layers: an input layer, a hidden layer (encoding layer), and a decoding layer, as
illustrated in Figure 4-2. The purpose of this network is to reconstruct its input, which means
output data is as same as possible compared with input data so that its hidden layers learn a
good representation of that input. The codings always have lower dimension representation, so
autoencoders can be utilized for dimensionality reduction or data suppression. Autoencoders

can automatically learn feature representation and properties with noise background so that they
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are used as unsupervised pretraining of deep neural networks or data denoise. Some
autoencoders are with generative models based on probability methods so that they have the
capability to generate new data which is similar to the training input data with the same

probability distribution.

Input Output

Coding
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0000000

Y Y
Encoder Decoder

Figure 4-2 Autoencoder diagram illustration.

There are some typical autoencoder implementations [163]. If the undercomplete linear
autoencoder only involves linear transformation to convert high-dimension input to lower-
dimension coding and the loss function of Mean Square Error (MSE), it implements Principal

Component Analysis (PCA). The stacked autoencoder involves multiple hidden layers to learn
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complicated and deep features of the input data. Meanwhile, it is capable of working as
unsupervised pretraining for downstream tasks such as classification, considering that data
annotation is expensive and sometimes impossible. Symmetrical sandwich structures are
commonly used, and furthermore tying the weights of encoder layers to symmetric decoder
layers benefits training speed, parameter storage, and overcoming overfitting problems. It is
also useful to train one shallow autoencoder at a time and gradually stack them to realize greedy
layerwise training [267, 268]. Convolutional Autoencoders generally cope with spatial input,
such as images, in order to reduce the spatial dimensionality of the inputs (height and width)
and increase the depth (the number of feature maps) [269], while Recurrent Autoencoders
generally cope with sequences input, such as time series or texts, in order to map variant length
sequences to a fixed shape vector [270, 271]. Denoising Autoencoders (DAE) are good at
denoising, by training models to recover original inputs after worsening inputs with additive
noise [272, 273]. Contractive Autoencoders (CAE) are also robust to noise, by penalizing the
Frobenius norm of the Jacobian matrix of the encoder with respect to the input [274]. Sparse
Autoencoders (SAE) can be effectively learned by decreasing the total number of active
neurons in the coding layers, which is similar to the model parameters regularization [275, 276].
In addition, Variational Autoencoders (VAE) are based on probabilistic autoencoders, which
firstly map input data to codings random variables space, such as Gaussian distribution
variables, and secondly reconstruct variables samples to recover original input data [277]. VAE
is also based on generative autoencoders so that new samples can be generated sharing the same

statistical properties of original data. Furthermore, Adversarial Autoencoders (AAE) utilize
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probabilistic autoencoders and generative autoencoders, while the generative adversarial

networks (GAN) method is introduced to train a discriminator [278].

4.3.2. Autoencoder design

It is difficult to directly derive a close expression to map capacitance values (the C space) to
permittivity, contact area, and distance values (the €, 4, d space). One alternatively feasible
solution is to utilize machine learning to automatically extract deep features of capacitance
values. The deep features can be regarded as latent representatives of desired permittivity,
contact area, and distance values. Furthermore, to largely reduce data annotation, autoencoders
are adopted as unsupervised learning considering the input and output of autoencoders are the
same raw capacitance data during training and these raw capacitance data can be easily
collected under different situations, such as various pressures, wearing on human legs, human

movement.

The smart compression garment system can measure the capacitance of flexible sensors with a
sampling interval of 2s. The sampling rate is not high, but this meets the demands of long-term
and slowly changing pressure detection of medical compression stockings, and meanwhile low
sampling rate decreases hardware power consumption so that patients can conveniently use it
without worrisome of frequent charging battery. To attain robust autoencoders against
background noise and interference, a time series sequence of 30 elements is constructed as input

data. The sequence stands for one-minute measure data. All of the input data is normalized to
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achieve zero-centered and ranging from -1 to 1 so that autoencoders can converge at a small

number of iterations.

_ Xmax T Xmin

X' = 2z (4.2)

Xmax — Xmin

2

where x is raw data, x’ is preprocessed data, x4, is the maximum number out of the raw data,

Xmin 1S the minimum number out of the raw data.
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Figure 4-3 One typical autoencoder structure.

To cut down the computation load, a typical architecture of the autoencoder is stacked fully
connected layers (weight matrix multiplication and with activation of the hyperbolic tangent

function), with gradually decreasing encoder part neurons layer by layer until the coding layer,
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and symmetrical regarding the central coding layer. It has a sandwich structure, as shown in

Figure 4-3.

In the context of autoencoder models, the loss function employed is the Mean Squared Error
(MSE) augmented by an L2 regularization term. This regularization term serves as a constraint
on the energy of the codings, thereby influencing the model's learning process. L2
regularization, commonly referred to as Ridge regression, introduces a penalty to the loss
function proportional to the square of the magnitude of the autoencoder's coding coefficients.
Unlike L1 regularization, which can drive coefficients to zero, L2 regularization uniformly
reduces all coefficients towards zero without necessarily nullifying them. This approach
promotes a balanced contribution from each feature, mitigating the risk of any single feature
disproportionately affecting the model. Such disproportionate influence can lead to overfitting,
especially in scenarios where the dataset is limited and certain features may exhibit a

misleadingly strong correlation with the target variable.

n m
1
Loss = MSE + Regulation term = EZ(yi —9)% + AZ(Q)Z (4.3)
i=0 '

=0

where y; is the output of the autoencoder. y; is the corresponding ground truth value. z is the
number of sample sizes, setting n = 30, because the desired input or output sequence is of 30

elements of data. ¢; is the coding of the autoencoder. m is the coding dimensionality, setting
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m = 3. A is the weight ratio that determines the penalty impact of coding energy, so that all

codings should be minimal energy. Empirically it is set A = 0.0001.

A typical autoencoder consists of K layers, each layer is the fully connected layer to realize

dimensional transformation with activation function:

y = fWx) (4.4)

where y € R™, x € R™, W € R™ X R™, f(*) is the hyperbolic tangent function, which
transforms input values into outputs constrained within the range of -1 to 1. This bounded output
range is particularly advantageous in neural network applications, as it helps maintain stability
and ensures that the activations remain within a manageable scale. To facilitate deployment on

edge devices, where computational resources may be limited, the hyperbolic tangent function
3
can be approximated using its Taylor expansion, as tanh(x) = x — x? This approximation

significantly reduces computational complexity, making it more feasible for real-time inference
on edge control units. By employing this simplified representation, the computational burden
is alleviated, allowing for efficient processing without compromising the overall performance
of the model. Furthermore the layer is written as FC(n,m). A typical autoencoder is the
sequential layers sandwich network including FC(30,18), FC(18,16), FC(16,12), FC(12,8),

FC(8,3), FC(3,8), FC(8,12), FC(12,16), FC(16,18), FC(18,30), as depicted in Figure 4-3.
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In the training of neural networks, the optimization process employed was stochastic gradient
descent (SGD) [164] with a fixed learning rate of 0.001. This learning rate was intentionally
chosen to enhance the model's generalization capabilities rather than merely minimizing the
training loss. The stochastic nature of this optimization method arises from the random selection
of mini-batches at each iteration, where the gradient of the loss function is calculated on a subset
of the training data instead of the entire dataset. This randomness introduces a beneficial
exploration-exploitation dynamic within the parameter space, allowing the optimizer to explore
new weight configurations while simultaneously refining parameters that show promising

performance.

The stochastic characteristic of mini-batch SGD sets it apart from deterministic full-batch
gradient descent. Unlike full-batch methods, which follow a fixed trajectory toward a single
convergence point, mini-batch SGD allows for parameter wandering within regions of low loss
due to the perturbations introduced by varying mini-batch compositions. This behavior is
advantageous for generalization, as averaging gradients across mini-batches reduces update
variance and promotes smoother convergence dynamics. Additionally, the residual noise
inherent in this process facilitates escape from sharp local minima and provides implicit

regularization against overfitting.

The use of mini-batch SGD creates a training environment that exposes the network to
numerous hypothetical variations of the underlying data distribution. Given that any specific

training dataset represents only one realization of the true underlying distribution, these
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stochastic perturbations effectively simulate exposure to alternative data manifestations,

thereby enhancing the model's robustness to sampling variability.

Mathematically, the training process involves accumulating a sequence of stochastic gradient

updates. After 7 optimization steps, the final parameter vector is expressed as:

T-1
0r =6y —n z VgLoss(0;; B;) (4.5)
t=0

where n = 0.001 and each gradient VyLoss(6;; B;) is computed on a randomly sampled mini-
batch B;. A critical observation is that each gradient term is derived from different data subsets,
leading to a sequence of parameter iterates {6} that do not converge to a single optimum in the
traditional sense. Instead, the parameters exhibit controlled oscillation within a neighborhood

surrounding optima that demonstrate robustness to data variation.

This analysis suggests a fundamental reframing of neural network training. Rather than viewing
training as a rigid optimization problem seeking a single optimal solution, the process is more
accurately characterized as a stochastic exploration of parameter space, specifically designed
to achieve robust generalization to unseen data. This perspective highlights that the apparent
"noise" in stochastic training methods serves a crucial regularization function, preventing
overfitting and promoting the discovery of parameter configurations that generalize effectively

beyond the training distribution.
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In the empirical study, firstly, it was explored the impact of hyperparameter K, the number of
total layers, i.e. the depth of the autoencoder. Secondly, it was explored the impact of the

dimensionality of coding. i.e. the width of the autoencoder.

4.3.3. Dataset preparation

A smart compression garment system was realized with embedded flexible sensors, edge
control units, user interactive devices, and software applications, which are all available off-
the-shelf, commonly used, lower-cost components. Then a series of standard procedures to
collect data were conducted, as shown in Figure 4-4. Standard normal weights, including Og,
lg, 2g, 5g, 10g, 20g, 50g, were put on the one fabricated flexible sensor, and corresponding

pressures were recorded by using Equation (4.6).

Figure 4-4 Flat surface experiments to collect data.
130



P=— (4.6)

where m is the mass of the standard normal weight, g = 9.8 N/Kg is the acceleration of
gravity, s is the contact area. Moreover, P is transformed into millimeters of mercury, which
can match standard metrics in commercial medical compression stockings according to RAL-
GZ 387/1. For each constant standard normal weight, continuous data readout for 100 minutes
was recorded, considering the data fluctuation for a period. Therefore, the whole dataset

consisted of 22,498 pairs of data, as depicted in Figure 4-5.
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Figure 4-5 Flat surface calibration data distribution.

4.3.4. Autoencoders experiments
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Each time the 30 sequential data were fed into the autoencoder for training. The autoencoder
loss function was the MSE with the regulation term. The autoencoder optimization method was
SGD with a learning rate of 0.001. After all of the data in the dataset were fed into the
autoencoder, one epoch was finished. After 400000 epochs, the training model stops. The Root
Mean Square Error (RMSE) of the output of the autoencoder and the ground truth for all of the

data in the dataset was calculated, in order to measure performances of various model structures.

m
1
RMSE = EZ(%’ —¥)? (4.7)
i=0

where m = 22,498 is the total number of the whole dataset, y; is the output of the autoencoder,

¥; is the corresponding ground truth value in the dataset.

The performance of different numbers of layers for autoencoders is presented in Table 4-1 and
Figure 4-6. There are some interesting findings. Firstly, as the model becomes deeper, the
corresponding RMSE goes down dramatically, indicating better accuracy for data
reconstruction. This proves the deeper model will learn better and extract deeper features.
Secondly, as the model becomes deeper, the computation load for the model training and model
inference increases, which is indicated by the number of neurons and floating point operations
(FLOPs). As the model will be deployed in the embedded system on the edge control units,

there is quite limited computation and memory storage in the microcontroller unit, especially
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for selected cost-effective STM32. Therefore, a tradeoff between high accuracy and low model

complexity is needed. Thirdly, as the model becomes deeper, the learning time becomes larger.

For model 1, it takes about 150000 epochs to converge, while it takes about 340000 epochs to

converge for model 4. Therefore, a tradeoff between short learning time and high model

complexity is needed.

Table 4-1 Performance of different number of layers for autoencoders.

Model Name Model 1 Model 2 Model 3 Model 4
FC(30,18)
FC(30,16) FC(18,16)
FC(30,16) FC(16,12) FC(16,12)
FC(30,16) FC(16,12) FC(12,8) FC(12,8)
Model FC(16,3) FC(12,3) FC(8,3) FC(8,3)
Structure FC(3,16) FC(3,12) FC(3,8) FC(3,8)
FC(16,30) FC(12,16) FC(8,12) FC(8,12)
FC(16,30) FC(12,16) FC(12,16)
FC(16,30) FC(16,18)
FC(18,30)
Nambexof 95 119 135 171
Neurons
Number of 4 6 ] 10
Layers
FLOPs 2632 3544 4008 5688
RMSE 0.5184 0.4540 0.4437 0.3956
a % ) ki\ \“ A\
L Z - ‘L,,* \_
Model 1 Model 2 Model 3 Model 4

Figure 4-6 Learning curves for different number of layers for autoencoders.
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Furthermore, it is important to explore the impact of the width of the model, i.e. the coding
dimensionality. For simplicity, the 4 fully connected layers autoencoder models were selected
to be tested and coding dimensions varied from 1 to 7, while other parts remained the same.
The autoencoder loss function was the MSE with the regulation term. The autoencoder
optimization was SGD with a learning rate of 0.001. After all of the data in the dataset were fed
into the autoencoder, one epoch was finished. After 400000 epochs, the training model stopped.
The RMSE of the output of the autoencoder and the ground truth for all of the data in the dataset

was calculated, to measure performances of various model structures.

Table 4-2 Performance of different dimensions of codings for autoencoders.

Model
Name

Model a Model b Model ¢ Model d Model e Model f

FC(30,16) | FC(30,16) | FC(30,16) | FC(30,16) | FC(30,16) | FC(30,16)
Model | FC(16,1) | FC(16,2) | FC(16,3) | FC(16,4) | FC(16,5) | FC(16,6)
Structure | FC(1,16) | FC(2,16) | FC(3,16) | FC(4,16) | FC(5,16) | FC(6,16)
FC(16,30) | FC(16,30) | FC(16,30) | FC(16,30) | FC(16,30) | FC(16,30)

Number of

93 94 95 96 97 98
Neurons
Number of
Coding 1 2 3 4 5 6
Dimensions
FLOPs 2488 2560 2632 2704 2776 2848
RMSE 0.5191 0.5194 0.5184 0.5111 0.5104 0.5078

The performance of different dimensions of coding for autoencoders is presented in Table 4-2
and Figure 4-7. There are some intuitive findings. Firstly, as the model becomes wider, that is
coding dimensions are larger, the accuracy goes up. Secondly, the difference in accuracy

increments is not obviously large, but the computation load goes up. Hence, it is reasonable to
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determine coding dimensions of three, considering acceptable accuracy, high combability, and
high interpretability (the latent €, A, d space). Thirdly, learning curves for differently wide

models are similar.
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Figure 4-7 Learning curves for different dimensions of codings for autoencoders.

Moreover, the model’s accuracy is impacted by the learning rates and optimization methods.
Although dynamic learning rates and complex optimization methods, such as Momentum [177,
178], AdaGrad [179, 180], RMSProp [181], AdaDelta [182], and Adam [183, 184], will achieve
better accuracy, the proposed method is direct and fast and can achieve robust generalization.
As the performance largely relies on parameters initialization, the trained autoencoder model

can work as parameters initialization and save plenty of training time.
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4.4. Decoder

4.4.1. Decoder design

As the encoder-decoder architecture has been adopted and the encoder has been realized
through the autoencoder approach, it is significant to design diverse decoders to realize various
downstream tasks, such as to get corresponding pressure values, to detect users’ posture or
movement, to set an alarm or send recommendations for special situations. For simplicity, it is

illustrated for the decoder to obtain spontaneous corresponding pressure.

Similarly, MLP is chosen as decoders containing sequential fully connected layers. As the
codings of the autoencoder are of three dimensions, i.e. C € R3, the input of the decoder is a
three dimensions vector. A typical decoder contains FC(3,8), FC(8,16), FC(16,32), FC(32,64),
FC(64,64), FC(64,64), FC(64,1), as depicted in Figure 4-8. Whereas the activation function was
determined as Rectified Linear Unit (ReLU), mathematically defined as the maximum of zero
and the input value, effectively allowing only positive inputs to pass through while setting
negative inputs to zero. This choice of activation function is particularly advantageous for
deployment on edge devices, where computational resources are often limited. The simplicity
of the ReLU function contributes to reduced computational complexity, making it highly
suitable for real-time inference on edge control units. In hardware implementations, ReLU can
be efficiently realized as a comparator, which further enhances its appeal for such applications.
By leveraging the straightforward nature of ReLU, the decoder can maintain high performance

while minimizing the computational overhead, thereby facilitating efficient processing in
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resource-constrained environments. This strategic selection underscores the importance of
optimizing neural network components for specific deployment contexts, ensuring both

functionality and efficiency are achieved.
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Figure 4-8 The proposed decoder structure.

Traditional polynomial calibration fits Capacitance-Pressure curves using known pressure-
capacitance pairs to derive correction coefficients [279]. While higher-order polynomials and
dense calibration points improve accuracy, limitations such as the Runge phenomenon and poor
extrapolation hinder reliability and scalability, increasing cost and complexity. To overcome
these issues, advanced techniques like Progressive Polynomial Calibration (PPC) and
segmented fitting have been developed. PPC reduces computational load by updating
coefficients incrementally, while segmented calibration enhances local accuracy using low-
order polynomials within defined input ranges. Two-dimensional polynomial compensation
further improves performance by correcting cross-sensitivity to factors such as temperature.

The various polynomial calibration methods are summarized in Table 4-3. For this research,
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traditional polynomial methods were adopted as benchmarks, for their balanced simplicity and

flexibility, expedited computations with reduced memory demands, and extensive utilization.

Table 4-3 Illustrations of polynomial calibration methods.

Method Description Benefits Limitations
Runge interpolation phenomenon
Traditional Applying polynomial functions Simplicity, flexibility, relatively (large errors at outer points), high
Polynomial directly to measured capacitance- faster computation, smaller memory number of calibration points (NCP)
Fitting pressure (C-P) data points. requirements. needed for accuracy, erroneous
extrapolation.
Progressive Gradually adding polynomials to Reduced computational load Polynomial degree can increase
Polynomial compute calibration function, (preserves coefficients), reduced exponentially with steps, leading to
Calibration preserving previously evaluated NCP, small memory footprint, greater computational complexity
(PPC) coefficients. simple algorithmic evaluation. and longer processing times.
Significantly lower overall error rate,
improved accuracy by isolating
Seemented Dividing input range into multiple distinctive regions, maintains Requires careful definition of
gl . sections and calculating optimized accuracy with fewer calibration segments and handling of
Calibration . . . . .
calibration functions for each. points, reduces computational boundaries.
complexity by allowing lower
polynomial degrees within segments.
Two- Extending polynomial function to Compensates for cross-sensitivity, - .
. . . . . Increased complexity in modeling
Dimensional two dimensions to compensate for reduces errors due to environmental - .
. . and data acquisition for multiple
Polynomial environmental factors (e.g., factors, enhances overall sensor variables
Compensation temperature). system accuracy. '

4.4.2. Decoder experiments

Each time the 30 sequential data were fed into the autoencoder Model 4 to obtain the codings.
The codings were then fed into the decoder for training. The decoder loss function was the MSE.
The decoder optimization method was SGD with a learning rate of 0.001. The dataset was
shuffled and split into a training dataset with 80% of the total data and a testing dataset with
20% of the total data. After all of the data in the training dataset are fed, one epoch is finished.
After 400000 epochs, the training model stopped. The RMSE of the output of the decoder and

the corresponding ground truth values in the testing dataset were calculated.
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For comparison, polynomial approaches were selected as baselines. Assuming the relationship
between capacitance values and pressure values can be expressed as the Taylor series, it is
reasonable to utilize the first-order polynomial model, second-order polynomial, third-order
polynomial, fourth-order polynomial, and fifth-order polynomial. The parameters were
obtained by the least squares method using a training dataset. The RMSE of distinct polynomial
models produced values and the corresponding ground truth values in the testing dataset were

calculated.

Table 4-4 Performance of the proposed decoder and polynomial models.

Model Polynomial | Polynomial | Polynomial | Polynomial | Polynomial
Name Excoaen Decuder Dggree 1 Dz,gnree 2 DZgree 3 Deygree 4 ngree 5
FC(3,8)
oo | faa) S R
> > y — .3 =ax 4
le‘;‘:ﬁlre FC(16,12) | FC(32,64) | y=ax+b |=ax®+bx | Z;‘z by | TEE i IC’;
FC(12,8) FC(64,64) +c d +cx? +dx dx?
FC(83) | FC(64,64) + +e Fov ey
FC(64,1) +f
Number of 2 3 4 5 6
Neurons
FLOPs 24920 2 5 8 11 14
RMSE 0.7891 6.4231 1.895 1.8081 1.2754 1.9224

The performance comparisons of different approaches are summarized in Table 4-4. There are
some intuitive findings. Firstly, the higher the order of polynomial models, the higher the
accuracy of the model. Nonetheless, the best accuracy model is the fourth-order polynomial
model. After that, the higher the order of polynomial models, the lower the accuracy of the
model. There is a plausible reason that a much higher-order polynomial model is overfitted to

the training dataset. Secondly, the accuracy of the neural network decoder outperforms all

139



polynomial models. Thirdly, the high accuracy of the neural network decoder is at the cost of

higher model complexity, indicated by the total number of parameters and computation

complexity (FLOPs).

Table 4-5 Performance of different fine-tuning models.

Model Encoder Encoder Encoder Encoder Polvnomial
Narre (Model 1) + | (Model 2) + | (Model 3) + | (Model 4) + Dg -
Decoder Decoder Decoder Decoder g
FC(30,18)
FC(30,16) ’
FCc@o,16) | FCBOI0) | priqe1p) | FCU316)
FC(16.3) FC(16,12) FC(12.8) FC(16,12)
’ FC(12,3) ’ FC(12,8)
FC(8,3)
FC®83) |y
LS FC(3,8) = ax*
Model FC(8,16) ’ FC(3,8) o
FC(8,16) FC(3,8) |+ bx
Structure | FC(16,32) FC(8,16)
FC(16,32) FC(8,16) |+ cx? + dx
FC(32,64) FC(16,32)
FC(32,64) FC(16,32) | +e
FC(64,64) FC(32,64)
FC(64,64) FC(32,64)
FC(64,64) FC(64,64)
FC(64.1) FC(64.64) | Loisqed) | FC6464)
3 FC(64,1) FC(6 4 D FC(64,64)
: FC(64,1)
Number of 208 310 318 336 5
Neurons
FLOPs 23392 23848 24080 24920 11
RMSE 0.9266 0.9024 0.9149 0.7891 1.2754

Furthermore, it is valuable to explore the generalization capability of the proposed decoder. The
autoencoder part was substituted by frozen Model 1, Model 2, Model 3, respectively, when the
decoder structure remained the same and parameters initialization was from the trained decoder.
The learning rate was changed to 0.1. After 1000 epochs, the training model stopped. The
RMSE for the testing dataset was calculated. The performances of the fine-tuning with little

computation loads are summarized in Table 4-5. All the fine-tuned models’ accuracies
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outperform the best of the polynomial models, which proves that the trained model is capable
of generalization for different autoencoders and offers well parameters initialization which can

largely cut down the fine-tuning relearning time.

4.5. Encoder-Decoder for Curve Surface Calibration

4.5.1. Curve surface experiments design

For the purpose of applying the flexible capacitive pressure sensors to human bodies, where
conformable contact is achieved, it is important to do calibration on curved surfaces. The

calibration experiment was designed as the following.

Firstly one medium-sized wooden mannequin leg was adopted, Secondly, the flexible sensor
sample was attached to the B position, B1 position, C position on the wooden leg, where the B
position is related to a circle surface with a diameter of 72mm, B1 position is related to circle
surface with a diameter of 91mm, C position is related to circle surface with a diameter of
115mm. Thirdly, one sphygmomanometer (type A mercury sphygmomanometer, Yuwell,
China) was used to tightly wrap the sensor on the leg and to exert different pressure levels,
including no pressure, 10 mmHg, 20 mmHg, 30 mmHg, 40 mmHg, 50 mmHg, 60 mmHg
pressure respectively. Fourthly, under each pressure level, the capacitance values are recorded

for continuous 12 minutes, as shown in Figure 4-9.
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Figure 4-9 Curve surface experiment procedures (on the B1 position).
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Figure 4-10 Curve surface calibration data distribution (B position).
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Curve Surface Calibration Data (B1 position)
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Figure 4-11 Curve surface calibration data distribution (B1 position).
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Figure 4-12 Curve surface calibration data distribution (C position).
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A flexible sensor sample was used to conduct 10 days of curve surface experiments. Hence, the
dataset of 75,888 pairs (capacitance vs pressure) was collected. Under each pressure level in a
day, the average capacitance value was calculated. The final different curve surface calibration
data was plotted in Figure 4-10, Figure 4-11 and Figure 4-12. There are interesting findings.
Firstly, without pressure exerted, the initial capacitance value remains approximately 20 pF for
different curvature surfaces. Secondly, under the same pressure exerted and on the same
curvature surface, the capacitance values have little fluctuation and keep a good consistency.
Thirdly, under the same pressure exerted, different curvature surfaces lead to different

sensitivities. The higher curvature induces a higher sensitivity.

4.5.2. Curve surface encoder-decoder experiments

) Decoder for B position

Decoder for B1 position

Input Layer e R Hidden Layer e R* Hidden Layer ¢ B® HiddenLayer < R” Hidden Layere R OutputLayer e R*

> Decoder for C position

Encoder

Figure 4-13 Curve surface encoder-decoder architecture.
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Table 4-6 Performance of the proposed encoder-decoder and polynomial models on the B
position curve.

Model Encoder Detoider Polynomial | Polynomial | Polynomial | Polynomial | Polynomial
Name (autoencoder) Degree 1 Degree 2 Degree 3 Degree 4 Degree 5
FC(3,8) y
FC(30,18) FC(8,16) y = axs
Model FC(18,16) FC(16,32) Z _— = ax* ;bx"
Structure FC(16,12) FC(32,64) | y=ax+b | =ax?+ bx I B2 s e + bx3 o 58
FC(12,8) FC(64,64) +c +d +cx? +dx 4 de? 4+
FC(8,3) | FC(64,64) te M A Tex
FC(64,1) f
NEMbEEoH 87 252 2 3 4 5 6
Neurons
FLOPs 24920 2 5 8 11 14
RMSE 0.0283 3.6445 1.3806 1.3508 1.3533 1.3464

Table 4-7 Performance of the proposed encoder-decoder and polynomial models on the B1
position curve.

Model Encoder Decoder Polynomial | Polynomial | Polynomial | Polynomial | Polynomial
Name (autoencoder) Degree 1 Degree 2 Degree 3 Degree 4 Degree 5
FC(3,8) y
FC(30,18) FC(8,16) y y = ax®
FC(18,16) | FC(16,32) y .y = ax* N
soodel | FC(6,12) | FC(3264) | y=ax+b | =ax*+bx o | FEY H ’C’;‘B
FC(12,8) FC(64,64) +c +d +cx? +dx +da? +
FC(8,3) | FC(64,64) te M P TE
FC(64,1) f
Number of 87 252 2 3 4 5 6
Neurons
FLOPs 24920 2 5 8 11 14
RMSE 0.0633 4.3389 1.9887 1.9342 1.9377 1.9386
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Table 4-8 Performance of the proposed encoder-decoder and polynomial models on the C
position curve.

Model Encoder Decoder Polynomial | Polynomial | Polynomial | Polynomial | Polynomial
Name (autoencoder) Degree 1 Degree 2 Degree 3 Degree 4 Degree 5
FC(3,8) y
FC(30,18) FC(8,16) y y - ax’
FC(18,16) | FC(16,32) y 7 3 = ax* e
le‘:‘:fllre FC(16,12) | FC(32,64) | y=ax+b | =ax?+bx | Z;‘z Y I IC’;‘3
FC(12,8) FC(64,64) +c +d +cx? + dx +dx? +
FC(8,3) | FC(64,64) te M £ Tex
FC(64,1) f
Number of 87 252 2 3 4 5 6
Neurons
FLOPs 24920 2 5 8 11 14
RMSE 0.0387 2.4482 1.5721 1.5568 1.5561 1.5563

As discussed before, the same encoder-decoder architecture with the same hyperparameters
design is utilized. All curve surface calibration data are fed into the encoder part through
autoencoder training. The different curvature datasets are used to train different decoders
respectively. Hence, it is obtained a unified encoder and distinct decoders (the decoder for the
B position, the decoder for the B1 position, and the decoder for the C position), as shown in

Figure 4-13.

Similarly, the curve surface datasets are split as 80% for training decoders and 20% for testing
the model performances. The polynomial approaches are determined as baselines, including the

first-order polynomial, second-order polynomial, third-order polynomial, fourth-order
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polynomial, and fifth-order polynomial, by least square (LS) training to gain all parameters.
The RMSE is utilized to compare between performances of the proposed encoder-decoder
architecture and the polynomial approaches. The results are summarized in Table 4-6, Table

4-7 and Table 4-8.

There are some intuitive findings. Firstly, the higher order of polynomial models can lead to
the higher accuracy of the model, while, nonetheless, the best accuracy model is the third-order
polynomial and the fourth-order polynomial model for the B1 position curve and C position
curve respectively, considering a plausible reason that much higher order polynomial model is
overfitted to the training dataset. Secondly, the accuracy of the neural-network based decoder
outperforms all polynomial models, improving accuracy by 98%, 97%, 98%, for B position, B1
position, C position respectively. Thirdly, the high accuracy of the neural network decoder is at
the cost of higher model complexity, indicated by an undetermined total number of parameters

and FLOPs.

4.6. Summary

In this chapter, considering that the flexible capacitive pressure sensors output weak signals,
approximately pF level, and are easily deteriorated by various noise and interference, and
additionally the noise and interference frequency overlap with signals and are non-stationary,
therefore, traditional frequency filters cannot improve denoise performance by large scale,

while reference noise generators or wavelet transform or EMD cause the complexity and
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computing workload of the system. Deep neural-network based encoder-decoder architecture
was proposed, considering its better interpretability and higher learning capacity. An
unsupervised autoencoder was used to map capacitance time series values to latent
representatives of permittivity, contact area, and distance values. The depth of neural networks
will largely enhance learning output accuracy, while the width of neural networks has little
impact on accuracy. Furthermore, by joining the neural network decoder, the algorithm can map
capacitance time series values to exerted pressure. The proposed algorithm improves the
resolution accuracy by 38%, compared with the polynomial fitting algorithm. Finetune learning
can be reduced to 1000 epochs after changing the encoder parts. The algorithm computing
workload is also acceptable for edge deployment. For the curve surfaces, the fabric capacitive
pressure sensors demonstrate good long-term consistency of data readout, and the higher
sensitivity is related to the higher curvature. The proposed encoder-decoder algorithm can
achieve higher performance of denoise and improve accuracy by 98%, 97%, 98%, for the B

position, B1 position, C position respectively.

In all, the algorithm can work well for the denoise task for fabric capacitive pressure sensors,
no matter whether the pressure is exerted on a flat surface or curved surface. The algorithm
takes advantage of simple and symmetric encoder-decoder fully connected neural network
architecture. The unsupervised autoencoder method reduces the human labor to label data and
saves the relevant cost. The algorithm benefits less amount of computing and storage resources,
compared with other deeper neural networks and more complex architecture, such as the

transformer method [280] or diffusion method [281, 282]. Hence, the algorithm is suitable to
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deploy on the edge devices to accelerate the signal processing speed. Furthermore, the
algorithm can be implemented on embedded systems, such as Field Programmable Gate Array
(FPGA) or Digital Signal Processor (DSP), to drastically enhance the processing speed at the

lower physical layer.
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Chapter 5 Application for Monitoring Skeleton

Muscle Force of Lower Extremities

5.1. Introduction

This chapter explores the innovative application of a smart compression garment system
designed for the monitoring of skeletal muscle force in the lower extremities. Continuous
monitoring of these muscles is crucial, as they play a vital role in numerous daily activities,
including balance maintenance, standing, walking, running, and jumping. Traditional methods
such as electromyography and physiological cross-sectional area assessments face significant
challenges in acquiring precise, real-time data from the human body, often neglecting the aspect

of user comfort in wearable technology.

In response to these challenges, this chapter leverages the rapid advancements in fabric-based
sensor technology to propose an integrated smart compression stocking system. This system
comprises compression garments embedded with fabric capacitive pressure sensors, an edge
control unit, a user-friendly mobile application, and a cloud-based backend. The chapter
provides an in-depth discussion of the architecture pipeline design and the selection of
components, emphasizing a comprehensive, user-centered design approach known as STIMES

(Smart Textile Integrated Microelectronic Systems).
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To validate the system, clinical experiments were conducted with 12 healthy young participants
who performed maximum voluntary isometric contractions of ankle plantarflexion. Data were
concurrently collected using both the smart compression stocking system and a standard muscle
force measurement device, the Humac NORM. The results demonstrated a strong linear
relationship between muscle torque and the system's readouts, with correlation coefficients

exceeding 0.92.

Further analysis using a two-way analysis of variance (ANOVA) revealed that variations in
ankle angles (p = 0.055) had a more significant impact on the results than differences between
participants (p = 0.290). These findings suggest that the integrated smart compression stocking
system is a viable tool for monitoring muscle force in the lower extremities, particularly in

1sometric conditions.

Section 5.2 describes the proposed smart compression garment system upgrade, including
architecture pipeline design, fabric sensors, edge control units and user interface preparation,
cloud backend design, deployment, and integration. Section 5.3 describes the clinical
experiments design, including participants and experimental protocol, test protocol of
maximum voluntary isometric contraction, clinical experiments data collection, and
preprocessing. Section 5.4 analyzes the clinical experiment results and discusses the outcome.

Section 5.5 provides a summary of this chapter.
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5.2. Smart Compression Garment System Upgrade

5.2.1. Background review

Continuous monitoring of the gastrocnemius muscles is essential for facilitating various human
activities, including balance maintenance, standing, walking, running, and jumping. Traditional
methods such as electromyography and physiological cross-sectional area assessments face
inherent challenges in obtaining precise, real-time data from the human body, as detailed in

previous chapters. To address these limitations, STIMES offer a promising solution [238].

The rapid advancement of STIMES has brought significant attention to fabric-based sensors,
which include technologies such as capacitance [98, 283-285], piezoresistivity [286, 287],
piezoelectricity [288-290], and triboelectricity [291-294]. These sensors provide innovative
approaches to capturing muscle activity data. Concurrently, the rise of Natural User Interfaces
(NUI) emphasizes the creation of intuitive connections between the physical and digital realms,

which is crucial for effective big data analysis and machine learning applications [295, 296].

Previous research has investigated the application of fabric resistive strain sensors for
monitoring upper arm muscle force [133, 297, 298]. These studies utilized the sensors to detect
circumferential strain in the limbs and subsequently predicted muscle force using a
circumference-to-torque model across various modes, including isometric, isokinetic, and
isotonic. This approach highlights the potential of fabric-based sensors in enhancing the

accuracy and usability of muscle monitoring systems. The systems exhibited the benefits of

152



continuous detection, user comfort, portability, lightweight, and convenience, especially for the
sports field. Nonetheless, the previous work never explored the lower extremities muscles,
which should be emphasized, due to their complexity and functional significance in weight-
bearing and locomotion. Moreover, various fabric-based sensors have unique advantages and
various characteristics. Hence, the obtained circumference-to-torque model cannot be

generalized for other sensors and needs further study.

Considering the systematic design of an elaborate end-to-end user-centered STIMES lacks
enough in-depth research, especially for healthcare applications that highly demand easy use,
low cost, long-term adoption, efficient communication between patients and doctors, and
effective follow-up, the section addresses these issues to further explore monitoring
gastrocnemius muscle force by integrated smart compression stockings, which can deliver

healthcare service to anyone at anytime at anywhere.

5.2.2. Architecture pipeline design

Compression stockings are designed to provide graduated compression, with the highest
pressure at the ankles that gradually decreases up the leg. This design is intended to maximize
therapeutic effectiveness and physiological benefits for users. The compression exerted by these
stockings aids in constricting veins and leg tissues, thereby facilitating the efficient return of
blood to the heart. This mechanism is advantageous for enhancing blood circulation, preventing

blood clots, reducing leg swelling, alleviating discomfort, and providing support during
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pregnancy. Despite these benefits, accurately monitoring the pressure distribution in

commercially available compression stockings remains challenging.
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Figure 5-1 Architecture pipeline design for the integrated smart compression stockings
system.
This study focuses on the development of smart compression stockings, which integrate
compression garments with embedded fabric pressure sensors, an edge control unit, a mobile
application, and a cloud-based backend. This innovative system offers several key advantages,
including responsiveness to both static and dynamic pressure changes, high sensitivity to
pressure variations, and reliable accuracy. By incorporating these advanced features, the smart
compression stockings aim to provide a more precise and effective solution for monitoring and

optimizing compression therapy. Furthermore, they are designed to be flexible, user-friendly,
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and easily integrated with external systems. They also support rapid internal upgrades and
repairs, making it adaptable to a wide range of application scenarios. The architectural design

of this system is comprehensively illustrated in Figure 5-1.

The development of textile capacitive pressure sensors in the laboratory utilizes a sandwich
structure, which offers several advantages. These sensors are easy to fabricate and provide
satisfactory accuracy and repeatability. They exhibit high sensitivity within the low-pressure
range, specifically below 50 mmHg, making them ideal for applications requiring precise
pressure monitoring. Furthermore, these sensors are characterized by low power consumption
and rapid response times, enhancing their suitability for dynamic environments. The sensors
are strategically positioned at designated points—B, B1, and C—on the compression stockings,
in accordance with the RAL-GZ 387/1 standard [228], to ensure optimal performance and

compliance with industry benchmarks.

The edge control unit is designed to be both cost-effective and energy-efficient, facilitating the
detection, processing, and wireless transmission of electrical signals generated by the sensors.
This unit plays a crucial role in the overall system by enabling real-time data acquisition and
communication. Complementing the hardware, an Android mobile application has been
developed to provide intuitive data visualization and enhance the user interface. This
application ensures seamless interaction with the cloud backend, allowing users to access and

analyze data effortlessly.

155



The cloud backend is robustly engineered to support multi-user data storage, authentication,
and authorization, ensuring secure and efficient data management. It features a comprehensive
data center dashboard that provides users with insights into system performance and data trends.
Additionally, the backend incorporates continuous integration and delivery processes, which
streamline updates and improvements, maintaining the system's reliability and efficiency. This
integrated approach ensures that the smart compression stocking system is both technologically
advanced and user-friendly, offering a complete solution for monitoring and optimizing

compression therapy.

5.2.3. Fabric sensors, edge control unit, user interface preparation

As shown in the previous chapters, fundamental preparation works involved the design and
implementation of fabric pressure capacitive sensors, a dedicated edge control unit, user

interface based on the developed Android application.

The capacitive pressure sensor was carefully engineered using a simple sandwich structure,
which consists of two layers of conductive fabric serving as electrodes, with a dielectric layer
in between. This dielectric layer is made from polydimethylsiloxane (PDMS) infused with
carbon black (CB) powder, a combination chosen to enhance the sensor's electrical properties.
The surface of the dielectric layer was treated with abrasive paper to further improve its
sensitivity and performance. To ensure the sensors are durable and resistant to external friction

and mechanical strain, they were encapsulated with protective layers of thermoplastic
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polyurethane (TPU). This encapsulation not only protects the sensors but also maintains their

flexibility, allowing them to conform to the contours of the body.

These flexible capacitive pressure sensors are designed to be attached to various locations on
compression stockings, providing precise pressure monitoring. In this study, the sensors were
strategically positioned at specific points, labeled B, B1, and C, on the stockings, ensuring that
the sensors deliver optimal performance and accurate pressure readings. By adhering to these
standards, the study aims to achieve reliable data collection and enhance the therapeutic

effectiveness of the compression stockings.

For the purpose of this study, class I compression garments, adhering to the RAL-GZ 387/1
standard [228], were utilized with healthy participants rather than for therapeutic treatment.
These garments exert less than 18 mmHg of compression, minimizing environmental impact
on muscles and enhancing long-term wearability. Upon integrating the flexible capacitive
pressure sensors, the design of an edge control unit was prioritized to dynamically and
simultaneously measure the fabricated sensors' capacitance values and facilitate wireless
transmission of real-time data. Key design considerations included ensuring safety, minimizing
power consumption, reducing costs, promoting long-term sustainable use, and maintaining

portability.

To achieve these objectives, all components were selected from widely available commercial

electronic parts. The system's main controller chip was the STM32, while the capacitance
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measurement and analog-to-digital converter (ADC) processor was the PCap01. Bluetooth
functionality was provided by the nRF51802 processor, charging control was managed by the
TP4059 chip, and a 2400mAh lithium battery pack was employed. The relevant material cost

for the edge control unit was estimated at 234 RMB, equivalent to approximately 33 USD.

Smart mobile phones are widely used in everyone’s daily life and possess the advantage of
efficient computation, storage, popular operation systems, functional applications, multimedia
functionalities, wireless communication, and traditional phone functions. Hence, commercial
smart mobile phones were properly chosen to serve as user interactive devices, which means
all human interactions take place on smart phones, including information processing and
display, emergency notification and alarm, and other physical exercise recommendation. The
received dataflow from the edge control unit was structured and stored in the mobile phones’
SQLite database. Heavy computation loads, such as processing capacitance raw values, and
data storage were assigned to smart phones, so that the edge control unit consumed less
resources and power. The whole system architecture is more flexible and easier to adapt, which
meets the golden rules of DevOps practices and agile development. Users could conveniently
read pressure values in real-time and receive healthcare notifications after the historic pressure

values were analyzed on smart phones.

As Android mobile phones have a higher penetration in the consumer market, therefore, the
Android application, named Smart Compression Stocking Utility version 1, was developed

through the integrated development environment for Google's Android operating system and
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was compatible with Android 8.0 or later architecture. User experience flew from login,
scanning and finding Bluetooth devices, pairing to desired devices, and data visualization.
Users registered or logged in through used username and password to access the next page.
Then clicking the scan button would trigger nearby Bluetooth device detection. After users
chose the one matching their smart compression stocking, the status would change to
“connected”. The application system architecture was built on Android 8.0, leveraging the
Bluetooth Low Energy (BLE) protocol stack to facilitate reliable connections between mobile
devices and the BLE-enabled sensors embedded in the stockings. To establish stable and
efficient communication, the socket method was employed, which ensures a persistent
connection for data transmission. The Android native binder was utilized to manage data
communication between the Bluetooth data received from the sensors and the upper-layer
applications. This approach allows for seamless integration and efficient handling of data,
ensuring that the information captured by the sensors is accurately relayed to the mobile
application for processing and analysis. The system was designed to present three channels of
capacitance data, which were visualized through graphs, textual summaries, and detailed
analysis reports. This multi-faceted presentation of data enables users to gain comprehensive
insights into the pressure distribution and muscle force dynamics monitored by the smart
compression stockings. By integrating these advanced communication and visualization
techniques, the system enhances the user experience and provides valuable feedback for both

clinical and personal health monitoring applications.

5.2.4. Cloud backend design, deployment, and integration
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Figure 5-2 Comparison of different Cloud computing services.

Furthermore, to enhance accessibility and usability for users in diverse settings, the cloud
backend was meticulously designed and deployed. This system capitalizes on the inherent
advantages of cloud computing, including the ability to dynamically scale computing capacity
resources and storage resources in response to fluctuating demand. It automatically and
resiliently adjusts needed resource allocation, ensuring optimal performance and efficiency.
The cloud backend is characterized by rapid response times, secure data communication, and
cost-effective operations. Additionally, it facilitates straightforward testing and global

deployment, making it an ideal solution for widespread use. A comparative analysis of various
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cloud computing services is illustrated in Figure 5-2, highlighting the distinct features and

benefits of each option.

In the realm of cloud computing, various service models offer distinct advantages and
considerations for organizations. This comparison will delve into the on-premise model, along
with the Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a
Service (SaaS) models [299, 300]. The choice between on-premise, laaS, PaaS, and SaaS
models depends on the developers’ specific requirements, resources, and priorities. On-premise
allows maximum control but requires substantial investments. laaS offers flexibility and cost
savings but retains some infrastructure management responsibilities. PaaS streamlines
application development but limits customization. SaaS provides ready-to-use applications but
reduces control over the underlying infrastructure. Developers must carefully evaluate their
needs and consider factors such as security, scalability, costs, and time-to-market when

selecting the most suitable cloud service model.

On-premise deployment involves hosting and managing all IT infrastructure within the
organization's premises. This model grants complete control over hardware, software, and data,
allowing for customization and adherence to specific security and compliance requirements.
However, it necessitates significant upfront investments in hardware and ongoing maintenance
costs. Additionally, scaling resources can be time-consuming and may require additional

investments.
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laaS provides virtualized computing resources, including servers, storage, and networking
components, delivered over the connected network. This model offers flexibility, scalability,
and cost savings, as developers can procure and manage resources on-demand, paying only for
actual use. With [aaS, developers can focus on their applications and data without the burden
of infrastructure management. However, developers remain responsible for operating system

management, application deployment, and data security.

PaaS goes a step further by providing a platform for developing, testing, deploying, and
managing applications without the need for infrastructure management. PaaS offers a
preconfigured environment, including development tools, runtime frameworks, and application
services. This enables faster application development, upgrade, and deployment, as developers
can concentrate substantially on coding and innovation. However, PaaS limits customization

options and may require adherence to specific platform constraints.

SaaS represents the highest level of abstraction, delivering fully functional applications over
the connected network. With SaaS, developers can access software applications and services
on demand, eliminating the need for installation, maintenance, and management. This model
offers scalability, automatic updates, and multi-device accessibility. However, customization
options may be limited, as developers must rely on the features and configurations provided by
the SaaS provider. Generally, SaaS providers manage networking, storage, servers,
virtualization, operation systems, middleware, runtime, data, and applications. For the fast

prototype and quick evaluation, the SaaS model was adopted in this research.
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Figure 5-3 Cloud backend architecture and integration.

The Google Cloud Platform was chosen to establish and validate the data pipeline's feasibility
and effectiveness. This decision was driven by the platform's robust capabilities in handling
large-scale data operations and its support for advanced cloud computing technologies. The
Android application, Smart Compression Stocking Utility, was upgraded to version 2 to
facilitate secure communication with the cloud endpoint using Hypertext Transfer Protocol
Secure (HTTPS). This upgrade ensures that data transmitted between the mobile application

and the cloud is protected against unauthorized access and breaches.

The adoption of a microservice architecture was pivotal in achieving functional decoupling and
enabling flexible service scaling. This architectural approach allowed for the independent
development and deployment of various services, including data streaming and user account

management functionalities, using Node.js and JavaScript. These services were implemented
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as serverless functions within the Google Cloud Platform, optimizing resource utilization and

scalability, as depicted in Figure 5-3..

This cloud-based system architecture supports the storage of comprehensive user information,
encompassing account details such as name, password, email, phone number, age, gender,
weight, and height, alongside real-time measurement data. These data are organized and
managed within cloud-based SQL databases, ensuring efficient data retrieval and management,
as illustrated in Figure 5-4 and Figure 5-5. Additionally, the relevant codebase was stored, built,
and integrated within the cloud environment to facilitate continuous integration and continuous
delivery (CI/CD) processes. This setup ensures that updates to the system are executed
seamlessly and efficiently, enhancing the overall functionality and reliability of the smart
compression stocking system. By leveraging the capabilities of the Google Cloud Platform, the
study demonstrates a scalable and secure approach to managing and analyzing health-related

data in real-time.
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Figure 5-4 Illustration of user information database demo.
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Figure 5-5 Illustration of user real-time measurement database demo.

5.3. Clinical Experiments Setup and Data Analysis

5.3.1. Participants and experimental protocol

It is through the rigid scrutiny, approval, and other relevant procedures to apply the integrated
smart compression stocking system to clinical experiments. In compliance with ethical
standards and guidelines, the research conducted in this study involving human subjects or
animals adhered to rigorous protocols and procedures. Prior to commencing the research, all
ethical and experimental aspects of the study were subjected to thorough review and approval
by the Institutional Review Board of the Hong Kong Polytechnic University, under Application
No. HSEARS20230717004. This ensured that the study was conducted with the utmost

consideration for the welfare, rights, and safety of the participants or subjects involved.
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The clinical study was conducted with a cohort of twelve physically fit adult participants,
equally divided between six males and six females. Participants' ages ranged from 33 to 21
years, with anthropometric measurements including heights varying from 1.9 m to 1.5 m and
weights spanning from 77 kg to 43 kg, as shown in Table 5-1. The exclusion criteria were
comprehensive, including self-confirmed inability to perform smooth positional transfers or
maintain a seated stable position for over half hour, a body mass index (BMI) exceeding 35
kg/m?. Neurological exclusion criteria encompassed participants with moderate to severe
traumatic brain injury or spinal cord injury, as these conditions could significantly impact motor
control and muscle activation patterns relevant to the study measurements. Similarly,
individuals with documented cauda equina syndrome or radiculopathy were excluded due to
potential lower extremity sensorimotor deficits that could influence muscle function and
movement patterns. Musculoskeletal exclusion criteria included any history of surgical
interventions on the tested lower extremity, as post-surgical anatomical modifications or scar
tissue formation could alter normal biomechanical function and sensor placement accuracy.
Participants with documented myopathies were excluded due to inherent muscle tissue
abnormalities that could confound muscle activity measurements. Finally, individuals
presenting with movement-induced ankle clonus or lower extremity muscle spasms were
excluded, as these involuntary muscle contractions could introduce measurement artifacts and
compromise data quality during the experimental procedures. All participants provided
informed consent, approved by the Hong Kong Polytechnic University Institutional Review

Board, and were briefed on data privacy and potential risks associated with the experiment.
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Table 5-1 Demographic and anthropometric data of the study participants.

Participant Age (years) Gender Height (cm) Weight (kg) BMI Dominant Leg
Subject 1 25 M 173 65 21.7 R
Subject 2 21 M 175 65 21.2 R
Subject 3 21 M 170 60 20.8 R
Subject_4 21 F 162 45 17.1 R
Subject 5 22 F 166 77 27.9 R
Subject_6 21 F 165 75 27.5 R
Subject 7 22 F 151 44 19.3 R
Subject_8 21 F 150 43 19.1 R
Subject 9 22 F 155 47 19.6 R
Subject 10 31 M 190 75 20.8 R
Subject_11 33 M 175 65 21.2 R
Subject 12 26 M 174 66 21.8 R

The experimental protocol involved positioning participants in a standardized configuration to
ensure measurement reliability and biomechanical accuracy. Each participant was fitted with a
smart compression stocking on the right lower extremity, with the integrated flexible sensor
strategically placed at point C on the gastrocnemius muscle belly, corresponding to the location
of maximal cross-sectional area. This positioning optimized sensor contact with the target

muscle tissue and minimized movement artifacts during data collection.

Participants were subsequently positioned on a calibrated Humac NORM isokinetic
dynamometer system, which provided simultaneous real-time measurement and recording of
ankle plantarflexion angular position and corresponding joint torque generation, as illustrated
in Figure 5-6. The seating configuration consisted of an upright posture maintained on a foam
cushion support, with hip flexion angles standardized between 1.745 rad and 2.094 rad to ensure
participant comfort while maintaining postural stability throughout the testing protocol. The
ipsilateral knee joint was positioned in full extension, while the right ankle was maintained in

anatomical neutral alignment to establish a consistent baseline position.
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Figure 5-6 Experimental setup and exercise protocol.

Safety and stability were ensured through the application of a waist restraint belt, while the right
foot was secured flat against the dynamometer footplate using a padded Velcro fastening system.
Critical to the experimental setup was the precise biomechanical alignment whereby the foot
position was congruent with the dynamometer's fulcrum point, ensuring optimal alignment
between the anatomical ankle joint axis and the mechanical lever arm axis of the device. This

configuration provided a standardized measurement foundation while permitting unrestricted
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ankle joint movement through the complete range of motion in both plantarflexion and

dorsiflexion directions, as depicted in Figure 5-7.

Humac NORM —— one operator  an Android mobile with Smart
Compression Stocking Utility V3

an integrated smart compression stocking one participant subject

Figure 5-7 Clinical experimental setup on site illustration.

Prior to data collection, the Humac NORM dynamometer underwent systematic calibration
procedures and was configured to operate in isometric mode. Torque-time data were
continuously recorded throughout each experimental session for subsequent analysis, with data
acquisition parameters maintained consistently across all participants to ensure measurement

standardization and reliability.
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The Smart Compression Stocking Utility Android application was developed and upgraded to
version 3, incorporating a new event trigger function. This enhancement allowed the experiment
operator to initiate the recording of capacitance value data streams by pressing the "Start
Exercise" button, while simultaneously starting the recording of torque data streams on the
Humac NORM desktop software. The edge control unit adjusted the sampling rate to 10 Hz,
whereas the Humac NORM operated at 10 times of that. The two sets of time-series data were
subsequently aligned, compared, and analyzed through correlation analysis to ensure accuracy

and reliability in the measurements.

5.3.2. Clinical experimental protocol

The biomechanical principles underlying isometric muscle contraction provide the theoretical
foundation for this investigation. During isometric contractions, the generated torque serves as
a direct indicator of skeletal muscle force production, particularly when joint position remains
constant and the moment arm length is maintained unchanged. This relationship establishes
torque as a quantifiable and reliable measure of the force exerted by the target musculature.
Previous research has demonstrated that maximum isometric force generation can be calculated
through the mathematical relationship between physiological cross-sectional area (PCSA) and
maximum isometric stress, with force being the product of these two parameters [223-225].
Additionally, established literature has documented linear relationships between torque
generation and limb circumference measurements, providing further validation for

morphometric approaches to force estimation [298].
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Building upon this theoretical framework, the present study hypothesized that a linear
relationship exists between torque generation and pressure variations measured within
compression stockings, with these pressure changes resulting from alterations in PCSA during
muscle contraction. This hypothesis was systematically evaluated through rigorous statistical

analysis to determine the validity and strength of this proposed relationship.

The experimental protocol consisted of a standardized testing sequence wherein each
participant completed four distinct exercise conditions with once repetitions. The Humac
NORM dynamometer lever arm was systematically positioned at four predetermined angular
positions of 0°, 10°, 20°, and 30° of plantarflexion for successive exercises. The reference
position of 0° corresponded to the anatomical neutral position, with plantarflexion direction

designated as positive angular displacement according to standard biomechanical conventions.

Within each angular position condition, participants were instructed to perform maximum
voluntary isometric contractions (MVIC) against the fixed lever arm, maintaining peak effort
for a duration of 5 seconds. Following each contraction, a standardized 10-second rest interval
was implemented before participants performed a second 5-second MVIC at the next angular
position. To minimize the effects of muscle fatigue and reduce participant discomfort, extended
rest intervals of 20 seconds were prescribed between successive two exercise sets, allowing for

adequate physiological recovery, as depicted in Figure 5-8.
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experiment procedure sequence (time unit: 5 seconds)
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operator action start Smart Compi i ing Utility ding and the Humac NORM recording

subject action / o°MvIC X7 X 10°mvIC ¥ % X 20°mvIC ¥ 7% X 30°MvIC ¥
0 degree 10 degree 20 degree 30 degree
clock
operator action start Smart Compi i ing Utility ing and the Humac NORM i \
subject action {_0°MVIC X 10°mviC ¥ 727 Xeomvic X~ X 30°MvIC ¥ 7 77\

5 O 0 O

0 degree 10 degree 20 degree 30 degree

Figure 5-8 The chronological sequence of the standardized clinical experimental protocol.

Throughout the experimental procedures, an experiment operator maintained constant
supervision to ensure precise temporal synchronization of data acquisition between the Humac
NORM dynamometer system and the smart compression stocking system. This synchronization
protocol was critical for maintaining data integrity and enabling accurate correlation analysis

between torque measurements and pressure recordings during each contraction phase.

5.3.3. Data collection and preprocessing

This study aims to elucidate the relationship between pressure changes, as indicated by the
integrated smart compression stocking system’s readout (C), and muscle force, represented by
the generated muscle torque values (N7). It is hypothesized that a simple linear relationship
exists between these variables, characterized by fitting coefficients, which are defined in

Equation (5.1) and determined using the least squares (LS) method. To assess the strength of
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this linear relationship, correlation coefficients between C and NT were calculated, as defined

in Equation (5.2).

NT=AXC+B (5.1)

_ conv(C,NT)
~ 0(C) X a(NT)

(5.2)

The duration of MVIC can be segmented into three different phases, comprising the initial
loading phase where force is generated, the holding phase at peak contraction, and the relaxation
phase as force dissipates, as depicted in Figure 5-9(b). The loading phase is particularly
noteworthy for its linear relationship between muscle volume change and muscle force, as
supported by previous research [298]. In contrast, the holding and relaxation phases involve
more complex muscle dynamics [301]. Consequently, this study concentrated on the loading
phase, which was predefined as the initial 1-second duration within each MVIC across the eight

exercises performed by each participant, as illustrated in Figure 5-9(a).

To address inter-individual variability in muscle performance characteristics and minimize
potential experimental discrepancies, a normalization procedure was applied to the raw time-
series data for both muscle torque and capacitance measurements. This step was crucial due to

inherent differences in baseline muscle strength, anatomical dimensions, and physiological
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responses among participants, which could introduce systematic bias into the analysis if not

properly accounted for.

(a)

Comparison between muscle torque and capacitor values
120 - 23.00

1 2 3 4 5

Time (s)
loading holding relaxing
phase phase phase

\_\ 2255

(b)

loading phase

B —

holding phase

relaxing phase

Figure 5-9 Illustrates the three distinct phases of maximum voluntary isometric contractions.

The normalization methodology was implemented on a participant-specific basis, using each

individual's complete dataset from all assigned isometric exercise conditions as the reference

standard, as defined in Equations (5.3) and (5.4). This within-subject normalization approach

ensured that relative changes in torque generation and capacitance variation could be compared

across different angular positions and contraction intensities, while controlling for individual

baseline differences. By establishing each participant's own performance range as the

normalization baseline, the procedure preserved individual physiological response patterns,
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enabling meaningful cross-participant comparisons and robust statistical analysis.
Consequently, the normalization procedure enhanced the statistical power of the analysis by
reducing inter-subject variability, while maintaining the integrity of the fundamental

biomechanical relationships under investigation.

Subsequently, the fitting coefficients a and 8 and correlation coefficients rr were calculated
using the normalized capacitance values C,,,, and normalized torque values NT,,,-m, as
denoted in Equations (5.5) and (5.6). This approach ensures a more accurate and reliable

analysis of the relationship between pressure changes and muscle force.

NT — NT (start)

Nnorm = L ax(NT) — min (NT) 5:3)
c 0 —C(start) 54
moTMm " max(C) — min (C) G.4)
NTnOTm = X Cnorm + ﬁ (5'5)

_ COTlU(Cnorm; NTnorm)
S (5.6)
G(Cnorm) X O-(NTTIOTm)

5.4. Clinical Experiments Results Analysis and Discussion
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5.4.1. Results analysis

In this study, normalized capacitance values C,, -, and normalized torque values NT,,,,-,,, were
systematically preprocessed for each participant across eight MVIC exercises. The correlation
coefficients rr derived from these values serve as indicators of the linear relationship between
capacitance and torque, providing insight into the consistency of this relationship across

different exercises and participants.

To ensure the robustness and generalizability of the findings, a two-way ANOVA analysis was
conducted. This statistical approach allows for the examination of potential effects and
interactions between different participants and exercise conditions, thereby verifying the

applicability of the results to broader contexts.

Additionally, the assumption of normality for residuals was rigorously tested using histograms,
QQ-plots, and the Shapiro—Wilk test. These methods collectively assess whether the residuals
from the data are approximately normally distributed, which is a critical assumption for the

statistical analyses.

To further validate the clinical experiments, effective sample size calculations were employed.
These calculations help determine whether the sample size used in the study is sufficient to
support the conclusions drawn, ensuring that the findings are statistically reliable and

representative of the population under study.
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Specifically, each participant was required to complete eight MVIC exercises, with two
exercises performed at each of four different ankle positions: 0°, 10°, 20°, and 30°. The fitting
coefficients a and  and correlation coefficients rr between normalized capacitance values
Crorm and normalized torque values NT,,,,,, were calculated with regard to loading phase of
each MVIC exercise. The visualization of data for all twelve participants is presented in Figure

5-10.
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Figure 5-10 The linear regression fitting coefficients and Pearson correlation coefficients
across eight MVIC exercises for each participant.
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Table 5-2 Summary of the coefficients (@ and f) and correlation coefficient for each

participant.
Correlation Correlation
Participant Coecfficient Coefficient Alpha Mean Alpha STD Beta Mean Beta STD
Mean STD
Subject 1 0.95 0.02 1.99 1.73 -0.13 0.37
Subject 2 0.92 0.08 2.84 1.02 -3.70 10.20
Subject 3 0.96 0.01 2.85 1.08 -4.58 13.58
Subject_4 0.96 0.01 3.68 1.32 0.01 0.51
Subject 5 0.92 0.05 2.74 1.20 -1.27 3.79
Subject_6 0.95 0.03 2.27 0.72 0.07 0.38
Subject_7 0.96 0.02 2.76 1.75 0.18 0.32
Subject_8 0.94 0.04 3.74 1.37 -0.37 4.22
Subject 9 0.94 0.03 3.57 1.51 -0.09 0.46
Subject 10 0.93 0.04 2.11 0.97 0.09 0.34
Subject 11 0.94 0.02 2.84 1.24 -3.65 11.77
Subject_12 0.94 0.02 2.53 1.81 0.68 0.80

To further analyze the data, the mean and standard deviation of the fitting coefficients a and
and correlation coefficients rr across all eight MVIC exercises for each participant were
computed and illustrated in Table 5-2. The results indicate that, for all participants, the mean
correlation coefficient exceeds 0.92, with a standard deviation below 0.08, suggesting a strong
linear relationship between normalized capacitance and torque values. A two-way ANOVA
[302] was conducted to assess the impact of different participants and ankle angles on the
correlation coefficients. The analysis revealed no statistically significant differences
attributable to either participant factor (p = 0.233) or angular position factor (p = 0.063), nor
was there a significant interaction effect between these factors (p = 0.423). This implies a
consistent linear relationship between normalized capacitance and torque values, irrespective

of participant variability or angular positioning.

Similarly, a two-way ANOVA was employed to evaluate the effects of different participants
and ankle angles on the fitting coefficients @ and f. The analysis showed no statistically

significant differences for coefficients a due to participant factor (p = 0.290) or angular position
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factor (p = 0.055), nor was there a significant interaction effect (p = 0.961). For coefficients S,
no significant differences were found due to participant factor (p = 0.821) or angular position

factor (p = 0.299), with no interaction effect (p = 0.575).
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Figure 5-11 Diagnostic plots to visually assess the normality assumptions required for
analysis of variance regarding the correlation coefficients rr, the fitting coefficients @ and £.

Given the relatively small sample size of twelve participants, the assumption of normality for
residuals was tested using histograms, QQ-plots, and the Shapiro-Wilk test for correlation

coefficients rr and fitting coefficients a and £, as shown in Figure 5-11. Although the Shapiro-
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Wilk test for correlation coefficients 7 resulted in rejection (p = 7x1077), further examination
of histograms and residual plots suggested an approximate normal distribution. For fitting
coefficients a, the Shapiro-Wilk test did not reject the null hypothesis (p = 0.169), indicating a
normal distribution. For fitting coefficients f3, despite rejection by the Shapiro-Wilk test (p =

8x10717), histograms and residual plots again suggested approximate normality.

The validity of these findings was assessed through effective sample size calculations [303].
With a significance level of 0.05, a beta of 0.10, and a power of 0.90, assuming correlation
coefficients of 0.90 or higher support the null hypothesis of linearity, while 0.80 or lower reject
it, the minimal sample size was calculated to be 11. Post-experiment, the mean standard
deviation of correlation coefficients was found to be 0.03, indicating the assumed population
standard deviation was conservatively larger than the actual (¢ = 0.07 > 0.03). Thus, the

sample size requirement was satisfied with the twelve participants recruited for this study.

5.4.2. Results discussion

The integrated smart compression stocking system was developed to monitor lower extremity
muscle force, demonstrating a relationship between normalized capacitance and torque values
that, while not perfectly linear, achieved correlation coefficients exceeding 0.92. Several

physiological and technical factors contribute to the observed nonlinearity in this relationship.

The complex deformation patterns of skeletal muscles during MVIC represent a primary source

of nonlinearity. The triceps surae muscle group, consisting of the gastrocnemius medial and
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lateral heads, soleus, and plantaris muscles, generates approximately 80% of total plantarflexion
force [194, 195], while deeper muscle deformations remain difficult to detect through surface-
mounted sensors. Individual variations in exercise comprehension and execution, despite
standardized verbal instructions, introduce additional variability between participants and

testing sessions.

Technical characteristics of the flexible capacitive pressure sensors also contribute to
measurement nonlinearity. The incorporation of carbon black powder into the
polydimethylsiloxane matrix and surface roughening of the dielectric layer enhance sensor
sensitivity but create irregular microstructures that produce nonlinear capacitance responses to
applied pressure. The viscoelastic properties of the sensor materials further contribute to

capacitance fluctuations and initial measurement drift.

Statistical analysis of the linear relationship coefficients a revealed standard deviations below
1.81 across participants from Table 5-2, indicating low dispersion between different ankle angle
conditions. Two-way ANOVA demonstrated no statistically significant effects of participant
factors on the slope coefficients a, though angular position factors approached significance
with greater influence on the relationship parameters. Clinical observations confirmed that
larger ankle angles increased the difficulty of force generation, consistent with established
muscle force-length properties and previous research demonstrating that gastrocnemius and
soleus muscles operate on the ascending limb and plateau regions of their force-length curves

[304-306].
181



The intercept coefficients [, representing initial exercise conditions, exhibited values
approximating zero across most participants, reflecting the challenge of precisely controlling
initial muscle contraction states. Limited analysis was conducted on these parameters due to

the practical impossibility of standardizing passive muscle states between individuals.

Study limitations include restricted sensor sensitivity, with capacitance changes of only 2-3 pF
during loading phases, necessitating future improvements in sensor matrix design and garment
integration. The small cohort of twelve healthy young adults limits generalizability, requiring
larger and more diverse populations for enhanced statistical power. Additionally, the reliance
on raw capacitance measurements affected by sensor noise and fluctuations suggests future
research should incorporate advanced machine learning algorithms for data denoising and

outlier management.

5.5. Summary

In this chapter, it was explored about the relationship between pressure changes, measured by
the integrated smart compression stocking system, and muscle force, indicated by muscle torque
values (NT), during isometric contractions. We hypothesized a linear relationship between the
system’s readout (C) and the torque values (NT). To quantify this, we calculated fitting and
correlation coefficients between normalized readout and torque values during the loading phase

of each MVIC exercise.
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Twelve healthy young individuals participated, completing eight MVIC exercises at ankle
positions of 0°, 10°, 20°, and 30°. These angles were selected to represent varying positions,
with 0° as the anatomical baseline. Participants performed MVICs against a fixed lever arm,
maintaining contractions for 5 seconds, with rest intervals to prevent fatigue. Data
synchronization between the Humac NORM and the Smart Compression Stocking Utility V3

was ensured by an experiment operator.

Analysis revealed a strong linear relationship between normalized readouts and torque values,
with correlation coefficients rr averaging above 0.92 and standard deviations below 0.08. A
two-way ANOVA showed no significant differences in correlation coefficients due to
participant variability (p = 0.233) or angular position (p = 0.063), nor any interaction effects (p

= 0.423), indicating consistency across participants and positions.

Further ANOVA analysis on fitting coefficients @ showed no significant impact from
participant factor (p = 0.290) or angular position (p = 0.055), and no interaction effects (p =
0.961). Similarly, no significant differences were found for coefficients §, with participant

factor (p = 0.821) and angular position (p = 0.299) showing no impact, and no interaction effects

(p = 0.575).

Given the small sample size, normality of residuals was assessed using histograms, QQ plots,

and the Shapiro-Wilk test. Despite deviations suggested by the Shapiro-Wilk test for correlation
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coefficients rr (p = 7x107), further analysis indicated approximate normality. For fitting
coefficients a, the Shapiro-Wilk test supported normal distribution (p = 0.169), and similar

findings were observed for coefficients 8, despite initial rejection (p = 8x10717).

Effective sample size calculations confirmed the validity of results, with a minimal sample size
of 11 required for a significance level of 0.05 and power of 0.90. The actual mean standard
deviation of correlation coefficients was 0.03, supporting the robustness of the findings. Overall,
the study suggests a general linear relationship between normalized capacitance and torque
values, consistent across participants and ankle positions. Future work will expand participant
scope, explore isotonic and isokinetic modes, and develop advanced data processing algorithms

for enhanced feature extraction.
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Chapter 6 Conclusions, Limitations and

Recommendations for Future Work

6.1. Conclusions

This report presents a study on the smart compression garments system design, integration,
signal processing, and application for healthcare. A comprehensive review has been conducted
on different compression garments and compression therapies, such as chronic venous disease
management, scar management, orthopedic application, body shaping application, sportswear
application, and other applications. Considering traditional functional compression garments
cannot provide real-time pressure measurement and accurate pressure management, smart

functional compression garments are highly demanding.

A literature review on signal processing was completed. To deal with deterministic signals,
adopted time domain analysis, spatial domain analysis, and frequency domain analysis,
incorporate classic Fourier Transform, CTFS, CTFT, DTFS, DTFT, FFT. To deal with
stochastic signals, it involves MLE, MAP, and other nonparametric context estimations.
Furthermore, to deal with signals with complex features, adopted advanced approaches include
time-frequency representation of STFT and Wavelet Transform (CWT, DWT), PSD analysis
for stochastic processes and ARIMA. Lastly, to deal with higher-level information of complex

signals, Machine Learning and Deep Learning are adopted. Specifically, considering the
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complexity of the smart compression garments systems and there is seldom research touching

directly on them, the dedicated signal processing method is invaluable for further research.

It then reviewed skeleton muscle anatomy and muscle contraction mechanism, current EMG
method and PCSA methods to detect muscle status and their limitations, such as being incapable
of acquiring accurate and simultaneous time series data pertaining to human bodies, and less
consideration for long-term user comfort. The gastrocnemius muscle is a vital muscle for many
daily activities such as maintaining posture, walking, executing dynamic movements, and shock
absorbing. Therefore, applying a new smart compression garment system to monitor the
gastrocnemius muscle is precious for patients and doctors, promising for research, but also

challenging.

Based on the comprehensive literature review, system integration of smart textile-integrated
microelectronic systems was completed, including the hardware and software architecture
design and implementation. The architecture utilizes off-the-shelf and lower-cost components
and commonly used facility tools or platforms so that the system offers high sensitivity for low-
pressure detection and maintains accuracy and flexibility for comfortable, long-term use. Its
intuitive interface and modular design enable easy integration with existing external systems
and support rapid upgrades and repairs. Configurable software and hardware ensure adaptability
for various compression therapy applications. The whole system involves compression
garments, embedded flexible sensors, edge control units, user interactive devices, software

applications, and benefits of BOM cost of 234 RMB or 33 USD.
186



Signal processing of the smart textile-integrated microelectronic system was completed based
on the proposed smart compression garments system. Considering textile flexible sensors are
suspectable to noise and fluctuations, deep neural network based encoder decoder architecture
has been proposed to denoise with respect to fabricated sensors. For the flat surface pressure,
the algorithms achieved the pressure measurement root mean square error of 0.7 mmHg, a 38%
increase from that obtained by traditional polynomial regression. After 1000 epochs of fine-
tuning for different autoencoder parts, the root mean square error was 0.9 mmHg. For the curve
surface pressure, the fabric capacitive pressure sensors demonstrate good long-term (10-day)
consistency of data readout and higher sensitivity at the higher curvature. Specifically on the B
position, B1 position, C position of the wooden leg, the algorithms achieved the pressure
measurement root mean square error of 0.028 mmHg, 0.063 mmHg, 0.039 mmHg, and
correspondingly 98%, 97%, 98% increase from that obtained by traditional polynomial
regression. The algorithm benefits acceptable computing and storage resource requirements and

is suitable for edge deployment.

To validate the clinical efficacy of the smart textile-integrated microelectronic system, a
controlled experimental study was conducted to assess gastrocnemius muscle force during
maximum voluntary isometric contractions (MVIC) of ankle plantarflexion. The integrated
smart compression stocking system was evaluated against established clinical measurement

protocols to determine its accuracy and reliability for lower extremity muscle assessment.
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Twelve healthy young adults participated in the validation study, performing standardized
MVIC ankle plantarflexion exercises under controlled laboratory conditions. Data acquisition
was performed simultaneously using both the proposed smart compression stocking system and
a calibrated dynamometer (Humac NORM) serving as the gold standard reference. Statistical
analysis revealed strong linear correlations between muscle torque measurements and system
output readings, with correlation coefficients exceeding 0.92, indicating high measurement
fidelity. Two-way analysis of variance (ANOVA) demonstrated that ankle joint angle variations
exerted a more significant influence on measurement outcomes (p = 0.055) compared to inter-
participant variability (p = 0.290). These findings suggest that the measurement precision is
primarily dependent on biomechanical positioning rather than individual physiological
differences. The validation results establish the smart compression stocking system as a viable
tool for non-invasive monitoring of lower extremity muscle forces during isometric

contractions, with potential applications in clinical rehabilitation and performance assessment.

The thesis culminates in several noteworthy conclusions that not only summarize the key
findings but also make substantial contributions to the existing body of knowledge within the

relevant scientific domains. The major conclusions can be summarized as follows:

(1) Diverse compression therapy application scenarios have been investigated, which implies
that imperceptible, multifunctional, long-term used smart compression garments are highly
desirable as they can monitor the variation in pressure and offer information during therapy or

advice on how to enhance therapy efficacy.
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(2) In-depth review of various signal processing methods to provide guidelines for smart
compression garment physical layer design, especially considering fabricated sensors’
performance is deteriorated by parasitic capacitances caused by surrounding electromagnetic

interference, proximity effects, and deformation on curved surfaces.

(3) A review of muscle contraction mechanisms, popular detection approaches of EMG
methods and PCSA methods, and their inevitable limitations highlight the benefits and
importance of the application of smart compression garment systems to detect skeleton muscle

contraction.

(4) A smart compression garment system has been designed and prototyped, including
compression garments, embedded fabric capacitive sensors, edge control units, user interactive
devices, and software applications. The components are all available off-the-shelf, commonly
used, lower cost of 234 RMB or 33 USD. The whole system has the advantages of flexibility,

user-friendliness, modular design, configurable hardware and software.

(5) A unified encoder-decoder MLP architecture was proposed, where encoder parts are
obtained from the stacked autoencoder method and decoder parts are trained according to
different downstream tasks. The architecture has the advantages of high interpretability, low
cost of unsupervised learning, and adaptability to deploy on edge control units which require

low computation and storage resources.
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(6) The smart compression stockings measurement datasets were established, consisting of
22,498 pairs of data (capacitance versus pressure) regarding flat surface pressure and 75,888

pairs of data (capacitance versus pressure) regarding curved surface pressure.

(7) The proposed deep neural network algorithms were trained and evaluated. The benchmarks
were chosen as polynomial methods. Evaluations were around the depth factor of neural
networks, the width factor of neural networks, the complexity of neural networks, the
interchangeability of encoders, and different datasets of flat surface pressure and curved surface
pressure. Although the algorithms need more computations and storage, the algorithms
outperform the best polynomial model by 38% accuracy improvement regarding flat surface
pressure and outperform the best polynomial models by 98%, 97%, 98%, for the B position, B1

position, C position respectively regarding to curved surface pressure.

(8) The smart compression garment system could be applied for monitoring the skeleton muscle
force of lower extremities, which is essential for many daily activities. A clinical validation
study was conducted involving twelve healthy participants who engaged in maximum voluntary
isometric contractions of ankle plantarflexion under controlled experimental conditions. The
analysis yielded correlation coefficients exceeding 0.92, indicating a robust linear relationship
between the muscle torque measured and the output from the smart compression stocking
system. Further statistical evaluation using two-way analysis of variance revealed that the

angular positioning of the ankle joint had a more pronounced effect on measurement outcomes
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than inter-participant variability. The influence of joint angle approached statistical significance
(p =0.055), whereas the effects related to individual participant differences were not significant
(p = 0.290). These findings suggest that the measurement system is more responsive to
biomechanical changes associated with joint positioning than to the physiological differences
among participants. The validation results underscore the clinical utility of the integrated smart
compression stocking system for monitoring lower extremity muscle force during isometric
contractions. This establishes its potential as a reliable tool for assessing muscle function in

both rehabilitation and sports medicine contexts.

6.2. Limitations and Recommendations for Future Work

The research outcomes presented in this study are subject to certain limitations that restrict the
generalizability of the obtained results. It is important to acknowledge and consider these
limitations when interpreting the findings and applying them to broader contexts. Firstly, the
fabric capacitive pressure sensors did not present high sensitivity during clinical experiments.
The sensor fabrication through PDMS mixed with CB powder and the dielectric layer roughed
by abrasive paper caused the instability of initial capacitance readout drift and capacitance
values readout fluctuation when pressure was exerted. This also caused the inconsistency
between the different batches of sensor fabrication. Secondly, the research did not concentrate
on long-term wearable performance tests and user experience tests, which are highly valuable
for patients’ real-life usage and can guide the future improvement of sensors and hardware

iterative design. Thirdly, proposed encoder-decoder algorithms were not used in the clinical
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experiments. This denoise method could stabilize the data stream and reduce the fluctuation
and interference from unknown sources. However, this would also bring lower explainability
and higher model complexity. Fourthly, 12 healthy people are not enough to evidently prove
the generalization of obtained results for a larger population. On the other hand, the Cloud
architecture should be adjusted to accommodate millions of users in the future. Online
Transaction Processing, Online Analytical Processing, and Big Data mining are supportive
technical pillars to realize in the next work. Fifthly, this research only touched the muscle force
in isometric mode, rather than other complicated conditions of isotonic mode and isokinetic
mode, other complex diseases, syndromes, or high-level information, such as muscle atrophy
and muscle hypertrophy detection, myasthenia detection, the elder falling down detection and
prediction, chronic venous disease management, scar management, orthopedic application,
body shaping application, sportswear application, other applications. The proposed deep
learning based unsupervised encoder-decoder architecture could be utilized further and derive

the data-driven solution models.

Although the proposed smart compression stocking system presents enormous future-oriented
potential, considering the limited time and resources related to completed research work, there
are some preliminary works that need to be done in the near future to achieve better system
performance and greater user experience. This can further broaden and deepen knowledge

related to the smart textile-integrated microelectronic system.

6.2.1. Encoder-decoder model inference for muscle force monitoring
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In the research, the smart compression stocking system was applied for monitoring the
gastrocnemius muscle force. Data processing was utilized to deal with the fabric pressure
sensors’ raw capacitance data streaming. However, according to the analysis and experiments
results from Chapter 4 Unsupervised Encoder-Decoder for Edge Signal Processing, the linear
fitting equation caused pressure measurement root mean square error of 6.4231 mmHg on the
flat surface, and caused pressure measurement root mean square error of 3.6445 mmHg, 4.3389
mmHg, 2.4482 mmHg for B position, B1 position, C position respectively on the curve surface.
These errors offer plausible explanations of the observed deviations from perfect linearity
between normalized capacitance measurements and normalized torque values (the correlation
coefficients exceeding 0.92). Nevertheless, the proposed encoder-decoder can reduce pressure
measurement error and achieve the root mean square error of 0.7 mmHg for flat surface, and
that of 0.028 mmHg, 0.063 mmHg, 0.039 mmHg, for B position, B1 position, C position on
curve surface respectively. Therefore, it is feasible with higher confidence to increase the
linearity relationship between the system output and muscle torques, by inputting the raw
capacitance data streaming into the trained encoder-decoder models and then analyzing the
model inference data. The unsupervised encoder-decoder method takes advantage of the lower
cost of no human labeling data, simple algorithms, less storage and computation resources
needed, and high-speed computing which is tailored for real-time data processing on edge
devices. This will transfer the paradigm from hand-crafted complicated data processing
algorithms to general deep learning approaches, which can save plenty of intensive labor on
deriving close expressions of formulas and improve accuracy by a large margin. However,

because different people’s legs have different curvatures, the curvature will change during the
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muscle contraction and relaxation on the same position of the same person’s leg, sensors may
slide on the nearby positions which possess different curvatures, hence, this needs more future

study to come up with one better neural network model suitable for different situations.

6.2.2. Edge control unit design and integration improvement

In this work, the edge control unit was an essential hardware component to support the whole
compression garment system, which realized to read the capacitance values of the flexible
pressure sensors and transmit the values to mobile phones through Bluetooth protocol. However,
the current edge control unit prototypes were larger in size and heavier weight, which caused
the wear discomfort. Edge control unit version 2 was re-designed, re-layout, re-prototype, as

shown in Figure 6-1.

Figure 6-1 Frontside and backside of coin-size edge control unit 2.0 PCBA.

194



Based on the solution of PCap01 for capacitance measurement, PW02 (Pangwei Link, China)
for data transmission through BLE 5.0, CR2032 lithium-ion battery with 225 mAh capacity to
power supply. The edge control unit 2.0 was the coin-size and 7 grams weight, which is much
lighter to wear and more convenient to integrate with other accessories. In the future, a
comprehensive user experience test will be completed around the edge control unit 2.0, as

displayed in Figure 6-2.

Figure 6-2 Housing design for edge control unit 2.0.

6.2.3. MetaHealth applications through smart compression garment

systems

As smart compression garment systems can be used and integrated into various scenarios, and
the metaverse becomes popular and obviously trendy after COVID-19, to combine these

technologies can lead to cost-effective MetaHealth, which can benefit a large amount of patients.
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Nowadays, the metaverse is widely adopted for collaborative working, education, clinic care,
wellness, and monetization through gamification. By developing on the Unity, the MetaHealth
can be demonstrated by 4 exemplary rooms in the future research senarios, which are the
medical consultation room, smart medical compression stockings room, smart medical glove
room, and smart medical facemask room. Based on the proposed Cloud architecture and
blockchain, remote medical consultation will be realized, involving 24*7 continuous biometric
monitoring, electronic medical records, shared and immutable records, personal data privacy
protection, and potential data marketplace across regional healthcare systems when adopting
Federated Learning. In the smart medical compression stockings room, more than continuous
pressure monitoring and muscle force monitoring, there are more intervention treatments for
patients by ankle pumping and leg posture detection. In the smart medical glove room, patients
can go through rehabilitation treatment by participating in metaverse games. Moreover, the
smart medical glove can benefit remote medical education, including surgery operation
education, glove pressure streaming record, freshman training and examination. Finally, in the
smart medical facemask room, users can wear a smart medical facemask to continuously
monitor breath pressure and encourage them to do lung capacity increase exercise. This is
significant for patients who recover from the COVID-19. The MetaHealth is an ongoing project,
taking advantage of low-cost and interactive smart compression garment systems, which can
help remote patients and is an adding-value supplement to the current healthcare system. The
MetaHealth will also explore chronic venous disease management, scar management,
orthopedic application, body shaping application, sportswear application, and other

applications, where traditional commercial compression garments are widely used, but there
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are still huge gaps in users’ expectations and traditional commercial compression garments
available, as shown in Figure 6-3. This not only highlights the urgency and significance of
further academic research but also demonstrates the potential market value of user-centered
smart compression garment systems, as shown in Figure 6-4 and Figure 6-5. The MetaHealth
needs more study in the future and to analyze objective feedback of patients to improve the user

experience at scale.

electronic medical record

24°7 continuous biometric monitoring

Room#1 — Medical Consultation shared, immutable record
Collaborative Working acyjerstecton)
Education data marketplace
Clinkea care = Metaverse Cost effective
continuous pressure monitoring
Wellness MetaHealth
5 . muscle force monitoring
Monetization Through Gamification architecture design: ROOM#2 — Smart Medical Comprassion Stockings
N leg posture detection and alarm
flexible pressure )
continuous breath pressure monitoring . . ankle pumping
} Smart Medical Facemasks —  Roomit4 sensory integration

lung capacity increase exercise
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rehabilitaion -[:
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Figure 6-3 Illustration of cost-effective MetaHealth architecture design.
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Figure 6-4 Demo of gaming in the MetaHealth.
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Figure 6-5 The smart medical glove room was developed on Unity.
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