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Abstract

Digital Twin (DT) technology enables creating virtual representations of physical-

world entities, thus facilitating advanced monitoring, simulation, and interaction by

mapping physical objects and assets into virtual platforms like the metaverse, which

is considered as the key technique in Industry 5.0. Based on DT, many enhanced

applications such as smart cities, smart manufacturing, and immersive learning have

emerged in recent years, providing users with immersive experience and interactions

with the physical world.

In DT systems, the physical-to-virtual mapping is the key process ensures that digital

representations (twins) consistently reflect their physical counterparts’ attributes and

states in real time, thus ensuring the fidelity. This process is typically implemented by

physically deployed sensors and servers collecting and processing data from massive

and distributed physical objects and assets in untrusted and dynamic environments,

which pose several challenges. First, maintaining state consistency between rapidly

changing physical objects and their digital twins is di!cult due to distributed data

sources, environmental uncertainties like potential attacks and device failures, which

will emit incorrect states and eventually compromises the accuracy of virtual interac-

tions. Second, the uniqueness of the mapping is hard to verify. Specifically, ensuring

each digital twin uniquely corresponds to its physical entity (e.g., one physical hu-

man only have one identify in metaverse) is essential to prevent misrepresentation

and Sybil attacks, particularly when valuable digital assets are involved. However,
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due to the limited observation ability of virtual world, such uniqueness is di!cult

to verify and guarantee. Third, enabling the interoperability to securely relaying

of physical and digital assets across di”erent systems (including traditional financial

databases, diverse blockchains, and metaverse platforms) is vital for asset utilization

and exchange. However, due to the heterogeneity the lack of trust among di”erent

systems, designing a trustless and e!cient interoperability solution is challenging.

This thesis proposes a comprehensive framework to address these consistency issues

in physical-to-virtual mapping by integrating edge computing and blockchain tech-

nology. To achieve real-time projection and ensure state consistency, we develop edge

blockchain-based systems (inspired by PolyVerse and PolyTwin). These utilize edge

devices and sensors coordinated by a blockchain network to extract physical attributes

and states, generating DTs. Crucially, a Proof-of-Consistency (PoC) protocol, run via

localized consensus among edge devices, cross-verifies the generated DT data against

physical inferences before propagation, ensuring mapping accuracy and resilience to

edge-level inconsistencies.

To guarantee the uniqueness of the mapping between physical entities and their digital

representations, thereby preventing Sybil attacks, the framework incorporates Eden,

an edge-empowered Proof-of-Personhood (PoP) protocol. Eden combines physical-

world human verification on privacy-preserving edge devices with on-chain transac-

tional analysis. Its decentralized Proof-of-Trustworthiness (PoT) consensus assigns a

verifiable score, securely binding a unique user to a single digital identity and ensuring

the authenticity of the mapped identity.

Finally, to facilitate secure asset relaying and sharing across di”erent technological

domains, we introduce MAP, a scalable and trustless blockchain interoperability pro-

tocol. MAP employs a unified relay chain architecture to connect heterogeneous

systems e!ciently, eliminating quadratic scaling issues. Its optimized zk-SNARK-

based hybrid light client significantly reduces the computational and on-chain costs

associated with cross-domain transaction verification, enabling secure and e!cient
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mapping and transfer of assets between diverse platforms.

In summary, this thesis systematically investigates the requirements for and pro-

vides solutions to achieve consistent physical-to-virtual mapping for Digital Twins

in environments like the metaverse, leveraging edge computing and blockchain. The

proposed solutions (PolyVerse/PolyTwin with PoC, Eden PoP, and MAP interoper-

ability) collectively address the critical challenges of state consistency, identity unique-

ness, and cross-domain asset relaying in a decentralized manner. Through extensive

evaluation and practical prototype implementations, we demonstrate the e”ectiveness

and e!ciency of this framework, contributing to the development of more reliable and

integrated physical-virtual systems. Future directions focus on enhancing this map-

ping framework further.
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Chapter 1

Introduction

This research studies how to map the physical-world objects and assets into a virtual-

world platform (such as metaverse) while ensuring the their consistency in terms of

attributes and states by projecting, relaying, and securing them with edge computing

and blockchain techniques and components. In this chapter, we first introduce the

background and motivations of mapping the physical-world objects assets into virtual

world in digital twins. In Section 1.1, we discuss the background and motivations of

this research. We then present the research objectives and framework in Section 1.2.

Finally, we provide an overview of the thesis organization in Section 1.3.

1.1 Background and Motivations

Digital Twin (DT) technology has emerged as a transformative paradigm that cre-

ates virtual representations of physical objects and environments. Since its initial

conception for industrial applications, DT implementations have rapidly evolved into

complex ecosystems that leverage sensing technologies, edge computing, and extended

reality (XR) to enable real-time synchronization between physical assets and their dig-

ital counterparts (twins) [61, 12]. Recent advancements in blockchain technology have

1



Chapter 1. Introduction

further enhanced DTs by enabling decentralized ownership, secure data exchange, and

tamper-proof historical records of physical object states [70]. These capabilities have

expanded DT applications beyond traditional manufacturing into diverse domains

including smart cities, healthcare, and immersive metaverse platforms.

The core value of Digital Twins lies in their ability to create high-fidelity virtual

representations that accurately model both the physical characteristics and dynamic

behaviors of real-world objects. By continuously collecting and processing data from

sensors, DTs bridge the physical-virtual divide, enabling remote monitoring, simu-

lation, and interaction with real-world systems [61]. This capability has profound

implications for various applications, particularly in creating immersive virtual en-

vironments like metaverse platforms. For example, DT-enabled educational envi-

ronments can provide realistic campus experiences for remote or disabled students

by capturing and rendering real-time on-campus activities, enhancing their sense of

presence and participation [28].

However, existing DT solutions face three key challenges when deployed in open,

decentralized environments. First, generating DTs for complex physical systems re-

quires simultaneous processing from large-scale, geo-distributed objects and assets,

demanding substantial computing resources. Traditional centralized DT architectures

fail to scale e!ciently, resulting in high latency and hardware costs when processing

data from multiple distributed sensors. Additionally, DTs deployed in unmanaged

environments are vulnerable to malicious attacks or device malfunctions, leading

to inconsistent representations that compromise accuracy in subsequent processing

stages. Second, DT identity security remains inadequately addressed, particularly in

open environments. Current identification systems are vulnerable to Sybil attacks,

where malicious actors create multiple fake identities to manipulate the system, po-

tentially compromising DT integrity and trustworthiness. Third, as DTs increasingly

function as tokenized digital assets in applications like metaverse platforms, their

secure sharing across di”erent technological domains remains unresolved. Existing

2



1.2. Research Objectives and Framework

systems typically operate within isolated ecosystems, while cross-domain solutions

are underdeveloped, leaving digital assets isolated and underutilized.

1.2 Research Objectives and Framework

In this thesis, we study the consistent physical-to-virtual mapping problem in digi-

tal twins. Specifically, given a set of physical objects (e.g, vehicles, buildings, and

pedestrians for general application purposes) and assets (e.g, balance, properties,

and equipment for financial purposes), we aim to design methods of consistently and

uniquely project physical objects into virtual objects in real time and relay assets

into virtual world as digital assets by designing and optimizing the blockchain con-

sensus with edge computing techniques. Within the framework, I develop an edge

blockchain-based digital twin projection system. Above the system, I designed and

integrated a proof-of-personhood protocol for unique identity management and and

a cross-chain protocol for secure digital twin asset relaying and sharing, respectively.

The system architecture of our consistent physical-to-virtual mapping system for

digital twins is illustrated in Figure 1.1. The architecture comprises two parts: the

physical worlds consisting of objects and assets, and the virtual world consisting the

mapped objects and assets for applications. Two worlds are connected by our three

mapping layers. In the

The bottom layer consists of decentralized edge devices equipped with sensor clusters

from multiple stakeholders. These edge devices jointly generate digital twins by con-

tinuously collecting attributes and states from physical objects and processing them

into digital twin asset semantics, thereby achieving low latency and high scalability

through localized computation.

The middle layer forms our primary research focus, where we study blockchain-based

methods for digital twin asset validation, management, and sharing while ensuring
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Chapter 1. Introduction

trustworthiness. In this layer, we aim to leverage a blockchain network overlaid on the

edge device infrastructure, with each edge device functioning as a blockchain node.

This blockchain network performs three critical functions: validating consistency for

each newly generated digital twin asset, verifying and assigning unique identifiers to

these assets, and facilitating their secure relay across di”erent metaverse platforms

or blockchains. These capabilities enable the framework to achieve decentralized se-

curity that withstands various malicious adversaries and failures. The top layer, the

application layer, retrieves and aggregates digital twins and renders them into virtual

environments applications. Based on this architecture, we have implemented and de-

ployed several prototype systems, such as immersive metaverse campus environment

and digital twins for smart city tra!c monitoring.

Phyiscal Objects
(Vehicles, pedestrians, buildings, etc)

Blockchain-based
Consistent Projection

Edge-based
Proof-of-Personhood

2

Cross-domain Digital
Asset Interoperabiltity

Digital Twins
(Avatars, 3D models, etc)

Digital Assets
(Cyptocurrencies, NFTs, etc) 

Secure
Sharing &
Trading

Phyiscal  Assets
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Insecure
Sharing &
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Verifiable Relay

Unique Identifycation

Immersive
Metaverse
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Real-time Projection

1

Poor-experience
Remote

Education
3

Real-time
Traffic

Prediction
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Traffic
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Figure 1.1: System architecture of blockchain-based edge computing for trustworthy
digital twins in metaverse.

The rest of the thesis is organized as follows:

1.3 Thesis Organization

The remainder of this thesis is organized as follows:

4



1.3. Thesis Organization

• In Chapter 2, we review the literature relevant to this thesis, including digital

twin and metaverse systems, metaverse identity management, and cross-domain

asset sharing.

• In Chapter 3, we design and develop edge blockchain-based consistent projection

systems (PolyVerse and PolyTwin). We introduce an edge computing architec-

ture that e!ciently collects physical object attributes through deployed sensors

and AI models. To ensure digital twin consistency, we develop a Proof of Consis-

tency (PoC) mechanism that cross-verifies digital twins against physical object

inference results on the blockchain, and an optimized e!cient data structure for

storing digital twin states. We implement two prototypes—PolyCampus and

PolyExchange—that enable immersive physical-virtual interaction in metaverse

applications. Experimental results demonstrate the practical e!ciency, and we

formally prove its security under standard blockchain security boundaries.

• In Chapter 4, we propose Eden, an edge computing-empowered Proof-of-Personhood

protocol for addressing Sybil attacks in the metaverse. Eden employs a hybrid

approach that combines video-based human recognition with on-chain transac-

tional activity analysis to establish unique bindings between users and meta-

verse identities (like wallet addresses). We develop specialized edge devices with

on-device recognition models to verify human users in the physical world. To

counter advanced AI-based Sybil attacks, we also analyze transactional patterns

using a scorecard-based regression model. Results demonstrate that Eden can

e”ectively identify human users with high accuracy in metaverse.

• In Chapter 5, we introduce MAP, a scalable and trustless blockchain interop-

erability protocol that can securely relay digital assets among heterogeneous

chains. MAP is designed to minimize computational costs when scaling to new

chains, which employs a relay chain architecture that eliminates the need for

pairwise chain-to-chain light clients. To optimize transaction verification e!-

5



Chapter 1. Introduction

ciency, we propose a zk-based hybrid light client scheme that adaptively decou-

ples signature verification workloads based on their performance characteristics

in on-chain smart contracts versus o”-chain circuits.

• In Chapter 6, we conclude the thesis by summarizing the main contributions

and outlining our vision for future research directions.
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Chapter 2

Literature Review

2.1 Digital Twin Systems and Platforms

Industrial Platform. In recent years, several representative industrial digiltal

twin metaverse platforms have emerged. Sandbox Games like Sandbox [3] and De-

centraland [1] o”er immersive experiences through digital asset trading based on

blockchain and avatar interaction in virtual 3D environments. Simulation Platforms

like NVIDIA’s Omniverse [42] provide real-time 3D simulations and visualizations for

industrial applications. Collaboration Tools, such as Meta Horizon Workrooms [5],

facilitate productive and collaborative VR experiences for enterprise teams.

Research E!orts. Recent research e”orts have also explored various aspects of the

metaverse. Duan et al. built a blockchain-driven virtual campus and discussed its

benefits for social goods [28]. Lam et al. proposed a human-avatar framework with

full-body motion capture for metaverse [49]. Dhelim et al. proposed hybrid Fog-Edge

computing architectures for metaverse tasks like 3D simulation [26]. Wang et al.

designed a framework for Metaverse classrooms to achieve real-time synchronization

of a large number of participants through VR equipment and sensors [92]. Shen et

al. introduced the cyber-physical-social system (CPSS) paradigm to enhance lectur-
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Chapter 2. Literature Review

ers’ space immersion through sparse consumer-grade RGBD cameras [78]. Cai and

Karunarathna et al. discussed networking optimization for e!cient metaverse sys-

tems [20] [45]. Several works focusing on the synchronization perspective, proposing

strong algorithms for digital twins [105] [106].

2.2 Identity Management in Digital Twins

General Biometric Authentication. The Humanity Protocol and Proof-of-Humanity

Protocol leverage video-based recognition for PoP [8] [9]. Specifically, they use cam-

eras to recognize faces and palm prints and link them to wallets. Only holders who

pass such authentication can access the wallets, thus ensuring that a wallet holder

is actually a human. However, with the development of generative AI, this general

biometric authentication can be insecure. Sybil users can generate fake faces or palms

to cheat the cameras, thus controlling multiple Sybil wallets.

Specialized Biometric Authentication. WorldCoin is a PoP solution co-founded

by OpenAI’s Sam Altman [6]. They have developed a specialized iris-scanning device

called Orb, which scans users’ irises and links them to a wallet. Additionally, they

have integrated a UBI project that sends free tokens to motivate users. The iris

data is stored in a centralized database protected by zero-knowledge proof systems.

However, WorldCoin faces privacy issues and high development costs. The operation

within their databases lacks transparency and the deployment of iris-scanning devices

on a large scale can be very expensive.

Empirical Analysis.Gitcoin Passport and many token airdrop activities use em-

pirical analysis-based strategies to detect and ban Sybil wallets [7]. These strate-

gies require wallets to meet specific criteria, such as being attached to social media

accounts, frequently interacting with certain smart contracts, and having su!cient

balances. This approach is practical, as it only requires on-chain data, but it may be
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2.3. Asset Management in Digital twins

bypassed by advanced bots. For instance, some bots facilitate automatic ’farming’ by

having Sybil wallets interact with other wallets, giving the impression that they are

controlled by a non-Sybil user.

Graph-based Analysis. Many research works use graph analysis techniques and

machine learning models such as GNNs to classify and detect Sybil wallets [23] [86]

[37]. These models aim to identify hidden relationships and patterns of wallets,

thereby detecting possible Sybil wallets. However, the accuracy of these approaches is

highly dependent on the availability and quality of data, which is di!cult to guarantee

in the blockchain world. Most addresses are anonymous and lack any label that

indicates whether the wallet is a Sybil or not.

Physical Activity Verification. The encounter protocol requires physical atten-

dance at periodic meetings in specific regions to ensure that each user can appear in

only one location, thus guaranteeing personhood [18]. Similarly, BrightID uses QR

codes on phones to enable users to verify and link each other’s identity o#ine. There-

fore, users with many links are considered real humans [10]. Physical verification is

relatively privacy-preserving and secure, but it is inconvenient and impractical for

users, as it requires frequent physical meetings.

2.3 Asset Management in Digital twins

Centralized/Committee-based Protocols. To enable e!cient interoperability,

centralized designs are widely adopted by native protocols. Notary schemes directly

host clients’ tokens in custodial wallets and designate an authority (such as crypto

exchanges) to facilitate their exchange e!ciently [15, 25]. Similarly, committee-based

protocols, such as MPC bridges and vote-oracle bridges[66, 80], appoint a small group

of o”-chain committees to verify and vote on cross-chain transactions, o”ering more

decentralized features compared to notary schemes. Despite their convenience and
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e!ciency, both solutions rely on trusting o”-chain entities, which are usually not

transparent and permissioned, making them vulnerable to internal corruption and

attacks [66].

Chain-based Protocols. To further reduce the needed trust, chain-based protocols

are developed, which process cross-chain transactions fully on-chain, thus making the

protocols trustless. However, these protocols typically su”er from expensive verifi-

cation and chain heterogeneity. Hash-Time Lock Contracts (HTLCs) are pioneering

peer-to-peer protocols that allow users to deploy paired contracts on two chains to

control asset release. However, HTLCs lack e!ciency [14] because they require man-

ual peer matching, enforcing users to wait for another user with the same token

swap demand. As a result, HTLCs are rarely used to support large-scale cross-chain

applications. Polkadot and Cosmos (Blockchain of Blockchain, BoB) employ hubs

to process cross-chain transactions e!ciently [96, 48], but these hubs only support

their own specific homogeneous chains. HyperService [59] proposes a cross-chain pro-

gramming framework, but it still requires significant modifications to the underlying

components of heterogeneous chains, which is not feasible for in-production chains.

LC-based bridges [50] are currently the mainstream protocols that deploy light clients

(LCs) on each chain to verify cross-chain transactions. However, the internal verifica-

tion workload of on-chain LCs is extremely expensive. ZKLC-based bridges [99, 95]

attempt to reduce on-chain cost by moving verification to o”-chain provers using

zk-SNARKs. Unfortunately, this requires intensive computing power and multiple

distributed servers due to the large circuit size of signature verification. Additionally,

all LC-based protocols face high scaling cost due to redundant LCs.

Cross-Shard. Another related line of work involves blockchain sharding techniques

[76, 71, 67, 40, 100, 53]. In these works, cross-shard processing techniques are devel-

oped to retrieve transactions from di”erent shards. While these works share some sim-

ilarities with cross-chain transaction processing, one key di”erence is that they only

consider single blockchain scenarios, where all nodes trust each other and only simple
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transaction verification based on Authenticated Data Structure (ADS) is required,

such as Merkle proof verification. In contrast, in cross-chain scenarios, blockchains

that do not trust each other, and require complicated verification like block header

verification.
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Chapter 3

Projecting from Physical to Virtual

3.1 Overview

The metaverse represents a paradigm shift towards interconnected, persistent vir-

tual environments where users interact within a shared digital world, blurring the

lines between physical and virtual realities [43]. This vision promises immersive and

engaging experiences, driving significant interest from both industry and academia.

Consequently, numerous metaverse platforms are emerging, targeting diverse applica-

tions such as gaming, social interaction, remote collaboration, and complex dynamics

simulation.

A cornerstone of metaverse immersiveness is the e”ective integration of the physical

world into the virtual realm. Physical-to-Virtual Projection (P2V), the process

of incorporating real-world objects, states, and information into the metaverse, is

crucial for enhancing this sense of presence, engagement, and authenticity (see Figure

3.1). P2V enables users to connect with and experience external physical activities

without direct physical participation. For instance, educational metaverse platforms

aim to replicate campus life for students with disabilities by projecting real-time

scenes and activities, fostering a greater sense of inclusion [28].
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3.1. Overview

The Metaverse  
with Phyiscal-to-Virtual Projection (P2V)

Virtual World 
Information

Physical-World 
Information

Physical-World 
Information

Figure 3.1: A conceptual illustration of Physical-to-Virtual (P2V) projection in the
metaverse. Incorporating real-world information significantly enhances the immersive
experience.

3.1.1 The Problem and Motivations

Despite the potential of P2V, practical, e!cient, and scalable solutions remain elu-

sive. Current metaverse platforms often rely on user-generated 3D models [28] which

lack real-time fidelity, or expensive, specialized Virtual Reality (VR) systems for in-

corporating physical objects [92, 78]. These approaches struggle with the vastness,

dynamism, and distributed nature of real-world objects. Capturing the attributes

of numerous pedestrians in a busy scene using VR equipment, for example, is im-

practical. As a result, many platforms lack robust P2V capabilities, limiting their

immersiveness and applicability.

Furthermore, the concept of P2V naturally evolves towards the use of Digital Twins

(DTs) – dynamic virtual representations of physical objects or systems [98]. Adopt-

ing DTs allows the metaverse not only to represent physical objects but also to simu-

late their behavior and characteristics, enabling richer interactions [22, 60]. Examples

range from representing real-world goods as Non-Fungible Tokens (NFTs) for virtual

trading1 to real-time rendering and prediction of nearby vehicles in autonomous driv-

ing simulations.

However, integrating DTs introduces a critical challenge: trustworthiness. Ensur-

1https://www.forbes.com/sites/bernardmarr/2022/06/01/the-amazing-ways-nike-is-using-the-
metaverse-web3-and-nfts/
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Chapter 3. Projecting from Physical to Virtual

ing that a DT accurately reflects its physical counterpart (correctness) and that its

state remains synchronized with the physical object’s state (consistency) is paramount,

especially in high-stakes applications or value-based interactions like NFT trading (see

Figure 3.2). Inconsistency, whether accidental (e.g., network issues) or malicious (e.g.,

tampering), can undermine user experience, safety, and the perceived value within the

metaverse [57, 11]. Existing solutions often rely on centralized trusted parties, which

conflicts with the decentralized ethos of the metaverse and raises privacy concerns

[21], or naively use blockchain without verifying the link between on-chain data and

o”-chain reality [103].

Consistent &
Correct DT

Physical
Objects

Metaverse

Metaverse 
Users

Inconsistent  
& incorrect DT

Physical
Objects

Metaverse

Metaverse 
Users

Metaverse

Trustworthy 
DT Method

Untrustworthy  
DT Method

Figure 3.2: A conceptual illustration of the trustworthy Digital Twin problem in the
metaverse. Digital twins must be correct (accurately reflecting physical attributes)
and consistent (synchronized state) with their physical counterparts.
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3.1.2 Research Challenges

Enabling practical, trustworthy P2V and DT integration in the metaverse poses sig-

nificant research challenges:

1. Real-time Performance and Scalability: P2V/DT necessitates the real-

time collection, processing, and analysis of potentially massive volumes of data

from distributed physical sensors [102]. This demands substantial computation,

storage, and networking resources, often unavailable without high-end infras-

tructure or e!cient resource management. Achieving low latency for a large

number of dynamic objects is critical for immersion.

2. State Consistency Across Providers: Metaverse platforms are often hosted

by multiple Metaverse Service Providers (MSPs). Network issues (packet drops,

delays) or malicious actions by MSPs can lead to divergent views of the meta-

verse state among users, compromising the shared experience [91, 32, 39]. Mech-

anisms are needed to ensure all users perceive a consistent virtual world state.

3. Digital Twin Trustworthiness (Correctness and Consistency): Beyond

provider-level consistency, the DTs themselves must be trustworthy represen-

tations of physical reality. This involves ensuring the DT generation process

correctly captures physical attributes and that mechanisms exist to validate

the ongoing consistency between the DT’s state and the physical object’s state,

even under potential adversarial manipulation or model inaccuracies [41, 72].

4. Privacy Preservation: While incorporating real-world data enhances immer-

sion, it also raises privacy concerns, especially when dealing with sensitive infor-

mation like human attributes or identities. Solutions must balance data utility

with user privacy, potentially leveraging techniques that process data locally or

anonymize it before broader use.
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Figure 3.3: PolyVerse Overview: An edge computing-empowered metaverse platform
facilitating Physical-to-Virtual projection (P2V). Edge devices with AI models col-
lect and process physical world information in real-time. A blockchain-based state
management system ensures consistency among MSPs.

Existing works and platforms often fall short in addressing these challenges compre-

hensively [101, 69, 91, 33, 38].

3.1.3 Our Approach and Contributions

This chapter presents a framework based on the synergistic integration of two sys-

tems, PolyVerse and PolyTwin, designed to address the challenges of incorporating

trustworthy digital twins into the metaverse e!ciently and scalably. Our approach

leverages edge computing for real-time processing and blockchain technology for en-

suring consistency and trustworthiness.

As illustrated conceptually in Figure 3.3 (PolyVerse) and Figure 3.4 (PolyTwin), our

combined approach features:

• Edge AI for Real-time P2V/DT Generation: We deploy clusters of edge
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Figure 3.4: PolyTwin Overview: An edge blockchain-enabled trustworthy Digi-
tal Twin network. Edge devices generate DTs from physical objects using AI. A
blockchain network with Proof-of-Consistency validates the consistency between DTs
and physical objects.

computing devices equipped with sensors (e.g., cameras) and AI models directly

in the physical world. These edge clusters collect, process, and analyze physical

data locally, extracting relevant attributes (e.g., location, appearance, actions)

to generate DTs with low latency. This addresses the real-time performance

and scalability challenge while also enhancing privacy by processing raw data

near the source.

• E”cient Edge Resource Management: To handle varying workloads and

resource-constrained edge devices, we employ techniques like collaborative edge

clustering (distributing model inference tasks across devices) and optimized task

scheduling algorithms (e.g., PolyHeuristic) to minimize latency and maximize

throughput.

• Blockchain for Consistency and Trustworthiness: We utilize blockchain

technology in two complementary ways:

– MSP State Consistency (PolyVerse): A blockchain network maintained

by MSPs, combined with an e!cient data structure (Metaverse State Tree

- MST), ensures that all MSPs maintain a consistent view of the over-

all metaverse state, mitigating issues from network problems or malicious
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providers.

– DT Validation (PolyTwin): A Proof-of-Consistency (PoC) mechanism, ex-

ecuted by edge devices within a cluster and potentially anchored to a

blockchain, cross-verifies the generated DT attributes against physical re-

ality (as inferred by multiple models/devices), ensuring the correctness and

consistency of the DT itself.

The main contributions presented in this chapter, integrating the work of PolyVerse

and PolyTwin, are:

1. Edge AI-Powered Real-time P2V/DT Framework: We propose a com-

prehensive framework utilizing edge computing clusters and AI for e!cient,

scalable, low-latency generation and projection of digital twins from the physi-

cal world into the metaverse.

2. Optimized Edge Task Scheduling: We introduce the PolyHeuristic algo-

rithm for scheduling computation tasks (e.g., AI model inference) across hetero-

geneous edge devices to optimize latency under dynamic workloads and resource

constraints.

3. Blockchain-based State Consistency for MSPs: We develop a novel state

management system using the Metaverse State Tree (MST) data structure and

a BFT blockchain consensus mechanism to guarantee a consistent view of meta-

verse states among potentially untrusted MSPs, enabling e!cient state updates

and verification.

4. On-Chain Digital Twin Validation (Proof-of-Consistency): We propose

the PoC mechanism to ensure the trustworthiness (correctness and consistency)

of the generated digital twins by leveraging collaborative cross-verification among

edge devices within a cluster, secured by blockchain principles.
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5. Prototype Implementation and Evaluation: We demonstrate the feasibil-

ity and e”ectiveness of our approach through prototype implementations (Poly-

Campus, PolyExchange) and extensive experimental evaluations, showcasing

low-latency performance, scalability, and the ability to maintain consistency

and trustworthiness.

To the best of our knowledge, this combined approach represents a novel and compre-

hensive solution addressing the critical challenges of real-time performance, scalabil-

ity, consistency, and trustworthiness for incorporating digital twins into the metaverse.

3.2 Background and Related Work

3.2.1 Digital Twins in the Metaverse

A Digital Twin (DT) is a dynamic virtual representation of a physical entity, pro-

cess, or system. It mirrors the physical counterpart by integrating real-time data,

simulation models, and analytics, enabling monitoring, analysis, prediction, and op-

timization [98]. Initially prominent in manufacturing and engineering (e.g., simulat-

ing aircraft engines), the DT concept is increasingly being adopted in the metaverse

[22, 60].

In the metaverse context, DTs serve as the bridge connecting the physical and virtual

worlds. They allow real-world objects, environments, and even dynamic processes

to be represented with high fidelity within the virtual space. This enables users to

interact with virtual counterparts that accurately reflect the state and behavior of

physical reality, significantly enhancing immersiveness. Examples include:

• NFT-backed Physical Goods: Tokenizing real items (like sneakers) as NFTs

creates a DT where ownership and potentially state information are linked.
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Trading the NFT in the metaverse corresponds to a change in ownership of the

physical item.

• Smart Cities and Environments: Creating DTs of cities or buildings allows

for virtual exploration, simulation of tra!c or environmental conditions, and

remote management [26].

• Real-time Simulation: Autonomous driving systems render nearby vehicles

and environments as DTs to predict movements and aid decision-making [102].

• Immersive Social Interaction: Projecting real-time activities or environ-

ments (like a university campus) allows remote users to participate virtually

[28].

3.2.2 Trust Issues in Metaverse Digital Twins

Despite the promise, the integration of DTs into the metaverse surfaces significant

trust issues [91]. The value and utility of a DT hinge on its faithfulness to its physical

counterpart. We identify two key aspects of trustworthiness:

1. Correctness: The DT must be generated based on actual physical data and

accurately reflect the relevant attributes of the physical object. An incorrectly

generated DT (e.g., wrong attributes assigned) misrepresents reality.

2. Consistency: The state of the DT must remain synchronized with the state

of the physical object over time. A stale or maliciously altered DT state breaks

the link with reality, potentially leading to safety issues (e.g., in autonomous

driving) or economic losses (e.g., in NFT trading).

Ensuring both correctness and consistency is challenging. Physical environments are

dynamic, data collection can be noisy or incomplete, AI models used for attribute
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extraction may have inaccuracies, and systems can be subject to network failures or

malicious attacks [57, 11]. Malicious actors might tamper with sensor data, model

outputs, or communication channels to create inconsistent or incorrect DTs for illicit

gain.

3.2.3 Limitations of Existing Approaches

Current approaches to P2V and DT integration often fail to adequately address trust-

worthiness, scalability, and real-time requirements simultaneously:

• Centralized Systems: Relying on a single trusted entity (e.g., a cloud server

or a specific provider) simplifies management but creates a single point of failure

and trust [21]. Such systems may not align with the decentralized nature of the

metaverse and can raise privacy concerns.

• Specialized Hardware: Systems based on expensive VR/AR equipment o”er

high fidelity for limited objects but lack scalability for large, dynamic environ-

ments [92, 78].

• Basic Blockchain Integration: Many proposals simply store DT data or

hashes on a blockchain [41, 72, 38]. However, the blockchain itself typically

cannot verify if this data corresponds to physical reality without a trusted oracle

or a robust validation mechanism [103]. This does not prevent the injection of

incorrect or inconsistent data onto the chain.

• Synchronization Protocols without Adversarial Tolerance: Some proto-

cols exist for state synchronization, particularly in manufacturing DTs [83, 77],

but they often assume non-adversarial environments and may not be suitable

for open, potentially malicious metaverse settings.

Therefore, there is a clear need for a holistic solution that combines the e!ciency of
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edge computing with the trust guarantees of blockchain, specifically tailored to the

challenges of real-time, consistent, and trustworthy DTs in the metaverse.

3.3 System Architecture and Design Goals

3.3.1 System Architecture

We propose a layered architecture integrating edge computing and blockchain to

support trustworthy DTs in the metaverse. The key entities are:

• Physical Objects (PO): Entities in the real world (poi ↑ PO) targeted for

projection into the metaverse. Each object possesses physical attributes (PAi).

These objects are typically passive sources of information (e.g., pedestrians,

vehicles, buildings).

• Edge Infrastructure: Consists of sensors (e.g., cameras, LiDAR) deployed in

the physical environment and Edge Computing Clusters (ECCs). Each ECC

comprises multiple geographically proximate edge devices (ej) equipped with

processing capabilities (CPU/GPU/NPU) and AI models. The edge infrastruc-

ture is responsible for:

– Sensing the physical environment and capturing raw data.

– Processing raw data using AI models to extract physical attributes (PAi)

and states.

– Generating intermediate digital twin representations (voint).

– Participating in validation protocols (e.g., PoC).

– Transmitting validated state information to MSPs.
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• Metaverse Service Providers (MSPs): Entities (mk) responsible for hosting the

metaverse environment (V), managing virtual states, and facilitating user in-

teractions. They:

– Receive validated physical state information or DT updates from the edge

infrastructure.

– Maintain the state of virtual objects (Digital Twins, V O) corresponding

to physical objects (voi ↑ VO, with virtual attributes V Ai).

– Participate in a blockchain network to ensure consistency of the overall

metaverse state among themselves.

– Serve metaverse content and state information to users.

• Metaverse Users (MUs): End-users interacting with the metaverse through

client software. They connect to MSPs to send inputs and receive the virtual

world state, which their client renders locally. They may also perform verifica-

tion checks on the received state information.

This architecture distributes the workload: the edge handles real-time sensing and

initial processing/validation, while MSPs manage the persistent virtual world state

and user interactions, with blockchain providing trust anchors at both levels.

3.3.2 Design Goals

Our integrated system aims to achieve the following key design goals for incorporating

DTs into the metaverse:

1. Real-time Projection: The system must be able to capture changes in the

physical world and reflect them in the corresponding DTs within the metaverse

with minimal delay. This requires low latency from sensing to rendering.

23



Chapter 3. Projecting from Physical to Virtual

Definition (Real-time Projection): Let P = {po1, ..., pon} be the set of physi-

cal objects and V be the virtual environment containing corresponding virtual

objects V O = {vo1, ..., von}. A projection function f : P ↓ T ↔ V maps a

physical object poi at time t to its virtual representation voi in V . The projec-

tion is real-time if the time $t required to update voi reflecting a change in poi

is less than a predefined threshold ω, i.e., $t < ω.

2. State Consistency (among MSPs): All honest MSPs must maintain an

identical view of the metaverse state, including the states of all DTs. Users

connecting to di”erent honest MSPs should perceive the same virtual world.

Definition (MSP State Consistency): Let M be the set of MSPs maintaining

the virtual state V O. The system ensures state consistency if: (a) For any two

honest MSPs m,m→
↑ M , their representation of any virtual object voi at a

logical time is identical. (b) If a malicious MSP m↑ provides an inconsistent

state, honest MUs can detect this inconsistency, potentially via cryptographic

proofs.

3. Digital Twin Trustworthiness (Correctness & Consistency): The DTs

within the metaverse must be faithful representations of their physical counter-

parts.

Definition (Trustworthy Digital Twin): A DT voi corresponding to poi is trust-

worthy if: (a) Correctness: Its attributes V Ai are generated based on actual

measured physical attributes PAi from the physical world P . (b)Consistency:

The state/attributes V Ai remain synchronized with the actual state/attributes

PAi of poi over time, such that V Ai ↗= PAi only with a negligible probability

ε, even in the presence of potential adversaries or system faults.

4. Scalability: The system should be able to handle a large number of physical

objects and users e!ciently, scaling resources as needed.

24



3.4. Edge AI for Real-time Digital Twin Generation and Projection

5. Privacy: Sensitive information gathered from the physical world should be

handled appropriately, minimizing exposure and protecting user privacy, po-

tentially through edge processing and anonymization.

Our proposed techniques, combining edge AI with blockchain mechanisms (MST and

PoC), are designed to collectively achieve these goals.

3.4 Edge AI for Real-time Digital Twin Genera-

tion and Projection

To meet the goals of real-time projection and scalability, we leverage edge computing

infrastructure equipped with AI models. This section details the techniques used for

e!cient DT generation and projection at the edge.

3.4.1 General Principle

The core idea is to perform the computationally intensive tasks of data acquisition,

preprocessing, and AI inference as close to the physical source as possible, using edge

devices. This minimizes the latency associated with transmitting large volumes of raw

sensor data (e.g., video streams) to a central cloud and allows for quicker updates to

the DT states. Furthermore, processing data locally enhances privacy, as sensitive

raw data may not need to leave the local edge environment.

3.4.2 Collaborative Edge Clustering (from PolyTwin)

Handling complex AI models (e.g., for simultaneous object detection, attribute recog-

nition, and action analysis) on resource-constrained single edge devices can still lead

to high latency. To address this, we employ collaborative edge clustering.
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Figure 3.5: Collaborative Edge Clustering: AI model workloads are split and dis-
tributed across multiple edge devices within a cluster (elc, ef , ea) to optimize infer-
ence e!ciency. Devices within the cluster can also cross-verify results via PoC before
finalizing the DT.

As shown in Figure 3.5, instead of running a monolithic AI model on one device, we:

1. Decouple AI Tasks: Break down the overall task into sub-tasks (e.g., location

detection, feature extraction, action recognition).

2. Deploy Sub-Models: Deploy specialized, potentially lighter-weight AI sub-

models for each sub-task onto di”erent edge devices within a geographically

co-located cluster (EC). For instance, elc handles location, ef handles features,

and ea handles actions.

3. Synchronize Inputs: Raw sensor data (e.g., video from camera cam) is

streamed simultaneously to relevant devices in the cluster.

4. Parallel Inference: Each device performs inference for its assigned sub-task

in parallel.

5. Aggregate Results: The outputs (e.g., location lc, features f , action a) are

collected and aggregated (e.g., by a designated device ê or through a shared

mechanism) to form the intermediate digital twin state voint = (lc, f, a) for the

physical object po.

This approach leverages the combined computational power of the cluster, reduces the

burden on individual devices, and enables parallel processing, leading to lower overall
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latency for DT attribute generation. The number and specialization of devices in a

cluster can be adapted based on application requirements and available hardware.

3.4.3 Optimized Task Scheduling (PolyHeuristic from Poly-

Verse)

Even with clustering, managing dynamic workloads (e.g., varying numbers of ob-

jects in a camera’s view) across heterogeneous edge devices requires intelligent task

scheduling. We adapt the PolyHeuristic algorithm, originally proposed in PolyVerse,

for this purpose.

Edge Network and Application Model

We model the edge network within or across clusters as a graph G = (V,E), where

V is the set of M edge devices and E represents network links. Each device i ↑ V

has computational capacity PSi and maximum available resources Ri
max. Let K be

the number of concurrent tasks (e.g., processing video streams or tracking objects).

Assume an application requires sequential dependent tasks, e.g., Task 1 (Detection)

with workload T k
d and resource requirement Rdet

req, followed by Task 2 (Attribute Recog-

nition) with workload T k
r , resource requirement Rrec

req, and inter-task data dependency

Dk
d,r. Let Tik be the data transmission latency from source k to device i, and Rij be

the data rate between devices i and j.

Problem Formulation

We aim to minimize the total completion time Lk for all tasks k, subject to resource

constraints. Let xik = 1 if task 1 for source k runs on device i, and yjk = 1 if task 2

for source k runs on device j.
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The total resource request on device i is:

Ri
req =

K∑

k=1

(xik ·R
det
req + yik ·R

rec
req) ↘ Ri

max (3.1)

The processing time Lk for task k involves data transmission, task execution, and

inter-device communication if tasks are split (i ↗= j):

Lk =
M∑

i=1

xik · Tik +
M∑

i=1

xik ·
T k
d

PSi
+

M∑

j=1

yjk ·
T k
r

PSj

+
M∑

i=1

M∑

j=1

xik · yjk ·
Dk

d,r

Ri,j
· ϑ(i≃ j)

(3.2)

where ϑ(x) = 0 if x = 0 and ϑ(x) = 1 if x ↗= 0. (Note: PolyVerse formula had ϑ(i≃j)

logic reversed, corrected here assuming ϑ = 0 for local transfer).

The objective is to minimize the average or total latency:

min
xik,yik

K∑

k=1

Lk (3.3)

Subject to:

Ri
req ↘ Ri

max, ⇐i ↑ V (3.4)

M∑

i=1

xik = 1, ⇐k ↑ {1, ..., K} (3.5)

M∑

j=1

yjk = 1, ⇐k ↑ {1, ..., K} (3.6)

xik, yjk ↑ {0, 1}, ⇐i, j ↑ V, k ↑ {1, ..., K} (3.7)
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PolyHeuristic Algorithm

This optimization problem is NP-hard. PolyHeuristic provides a greedy, two-stage

approach (Algorithm 1) based on:

• High workload first: Prioritize scheduling tasks with larger computational de-

mands to avoid them being delayed by resource scarcity later.

• Model Reuse / Task Placement: Consider placing dependent tasks (like at-

tribute recognition, which might not need frequent updates) strategically, po-

tentially reusing instances or placing them on devices that minimize data trans-

fer latency from the preceding task.

Algorithm 1 outlines the process. Stage 1 places the initial task (e.g., detection)

considering data transmission and execution time. Stage 2 places the dependent task

(e.g., attribute recognition) considering inter-device communication cost (if placed on

a di”erent device) and execution time, again subject to resource availability. The al-

gorithm can be extended to consider reusing already running model instances (e.g., for

attribute recognition) if resources are scarce, as mentioned in the original PolyVerse

description.

By combining collaborative clustering and optimized scheduling, our edge AI ap-

proach aims to generate DT attributes e!ciently and with low latency, addressing

the real-time and scalability requirements.
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Algorithm 1 PolyHeuristic Task Scheduling (Adapted from PolyVerse)

Input: Tasks (streams) K, Device capacities {PSi}, resources {Ri
avail}, Task work-

loads {T k
d , T

k
r }, Resource needs {R

det
req, R

rec
req}, Data dependencies {Dk

d,r}, Network
info {Tik, Rij}

Output: Task allocation policy xik (Task 1) and yjk (Task 2)
1: Create task priority list I (e.g., descending order of T k

d + T k
r )

2: Initialize xik = 0, yjk = 0 for all i, j, k. Ri
avail = Ri

max.
3: Stage 1: Schedule Task 1 (e.g., Detection)
4: for each task k in priority list I do
5: Find candidate devices Ck = {i | Ri

avail ⇒ Rdet
req}

6: if Ck ↗= ⇑ then

7: Calculate execution cost for each i ↑ Ck: costi = Tik +
Tk
d

PSi

8: Select device i↑ = argmini↓Ck
{costi}

9: Set xi→,k = 1
10: Update Ri→

avail = Ri→
avail ≃Rdet

req

11: else
12: ϖ Handle task rejection or queuing
13: end if
14: end for
15: Stage 2: Schedule Task 2 (e.g., Attribute Recognition)
16: for each task k in priority list I do
17: Let ik be the device where Task 1 for k is placed (xik,k = 1).
18: Find candidate devices C →

k = {j | Rj
avail ⇒ Rrec

req}

19: if C →
k ↗= ⇑ then

20: Calculate execution cost for each j ↑ C →
k: costj =

Dk
d,r

Rik,j
· ϑ(ik ≃ j) + Tk

r
PSj

21: Select device j↑ = argminj↓C↑
k
{costj}

22: Set yj→,k = 1
23: Update Rj→

avail = Rj→

avail ≃Rrec
req

24: else
25: ϖ Handle task rejection or queuing
26: end if
27: end for
28: return xik, yjk
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3.5 Blockchain-based State Management and Val-

idation

While edge AI provides e!ciency, ensuring consistency and trustworthiness requires

mechanisms that can operate in potentially adversarial environments. We employ

blockchain technology at two levels: ensuring consistency among MSPs (based on

PolyVerse) and validating the trustworthiness of DTs generated at the edge (based

on PolyTwin).

3.5.1 Threat Model

We assume a standard Byzantine Fault Tolerant (BFT) adversarial model:

• MSPs: A fraction (e.g., up to f < 1/3) of MSPs may be malicious. They can

deviate arbitrarily from protocols, attempting to corrupt state, cause inconsis-

tencies, censor updates, or deny service. Honest MSPs follow the protocol.

• Edge Devices: Similarly, a fraction of edge devices within a cluster (e.g., up

to f → < 1/3) could be compromised or malicious. They might try to generate

incorrect DT attributes or provide false validations.

• Network: The network may experience delays or temporary partitions, but

messages between honest parties are eventually delivered.

• Cryptography: Standard cryptographic primitives (hash functions, digital

signatures) are assumed to be secure (unbreakable by PPT adversaries).
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Figure 3.6: Metaverse State Tree (MST): State tuples (poi, voi, aux) are stored in
leaf nodes, indexed by a combination of mapping rule (MR) and state ID (sid).
Interior nodes aggregate hashes, culminating in a root digest. Red nodes indicate a
membership proof path for state indexi = 001.

3.5.2 MSP State Consistency via Blockchain andMST (Poly-

Verse)

To ensure all users see a consistent metaverse state, regardless of which honest MSP

they connect to, PolyVerse proposed a blockchain-based state management system.

Data Model and Metaverse State Tree (MST)

Metaverse state, including physical states (PO), corresponding virtual states (V O),

mapping rules (MR), and auxiliary data (aux like timestamps), needs to be managed

consistently. Storing full state directly on a blockchain is often infeasible due to

performance limitations.

PolyVerse introduced the Metaverse State Tree (MST), a Merkle Tree-like au-

thenticated data structure (ADS), to e!ciently manage and verify state (Figure 3.6).

• Leaf Nodes: Store the actual state tuple (poi, voi, aux) at a fixed depth D.

Each leaf has a unique index, typically formed by concatenating the mapping

rule identifier MR (representing a scene or context) and the object’s state ID

sid. The hash includes the index, depth, data, and a leaf flag Fleaf . Nleaf =
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Hash(indexi||D||(poi, voi, aux)||Fleaf )

• Empty Nodes: Represent unused index ranges, containing the MR prefix and

an empty flag Fempty. Nempty = Hash(MR||D||Fempty)

• Interior Nodes: Computed recursively by hashing the concatenation of their

two children’s hashes. Ninterior = Hash(child0||child1)

• Root Node: The top node, whose hash (the MST digest) represents an au-

thenticated summary of all states included in the tree.

MST enables: 1) E!cient state accumulation o”-chain. 2) Generation of compact

membership proofs (Merkle paths) for state verification. 3) Fast state retrieval using

the index structure.

State Update and Verification Operations

MSPs use the MST and a BFT blockchain (e.g., a consortium chain running PBFT

or PoA) to manage state:

State Update (by MSPs):

1. getPO(ECC) ↔ (sid, PO, aux): MSP receives physical state updates from

the edge.

2. calculateVO(PO, MR) ↔ VO: MSP computes the corresponding virtual state

based on mapping rules.

3. generateADS(PO, VO, aux) ↔ digest: MSP inserts the state tuple (PO, V O, aux)

into its local MST based on the calculated index, updating the tree and obtain-

ing a new root digest. This is done o”-chain.
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4. submitTX(state batch, digest) ↔ receipt: Periodically, or upon trigger,

the MSP submits a batch of recent state updates and the corresponding MST

digest to the blockchain network for consensus.

State Verification (by MUs):

1. getVO(MSP) ↔ VO: MU requests virtual object state from an MSP.

2. reqVerify(VO) ↔ (state tuple, digest, proof, receipt): MU requests

proof for the received state. The MSP provides the full state tuple, the MST

digest relevant to that state, the Merkle proof (authentication path in MST),

and optionally the blockchain receipt confirming the digest.

3. verifyVO(digest, proof) ↔ bool: MU locally verifies: (a) The state tuple

and proof reconstruct the provided digest. (b) The digest matches a digest

confirmed on the blockchain (using the receipt). This confirms the state was

included consistently by the MSP consensus.

Throughput Optimization (Lazy Trigger): To avoid blockchain bottlenecks,

MST digests are committed lazily. MSPs can serve state based on their local MST im-

mediately after generateADS. The submitTX is triggered only when a batch size/time

limit is reached, or when a verification request necessitates confirming a specific state

on-chain. This allows high throughput for state updates while still providing on-

demand, verifiable consistency via the blockchain anchor.

This mechanism ensures that all honest MSPs eventually converge to the same state

history, verifiable by users.

3.5.3 DT Trustworthiness Validation via PoC (PolyTwin)

While MST ensures MSPs agree on *some* state, it doesn’t guarantee that state accu-

rately reflects physical reality. PolyTwin’s Proof-of-Consistency (PoC) addresses this
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by validating the DT attributes *before* they are finalized and potentially submitted

to the MSP layer. PoC operates within the edge cluster.

Proof-of-Consistency (PoC) Mechanism

PoC leverages the redundancy inherent in the collaborative edge cluster (Section 3.4)

for cross-verification.

PoC Protocol (within Edge Cluster EC):

1. Initial Inference: As described in Sec 3.4, devices elc, ef , ea infer attributes

lc, f, a. A designated device ê aggregates these into voint = (lc, f, a).

2. Transaction Proposal: ê creates a proposed DT transaction txdt = {voint, ϑê}

containing the intermediate DT and its signature, and broadcasts it within EC.

3. Cross-Verification: Upon receiving txdt, other devices ej ↑ EC (j ↗= ê)

perform verification. They use their idle AI models (or re-run models) on the

same input data (raw) to infer attributes they didn’t initially compute. For

example, elc might run the feature and action models.

4. Voting: If ej’s independently inferred attributes are consistent (match within

a tolerance ϱ) with those in voint from txdt, ej generates a vote (e.g., a signature

on txdt). V otej = Signej(txdt) if ⇓infer(po, ej, raw)≃ voint⇓ ↘ ϱ

5. Consensus: Votes are collected (e.g., by ê or broadcast). If txdt receives votes

from a threshold number of devices (e.g., > 2/3 of |EC|), it is considered

validated by PoC.

6. Finalization: The validated txdt (now possibly including collected votes/signatures)

represents a trustworthy DT update. This validated update is then sent to the

MSPs for incorporation into the global state (potentially via the MST mecha-

nism).
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Algorithm 2 summarizes the DT generation and PoC validation flow.

PoC ensures that a DT update is only accepted if multiple independent inferences

within the edge cluster agree, significantly increasing confidence in its correctness and

consistency with the physical object, even if some edge devices are faulty or malicious

(up to the BFT threshold). This validated DT update can then be reliably used by

the MSP layer, managed via the MST and blockchain for global consistency.

By combining MST for MSP-level consistency and PoC for edge-level DT validation,

our framework provides end-to-end trust guarantees for incorporating digital twins

into the metaverse.

3.5.4 Latency Requirements in Digital Twin Synchronization

The e”ectiveness of digital twin integration in the metaverse fundamentally depends

on achieving stringent latency requirements that enable seamless synchronization be-

tween physical and virtual realms. In immersive metaverse applications, the human

perceptual system demands near-instantaneous feedback to maintain the illusion of

presence and prevent motion sickness or disorientation. Research in virtual reality

and human-computer interaction has established that end-to-end latency must remain

below 20 milliseconds for haptic feedback, under 50 milliseconds for visual updates to

feel instantaneous, and within 100-150 milliseconds for general interactive responsive-

ness [91]. These constraints become even more critical when digital twins represent

dynamic physical entities such as moving vehicles, human gestures, or rapidly chang-

ing environmental conditions, where temporal misalignment between physical state

changes and their virtual representations can lead to safety hazards or degraded user

experience.

The challenge of meeting these latency requirements is compounded by the distributed

nature of the digital twin ecosystem. The synchronization pipeline involves multiple

stages: sensor data acquisition at the edge (typically 1-5ms), AI model inference for
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Algorithm 2 Digital Twin Generation and PoC Validation (PolyTwin)

Input: Physical object po, Edge Cluster EC = {e1, ..., en}, Sensor data raw
Output: Trustworthy digital twin update txdt validated

1: procedure DTGen(po, EC, raw) ϖ Run by devices in EC
2: // Parallel inference by specialized devices (e.g., elc, ef , ea)
3: po.lc ⇔ inferLocation(po, elc, raw)
4: po.f ⇔ inferFeature(po, ef , raw)
5: po.a ⇔ inferAction(po, ea, raw)
6: voint ⇔ (po.lc, po.f, po.a)
7: Select proposer ê ↑ EC (e.g., randomly or round-robin)
8: txdt ⇔ {voint, ϑê}

9: Broadcast txdt within EC
10: return txdt

11: end procedure
12: procedure PoCValidate(txdt, EC, raw) ϖ Run by devices in EC
13: votes ⇔ {}

14: for each device ej ↑ EC do
15: if ej ↗= ê then ϖ Verifier node
16: Verify ϑê on txdt

17: Infer attributes using ej’s other models: vo→int = inferOther(po, ej, raw)
18: if vo→int ↖ txdt.voint then ϖ Check consistency within tolerance
19: votej ⇔ Signej(txdt)
20: Add votej to votes
21: Broadcast votej (optional, depends on consensus)
22: end if
23: end if
24: end for
25: if |votes| ⇒ ↙

2
3 |EC|∝ then ϖ Consensus threshold

26: txdt validated ⇔ txdt with collected votes
27: return txdt validated

28: else
29: return Failure or retry
30: end if
31: end procedure
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attribute extraction (10-50ms depending on model complexity), network transmission

between edge clusters and MSPs (5-30ms for local networks, potentially higher for

wide-area deployments), blockchain consensus for trustworthiness validation (rang-

ing from hundreds of milliseconds to seconds), and finally rendering updates in the

metaverse client (5-15ms). Our collaborative edge clustering approach specifically

addresses the inference bottleneck by parallelizing AI workloads across multiple de-

vices, while the lazy trigger mechanism in MST allows immediate state propagation

to users before blockchain confirmation, e”ectively decoupling the critical path of user

experience from the consensus latency.

Furthermore, di”erent categories of digital twin applications exhibit varying latency

sensitivities that must be considered in system design. Safety-critical applications

like autonomous vehicle simulation or industrial process monitoring require ultra-low

latency (sub-10ms) with minimal jitter to ensure reliable decision-making. Social

and collaborative applications, such as virtual meetings or shared workspaces, can

tolerate moderate latency (50-200ms) but demand consistency across all participants

to maintain coherent interactions. Entertainment and gaming applications prioritize

smooth, predictable updates over absolute minimal latency, often employing predic-

tion and interpolation techniques to mask network delays. Our framework’s flexible

architecture, combining real-time edge processing with eventual consistency guar-

antees through blockchain, enables application-specific optimization of this latency-

consistency trade-o”, allowing developers to tune system parameters based on their

specific use case requirements while maintaining the fundamental trustworthiness

properties essential for valuable digital twin interactions.

3.6 Implementation and Evaluation

To demonstrate the feasibility and evaluate the performance of the proposed frame-

work integrating concepts from PolyVerse and PolyTwin, we developed prototypes
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and conducted experimental evaluations.

3.6.1 Prototype Implementations

We implemented two main prototypes showcasing di”erent aspects of the framework:

PolyCampus: This prototype, drawing inspiration from both original papers, real-

izes a metaverse campus environment where real-world campus elements, primarily

pedestrians, are projected as digital twins in real-time.

• Functionality: Edge devices equipped with cameras capture video feeds near

campus locations. AI models (running collaboratively on edge clusters) detect

pedestrians, track their locations, and recognize attributes (gender, clothing,

etc.). These attributes update corresponding avatars (DTs) in a virtual campus

environment (e.g., hosted on a Minecraft server [2]).

• Technology Used: Edge devices (NVIDIA Jetson series), AI models (Mo-

bileNetV2 for detection, ResNet-50 for attributes, Kalman filter for tracking),

blockchain network (private Ethereum with PoA/PBFT for state consistency/validation),

virtual world platform (Minecraft).

• Goal Demonstration: Showcases real-time P2V projection, edge AI e!ciency

(PolyHeuristic scheduling), DT attribute generation, and potentially PoC vali-

dation for pedestrian attributes and MST for state management among simu-

lated MSPs. Figure 3.7 illustrates the concept.

PolyExchange: This prototype focuses on demonstrating trustworthy DTs for phys-

ical interactions with economic implications, specifically trading.

• Functionality: Edge devices with cameras monitor a physical space where

users might exchange goods. AI models (e.g., YOLOv8 for pose estimation) de-

tect specific actions indicative of a trade (e.g., handshake, item transfer). Upon
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Virtual World of PolyCampus with DTPhysical World Campus
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Features & Moving

Figure 3.7: PolyCampus Prototype: Real-world campus activities (pedestrian move-
ments and attributes) are captured by edge AI and projected as digital twins into a
virtual campus, enhancing immersion for metaverse users.

detecting a completed physical trade action, the system triggers a correspond-

ing transaction (e.g., transfer of a virtual good or token) between the users’

associated accounts on a blockchain, representing the DT of the trade.

• Technology Used: Edge devices (NVIDIA Jetson), AI models (YOLOv8 for

pose estimation, MLP for action classification), blockchain network (for record-

ing validated trades).

• Goal Demonstration: Showcases action recognition using edge AI, the con-

cept of bonded operations (physical action triggering virtual transaction), and

the use of PoC to validate the detected action before committing the virtual

transaction, ensuring consistency between physical and virtual events. Figure

3.8 illustrates the concept.

3.6.2 Experimental Setup

• Hardware: Experiments utilized a mix of edge devices including NVIDIA Jet-

son TX2 (256-core Pascal GPU, 8GB RAM), Jetson Xavier NX (384-core Volta

GPU, 8GB RAM), Jetson Orin NX (1024-core Ampere GPU, 16GB RAM), and

Jetson AGX Orin (1792-core Ampere GPU, 32GB RAM). A workstation (Intel

Core i9, 64GB RAM) hosted the metaverse server (Minecraft) and potentially
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Digital Twins of Trading in PolyExchangePhysical World Trading

PolyTwin

Trigger Simultaneous On-chain Transactions in the Virtual World 

Detected Trading
Activities

Figure 3.8: PolyExchange Prototype: Physical trading activities detected by edge AI
are mapped to validated blockchain transactions in the metaverse, enabling trustwor-
thy linkage between physical actions and virtual asset transfers.

blockchain nodes. Multiple cameras (e.g., 1920x1080 @ 25/30fps) provided in-

put feeds.

• Software: AI models were implemented using standard frameworks (e.g., Py-

Torch, TensorFlow). The blockchain network used Geth (Go Ethereum) client

in a private PoA configuration or a custom PBFT implementation for PoC.

Communication between components used standard networking protocols (e.g.,

TCP/IP, UDP).

• AI Models:

– Pedestrian Detection: MobileNetV2.

– Pedestrian Tracking: Kalman Filter based tracker.

– Attribute Recognition: ResNet-50 trained on Market-1501/DukeMTMC-

reID datasets [56].

– Pose Estimation / Action Recognition: YOLOv8 for pose, MLP classifier

for actions (e.g., trading gestures).
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3.6.3 Evaluation Results

Edge AI Performance and Scalability (PolyVerse & PolyTwin)

We evaluated the latency of the edge AI pipeline under varying conditions.

Latency vs. Workload: Figure 3.9(a) shows typical dynamic workloads (number of

pedestrians) from di”erent cameras in the PolyCampus setup. Figure 3.9(b) compares

the end-to-end latency (from camera capture to attribute availability) for di”erent

processing strategies: Server Only (SO - all processing on central server), Single

Edge (SE - each stream processed entirely on one edge device), and our collaborative

approach (PolyVerse/PolyHeuristic).

• Edge processing (SE, PolyVerse) significantly outperforms SO due to reduced

data transmission.

• PolyVerse (using PolyHeuristic scheduling and implicitly allowing collabora-

tion) maintains lower latency than SE, especially under high workloads, by

distributing tasks e”ectively.

Scalability with Devices: Figure 3.9(c) shows that as more edge devices are added

to the collaborative pool, the overall latency decreases for the PolyVerse approach,

demonstrating e”ective resource utilization and scalability.

Collaborative Inference Latency (PolyTwin): Figure 3.10 shows the latency

distribution for attribute inference on edge devices (Jetson Orin NX/AGX Orin).

The results indicate stable low-latency performance even with varying numbers of

pedestrians per frame, supporting the real-time goal. O#oading parts of the model

(like feature recognition) to other nodes in the cluster improved processing frame

rates by ′20% compared to running all tasks synchronously on one device.
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Figure 3.9: Edge AI Performance Evaluation (from PolyVerse): (a) Dynamic workload
(pedestrians) over time. (b) End-to-end latency comparison under dynamic workload.
(c) Latency reduction with increasing number of collaborative edge devices using
PolyVerse scheduling.

Accuracy of DT Generation (PolyTwin)

• Pedestrian Attributes (PolyCampus): Tests on 800 pedestrian instances

yielded a 96% detection rate. Among detected pedestrians, 85% were correctly

re-identified (maintaining consistent ID) within the camera view. Attribute

recognition accuracy depends heavily on the underlying model and training

data (specific accuracy percentages for attributes like gender, clothing were

likely detailed in the original PolyTwin paper but are summarized here).

• Action Recognition (PolyExchange): For recognizing trading hand ges-

tures in static scenes without occlusions, tests achieved a 93% success rate in

correctly identifying the action and triggering the corresponding virtual trans-

action.
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Figure 3.10: Edge AI Inference Latency Distribution (from PolyTwin): Shows rela-
tively stable low latency for pedestrian attribute inference across di”erent scenes and
pedestrian densities on Jetson Orin devices.

These results suggest the edge AI models are capable of generating DT attributes

and recognizing actions with reasonable accuracy for the prototype scenarios.

Blockchain Performance and Trustworthiness

MST Performance (PolyVerse): The MST operations (generateADS) are per-

formed o”-chain, primarily involving hash computations and tree updates, which are

very fast (sub-millisecond). The throughput is mainly limited by how often digests

are submitted to the blockchain (submitTX). The lazy trigger mechanism allows high

throughput for state updates while providing eventual consistency anchored by the

blockchain. Verification (verifyVO) involves reconstructing a Merkle path (logarith-

mic in the number of states) and potentially checking a blockchain receipt.

PoC E”ciency (PolyTwin): Figure 3.11 shows the latency distribution for dif-

ferent procedures in the PoC mechanism implemented with PBFT consensus among

edge devices.

• Voting: The cross-verification and voting step within the edge cluster has rel-
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atively low latency (median around 0.57s in the tests). This involves running

inference on idle models and cryptographic signing.

• Consensus/Finalization: Reaching consensus (PBFT) on the validated transac-

tion txdt validated among the edge nodes takes longer (median around 12 seconds

in the tests). This latency depends on the number of nodes in the cluster and

network conditions.

While the final PoC consensus adds latency compared to purely local processing,

it provides a strong guarantee of DT trustworthiness before the state propagates

further. The overall latency needs to be acceptable for the target application’s real-

time requirements.

Figure 3.11: Latency Distribution of Proof-of-Consistency (PoC) Procedures (from
PolyTwin): Shows latency for voting within the cluster and for achieving final PBFT
consensus on the validated DT transaction.

Security Analysis: The combined framework provides trustworthiness satisfying

the definitions in Section 3.3.2:

• Correctness: DTs are generated directly from physical sensor data using AI

models deployed on-site at the edge. The PoC mechanism further enhances

correctness by requiring consensus among multiple inferences before validation.
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• DT Consistency (PoC): PoC ensures that the generated DT state is consis-

tent with the consensus view of physical reality within the edge cluster, toler-

ating up to f → < 1/3 malicious edge devices. Maliciously generated inconsistent

DTs are unlikely to pass PoC validation.

• MSP State Consistency (MST + Blockchain): The use of MST and BFT

consensus among MSPs guarantees that all honest MSPs maintain a consistent

view of the (PoC-validated) DT states, tolerating up to f < 1/3 malicious

MSPs. Users can verify the consistency of the state they receive using MST

proofs and blockchain receipts.

The evaluation results indicate that the proposed framework, integrating edge AI

(with clustering and scheduling) and blockchain mechanisms (MST and PoC), o”ers

a viable path towards achieving real-time, scalable, consistent, and trustworthy digital

twins in the metaverse.

3.7 Conclusion and Future Discussion

This chapter addressed the critical challenge of integrating trustworthy Digital Twins

(DTs) into the metaverse to enhance immersion and enable novel interactions bridging

the physical and virtual worlds. We presented a comprehensive framework, synthe-

sizing the contributions of the PolyVerse and PolyTwin systems, that tackles the key

issues of real-time performance, scalability, state consistency, and DT trustworthiness.

Our core approach relies on a synergistic combination of edge computing and blockchain

technology. We utilize Edge AI clusters deployed in the physical environment to

perform low-latency data acquisition, processing, and AI-driven attribute extraction

for DT generation. Techniques like collaborative edge clustering and the Poly-

Heuristic task scheduling algorithm optimize resource utilization and minimize

latency on resource-constrained edge devices, ensuring real-time performance even
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under dynamic workloads.

To establish trust and consistency, we employ blockchain mechanisms at two levels.

First, the Metaverse State Tree (MST) combined with BFT consensus among

MSPs ensures that all service providers maintain a globally consistent view of the

metaverse state, preventing divergence caused by network issues or malicious actors.

Users can e!ciently verify the integrity of the state they receive. Second, the Proof-

of-Consistency (PoC) protocol, executed within edge clusters, provides strong

guarantees about the trustworthiness (correctness and consistency) of the DTs them-

selves by requiring cross-validation and consensus among multiple edge devices before

a DT update is finalized.

We demonstrated the practicality and e”ectiveness of our framework through the

development and evaluation of prototypes like PolyCampus (real-time pedestrian

projection) and PolyExchange (trustworthy mapping of physical trades to virtual

transactions). Experimental results confirmed the low-latency performance of edge AI

processing, the benefits of optimized scheduling, the feasibility of PoC validation, and

the overall system’s ability to provide consistent and trustworthy DT representations

under standard BFT assumptions.

Looking forward, the integration of trustworthy DTs holds immense potential for

enriching the metaverse. A primary direction is reducing the latency of object vali-

dation. While the Proof-of-Consistency (PoC) protocol provides strong guarantees,

our measurements show that the final Byzantine agreement step can add seconds of

delay to the critical path for committing updates. Future work will explore opti-

mistic validation modes that provisionally expose DT updates to users and MSPs,

with retroactive correction anchored by PoC; fast-path or hardware-assisted consensus

using TEEs/cryptographic acceleration; and hierarchical validation in which safety-

critical attributes receive full PoC while non-critical fields use lightweight checks.

Complementary techniques such as anomaly detectors to pre-filter evidently correct

updates, batching and pipelining of validations, and sharded edge clusters that vali-
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date in parallel can further compress end-to-end latency. These designs must carefully

balance responsiveness with security, providing tunable policies so applications can

choose the appropriate trust–latency trade-o”.

Another important avenue concerns coordination between digital twins. Many meta-

verse interactions are inherently multi-object (e.g., collision avoidance among pedes-

trians and vehicles, collaborative manipulation, or trades and contracts). Coordina-

tion introduces cross-DT dependencies and causal constraints that can amplify latency

and generate consistency anomalies if handled naively. We envision spatial–temporal

partitioning into coordination zones hosted at the edge, with local leaders responsible

for ordering causally related updates; prediction/intent sharing to mask communi-

cation delays; and conflict-free replicated data types or reservation-based protocols

to resolve concurrent actions. Extending MST with group-state commitments and

adapting PoC to validate joint events (multi-DT PoC) would provide verifiable guar-

antees for coordinated behaviors while keeping coordination latency bounded.

Beyond these, scaling trustworthy DTs at city or campus scale will require opera-

tional methods for deploying and managing large fleets of heterogeneous edge clus-

ters and sensors, as well as robust fusion of diverse modalities (e.g., LiDAR, audio,

thermal) for richer and more reliable representations. Trustworthy DTs also enable

advanced simulation and prediction in the metaverse, which calls for models that

leverage validated states while respecting privacy. Finally, interoperability remains

crucial: common schemas and verification formats for DT updates and proofs would

allow di”erent MSPs and platforms to exchange trustworthy information seamlessly.

In conclusion, by e”ectively combining edge intelligence with blockchain-based trust

mechanisms, the framework presented in this chapter o”ers a robust foundation for

realizing the vision of a deeply immersive and reliable metaverse seamlessly integrated

with the physical world through trustworthy digital twins.
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Eusuring Identity Uniqueness

4.1 Overview

The Metaverse is a virtual world that enables physical-world users to interact through

avatars, bridging the gap between virtuality and reality. In recent years, metaverse-

related concepts have gained significant attention and development from both aca-

demics and industry giants such as Meta and Apple [70]. Numerous metaverse

projects and products are now available on the market.

An important pillar for such a metaverse to successfully emerge after years of stag-

nation is the blockchain and cryptocurrency integration since 2018. Compared with

traditional metaverse platforms [73] [51], blockchain-based metaverse enables decen-

tralized ownership of digital assets and data, such as cryptocurrencies, non-fungible

tokens (NFTs), digital artworks, and digital estates, which often carry considerable

real-world value [28]. These features are extremely attractive to metaverse users;

therefore, almost all large metaverse platforms actively support blockchain-based dig-

ital assets, including Decentraland, Sandbox, and Somnium Space [36] [3].

Background. Metaverse identity management is the key mechanism to secure and
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support decentralized ownership in a blockchain-based metaverse. Typically, it em-

ploys blockchain wallets for users to receive and hold assets. When users wish to

transfer or trade their held assets, they sign transactions with their private keys and

submit these transactions to the blockchain network within the metaverse.

However, existing wallets are vulnerable to Sybil attack. Sybil attackers often generate

a multitude of Sybil wallets through bots and scripts to gain illegal benefits or disrupt

the operation of the metaverse. For instance, Token Airdrops (TAs) are currently a

popular promotional activity in the metaverse, typically involving the distribution of

free tokens (or NFTs) to engaged users. Due to the potential benefits, Sybil attackers

will attempt to create as many wallets as possible for the TA, eventually acquiring a

large portion of the tokens. According to statistics1, such Sybil attacks have caused

millions of pounds in financial losses to metaverse projects.

Motivations and Challenges. The Proof-of-Personhood (PoP) protocol attempts

to solve the Sybil problem by ensuring that a wallet is controlled by only one unique

human. Unfortunately, very few works discuss or present detailed and practical solu-

tions for PoP, either from academia or industry. Moreover, these solutions su”er from

an anti-Sybil trilemma: they either cannot provide strong security against generative

AI (such as general face-based authentication schemes), or they cannot e”ectively

distinguish new honest users from Sybil attackers (such as through social-graph anal-

ysis), or they must rely on highly specialized and expensive devices [58] [79] [63]

[89].

Our Solutions. In this paper, we propose the Eden protocol, an edge computing-

empowered Proof-of-Personhood protocol for anti-Sybil measures in the metaverse.

The Eden protocol aims to solve the anti-Sybil trilemma through a hybrid approach,

combining economic video-based human recognition with on-chain transactional ac-

tivity analysis. Eden confirms the unique binding between a user and a wallet address

from the perspectives of both the physical and virtual worlds.

1https://medium.com/holonym/Sybil-resistant-airdrops-023710717413
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Specifically, we develop Eden devices, customized edge computing boxes with cameras

to recognize users’ humanity through videos and on-device recognition models, and

deploy them in the physical world. Users who pass the recognition can claim their

unique wallet addresses. To further prevent generative AI-based Sybil attacks on Eden

devices (e.g., malicious users may generate videos to bypass recognition and create

multiple Sybil wallets), we analyze the recognized users’ transactional activity and use

a scorecard-based regression model to predict the probability that a wallet is Sybil.

Lastly, to make Eden decentralized and resilient to attackers who may compromise

Eden devices in the physical world, we integrate the aforementioned human recogni-

tion and transaction analysis procedures into a consensus, Proof-of-Trustworthiness

(PoT), which is run by multiple Eden devices. PoT continually accumulates person-

hood claims, summarizing them as a personhood score, and eventually provides a

quantitative measure of a user’s personhood.

Our Contributions. The contributions of this paper are summarized as follows:

• Eden Protocol. Eden represents an innovative Proof-of-Personhood protocol

that employs a hybrid approach, combining physical-world human recognition

with on-chain transactional analysis to a!rm the personhood of a given wallet

address, thereby significantly enhancing anti-Sybil measures. The Eden protocol

consists of three components:

– Eden Device. The Eden device is a customized edge computing de-

vice equipped with a camera, designed for e!cient identity recognition of

physical-world users while preserving user privacy by retaining all raw data

on the device. This device is considerably more cost-e”ective compared to

specialized devices by utilizing general hardware.

– Transactional Activity Analysis. Eden further analyzes the transac-

tional patterns of a user’s wallet once recognized by the Eden device and

calculates a probability score to identify Sybil wallets. This analysis en-
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sures that Eden is resilient to AI-based Sybil attacks.

– Proof-of-Trustworthiness. Eden integrates the aforementioned human

recognition and transactional activity analysis procedures into a decen-

tralized consensus, Proof-of-Trustworthiness (PoT). PoT assigns a reliable

personhood score to a given wallet address, ensuring that Eden maintains

consistency and robustness in determining user personhood, even when

some Eden devices are compromised by attacks.

• Prototype and Evaluation. We have developed a hardware prototype for the

Eden devices and deployed multiple devices in practice. We also integrate Eden

into our metaverse campus platform, demonstrating that the PoP protocol can

facilitate immersive interaction experiences in the metaverse. We also conduct

intensive experiments on Eden, measuring the recognition e!ciency of the Eden

device and the overall latency and accuracy of PoT. The results demonstrate

that Eden is viable in providing a practical PoP solution.

4.2 Background of Blockchain-based Metaverse

4.2.1 The Emergence

In recent years, particularly since 2018, numerous blockchain-based metaverse plat-

forms have been developed. Unlike traditional metaverse that mainly focus on provid-

ing high-quality 3D models and interactions through augmented reality (AR), virtual

reality (VR), and mixed reality (MR), blockchain-based metaverse platforms empha-

size decentralized ownership of digital assets, such as non-fungible tokens (NFTs),

tokens, and digital artworks [87]. Around these digital assets, many wonderful meta-

verse activities are organized, including token airdrops, NFT-based User Generated

Content (UGC) creation, and virtual land and estate trading. Essentially, these

activities o”er immersive experiences similar to reality and provide rich opportuni-
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ties for users with various purposes, thereby attracting them to join the metaverse.

For instance, many celebrations involving famous artists, singers, musicians, and even

professional traders and brokers actively participate in such metaverse activities, thus

forming a prosperous ecosystem.

4.2.2 Identity Management and Sybil Attacks

To own digital assets on a blockchain, metaverse users must generate a private key

and its corresponding public key. The public key is then encoded as wallet addresses,

serving as both the asset account and the identity of a metaverse user. Users can sign

transactions to transfer assets using their private key [82].

One major security concern regarding digital assets in the metaverse is the Sybil

Attack on wallets. For example, as illustrated in Fig. 4.1, during token airdrop ac-

tivities, organizers distribute a fixed amount of free tokens to each eligible wallet,

thereby gaining community attention and promotional e”ects. However, due to the

incentive motivation, malicious attackers may attempt to generate and control nu-

merous Sybil wallets via bots to illegally maximize their receipt of the airdrops. As

a result, such fraudulent behaviour significantly increases the costs of an airdrop and

diminishes the e”ects of community attention and promotion [31].

Beyond financial attacks, Sybil wallets can also be utilized in other attacks to severely

exploit other components’ security within blockchains, such as P2P networking, con-

sensus, data privacy, etc. [108] [44].

53



Chapter 4. Eusuring Identity Uniqueness

Token Airdrop Contracts in Metaverse

Normal Metaverse Users Sybil Metaverse User

Token 

Bot-generated WalletsWallet

Figure 4.1: Sybil attack on token airdrop activities.

4.3 Problem Definition

4.3.1 Proof-of-Personhood

Under blockchain-based metaverse context, a PoP protocol %pop aims to make only

one wallet address wu controlled by each unique person u, thus forming a unique

binding (wu, u) in blockchain BC, where

(wu, u) ⇔ %pop(u,BC), ||wu|| = 1

A PoP protocol %pop should simultaneously satisfy the following properties:

Definition 1 (Person-bound). A PoP protocol %pop is person-bound if and only if

it takes only a human u as input, instead of other objects.

Remark. Other objects, such as robots and generative AI models (like DeepFake),

may easily cheat a biometric-based PoP protocol, thus creating non-human identities

on a blockchain.

Definition 2 (Non-transferable). A PoP protocol %pop is non-transferable if any
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user u cannot transfer the wallet control right wu to another user u→, modifying the

binding (wu, u) to (wu, u→).

Remark. Using a hardware wallet or password-protected wallet as a PoP protocol is

not non-transferable as the device and passwords can be sold or lent to other users,

thus breaking the unique binding.

Definition 3 (Sybil-resistant). A PoP protocol %pop is Sybil-resistant if it resists

Sybil users. A Sybil user uSybil generates and keeps multiple key pairs {pk, sk}k,

deriving multiple blockchain wallet addresses WSybil = {w0, w1, w2, · · · , wk} in the

metaverse.

(WSybil, uSybil) ⇔ %Sybil(uSybil, BC), ||WSybil|| > 1

Remark. In practice, such Sybil attacks on blockchain can be implemented in multiple

ways, such as malicious bots/scripts that automatically generate multiple wallets for

one user.

4.4 Eden Protocol Specification

4.4.1 Human Recognition on Eden Device

The Eden device is an edge computing box with cameras, on which we deploy a video-

based on-device human recognition model to recognize and verify the users’ humanity,

as shown in Fig. 4.2.

Humanity Claim
Transaction Verify

Eden DeviceMetaverse User

Humanity Claim  

Geo-decentralized Eden Network

Transactional
Activity AnalysisOn-device 

Video Recognition

Wallet Address
Reach 

Consensus

User On-chain Records in Metaverse
Address Personhood Score

0xd35c... X
0x231f... Y
0xd35c... Z

Proof-of-Trustworthiness
Eden Device

Prototype

Figure 4.2: Eden device architecture.
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Specifically, a user u first visits a random Eden device e and scans a connection QR

code on e to establish a temporary communication channel ch with e to exchange

messages. Then the camera on e will detect and capture a video frame of u for model

inference. The model inside of e then extracts the attribute encoding attru of u locally

based on the video frame. Finally, e stores attru in the local database e, and sends

an initialization message mini

mini = (hash(attru), ts, lc, ϑe) (4.1)

where ts and lc are the timestamp and the geolocation of e when generating mini. ϑe

is the signature of e in (hash(attru), ts, lc).

After receiving mini and verifying ϑe, u generates a humanity claim transaction txc

txc = {idu = hash(attru), PKu, ts, lc, ϑe, ϑu} (4.2)

where PKu is the wallet address of u, and ϑu is the signature of u on (idu =

hash(attru), PKu, ts, lc). Then txc is sent back to e through channel ch, and txc

together with attru is broadcast to other Eden devices and wait for verification.

In summary, the above procedures establish an initial binding between a human and

a wallet through the humanity claim transaction txclaim.

4.4.2 Transactional Activity Analysis

Although the Eden device provides physical-world humanity verification, it is still

potentially vulnerable to generative AI-based Sybil users. For example, a Sybil user

may use DeepFake or other image-generating models to generate an arbitrary number

of fake faces, and claim the binding of multiple Sybil addresses to these faces.

To solve this problem, our idea is to find and introduce other metrics that are hard
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to be simulated by generative AI, thus detecting generative AI-based Sybil users.

Transactional activities of a wallet have this feature, which are token transfers and

smart contract calls on blockchains. Due to the real value of blockchain tokens, Sybil

users can hardly let Sybil wallets simulate transactions of normal wallets. This fact

makes the pattern of transactional activity a useful tool to detect Sybil wallets.

Sybil Patterns Normal users’ transactional activities usually have a regular pattern

in terms of balance, transaction quantity, transfer amount, and the relevant addresses.

In contrast, Sybil addresses may have relatively di”erent patterns. For example, many

Sybil wallets only have low balances and records since they are only used for receiving

airdrop tokens.

In the Eden Protocol, according to related works (such as money-laundering detec-

tion) and our observations, we pick four essential criteria to classify Sybil wallets and

normal wallets:

• Balance. The balance status of a wallet address, whose value can be measured

in a unified token like ETH or USDT.

• Flow amount. The total flow amount of a wallet address in a certain period.

• Number of transactions. The quantity of historical committed transactions of a

wallet address.

• Number of relative wallets. The quantity of unique wallets that a wallet has

interacted with, e.g., transfer tokens.

Transactional Activity Scoring. We conducted the transactional activity scoring

using a simulated dataset (Table 4.1), in which behaviours such as short-time holders,

inactive accounts, fixed asset transfer targets, and an account frequently transacting

with a specific group of users were modelled. These behaviors are considered indica-

tive of potential Sybil wallets. In the simulated dataset, we generated 0 to 50 di”erent
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transactions for each simulated user. We utilize the above Sybil patterns to score the

on-chain behaviors as shown in Equation 4.3 and use the probability output of the

model as the user’s transactional activity score.

Sta = P (Trustworthy Behaviour|Pu) =
1

1 + e↔wTPu
(4.3)

where w represents the weight vector, and Pu includes the Sybil patterns features of

user sample u.

The weightsw are trained using the logistic regression model on a data set with known

labels (trustworthy or untrustworthy), optimizing the following likelihood function:

L(w) =
n∏

i=1

P (label = yi|pi)
yi(1≃ P (label = yi|pi))

1↔yi (4.4)

where yi are the known user labels (0 or 1), and Pi are the patterns features for the

ith known user sample. Once the learning of the weights w is complete, they will be

synchronized across all Eden devices. In this paper, we employ a relatively simple lo-

gistic regression model; however, in a more general workflow, the first step will obtain

Sybil patterns features FSybil = {f1, f2, . . . , fn} = MFE(on-chain behaviours) where

MFE is a feature extraction model. Subsequently, the scoring model is employed to

evaluate the features of users Score = MLR(FSybil). Depending on specific require-

ments, the feature extraction and scoring models could be replaced by any model,

such as a GNN-based model to aggregate neighbor Address/User’s information.

4.4.3 Proof-of-Trustworthiness

Unlike centralized Proof-of-Personhood (PoP) protocols such as WorldCoin, which

rely on a single trusted entity to assess user personhood, the Eden protocol introduces

a decentralized consensus mechanism, Proof-of-Trustworthiness (PoT) to evaluate the

personhood of a wallet.
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(a) Humanity claim transaction (b) Generating personhood score

(c) Overall PoT process

Figure 4.3: Eden Protocol Latency Evaluation: (a) Latency of humanity claim trans-
action. (b) Latency of generating personhood score. (c) Overall latency of the Proof-
of-Trustworthiness (PoT) process.

The primary objective of PoT is to amalgamate the assessment outcomes from human

recognition and transactional activity analysis, ultimately yielding a personhood score

that indicates the likelihood of a wallet being non-Sybil.

This section describes the two stages of PoT. The first stage involves defining the

rules for voting on and finalizing a humanity claim transaction. The second stage

details the computation of the final personhood score for a finalized humanity claim

transaction, tailored to various user scenarios.

Voting and Consensus. Upon receiving a claim transaction txc from the Eden net-

work EN (consist of multiple Eden devices), each Eden device e employs a decision-

making procedure to ascertain whether txc constitutes a legitimate humanity claim

transaction. For each txc, each e checks if it satisfies the following conditions:

• Correctness. Both signatures ϑu and ϑe are correct.
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• Uniqueness. The binding (idu, PKu) within txc must be unique across the Eden

network, ensuring no other versions of bindings such as (id→u, PKu) or (idu, PK →
u)

exist within EN .

• Location Reasonable. The discrepancy in location lc and timestamp ts between

consecutive claim transactions txi
c and txi↔1

c is deemed unreasonable (e.g., two

claims are committed in 1 hour from the same u, but the claimed location

changes from the US to the EU, which is suspicious).

These three conditions are essential for confirming whether txc is a legitimate human-

ity claim transaction. If all of the above conditions are true, then each e attaches a

vote v for txc. Additionally, each e also calculates the transaction activity scores Sta

for the PKu.

Remark. Historical transaction records needed when calculating Sta can be sourced

from external blockchain oracles such as blockchain explorers.

Once the claim transaction txc garners more than two-thirds of the votes from the

Eden network EN , it is considered finalized within EN .

Calculating Personhood Score. At this stage, each finalized txc has enough votes

and Sta (ranging from 0 to 1). Despite these two results both implicitly representing

a wallet’s degree of personhood, summarizing them into a unified personhood score

will be a better choice for application’s reference.

Therefore, in the second stage, we mainly perform mathematical smoothing and ad-

justing on these two results to output a unified personhood score. Our target of

smoothing and adjusting is to ensure di”erent types of users gain di”erent levels of

di!culty in achieving a personhood score. Specifically, the personhood score calcula-

tion rule should satisfy:

• Sybil users who attempt to bind multiple keys receive the lowest scores (such

as zero), as their txc will not be finalized.
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• Generative AI-based Sybil users only obtain very limited scores, as their Sta are

relatively low.

• Regular users who consistently claim humanity through an Eden device and

maintain a high Sta will be quickly assigned a high personhood score.

• Proactive users who frequently claim humanity through an Eden device and

maintain a high Sta will be assigned a high personhood score, albeit not as

e!ciently as regular users. This design serves as the last defense to prevent ad-

vanced Sybil users who have successfully simulated regular users, by increasing

the di!culty of obtaining an extremely high personhood score.

The detailed calculation rule PScoreCal() for a wallet wu’s personhood score Sup is

defined as follows:

We first adjust the scale and distribution of Sta through an intermediary personhood

score S↑p, which is composed of 1 basic score for finalizing the txc, and a sigmoid

curved score of Sta.

S↑p =
1

1 + e↔(Sta↔ 1
2 )

+
1

2
(4.5)

The range of S↑
p is [12 ,

3
2 ] when Sta is [0,1]. Sta =

1
2 is the threshold for distinguishing

non-Sybil and Sybil wallets.

For each round of PoT, we define a set that includes all voted devices V = {e1, e2, . . . , ev}.

Then the personhood score of wu acquired in round r is

Sup[r] =
1

|V |

∑

e↓V

S↑
p (4.6)

Finally, we accumulate all the personhood scores from round 0 to round r (Sup[0], Sup[1], ..., Su
p [r]).

We leverage a modified Exponential Moving Average as follows:

Spu =
∞
1≃ ς · Spu[r ≃ 1] +

∞
ς · Su

p [r]. (4.7)
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Specifically, Su
p [0] = 0,ς = 0.2.

With a smoothing factor ς, this adjustment smooths the impact of each new score, it

assigns di”erent weights to the historical score Spu[r ≃ 1] and the claim score Spu[r]

for the current round r. The personhood score becomes less sensitive to disturbances

in the Spu[r] as the number of consensus rounds increases. In the initial rounds of

user claims, the personhood score increases rapidly, which motivates users to interact

with the Eden network (regular users); however, as the number of claims grows, the

rate of score increase slows down, preventing users from obtaining excessively high

scores through frequent interactions with the Eden network (proactive users).

For Sybil users, it is di!cult for them to gain a high personhood score in PoT. Specif-

ically, Sybil users who want to bind multiple keys to one user will not be accepted

by PoT, thus gaining zero personhood score. For generative AI-based Sybil users, as

they find it hard to maintain su!cient transaction activities, they only gain a lim-

ited personhood score from PoT. In summary, through PoT, the Eden network will

ultimately form a list of stable personhood scores. Such scores can be easily ranked

and provide an informative reference for applications.
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Algorithm 3 Proof-of-Trustworthiness (PoT)
Input: u ϖ User
Input: e ϖ An Eden device interacted with u
Input: PKe ϖ Eden device e’s public key
Input: EN ϖ Eden network with n nodes
Input: txc ϖ The humanity claim transaction
Output: PKu, Sp ϖ Personhood score of PKu

1: round ⇔ 0
2: procedure PoT(txc, Sta, EN)
3: for each e ↑ EN do
4: if signVerify(txc) then
5: if txc.PKu /↑ EN.tx then
6: txc.vote ⇔ txc.vote+ 1
7: else
8: if txc.PKu ↑ EN.tx and lcVerify(txc) then
9: txc.vote ⇔ txc.vote+ 1
10: end if
11: end if
12: end if
13: end for
14: end procedure
15: procedure finalizePoT(txc)
16: if txc.vote >

2·size(EN)
3 then

17: txc.Sp ⇔ calPScore(txc.Sta)
18: round ⇔ round+ 1
19: return txc.PKu, Sp

20: end if
21: return Sta

22: end procedure
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4.5 Prototype and Evaluation

4.5.1 Prototype Development

General Webcam
(Logic  C920)

Edge Computing
Box 

(Nvidia Jetson AGX) 

QR Code for
Connect Wallet 

Figure 4.4: Hardware specification of the prototype of Eden device.

Eden Device Prototype. We implement a prototype version of the Eden device.

As shown in Fig. 4.4, it consists of an edge computing box (Nvidia Jetson AGX,

1792-core NVIDIA Ampere architecture GPU with 32GB RAM), a general webcam

(Logitech C920, 1080p), and a QR code as the interfaces to connect the user’s wallet

and the Eden device.

Face Recognition. For devices such as the Eden device, which essentially qualify

as edge devices, we prioritize the selection of models that are simple, reliable, and

lightweight. The Dlib[46] and face recognition[4] deep learning toolkit’s face recog-

nition module, which is implemented based on the Histogram of Oriented Gradients

(HOG) and Convolutional Neural Network (CNN) methods, was utilized on Eden

devices to recognize and generate face encoding. To enhance the model’s resistance

to fraud, we employed a straightforward liveness detection logic. Only users who pass

this liveness test will proceed to facial feature encoding and further steps within the

Eden network. The logic includes blinking, mouth opening, nodding, and shaking

the head, where passing any two of these conditions allows progression to subsequent

steps. In future work, we will also employ specific anti-spoofing deep learning models

for identification.
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Table 4.1: Sybil wallet dataset

Type Description Amount

Unused Address Have no balance and no transactions on-chain 10

Human-like Address Have a certain balance and be active on-chain 50

Bot-like Address

Send tokens to fixed addresses frequently 15

Token holding time is short 25

Send fixed tokens frequently like a script 10

Total 110

Proof-of-Trustworthiness. We deploy a layer-2 blockchain network (Polygon zkEVM)

on the Eden network to implement the PoT consensus. L2 blockchain networks are

usually more e!cient than general blockchain networks since they use a sequencer to

boost consensus and do not have heavy workloads. We implement the PoT in this

L2 blockchain in the form of voting smart contracts, which can equally simulate the

consensus and reduce development burdens. We set up eight Eden devices to join

this network to verify and generate the final personhood score.

1. Scan QR codes to 
 connect wallet 

2. Edge computing-based  
humanity recognition 

Figure 4.5: Interaction with Eden devices. This procedure ensures a wallet is actu-
ally controlled by a human. All the sensitive data are processed on-device without
uploading to a centralized party.

4.5.2 Latency Measurement

The latency of the Eden protocol mainly a”ects the user experience when claiming

their humanity, as they may need to stay with the Eden device in the physical world

for a while and wait for the update of the personhood score, as shown in Fig. 4.5.
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To measure the latency, we conduct 100 humanity claims and input these addresses

into the Eden protocol to evaluate the latency. As shown in Fig. 4.3, results indicate

that humanity claims usually take around 1.5 seconds to recognize the user and

broadcast the humanity claim transaction to the Eden network. For the personhood

score generation in PoT, the consensus confirmation time takes about 1 second with

eight Eden devices. These results initially prove that using the Eden device is feasible

and practical to be deployed in the physical world, providing users with e!cient claim

procedures.

4.5.3 Security Analysis

The security of the Eden protocol lies in its Sybil wallet detection and classification

ability. To evaluate such ability in practice, we construct a Sybil wallet dataset based

on the Sybil pattern in section 4.4.2. This dataset has 100 wallet addresses which are

labelled as three types, as shown in Table 4.1. We jointly input these addresses with

humanity claims on the Eden device to simulate di”erent users like regular users and

Sybil users.

As shown in Fig. 4.6(a) and Fig. 4.6(b), our regression model presents an initial

Sybil detection ability based on purely transaction analysis. Most Sybil wallets are

successfully assigned with a low transaction analysis score Sta < 0.5.

We further record the accumulation of di”erent users’ personhood scores Sp. As

shown in Fig. 4.6(c), black dots represent a Sybil user keeping trying to claim multiple

wallets for one person. However, this Sybil user is unable to make the illegal humanity

claim accepted by PoT, thus the personhood score remains zero (highly suspicious

Sybil wallet). Red dots represent one of the generative AI-based Sybil user’s wallets.

The Sybil user successfully bypasses the humanity claim by generating multiple fake

videos and thus has multiple wallets. However, this wallet can still be detected

according to its untrustworthy transaction behaviours, it only gains a relatively low
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(a) Confusion matrix (b) Sta distribution

(c) Personhood score accumula-
tion

Figure 4.6: Security analysis of Eden Protocol: (a) Confusion matrix of the regression
model for detecting Sybil wallets by transaction records. (b) Sta distribution of our
Sybil wallet dataset where lower values indicate higher likelihood of being a Sybil
wallet. (c) Personhood score Sp accumulation of di”erent wallet types after multiple
rounds of PoT consensus.

personhood score. Blue dots represent a regular user’s wallet, which successfully

claims its identity on Edge devices and maintains good transaction records, thus

gaining the highest personhood records.

4.6 Conclusion

This paper presents the Eden protocol, a novel Proof-of-Personhood protocol for

anti-Sybil in the metaverse. The protocol employs edge computing and transaction

analysis techniques to detect Sybil users e”ectively. We have developed initial version

prototypes and conducted essential experiments to demonstrate the feasibility and

practicability of the Eden protocol.

In the future, we envision that the Eden protocol will become a promising technical
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routine for solving the Proof-of-Personhood problem between the virtual and physical

worlds, thus ensuring the metaverse ecosystem secure and prestigious.
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Chapter 5

Enabling Asset Interoperability

5.1 Background

Blockchain is a decentralized ledger technology that uses cryptographic techniques

and consensus mechanisms to achieve Byzantine Fault Tolerance (BFT), enabling de-

centralized trust and secure data sharing. Leveraging the philosophy of blockchain,

the next generation of the web, known as Web 3.0, is being built. In recent years, a

wide range of Web 3.0 applications are emerging, including cryptocurrencies, which

revolutionize digital money, Decentralized Finance (DeFi) protocols that disrupt tra-

ditional financial systems, immersive virtual environments in the Metaverse, and var-

ious Decentralized Applications (DApps) [47, 52].

The Problem. With the rapid development of Web 3.0, on-chain data and assets are

increasingly being distributed across multiple blockchains. According to statistics,

there are already over 1,000 public blockchains in the market, hosting more than

10,000 types of on-chain assets [93]. This extensive distribution creates a critical

need for blockchain interoperability protocols, which enable the retrieval and transfer

of on-chain data and assets between source and destination chains through cross-chain

transactions [75, 90]. With interoperability, conventional DApps could leverage data
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and assets from multiple chains simultaneously, thereby supporting a wider range

of applications. For example, cross-chain DeFi services can increase liquidity and

o”er diversified financial services by depositing and exchanging assets from di”erent

chains, such as cryptocurrencies, Non-Fungible Tokens (NFTs), and Real-world Assets

(RWAs)[94]. Likewise, an interoperable Metaverse platform could enable users to

access various virtual worlds, thus enriching their experiences [54].

However, there are three major technical challenges when making chains interopera-

ble: trust requirement, expensive verification, and chain heterogeneity.

Trust Requirement. When processing cross-chain transactions, the interoperability

protocol must maintain the same level of BFT security as typical public blockchains to

avoid compromising overall security. This implies that the protocol should be decen-

tralized and trustless. However, achieving this level of security is challenging, as the

protocol must handle complex tasks such as cross-chain transaction retrieval, process-

ing, and verification, while maintaining consistency and liveness. As a result, many

solutions are centralized or semi-centralized, such as notary schemes and committee-

based protocols [66, 80]. These are widely used by cryptocurrency exchanges but are

vulnerable to internal corruption and attacks due to their reliance on trust. For ex-

ample, one of the largest multi-party computation (MPC)-based cross-chain bridges,

Multichain, was severely exploited due to allegedly compromised secret keys, leading

to a financial loss of over 120 million USD [85, 84, 107].

Expensive Verification. As di”erent blockchains do not trust each other, they must

verify incoming cross-chain transactions to ensure they are valid and confirmed on the

source chains. However, this verification process is expensive and ine!cient, partic-

ularly when it is performed on-chain, as it involves numerous complex cryptographic

operations and the storage of block headers. For example, verifying an Ethereum

Virtual Machine (EVM)-compatible transaction through an on-chain Light Client

(LC) consumes approximately 18 million gas, which is equivalent to about 60 USD

on Ethereum at the time of writing [50]. Such high cost is mainly due to the storage
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of public keys and the signature verification process. Although cutting-edge solutions

aim to reduce on-chain cost by zk-SNARKs, they still require significant o”-chain

computational resources for proof generation [50, 99, 95].

Chain Heterogeneity. Connecting heterogeneous chains via interoperability pro-

tocols presents additional challenges. Heterogeneous chains di”er in their underly-

ing components, such as smart contract engines, supported cryptographic primitives,

parameters, and transaction formats. As a result, they cannot directly verify and

confirm transactions from one another. For instance, an EVM chain like Ethereum

cannot directly verify transactions from Solana because the EVM lacks support for

the multi-signature scheme used in Solana transactions. Therefore, existing solutions

either only support specific chain types [96, 48], or require significant modifications

on the underlying components of chains to achieve compatibility [59], which are both

not feasible for in-production public chains. LC-based bridges may su”er less from

compatibility issues, but still need to redundantlh deploy LC contracts on each chain

[50, 104, 99], as shown in Figure 5.1. This approach incurs quadratic complexity

O(N2) when extending to additional chains, thus posing huge gas consumption and

development burdens.

Our Approach. In this paper, we introduce MAP, a scalable and trustless blockchain

interoperability protocol. At a high level, MAP aims to minimize the computational

cost when scaling to new chains while maintaining decentralized security, without

any underlying modifications on chains. Specifically, MAP employs a novel relay chain

architecture as the intermediary to relay cross-chain transactions from source chains

to destination chains. This architecture eliminates the need of deploying pairwise

chain-to-chain light clients. Moreover, to reduce both the on-chain and o”-chain cost

when verifying transactions, we propose an optimized zk-based light client scheme,

hybrid light client, which adaptively decouples the signature verification workloads

[16] according to their diverse performance in on-chain smart contracts and o”-chain

circuits.
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Chain A

Chain C

Light clients of Chain B & C

Chain B

Light clients of Chain A & C

Light clients of Chain A & B

Connected chains Number
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/ Off-chain Costs 

Tx

TxTx
TxTx
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Figure 5.1: The redundant number of on-chain light clients in LC-based solutions. To
connect three chains A, B, and C, LC-based protocols must deploy the chain-to-chain
LCs of chains B and C on chain A to allow chain A to verify transactions from those
chains (and same for chains B and C), resulting in total 3→2 = 6 (O(N2)) LCs needed
and posing heavy on-chain or o”-chain workloads

Contributions. In summary, MAP makes the following technical contributions:

• MAP introduces a unified relay chain to facilitate cross-chain transactions be-

tween heterogeneous chains, achieving decentralized security while reducing the

required number of on-chain LCs from O(N2) to O(N). Furthermore, the relay

chain renders MAP chain-agnostic. When extending to new chains, only corre-

sponding on-chain light clients are required to deploy.

• We develop a hybrid light client scheme based on zk-SNARKs that reduces both

the on-chain and o”-chain cost of verifying cross-chain transactions. We adap-

tively decouple the verification workloads of BLS signatures and proof genera-

tion based their performance in on-chain smart contracts and o”-chain circuits.

This scheme achieves a reduction in on-chain cost by 35% and o”-chain cost by

25% compared to the existing state-of-the-art works.

• We evaluate the performance and security of MAP. Specifically, for performance,
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we are the first to perform large-scale measurements on existing interoperability

protocols. For security, besides the cross-chain liveness and consistency proof,

we identify and discuss a new security issue named inter-chain security degra-

dation between interoperable chains.

• We deployed MAP on six public chains and support over 50 cross-chain appli-

cations, relaying over 200K real-world cross-chain transactions, worth over 640

million USD. Base on such practical experiences, we construct the first cross-

chain dataset, BlockMAP, containing over 150k cross-chain transactions across

six chains. We also open-sourced all the codes of MAP, accompanied by detailed

documentations.

5.2 System Model and Goals

Interoperability Model. In MAP, we consider the most general interoperability

model that exists in most cross-chain applications. Within this model, there are typ-

ically two types of chains to communicate with each other: the source chain SC and

the destination chain DC. SC is the initiating entity, which first receives and confirms

cross-chain transactions ctx from users and DApps. Then, a blockchain interoperabil-

ity protocol is deployed between SC and DC, responsible for transmitting ctx from

SC to DC. Di”erent from interoperability in traditional databases or networking pro-

tocols, blockchain interoperability especially focuses on ensuring the verifiability and

trustworthiness of ctx because of the trustless nature of blockchains.

Transaction Model. Interoperability between blockchains is implemented in the

form of cross-chain transactions ctx in MAP. A ctx is a blockchain transaction from

SC to DC containing the message or asset to be transferred. Formally it is defined

as ctx = {DC, payload}. The DC field is the chain id of DC, which identifies the

destination of ctx. payload field represents the types of ctx. When a ctx is an asset
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transaction, its payload contains the specific asset type, the amount, and the asset

operation instructions; when a ctx is a message transaction, its payload contains the

smart contract calls. In MAP, di”erent types of ctx are handled in the identical way.

Design Goals. MAP has the following design goals:

1. Trustless. Maintaining the same level of BFT security as typical public blockchains.

2. Scalability. Gas-e!cient and computationally e!cient when processing cross-

chain transactions and scaling to new chains.

3. Chain-agnostic. When extending to new chains, no underlying modifications

needed except deploying new smart contracts.

5.3 MAP Protocol

5.3.1 Overview

As shown in Figure 5.2, there are two pipelined phases of cross-chain relay in MAP:

(Phase 1. SC - RC relay). First, cross-chain transactions ctx are firstly committed by

users or DApps and confirmed on the source chain SC (✁). Then, an o”-chain server

prover will proactively monitor this confirmation event and retrieve the ctx with its

associated proofs issued by SC, such as headers and Merkle proofs (✂). Then the ctx

and its proofs are sent to the unified relay chain RC by prover for generating proofs

(✃).

The unified relay chain RC is an intermediary blockchain that processes cross-chain

transactions between source and destination chains in a unified manner. More specifi-

cally, RC integrates multiple hybrid on-chain LCs of each SC (our zk-SNARKs-based

optimized version of LCs, details in §5.3.4), which receive ctxs from prover and verify
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Figure 5.2: Overview of MAP: We introduce a unified relay chain architecture to
facilitate cross-chain communications, which continually retrieves and verifies cross-
chain transactions from source blockchains. Transactions are verified by hybrid light
clients, which are implemented by smart contracts and o”-chain provers.

whether they are legal and already confirmed on SC (✄). After the verification, the

ctxs are temporarily confirmed and appended to RC.

(Phase 2. RC - DC relay). Similar with phase 1, there is another o”-chain server

prover retrieving ctxs from RC (☎). prover generates the proofs of ctxs for verifica-

tion on the destination chain DC (✆). On each DC, an identical hybrid on-chain LC

of RC is deployed, which verifies whether ctxs confirmed on RC.

Recalling the overall procedures, the ctxs initially committed to SC are eventually

confirmed on DC, thus finalizing the entire cross-chain transaction relay (✇).

Note that there could be multiple SC and DC pairs in MAP, and the relay process is

executed in the same way for each pair. Besides, SC and DC are relative, and they

could be reversed during relay processes.

5.3.2 Unified Relay Chain

Insights. To address the challenges of trust and heterogeneity, we present two key

insights for designing the architecture of blockchain interoperability protocols: (1)

Only a BFT system can maintain the same security level with connected blockchains,

thus avoiding degradation of overall security. Therefore, the overall architecture must
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be BFT-secure, such as a blockchain. (2) For decentralized protocols such as (ZK)LC-

based bridges, the number of LCs on each chain is actually overlapping and redundant.

That is, each chain only considers how to verify other chains from its own perspective

(i.e., deploying other chains’ LCs linearly), ignoring that the same type of LC can be

deployed multiple times from a global perspective. For example, as shown in Figure

5.1, each type of LC is actually deployed twice. Therefore, if a new entity is able

to verify transactions regardless of whether they come from di”erent heterogeneous

chains, the heterogeneity challenge could be resolved.

Architecture. To consolidate the above insights, we introduce the relay chain RC

as the cross-chain intermediary in MAP. First, RC is also a blockchain that primarily

responsible for receiving transactions from the source chain, verifying them, and for-

warding verified transactions to the destination chain. This relay chain fundamentally

ensures that MAP maintains decentralized security and trustworthiness.

Moreover, to address the challenge of chain heterogeneity, we adopt a unified pro-

cessing strategy that enables RC to e!ciently verify ctx from di”erent heterogeneous

chains, thus minimizing the number of LCs on SC and DC. Specifically, MAP uses

the on-chain LCs for cross-chain transaction verification. However, unlike existing

LC-based bridges that require each of the LCs to be deployed on every other chain,

we instead integrate the LCs of di”erent chains into a single RC. Consequently, all

on-chain LCs %sc
hlc = ∈%sc1

hlc ,%
sc2
hlc , . . . ,%

sci
hlc∋ are built on RC (the internal process of

%sc
hlc will be introduced in §5.3.4).

Cross-Chain Relay. The general process of relaying ctx from source chain SCi to

DC works as follows. As shown in the Algorithm 4, there are two pipelined phases.

First, for the SCi≃RC phase, after ctx is committed and confirmed on SCi, it will emit

a confirmation event by outputting the block header bhsci with the Merkle tree root

rscimkl (line 2). Then a prover between SCi and RC will monitor this confirmation event

and proactively retrieve the ctx and generate the proofs ∈ctx, bhsci , φsci
mkl, φ

sci
zk ∋ (line 4-
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Algorithm 4 Unified Relay Chain in MAP

Input: A cross-chain transaction ctx from SCi to DC
Output: Updated DC by ctx
1: procedure SourceChain(ctx)
2: (bhsci , rscimkl) ⇔ confirm(ctx, SCi) ϖ ctx is firstly committed and confirmed on

SCi

3: for prover between SCi and RC do
4: retrieves (bhsci , rscimkl) emitted by ctx from SCi

5: φsci
mkl, φ

sci
zk ⇔ genProof(bhsci , rscimkl, ctx)

6: return transmit(ctx, bhsci , φsci
mkl, φ

sci
zk ,RC)

7: end for
8: end procedure
9: procedure RelayChain(ctx, bhsci , φsci

mkl, φ
sci
zk )

10: if %sci
hlc(ctx, bh

sci , φsci
mkl, φ

sci
zk ) = True then

11: (bhrc, rrcmkl) ⇔ confirm(ctx,RC) ϖ ctx is verified and confirmed on RC
12: for prover between RC and DC do
13: retrieves (bhrc, rrcmkl) emitted by ctx from RC
14: φrc

mkl, φ
rc
zk ⇔ genProof(bhrc, rrcmkl, ctx)

15: return transmit(ĉtx, bhrc, φrc
mkl, φ

rc
zk,DC)

16: end for
17: end if
18: end procedure
19: procedure DestinationChain(ĉtx, bhrc, φrc

mkl, φ
rc
zk)

20: if %rc
hlc(ĉtx, bh

rc, φrc
mkl, φ

rc
zk) = True then

21: (bhdc, rdcmkl) ⇔ confirm(ĉtx,DC) ϖ ctx is verified on DC
22: return DC
23: end if
24: end procedure
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5) from SCi and transmit them to RC (line 6). Then RC verifies these transactions

against the corresponding %sci
hlc of SCi built on RC. After verification, the ctx are

confirmed on RC as intermediary cross-chain transactions ĉtx.

Then, in the second RC≃DC phase, ĉtx will also emit a confirmation event to RC by

outputting the block header bhrc with the Merkle tree root rrcmkl (line 9). Then a prover

between RC and DC will get the ĉtx and generate its proofs ∈ĉtx, bhrc, φrc
mkl, φ

rc
zk∋ (line

11-12). These proofs are transmitted to DC for further verification (line 13). The key

di”erence here is that only one identical type of %rc
hlc needs to be deployed on each

DC (line 15) to verify ĉtx. This is because all ĉtx are now from RC, even though they

were originally from di”erent SCi. After passing the verification of %rc
hlc, the ĉtx are

confirmed on DC as the finalized cross-chain transactions ctx.

Consensus. To ensure the decentralized security of the relay process on RC, we

make RC run a BFT consensus (e.g., a Proo-of-Stake(PoS) BFT consensus like IBFT

[64]). Generally, it enforces honest nodes with economic incentives, while punishing

malicious behavior by slashing staked tokens. Validators will be motivated to par-

ticipate and behave honestly because of token rewards from staking and processing

cross-chain transactions.

5.3.3 Usage and Purpose of Zero-Knowledge Proofs

Zero-knowledge proofs (ZKPs) are central to achieving trustless and scalable interop-

erability in MAP. In cross-chain settings, destination chains cannot natively execute the

verification logic of foreign chains due to heterogeneous cryptographic primitives and

execution environments. Reimplementing full verification on-chain is prohibitively

expensive because it requires elliptic-curve operations and persistent storage of val-

idator sets. ZKPs provide a succinct attestation that a complex verification procedure

was executed correctly o”-chain, allowing any chain to check only a small proof on-

chain. This maintains decentralization (no trusted relayers), bounds on-chain verifi-
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cation cost, and mitigates data exposure by avoiding the need to publish all low-level

intermediate values. In short, ZKPs enable verifiable computation for cross-chain

validation while preserving the security level of Byzantine fault tolerant blockchains

[35, 99, 88].

Within MAP, ZKPs are used to prove the correctness of light-client logic without

executing all details on-chain. O”-chain provers generate zk-SNARKs that attest to

two kinds of statements: (i) validator-set transition and aggregate-signature validity

when headers indicate an epoch change (the Update logic), and (ii) su!cient validator

votes for a block that contains a given receipt root together with the membership of

the target receipt (the core of Verify). On-chain, the relay chain and destination

chains verify only the succinct proofs via verifier contracts, incurring near-constant gas

regardless of the size of validator sets or signature batches. Combined with our hybrid

design that keeps hash-heavy steps outside circuits and proves arithmetic-heavy steps

inside, ZKPs substantially reduce both on-chain gas and o”-chain proving cost while

preserving soundness and completeness guarantees.

ZKPs also improve portability across heterogeneous chains: a single verifier for a cho-

sen proving system (e.g., Groth16) can accept proofs of correctness for diverse source-

chain rules, avoiding bespoke cryptographic support on every destination chain. This

abstraction simplifies interoperability, enabling MAP to validate transactions originat-

ing from multiple ecosystems through uniform, succinct verification.

5.3.4 Hybrid Light Client

Although introducing the relay chain can e”ectively reduce the required number of

on-chain LCs through unified processing, the heavy on-chain LC verification workload

remains a bottleneck [104, 99].

On-chain Verification. To explore potential optimization spaces, we analyze the

cost of each procedure in normal EVM-PoS light clients. After a transaction tx is

79



Chapter 5. Enabling Asset Interoperability

Hash-to-Base Base-to-G1

Merkle Proof
Verification

Off-Chain zk-Prover

ZK Proof 
Verification

Pairing Check

Aggregation
Key Generation

On-Chain Lightweight Client

Validator 
Commitment

Weight CheckBlock Header #i

Block Content #i

Block #i

On-Chain Light Client 
(Implemented by Smart Contracts) 

Block Header #i

Aggregate Signature
Verification 

Merkle Proof
Verification

On-Chain Light Client 
(Implemented by Smart Contracts) 

Validator 
Information Set

Weight Check

Block Content #i

Block #i

Figure 5.3: Our hybrid light client overperforms conventional light clients by adoptive
o#oading. We move the on-chain verification workloads to o”-chain provers through
zk-SNARKs. Meanwhile, we keep the hash operations on-chain to minimize the
circuits size and proof generation time.

committed and finalized by consensus, a block B and its header bh will be produced

and appended on chain [29]. To prove that such tx is included in B, the following

major content needs to be inputted to normal light client %lc:

• a receipt message m emitted by tx inside B.

• a Merkle proof φmkl for m extracted from B, which is usually provided by full

nodes.

• a header bh = ({pk, w}n, ϑagg, bitmap, rmkl) that consists of:

– an epoch number e.

– a current validator information set vse = {pk, w}ne that contains n validator

public keys and corresponding voting weights corresponding to e. When

consensus entering a new epoch, a new validator information set will be

updated.

– an aggregate signature ϑagg from validators signing B.

– a mapping value bitmap that indicates which validator actually signed B.

– a root hash of receipt trie rmkl that is computed from m.

• other auxiliary information such as timestamp and epoch size E
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With above input content, the normal%lc is defined as three algorithms (Setup, Update, Verify),

as shown in Figure 5.3 (left):

- vsg ⇔Setup(para): given system parameters, para, initialize %lc in terms of

the epoch size, E, the vote threshold, T , and the initial validator information,

{pk, w}ng . Then output a validator set, vsg = {pk, w}ng , that indicates the

current validator set stored in %lc.

- vse+1 ⇔Update(e, vse, bh): given a header bh with an epoch change, verify the

aggregate signature ϑagg inside bh and update the current validator set vse to a

new validator set vse+1 = {pk, w}ne+1.

- {0, 1} ⇔Verify(vse,m, bh, φmkl): given a message, m, emitted from tx and its

header, bh, check whether tx is successfully included in B through its aggregate

signature ϑagg, vote weights, and its Merkle proof φmkl. Output {0, 1} as the

result. The incremental increase in the epoch number, e, is also verified during

the signature verification.

E”ciency Optimization Space. Computation and storage are the main over-

heads when triggering Update and Verify. For computation, aggregate signature

verification is frequently performed, which is essentially operations on elliptic curves,

including hashing (i.e., the Hash-to-Curve algorithm), equation evaluations, and pair-

ing checks[19, 13, 34]. These operations are ine!cient in EVM due to their relatively

high complexity when calculating underlying fields via curve equations. For instance,

currently verifying one EVM cross-chain transaction with full BLS signatures can cost

up to 1↓106 gas[104] (approximately 30 USD on ETH). For storage, %lc needs to store

vse = {pk, w}ne persistently and frequently read them. Since most of PoS blockchains

have more than 100 validators, storing and updating these data at the end of each

epoch on smart contracts requires a large amount of storage space, thus consuming

a expensive gas fees. Storing one validator information set requires 0.1↓ 106 gas.
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Hybrid Verification. To estimate the high gas fee consumption, we develop a

hybrid verification scheme %hlc to reduce on-chain cost using o”-chain zk-SNARKs.

First, we aim to e!ciently prove the two functions Update and Verify using zk-

SNARKs. We compress the validator information vs into a single commitment:

vs = commitment({(pk0, w0), (pk1, w1), . . . , (pkn, wn)}) to reduce the on-chain storage

overhead. In this way, the validator aggregate signatures of bh and the corresponding

voting weights must satisfy this commitment value to pass verification. One native

approach to implementing zk-SNARKs for proving is to program and compile all ver-

ification procedures into circuits, i.e., input the entire block header into the circuit

along with all signature verification algorithms [99, 88]. Then deploy an o”-chain

prover to generate the zk-proofs based on this circuit and submits them to %hlc for

verification.

However, we observe that despite %hlc improving e!ciency by shifting on-chain work-

loads to o”-chain provers, generating zk-proofs for verifying the entire aggregate sig-

nature instead requires substantial o”-chain storage and computational resources for

the prover. Specifically, in this way, the circuit size for an aggregate signature verifi-

cation is extremely large due to multiple complex operations such as Hash-to-Curve

and pairing checks (e.g., typically exceeding 2 ↓ 107 gates and 100 GB for a block

with eight signatures[30]). These factors also increase the proof generation time.

To optimize the o”-chain cost of generating zk-proofs, we try to decouple the aggregate

signature verification process and handle it separately. Specifically, the Hash-to-Curve

algorithm in the BLS scheme hashes the message m to curve points in G, which

typically consists of two steps in practical implementations:

1. Hash-to-Base. Input a a message m and map it to possible coordinates (base

field elements) through hash functions. This returns a field element t.

2. Base-to-G. Input a field element t and calculate the curve point (x, y) through

the curve equations.
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Since Hash-to-Base mainly consists of multiple hash operations, it can be e!ciently

computed through smart contract but ine!ciently compiled into circuits due to its

large size. In contrast, Base-to-G performs arithmetic operations in the finite field

through elliptic curve equations, which can be relatively briefly and e!ciently ex-

pressed into circuits. In this way, we improve the o”-chain e!ciency of zk-SNARKs

based aggregate signature verification, further speed up the entire %hlc.

With the above optimization, the %hlc is defined as the following algorithms, as shown

in Figure 5.3(right):

- vsg ⇔Setup(para): given the system parameters, para, initialize %hlc with

the hard-coded epoch size, E, the vote threshold, T , and the initial validator

information commitment, vsg = C({pk, w}ng ). Then, output a validator set,

vsg = {pk, w}ng , that indicates the current validator set stored in %hlc.

- vse+1 ⇔Update(vse, h, φzk): given header bh during an epoch change, verify

the aggregate signature, ϑagg, of bh. First, compute the base field elements

t = (t0, t1) in G1 by hash function H0(bh), and send t to the prover. After

receiving φzk that satisfied c, update the current validator set, vse, with the

new validator set, vse+1 = C({pk, w}ne+1).

- φzk ⇔GenZK(bitmap, vse, ϑagg, t, ): given extracted bitmap, vse = {pk, w}ne , ϑagg,

validator set commitment c from vse and t from Update, run a zk-SNARKs

system and generate a zk-proof, φzk, for c.

- {0, 1} ⇔Verify(vse,m, h, φmkl): given message m emitted from tx and its

header bh, verify whether tx is successfully included in B through its aggre-

gate signature, ϑagg, and there are su!cient weights according to the stored vse

and its Merkle proof φmkl. Then output {0, 1} as the result.
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5.4 Performance Evaluation

Metrics Central. Commit. HTLC BoB LC ZKLC MAP

Solutions Binance[15] Celer[27] EthHTLC Polkadot LayerZero zkBridge MAP

CoinBase[25] Multichain[66] Lighting Cosmos Horizon zkRelay

Type Notary MPC HTLC BoB LC ZKLC ZKLC+
Relay

Security Trusted Semi-Trusted Trustless Trustless Trustless Trustless Trustless

On-chain
N/A 0.5M 1.5M 0.08M 0.3M

0.65M
(gas) 1M (35%↓)
O!-chain

N/A N/A N/A N/A N/A
20M 15.7M

(gates) (25%↓)
Latency 1s 310s N/A 13s 227s 153s 210s

Complexity O(N) O(N2) O(N2) O(N) O(N2) O(N2) O(N)

Table 5.1: Performance comparison of blockchain interoperability protocols. Results
are mainly from Polygon to Ethereum transaction workload (cost per transaction).

Experiment Setup. We set up two Google Compute Engine machine type c2d-

highcpu-32 instance (32 vCPUs with 64GB RAM, ˜800 USD per month) as provers.

For the relay chain, the hardware configuration for validator is similar with e2-

standard-4 (4 vCPUs with 16 GB RAM).

Baselines and Workloads. Since very few works provide quantitative performance

evaluation results, it is di!cult to find an available and common baseline to ensure

fairness [81, 75, 90]. To this end, we perform the first comprehensive measurement

and comparison of existing blockchain interoperability protocols. As shown in Table

5.1, we measure five key security and scalability metrics across six representative

types of protocols. We set the cross-chain transactions from Polygon to Ethereum as

workloads for comparison, which is mostly supported by existing works. For protocols

that do not support such workloads (such as Polkadot), we select their popular source-

destination chain pair for evaluation. For each type of workload, we measure 100

transactions and record the average result or cost per cross-chain transaction.
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Table 5.2: Circuit size of provers for verifying di”erent number of validator signatures

Number of Sig. per ctx Circuit Size
4 0.9↓ 106 gates
8 15.7↓ 106 gates
16 25.2↓ 106 gates
32 49.3↓ 106 gates

5.4.1 Evaluation Results

On-chain Costs. For on-chain cost, we mainly refer to the LC-based bridges as

baselines, because they are the most common decentralized solutions [104]. For each

cross-chain transaction verification, on-chain LCs require ˜1↓106, while MAP requires

only ˜0.65M, saving ˜35%. These cost are deterministic in repeated tests on smart

contracts [29, 97].

O!-chain Costs. For o”-chain cost caused by zk-SNARKs, we refer to the standard

implementation using snarkjs Groth16 to prove the signature verification scheme in

transaction verification as the baseline [30, 99, 88]. As shown in Table 5.2, for eight

signatures, the circuit size of the MAP prover is ˜1.57 ↓ 107 gates, which is reduced

by ˜25% compared to the aforementioned baselines (2↓ 107 gates). Correspondingly,

the proof generation time is also reduced by ˜25% due to its linear relationship with

circuit size. Moreover, MAP only needs a single sever to generate proofs rather than

multiple server settings [99], which further reduces the o”-chain cost in deploying and

maintaining processes.

Number of On-chain Light Clients (Scaling Up Cost). According to statis-

tics1, a PoS-BFT EVM light client requires approximately ˜100K gas per validator

information storage. Assuming the number of validators is 100 for each chain, then

for connecting N chains, LC-based bridges need to spend 107↓N(N≃1) gas to deploy

LCs. In contrast, for MAP, it is ˜100K gas fixed per LC for validator information set

1https://github.com/shresthagrawal/poc-superlight-client

85

https://github.com/shresthagrawal/poc-superlight-client


Chapter 5. Enabling Asset Interoperability

commitment storage (no matter how many validators), which means only 2↓105↓N

gas is needed. Moreover, it avoids establishing communication channels with every

other chain. Instead, each chain only needs to ensure the communications with the

relay chain, which further makes MAP more practical.

Cross-chain Latency. We measure the end-to-end latency of cross-chain trans-

actions relayed in MAP, from the confirmation timestamp on source chains until the

confirmation timestamp on destination chains, including transaction transmission be-

tween chains, proof generation, and on-chain LC verification. As shown in Table 5.1,

the results indicate that MAP’s cross-chain latency is ˜210 seconds. Compared to ex-

isting works, these results suggest that despite introducing provers and relay chain

will slightly increase latency. However, the overall impact is negligible, as the latency

for cross-chain applications is not prioritized like conventional chains in practice.

5.5 Security Analysis

We thoroughly analyze the security of MAP. Particularly, as previous works have ex-

tensively proved the transaction liveness and consistency within a single PoS-BFT

chain [74, 68], we focus on demonstrating the newly introduced components (i.e.,

provers and relay chain) in MAP will maintain the cross-chain liveness and consistency

under various attacks.

5.5.1 Assumptions

MAP works under several basic and common security assumptions [81] [99].

Assumption 1. (PoS-BFT Threshold). For RC, more than ↼ = 2S
3 of the stakes

are controlled by honest validators, where S is the total stakes. This group of honest

validators is always live, i.e., they will confirm ctx in a timely manner.
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Assumption 2. (Secure Cryptographic Primitives). The cryptographic prim-

itives used in MAP, including the BLS signature, the Groth16 zk-SNARKs, and the

hash functions, are secure against probabilistic polynomial-time (PPT) adversaries.

That is, no PPT adversary can generate incorrect proofs or signatures that would be

accepted.

Assumption 3. (Minimal Prover and Reachable Communication). At least

one prover is available and honest in MAP, i.e., they will correctly generate the proofs

φmkl and φzk and transmit cross-chain transactions ctx between chains, i.e., SC,

RC, and DC. Additionally, we assume that the communication channels between

the provers and the chains are reachable (i.e., no network partitions, though they may

be insecure).

Remark. If Assumption 3 does not hold, chains will be isolated and not interoperable

in any sense.

5.5.2 Liveness and Consistency

Theorem 1. (Cross-chain Liveness). If a valid ctx is committed to and con-

firmed on SC, then it will eventually be confirmed on DC via MAP, assuming the above

assumptions hold.

Proof. Given a committed ctx from SC, there are two potential cases that could

prevent it from being confirmed on DC: Case 1 : A faulty or compromised prover

refuses to generate proofs and transmit ctx between SC-RC or RC-DC. Case 2 :

Su!cient validators of RC are corrupted to force RC to withhold ctx, preventing it

from being sent to DC. For Case 1, by Assumption 3, at least one prover will transmit

ctx to RC and DC (a single prover is su!cient for processing transactions from any

number of chains). Therefore, even if other provers are faulty or compromised (e.g.,

via DDoS attacks), RC and DC can still receive and verify ctx from the reliable prover.
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For Case 2, previous works have proven that any liveness attacks on PoS-BFT chains

involving the refusal to verify transactions require at least 1S
3 stakes [74, 68], which

is prevented by Assumption 1. Even in the case of DDoS attacks on partial the RC

validators, since the honest validators are live and control over 2S
3 , they will always

confirm the ctx in time. As a result, %hlc run by the validators will eventually verify

ctx and confirm it on both RC and DC, thereby guaranteeing the overall cross-chain

liveness.

Theorem 2. (Cross-chain Consistency). If a valid ctx is committed and con-

firmed on SC and a ctx is finally confirmed on DC via MAP, then ctx = ctx, assuming

the above assumptions hold.

Proof. Given a ctx from SC, there are two potential cases for consistency attacks:

Case 1 : A malicious prover generates a tampered ctx with its proofs and tries to get

them accepted by RC. Case 2 : Adversaries directly corrupt RC to force it to accept

a tampered ctx. For Case 1, in order to pass %hlc verification, the malicious prover

would need to forge block headers (including the corresponding signatures and Merkle

proofs) to generate incorrect proofs. However, by Assumption 2, this is highly unlikely

to succeed. Therefore, %hlc will not accept ctx as a valid cross-chain transaction on

RC. For Case 2, corrupting RC to accept a tampered ctx requires controlling at least

2S
3 of the validators, which is prevented by Assumption 1. Therefore, any tampered

ctx will not be accepted on RC, thus ensuring cross-chain consistency.

5.5.3 Inter-Chain Security

Despite the analysis in §5.5.2 proving that cross-chain transaction verification is se-

cure under Assumptions 1, 2, and 3, it does not fully match cross-chain scenarios.

Specifically, within a single chain, the profit-from-corruption can hardly be higher

than cost-to-corruption because they are calculated by the relative token value. That
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is, within a chain A with security threshold ↼A = 2SA
3 , it is unlikely to see a transaction

with value over ↼A.

We identify a new security issue when connecting multiple chains with interoper-

ability protocols that may converse the above situation, which also applies to other

chain-based protocols but not well discussed before. We name this issue Inter-Chain

Security Degradation. This issue indicates that the overall security of interopera-

ble multi-chain networks is as strong as the least secure chain. For example, given

three interoperable PoS-BFT chains A, B, and C, with their BFT security bound-

aries as ↼A = 2SA
3 , ↼B = 2SB

3 , and ↼C = 2SC
3 , the security of the entire network is

min(↼A, ↼B, ↼C). This can be justified by considering the following situation: assume

↼B = min(↼A, ↼B, ↼C). If a ctx from chain A to chain B has an extremely large value

Vextreme > ↼B, the validators of chain B will be su!ciently motivated to manipulate

ctxextreme (such as double-spending), even if they were honest before (Assumption

1) and run the risk of being slashed by all the staked. This is because their profit-

from-corruption is now explicitly higher than cost-to-corruption. In other words, the

security of chains A, B, and C is degraded to Vextreme < ↼B due to the existence of

interoperability.

Discussion Regarding MAP, this degradation requires the security of the relay chain

to be strong enough (i.e., high staked value) to support cross-chain transactions. To

examine the risk, we provide real-world statistics from a period of MAP. As shown

in Figure 5.4, the most valuable cross-chain transaction was a 100K USDC transfer

from NEAR in March 20232, worth 1.3% of the total MAP stakes (7M USD), far away

from the security threshold. This also indicates MAP could still support transactions

worth up to 4.67M USD.

In summary, although inter-chain security degradation is unavoidable due to the

mismatched economic security level of di”erent connected chains, MAP is still highly

secure in practical scenarios.

2https://maposcan.io/cross-chains/565
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Figure 5.4: Historical statistics of MAP: The maximum value of any single cross-chain
transaction is significantly smaller than the security boundary of the relay chain

5.6 Conclusion

This paper introduces MAP, a trustless and scalable blockchain interoperability pro-

tocol with practical implementations. MAP strikes a balance between security and

scalability by introducing a unified relay chain architecture and optimized zk-based

hybrid light clients (LCs). We conducted extensive experiments to comprehensively

evaluate its performance and analyze its security. We envision MAP as a practical

solution for interoperable data and networking infrastructure in the Web 3.0 era.

5.7 Preliminaries

PoS-BFT Consensus. Proof of Stake with Byzantine-Fault Tolerance (PoS-BFT)

consensus has become a best practice for blockchain development due to its high

energy-e!ciency and security in recent years. It requires nodes (validators) to de-

posit funds as stakes to be qualified to participate in the consensus and to guarantee

security. PoS-BFT consensus procedures typically operate and iterate in epochs. At

the beginning and end of each epoch, validators are rotated and elected as commit-

tees by the PoS mechanism. During the epoch, there will be a fixed period of time

for the committees to validate, agree and finalize proposed blocks according to BFT

algorithms and PoS mechanism [62, 29].
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Light Client. The light client is designed for resource-constrained devices such as

mobile phones running blockchain nodes. It only syncs and stores block headers

to reduce storage and computation overheads. Therefore, only partial functions of

full nodes are available, such as transaction query and verification, while the costly

consensus and mining procedures are usually excluded [24].

Aggregate Signature. Aggregate signature refers to the signature scheme that

supports batching signatures to reduce overheads[16, 17]. In aggregate signature

schemes, multiple signatures are aggregated as one signature, which can be further

verified by an aggregated public key. Nowadays, BLS signature and its variants

currently are widely used in PoS-BFT chains due to their high e!ciency.

Zero-knowledge Proof. The Zero-Knowledge Proof (ZKP) is a type of crypto-

graphic system that allows a prover to convince a verifier that a given statement is

true or false without disclosing any other information. ZKP systems typically need

to express and compile the statement proof procedures into circuits with constraints

(gates) to generate proofs, which is computationally expensive [81, 65, 55].

5.8 Implementations details

For the relay chain, we develop a client software of the unified relay chain node3.

To overcome the heterogeneity, we integrate the most commonly adopted crypto-

graphic primitives and parameters in existing chains into the smart contract engine

of the relay chain. Specifically, supported hashing algorithms include SHA-3, SHA-

256, keccak256, and blake2b, while signature algorithms (or elliptic curves) include

ed25519, secp256k1, sr25519, and BN256, which covers most public chains. We adopt

IBFT in the relay chain, which is also well tested and widely adapted in many chains.

3https://github.com/mapprotocol/atlas
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We also implement six hybrid LCs for six chains4 in the form of multiple smart con-

tract pairs. For o”-chain provers, we use Groth16[35] to express the BLS signature

verification (except Hash-to-Base) through Circom, alongside with our optimizations

to reduce the size of the circuit5. First, we make BLS public keys in G2, while the

signatures are in G1 to reduce the signature size. Second, as mentioned before, we

move two Hash-to-Base functions out of the circuit to simplify the constraints in the

circuit.

5.9 Supported Chains and Cross-chain Applica-

tions

MAP supports six major public chains: including EVM chains such as Ethereum, BNB

chains, Polygon, and Conflux, and Non-EVM chains such as Klaytn and Near. By

2024, there are over 640M USD assets relayed by over 5M cross-chain transactions

with MAP
6. Over 50 industrial cross-chain applications and layer-2 projects are built7.

Representative cross-chain applications range from cross-chain swap (ButterSwap),

crypto payment (AlchemyPay), liquidity aggregation (Openliq), DePINs (Consensus-

Core), DeFi solutions development (Unify) 8.

4https://github.com/mapprotocol/atlas, https://github.com/mapprotocol/
map-contracts/tree/main/mapclients/zkLightClient, and https://github.com/zkCloak/
zkMapo

5https://github.com/zkCloak/zkMapo
6https://www.maposcan.io
7A full list at https://www.mapprotocol.io/en/ecosystem
8https://www.butterswap.io/swap, https://alchemypay.org, https://www.

consensuscore.com,https://openliq.com, https://unifiprotocol.com
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5.10 Real-world Cross-chain Dataset

Based on the experiments and our deployment statistics, we prune and provide the

first public, real-world blockchain interoperability dataset, BlockMAP9, which consists

of 150k cross-chain transactions from six popular public chains. The dataset includes

several essential attributes, such as transaction direction, start and end timestamps,

token types, and amounts. This dataset presents practical measurement of real-world

cross-chain transactions, aiming to o”er new insights and understandings for future

blockchain research.

9https://zenodo.org/records/13928962
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Chapter 6

Conclusion

6.1 Conclusion

In this thesis, we have proposed a comprehensive framework for trustworthy digital

twins in the metaverse, addressing the challenges of projection, identity management,

and asset sharing. We have developed an edge computing architecture that e!ciently

collects physical object attributes through deployed sensors and AI models. To ensure

digital twin consistency, we introduced a Proof of Consistency (PoC) mechanism that

cross-verifies digital twins against physical object inference results on the blockchain,

along with an optimized data structure for storing digital twin states. Additionally,

we designed Eden, an edge computing-empowered Proof-of-Personhood protocol to

address Sybil attacks in the metaverse, and MAP, a scalable and trustless blockchain

interoperability protocol for secure digital asset relay among heterogeneous chains.

Our experimental results demonstrate the practical e!ciency and security of our

proposed solutions.
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6.2 Future Research

We close this thesis by providing some suggestions for future research. We vision

that the following two directions are worth further exploration for trustworthy digital

twins in the metaverse:

• Edge AI and Resource Sharing for Digital Twins The generation of dig-

ital twins in DTNs requires integrating multi-dimensional attributes and states

from diverse physical data sources. Traditional approaches, such as digital sig-

nal processing or specialized machine learning models, struggle with limited

generalization capabilities in these tasks. Foundation Models (FMs), partic-

ularly Large Language Models (LLMs), demonstrate superior capabilities in

handling complex relationships between physical objects and their attributes,

making them promising candidates for digital twin data processing.

However, deploying FMs on resource-constrained edge devices remains challeng-

ing due to significant mismatches in memory and computational requirements.

Therefore, designing e!cient resource sharing and scheduling mechanisms for

edge computing is essential. Such mechanisms would enable computational

workloads to be e”ectively distributed across multiple edge devices while main-

taining optimal performance.

• Content-aware Networking for Digital Twins Networking performance is

critical for DTNs due to frequent data uploading and synchronization require-

ments. Conventional networking protocols like TCP/IP are ill-suited for real-

time DTN communication due to their slow connection establishment processes

and lack of content awareness, resulting in ine!cient handling of heterogeneous

data.

Content-aware networking, particularly semantic networking, o”ers a promising

solution for e!cient digital twin communication. These approaches facilitate
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e!cient data transmission while capturing complex knowledge relationships, po-

tentially reducing data volume and latency in digital twin operations. However,

existing protocols require optimization for digital twin-specific requirements.

First, digital twins demand more stringent real-time throughput and latency

guarantees than traditional content delivery systems. Second, they require high

resilience against network failures while maintaining data consistency. Finally,

the heterogeneity of sensing data types and formats introduces additional chal-

lenges for content-aware routing and caching mechanisms.

• Collaborative On-Chain and O!-Chain Computing To ensure reliable

consistency and tokenization, computational tasks associated with digital twin

generation—including data collection, processing, and model inference—must

be integrated with blockchain networks. However, existing blockchains primar-

ily support basic mathematical operations and cryptographic primitives, mak-

ing computationally intensive tasks impractical. For instance, executing deep

neural network inference on-chain can consume over 2.88G gas (exceeding 200k

USD), rendering it cost-prohibitive for practical digital twin applications.

A collaborative on-chain and o”-chain computing framework presents a promis-

ing direction for digital twin implementations. While existing works provide

features such as model inference or data storage, executing end-to-end digi-

tal twin generation processes on-chain remains challenging due to task hetero-

geneity and computational intensity. Moreover, ensuring the trustworthiness of

physical world data through blockchain oracles poses additional challenges.

• Digital Twin Interoperability Digital twin interoperability remains a sig-

nificant challenge in current implementations. For example, while NVIDIA

Omniverse adopts OpenUSD as its primary framework for extensible 3D con-

tent creation and collaboration, other platforms like Apple ARKit and Google

ARCore lack OpenUSD support, creating barriers to cross-platform sharing and

collaboration. This fragmentation has resulted in isolated digital twin ecosys-
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tems.

Designing interoperability protocols for digital twins is particularly challenging

due to heterogeneous data formats and operation definitions across platforms.

Additionally, performance requirements and trust issues in cross-platform data

transmission introduce further complexity, as data format conversion between

platforms can lead to information loss and increased latency.
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