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Abstract

The Split Delivery Vehicle Routing Problem with Three-Dimensional Loading Con-
straints (3L-SDVRP) is a combination of the Split Delivery Vehicle Routing Problem
(SDVRP) and the Three-Dimensional Packing Problem (3DPP), presenting signif-
icantly more challenges than the original two problems. There are two objectives:
minimizing the number of vehicles used (or maximizing the average loading rate),
and minimizing total travel distance. Solving the 3L-SDVRP is crucial for enhancing
logistics and transportation efficiency across various industries, impacting both oper-
ational efficiency and cost-effectiveness. This thesis advances the state-of-the-art in
solving the 3L-SDVRP through several key contributions.

First, we introduce novel and efficient search operators, specifically the Hierarchi-
cal Neighborhood Filtering (HNF) and Adaptive Knowledge-guided Search (AKS)
operators. These operators enhance solution diversity and search efficiency in our
evolutionary algorithm, significantly improving overall algorithm performance.

Second, we propose innovative methods to balance exploration and exploitation in
meta-heuristic algorithms, achieving this balance in both global and local search-
based algorithms.

Third, we develop a new multi-objective algorithm, the Pareto-based Evolutionary
Algorithm with Concurrent Crossover and Hierarchical Neighborhood Filtering Muta-
tion (PEAC-HNF). This algorithm effectively addresses the 3L-SDVRP under limited
computational resources by optimizing multiple objectives simultaneously, providing
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decision-makers with a diverse set of optimal solutions.

Fourth, we propose new local search-based algorithms that enhance the state-of-the-
art SDVRLH2 algorithm, significantly reducing computational resource consumption
while maintaining a high solution quality. These improvements are achieved through
the integration of adaptive strategies and heuristic adjustments tailored to the specific
characteristics of the 3L-SDVRP.

Fifth, we introduce an adaptive interactive routing-packing strategy, which combines
the strengths of existing approaches to improve solution quality. This strategy adap-
tively adjusts packing patterns based on the vehicle’s remaining space and the space
requirements of different packing pattern at each node, ensuring efficient space uti-
lization and reducing the number of vehicles required.

Sixth, comprehensive experimental studies demonstrate the superior performance of
our proposed algorithms across various benchmark datasets. The results indicate that
our methods provide higher quality solutions and, in many cases, outperform existing
methods in terms of computational efficiency, especially for large-scale problems.

This thesis presents a suite of methodologies for addressing the 3L-SDVRP, each with
its distinct advantages and applicability to specific industrial scenarios. For smaller-
scale problems that necessitate a multi-objective approach to generate a diverse set
of solutions with varying degrees of balance between the two objectives, the PEAC-
HNF algorithm proposed in Chapter 3 is recommended. In contrast, for larger-scale
problems where computational resources are scarce, the efficient local search algo-
rithm presented in Chapter 4 is a more suitable choice. For larger-scale problems
that require high-quality solutions, the AKS algorithm proposed in Chapter 6 is the
preferred option. Furthermore, given the importance of the interaction between the
packing and routing processes in solving the 3L-SDVRP, the adaptive routing-packing
strategy proposed in Chapter 5 offers a flexible approach that can be broadly applied
across various search algorithms, enhancing their overall effectiveness.
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Overall, the methods proposed in this thesis, including the HNF and AKS opera-
tors and the balance of exploration and exploitation, are flexible and applicable to
other combinatorial optimization problems. This thesis contributes to the field of
combinatorial optimization by providing robust, efficient, and adaptive solutions to
the complex 3L-SDVRP, with significant implications for industrial applications and
future research directions.
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Chapter 1

Introduction

In this chapter, we begin with a basic introduction to the Split Delivery Vehicle
Routing Problem with Three-Dimensional Loading Constraints (3L-SDVRP) in Sec-
tion 1.1. Subsequently, in Section 1.2, we discuss the challenges faced in researching
the 3L-SDVRP and the motivations behind our study. In Section 1.3, we summarize
the contributions made by this thesis. Finally, Section 1.4 outlines the organization
of the thesis.

1.1 The Split Delivery Vehicle Routing Problem

with Three-Dimensional Loading Constraints

Vehicle Routing Problems (VRPs) constitute a critical category of combinatorial op-
timization problems (COPs), boasting a broad spectrum of practical applications,
notably in logistics and supply chain management [3] [98]. These problems have
attracted considerable attention in both academic and industrial circles over several
decades. Although numerous efficient and effective optimization algorithms for VRP
variants with simple constraints have been developed [29] [97], the varied and in-
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tricate nature of constraints encountered in diverse real-world scenarios means that
existing research does not entirely satisfy the complex demands of industrial applica-
tions. Encouraged by advancements in hardware and the expansion of computational
capabilities, researchers are increasingly focusing on more complex VRPs, marked by
more elaborate constraints and larger scales, thus moving closer to addressing the
complexities of real-world industrial settings. As a result, the study of these complex
VRPs continues to be a key area of focus in the field.

This thesis investigates the Split Delivery Vehicle Routing Problem with Three-
dimensional Loading Constraints (3L-SDVRP), a complex combinatorial optimiza-
tion challenge that integrates two NP-hard problems: the split delivery vehicle rout-
ing problem (SDVRP) and the three-dimensional packing/loading problem (3DPP).
This integration not only amplifies the complexity but also broadens the practical
relevance of 3L-SDVRP, making it significant for both theoretical exploration and
real-world application [26] [72].

The 3L-SDVRP requires strategic vehicle routing and 3D box packing, with each
vehicle starting at a starting point (depot), traveling to various customer nodes to
load designated boxes, and then proceeding to an endpoint. Depending on different
scenarios, the starting and ending points may or may not be the same. Vehicles
and boxes are treated as 3D rectangles [13]. The boxes at each node vary in 3D
size (length, width, and height) and must be packed into vehicles in a manner that
optimizes space usage while adhering to 3D loading constraints. Distinct from sim-
ple VRP variants ([52] [54] [71]), the 3L-SDVRP is characterized by three principal
features that increase its complexity and applicability to real scenarios:

• Limited capacity: Each vehicle has a finite capacity, and its 3D loading space
is considered as a large 3D rectangular space.

• Split Delivery: In typical VRP settings, each node is serviced by only one
vehicle, with all deliveries from that node loaded onto that vehicle. In real-world
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applications, vehicles have finite capacities, and the quantity and 3D sizes of
boxes at each node may vary greatly. Such differences can result in situations
where the total load from a node exceeds a vehicle’s maximum capacity, or
when visiting a node, a vehicle’s remaining capacity is insufficient for all boxes.
Therefore, the 3L-SDVRP allows for split deliveries where multiple vehicles can
service a single node.

• 3D Loading Constraints: Unlike traditional VRPs that consider only the vol-
ume and/or weight of boxes, 3L-SDVRP requires careful planning of the loading
sequence and placement of cuboid-shaped boxes within each vehicle. This re-
quires advanced approaches to optimize both the vehicle routing and the 3D
packing of boxes, ensuring that each vehicle’s load does not exceed its capacity
while maximizing the use of available space.

The dual objectives of 3L-SDVRP are to minimize the number of vehicles used (or
maximize the average vehicle loading rate) and the total travel distance, thereby
reducing operational costs and enhancing delivery efficiency. This is particularly
challenging due to the need to balance two conflicting objectives and ensure the
load feasibility of multiple vehicles. The mathematical formulation of 3L-SDVRP is
provided in Chapter 2.

1.2 Challenges and Motivations

Exact algorithms, such as linear and integer programming, have played a central
role in the solution of many combinatorial optimization problems. However, the 3L-
SDVRP problem combines two well-known NP-hard subproblems: the vehicle routing
problem (VRP) and the three-dimensional loading problem (3DLP). As a result, it is
characterized by highly nonlinear and nonconvex constraints, as well as an extremely
large and complex solution space. While exact methods, such as linear programming,
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integer programming, and branch-and-bound, are theoretically capable of finding the
optimal solution, they are infeasible for such complex problems. It should be empha-
sized that the 3L-SDVRP features highly nonlinear and strongly coupled constraints
between routing and three-dimensional loading. This intrinsic nonlinearity makes the
problem intractable for exact optimization approaches, regardless of instance size. In
most cases, it is not even possible to construct an exact mathematical model that
faithfully represents all the practical constraints, let alone solve it optimally using
standard methods such as linear or integer programming. Consequently, metaheuris-
tic and other intelligent optimization algorithms are not merely preferred, but are
essentially the only feasible approach for tackling such problems.

Attempting to relax 3L-SDVRP to be solvable by exact methods proves impractical
for two main reasons: (1) reducing it to simpler VRP or TSP variants still remains
NP-hard, where exact algorithms struggle with large-scale problems; (2) reducing its
complexity by relaxing crucial constraints would lose essential features of the problem,
differing significantly from the real-world scenario and potentially making solutions
inapplicable or even infeasible. Consequently, intelligent optimization algorithms
(e.g., meta-heuristic algorithms) stand out as effective and prevalent approaches for
solving such complex problems. These methods are based on a generate-and-test it-
erative strategy [106], where each iteration involves the generation of a new set of
potential solutions from the existing ones using various search operators, with the
hope of finding improved solutions. This process is iteratively repeated to ultimately
find an approximate optimal solution.

1.2.1 Global Search-Based Multi-Objective Optimization for

3L-SDVRP

In some studies, global search-based methods have been employed to solve the 3L-
SDVRP, including MOEA/D [51], estimation of distribution algorithms [50], and
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genetic algorithms [65], [70]. Global search-based algorithms offer the advantage of
exploring the solution space more comprehensively, which increases the likelihood of
finding near-optimal or optimal solutions. They are particularly effective in avoiding
local optima, a common issue in complex optimization problems. However, these al-
gorithms typically require significant computational resources and time due to their
extensive search processes, especially when applied to large-scale problems. For com-
plex combinatorial optimization problems like the 3L-SDVRP, global search-based
algorithms are often inefficient and need improvement in solution quality. Moreover,
their convergence rates can be slower compared to local search-based algorithms, mak-
ing them less practical for problems requiring real-time or near real-time solutions.

Furthermore, the 3L-SDVRP has two objectives. Some studies attempt to solve it
using multi-objective evolutionary algorithms to balance vehicle loading ratios (or the
number of vehicles required) and travel cost. Moura [65] tackled the 3L-SDVRP using
the Multi-Objective Genetic Algorithm (MOGA) but relaxed some vital constraints,
potentially limiting the solution’s relevance to real world scenarios. Recently, Liu et
al. [51] introduced a Multi-objective Evolutionary Algorithm based on Decomposition
by Offline Machine learning (MOEA/D-OM) to address the 3L-SDVRP. They utilized
a machine learning model to predict the feasibility of packing arrangements for given
routes, thus bypassing packing computations for solutions without feasible packing
arrangements and reducing the algorithm’s runtime. However, the success of this
strategy relies on the algorithm generating a substantial number of packing infeasi-
ble routes during its search process. Moreover, the offline-trained machine learning
model encounters generalization challenges. Therefore, the use of multi-objective ap-
proaches in addressing the 3L-SDVRP is still relatively unexplored. Furthermore, the
time-intensive 3D packing process in 3L-SDVRP demands substantial computational
resources which are often limited in real-world scenarios [47].

At present, addressing the 3L-SDVRP as a multi-objective problem and improve the
performance of global search-based algorithms within limited computational resources
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remains a significant research challenge. We explore this topic in detail in Chapter 3,
developing a novel multi-objective algorithm for 3L-SDVRP [119].

1.2.2 Local Search-Based Single-Objective Optimization for

3L-SDVRP

Local search-based algorithms are commonly employed to solve 3L-SDVRP, including
conventional local search [10] [66], tabu search [14] [107], and simulated annealing [13].
These algorithms are highly effective due to their speed and ability to find high-quality
solutions within a localized region of the solution space. They excel in fine-tuning
solutions and are particularly efficient for problems with smaller search spaces or
well-defined neighborhoods. However, their primary disadvantage is the tendency to
get trapped in local optima, which limits their ability to comprehensively explore
the global solution space. This limitation makes them less effective for problems
with complex landscapes or multiple optimal solutions, where a broader perspective
is necessary to avoid suboptimal results.

Additionally, in real-world scenarios, minimizing the number of vehicles is often more
critical than reducing travel distances due to the significant higher costs associated
with acquiring and maintaining more vehicles and hiring additional drivers compared
to the expenses incurred from increased travel distance. Consequently, most research
treats 3L-SDVRP as a single-objective problem [10] [13] [14] [50] [66] [76] [107].

Given these insights, we explored the local search-based approach to solve 3L-SDVRP.
In alignment with existing research, we addressed 3L-SDVRP as a single-objective
problem, prioritizing vehicle reduction as the primary objective and total travel dis-
tance as a secondary objective. We also employed widely used datasets to ensure our
results are comparable with existing studies. In Chapter 4, we develop an effective
local search-based method to solve 3L-SDVRP efficiently.
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1.2.3 Interactive Routing-Packing Strategy for 3L-SDVRP

Fundamentally, any 3L-SDVRP solution must address both routing decisions (deter-
mining which nodes each vehicle should visit) and packing decisions (designing the
3D packing plan for each vehicle). These decisions substantially influence the final
solution quality, making the interactions between routing and packing during the
solution process crucial for algorithm performance. In our study, we refer to these in-
teractions as “interactive routing-packing strategies”. The term “interactive” denotes
the mutual influence of routing and packing decisions: routing decisions dictate which
nodes’ boxes a vehicle will load, while packing decisions directly affect the number of
boxes that can be loaded within the vehicle’s limited capacity.

Prevailing interactive routing-packing strategies are mainly divided into two paradigms:
routing first packing second (R1P2), and packing first routing second (P1R2). The
R1P2 strategy [14] adapts packing decisions during the route search procedure, al-
lowing them to change in response to routing decisions. On the contrary, the P1R2
strategy [10] implies making packing decisions before routing, thereby reducing the
complexity of the routing phase to a direct SDVRP. Moreover, [10] introduced a two-
customer segment pattern (2C-SP) into P1R2 strategy to further reduce the number
of vehicles. The 2C-SP method involves combining two nodes after the packing de-
cisions of each node have been made, and then repacking them. If creating a 2C-SP
saves more loading space than packing each node individually, it is maintained.

In the R1P2 strategy, packing decisions are made dynamically during the route plan-
ning process. This approach offers considerable flexibility, as packing can be adjusted
in response to routing changes. However, this flexibility comes at the cost of in-
creased computational complexity, as each routing adjustment necessitates re-solving
the packing problem. On the other hand, the P1R2 strategy determines packing de-
cisions prior to route planning. This sequence requires solving the packing problem
only once, which significantly speeds up the solution process. Nonetheless, the draw-
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back of P1R2 is its rigidity: once packing decisions are made, they cannot adapt to
subsequent routing changes. This lack of adaptability can hinder efforts to minimize
the number of vehicles used.

Motivated by the analysis provided, we introduce an adaptive interactive routing-
packing strategy [115] in Chapter 5.

1.2.4 Knowledge-Guided Optimization for 3L-SDVRP

As problems from real-world scenarios become increasingly complex and scale larger,
enhancing the efficiency and performance of meta-heuristic algorithms becomes crit-
ically important. Traditional meta-heuristic methods solve problems without relying
on domain-specific knowledge. These methods assume zero prior knowledge about
the problem, necessitating a search from scratch [87]. However, as we delve deeper
into solving a problem, our understanding improves, and we gather useful informa-
tion. This accumulated knowledge can assist in solving related problems more effec-
tively and efficiently, rather than starting the search anew each time. By integrating
domain-specific knowledge into the optimization process, known as knowledge-guided
optimization, the efficiency and effectiveness of search algorithms can be significantly
enhanced. This concept leverages insights, patterns, and heuristics derived from
expert knowledge, historical data, and problem-specific characteristics to guide the
search process more intelligently. For instance, in dynamic and uncertain environ-
ments, knowledge extracted from previously solved problems can be transferred to
solving newly emerged problems, aiding in obtaining better solutions [80] [81] [82].

Search operators are crucial in meta-heuristic algorithms as they determine the search
direction and step size in the solution space. Many general search operators have
been designed for solving vehicle routing problems (VRPs) and other combinatorial
optimization problems (COPs), such as swap operators, shift operators, k-opt opera-
tors [35], etc. Traditional search operators, while commonly used, often lack specific
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domain knowledge crucial for complex or large-scale problems, leading to poor ef-
ficiency and solution quality. Some research addresses this by integrating domain
knowledge into search operators to enhance efficiency and solution quality. Exam-
ples include the merge-split (MS) operator for the capacitated arc routing problem
(CARP) [89], and the region-focused operator for the multidepot multidisposal-facility
multitrip capacitated vehicle routing problem (M3CVRP) [49]. Such domain-specific
operators require a tailored approach, designing unique operators for different prob-
lems based on their specific characteristics.

Additionally, search step size, defining the extent of solution change by search oper-
ator per iteration, is crucial for algorithm performance. Methods for 3L-SDVRP can
be categorized into local search-based methods [10] [13] [14] [66] [107] with smaller
step sizes and global search-based methods [50] [51] [65] [70] with larger ones. Al-
though local search is efficient, it risks falling into local optima, whereas global search
tends to converge more slowly. Given the crucial role of search step size, researchers
have proposed various methods to combine or balance both large and small step sizes.
Yao [104] initially employed a large search step size in simulated annealing (SA) and
theoretically demonstrated that SA with a large neighborhood size is more effective
than with a small neighborhood size. He further extended this idea by developing
the adaptive large neighborhood search method, validating its effectiveness on the
Traveling Salesman Problem (TSP) [105]. Building on this foundation, further re-
search has been conducted [63] [79] [86]. Additionally, the Memetic Algorithm [64]
combines global and local search, effectively balancing step sizes and applying them
across various combinatorial optimization problems (COPs) [17] [89]. However, these
methods cannot be directly applied to 3L-SDVRP due to the problem’s intricate con-
straints. Moreover, they lack the domain knowledge guidance which is important for
effectively tackling such a complex problem. Thus, achieving a balanced trade-off
between large and small step sizes in this context remains a significant challenge.

In Chapter 6, we apply domain knowledge to design an Adaptive Knowledge-guided
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Insertion (AKI) operator, which we integrate into a local search framework to develop
an Adaptive Knowledge-guided Search (AKS) algorithm [117]. The AKS algorithm
leverages this domain knowledge to navigate the search process and balances large
and small step sizes, thereby enhancing the quality of solutions.

1.3 Contributions

The main contributions of this thesis are as follows:

• More Efficient Search Operators: We introduced new, efficient search op-
erators. Specifically, the Hierarchical Neighborhood Filtering (HNF) operator
increases offspring diversity and enhances search efficiency. Additionally, we
developed the Adaptive Knowledge-guided Search (AKS) operator, which in-
tegrates domain knowledge and features larger search step sizes. These new
operators, when combined with search algorithms, significantly improve algo-
rithm performance.

• New Methods for Balancing Exploration and Exploitation: We ex-
plored methods to balance exploration and exploitation in meta-heuristic al-
gorithms, proposing new solutions for achieving this balance in both global
and local search-based algorithms. In global search-based algorithms, we uti-
lized crossover for exploration and the HNF operator for exploitation. In local
search-based algorithms, traditional neighborhood operators were used for fine-
grained local search (exploitation), and the AKI operator was employed for
larger step size exploration. Our approach achieves a well-balanced exploration
and exploitation, thereby enhancing the algorithms’search capabilities.

• Novel Multi-Objective Algorithm: We proposed a new multi-objective al-
gorithm, the Pareto-based Evolutionary Algorithm with Concurrent crossover
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and Hierarchical Neighborhood Filtering mutation (PEAC-HNF). This algo-
rithm effectively solves the 3L-SDVRP under limited computational resources,
demonstrating its ability to balance multi-objective optimization efficiently.

• More Efficient Local Search Algorithms: Building on the state-of-the-
art algorithm SDVRLH2 [10], we developed new local search algorithms that
significantly reduce computational resource consumption. Furthermore, the
Adaptive Knowledge-guided Search (AKS) algorithm, which integrates the AKI
operator within a local search framework, enables more efficient discovery of
high-quality solutions.

• New Interactive Routing-Packing Strategy: We proposed a new inter-
active routing-packing strategy that builds upon existing strategies. This new
approach combines the strengths of current strategies, significantly improving
solution quality.

• Extensive Experimental Studies: Through extensive experimental valida-
tion and comparative analysis, we demonstrated the superior performance of our
proposed algorithms across various widely used benchmark datasets, showing
significant improvements in solution quality and/or computational efficiency.

Uniqueness and Significance of This Thesis What distinguishes this thesis
from prior works is its comprehensive and integrated approach to the 3L-SDVRP—a
problem that tightly couples the complexities of vehicle routing and three-dimensional
packing. Rather than decoupling these aspects or addressing them in isolation, the
proposed algorithms are specifically designed to capture and exploit their interaction,
introducing adaptive routing-packing interactive strategy and knowledge-guided op-
erators that leverage the structural properties of the problem.

A key feature of the proposed methods is the explicit balance between exploration
and exploitation. The AKI operator and concurrent crossover–mutation schemes
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are developed to broaden the search space (exploration), while the HNF mutation
and multi-neighborhood operators intensify the search around promising solutions
(exploitation). This balance results in both high-quality and robust solutions.

Experimental results (see Chapters 3–6) demonstrate that our methods consistently
outperform state-of-the-art algorithms in both solution quality and computational ef-
ficiency across multiple standard benchmarks. For instance, the proposed PEAC-HNF
algorithm achieves better results than state-of-the-art multi-objective algorithms on
all EMO competition instances. On datasets B-Y, Sha, and SD, the AKS algorithm
reduces the number of vehicles by over 58 and the total travel distance by 12.78%
(7.74%) on small (large)-scale problem instances compared to SDVRLH2 [10]. These
results exemplify the practical impact and superiority of the proposed innovations.

It is noteworthy that the methods proposed in this thesis, such as the HNF opera-
tor, the AKI operator, and the approach for balancing exploration and exploitation,
are not limited to solving the 3L-SDVRP. They can be applied to other complex
combinatorial optimization problems as well.

Overall, these advancements not only address fundamental challenges in combina-
torial optimization, but also provide practical tools for real-world applications in
logistics and supply chain optimization.

1.4 Thesis Organization

The rest of this thesis is organized as follows:

• In Chapter 2, we introduce the notations and mathematical formulation of the
3L-SDVRP in detail. We also review the literature, focusing on methodological
classifications for solving 3L-SDVRP, interactive routing-packing strategies, and
the diverse search operators and step size balancing techniques.
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• In Chapter 3, we develop a Hierarchical Neighborhood Filtering (HNF) mu-
tation operator, characterized by: (1) Using diverse neighborhood structures
like swap, 2-opt, and 3-opt to create a wide range of offspring from a single
parent, thus improving solution diversity and algorithm exploitation capabil-
ity. (2) It adopts a hierarchical approach to mutation, prioritizing individuals
with higher nondomination ranks for more focused search on promising can-
didates. (3) The offspring undergo a filtering process, where some individuals
are removed if they meet specific criteria, enhancing search efficiency and re-
ducing unnecessary fitness evaluations. By incorporating the HNF mutation
into the Evolutionary Algorithm (EA) framework, we have developed a novel
Pareto-based Evolutionary Algorithm with Concurrent crossover and Hierarchi-
cal Neighborhood Filtering mutation (PEAC-HNF) for 3L-SDVRP. The HNF
mutation enhances PEAC-HNF’s exploitation capabilities, complementing the
EA’s inherent exploration strength, thereby achieving a better balance between
exploration and exploitation. Additionally, PEAC-HNF executes crossover and
mutation processes concurrently, allowing an individual to undergo either or
both processes in parallel, but not in a sequential manner. Our PEAC-HNF
optimizes the algorithm’s efficiency and effectiveness in navigating the problem
space. PEAC-HNF was evaluated against baselines and state-of-the-art algo-
rithm for multi-objective 3L-SDVRP, e.g., MOGA [65] and MOEA/D-OM [51],
demonstrating its efficiency. Further experimental studies validated the crucial
role of the HNF mutation on improving algorithmic performance.

• In Chapter 4, we introduce a new algorithm based on the state-of-the-art SD-
VRH2 algorithm [10] for solving 3L-SDVRP, which significantly enhances search
efficiency and solution quality. In our proposed algorithm: (1) We improve
the box loading, subspace generation, and 2C-SP construction methods in the
loading procedure to enhance the loading performance and reduce the num-
ber of vehicles used. (2) We design three new search operators that leverage
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the problem’s characteristics as the heuristic information to improve search
efficiency. (3) We propose an adaptive splitting strategy that dynamically de-
termines whether to split a node’s boxes based on the status of the vehicle and
node, thereby further reducing computational resource consumption. (4) We
develop a new post-optimization method that can further reduce the number
of vehicles.

• In Chapter 5, we propose an adaptive interactive routing-packing strategy that
combines the advanced features of existing interactive strategies. Our strategy
introduces adaptability into the routing process, allowing for a choice between
independent loading of a node (aligned with the P1R2 strategy) and joint load-
ing of consecutive nodes (utilizing the idea of 2C-SP). This flexible approach,
which permits loading adjustments in response to route modifications, effec-
tively reflects the core principle of the R1P2 strategy. The effectiveness of
our strategy has been rigorously validated through computational experiments.
Empirical evidence indicates that our strategy yields solutions that are com-
parable to or significantly superior to existing strategies, particularly in terms
of the number of vehicle used. Moreover, despite the crucial role of interactive
routing-packing strategies in addressing complex 3L-SDVRP, there has been
a lack of comprehensive investigation or comparison of these strategies. Our
research addresses this gap by offering a detailed comparative analysis and
evaluation of existing interactive routing-packing strategies, substantiated by
extensive experimental validation.

• In Chapter 6, we incorporate domain knowledge into the optimization algo-
rithm to direct the search process effectively. First, heuristics are extracted
from domain knowledge. Specifically, based on the “giant tour” representation,
we develop a hypothesis about “what constitutes a good giant tour” through
observation. We use a node insertion approach to change the order of nodes
in the current giant tour to improve its quality and propose two node inser-
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tion rules. Then, an Adaptive Knowledge-guided Insertion (AKI) operator is
developed which can adaptively select suitable node insertion rules based on
node distribution. The proposed AKI operator utilizes domain knowledge and
has a large search step size. The AKI operator is integrated into a local search
framework to form the Adaptive Knowledge-guided Search (AKS) algorithm.
In the AKS algorithm, traditional search operators conduct searches with small
step size (exploitation), while our proposed AKI operator performs searches
with larger step size (exploration), thereby enhancing the search capability of
the algorithm. Comprehensive experimental results also demonstrate the effec-
tiveness of the AKS algorithm.

• In Chapter 7, we conclude this thesis and discuss potential directions for future
research.
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Chapter 2

Background and Literature Review

In this chapter, we begin by detailing the notations and mathematical formulation
of 3L-SDVRP. We then present a comprehensive literature review, investigating dif-
ferent search paradigms, interactive routing-packing strategies, and search operators.
This thorough review has allowed us to grasp the current state of research, pinpoint
shortcomings in existing studies, and clearly establish the motivation for our research.

2.1 Mathematical Formulation of 3L-SDVRP

The 3L-SDVRP includes starting and ending points, along with multiple customer
nodes. Each node contains boxes of different weight, 3D sizes (length, width, height)
and quantities. Vehicles, originating from the starting point and available in multiple
types with different 3D capacities, visit these nodes to load boxes and then transport
them to the endpoint. This requires decisions on the number of vehicles and the route
for each vehicle. Additionally, a packing scheme must detail which boxes are assigned
to which vehicles, their spatial arrangement, and the order of loading. Notably, the
starting and ending points can be either the same [10] [13] [14] [50] [65] [66] [76] [107]
or different [51] [70], depending on the specific industrial scenarios, and there is no
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limit to the number of vehicles available.

The 3L-SDVRP has two objectives: minimizing the number of vehicles used or max-
imizing the average vehicle loading rate, and minimizing the total travel distance
(𝑄𝑄𝑅). Some studies treat 3L-SDVRP as a multi-objective problem, considering the
practical need to balance both objectives in industrial applications [51], [65]. How-
ever, extensive research indicates a general preference for minimizing the number of
vehicles over reducing travel distances [10] [13] [14] [66] [76] [107]. This preference is
primarily due to the significantly higher costs associated with acquiring, maintaining,
and staffing additional vehicles, which far exceed the expenses from extended travel
distances. In such research, when evaluating two solutions, 𝑆1 and 𝑆2, 𝑆1 is considered
superior if it involves fewer vehicles than 𝑆2, or, if the number of vehicles is the same,
𝑆1 has a lower 𝑄𝑄𝑅 than 𝑆2.

For problem formulation, different studies may consider varying specific problem char-
acteristics and constraints. Tab. 2.1 summarizes the problem properties considered
in our study and other research on the 3L-SDVRP. It is evident that the problem ex-
hibits varying characteristics in different scenarios, which must be taken into account
when designing algorithms.

2.1.1 Notations

Assuming that there are 𝑇 customer nodes/sites, a starting point (with index 0),
and an ending point (with index 𝑇 + 1). The distances between all pairs of nodes
are known a priori. Additionally, 𝑇 sets of boxes are provided, with all boxes at
each node belonging to a single set. Each box is characterized by its weight and 3D
dimensions (i.e., length, width, and height). The objective is to allocate vehicles to
transport all boxes from the nodes to the ending point, with all vehicles departing
from the starting point.

The notations used in the mathematical formulation are shown in Tab. 2.2. In 3L-
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Table 2.1: 3L-SDVRP problem properties considered in different research.

Literature BD HV TW WL LIFO Re Or VS FS VN

Liu et al. [51] ! " ! " " ! " " ! !

Rajaei et al. [76] " " ! — " " " ! " !

Pei et al. [70] ! " ! " " ! " " ! !

Bortfeldt and Yi [10] " " ! " " ! " " ! !

Chen et al. [14] " ! " " ! ! ! ! ! "

Li et al. [50] " " ! " " ! " " ! !

Yi and Bortfeldt [107] " ! ! ! ! ! " " ! !

Ceschia et al. [13] " " ! " " " " ! ! "

Moura and oliveira [66] " ! " ! ! ! " ! " "

Moura [65] – ! " ! ! ! ! ! " –

Ours " ! ! " " ! " ! " !

Note: BD = back to depot; HV = heterogeneous vehicles; TW = time window;
WL = weight limit; LIFO = last-in-first-out; Re = reachability; Or = orientation;
VS = vertical stability; RS = robust stability; FS = full support stability; SS =
surrounded stability; LBS = load bearing strength; VN = vehicle number limit;
The symbol “-” means the relative entry is not mentioned in the literature.

SDVRP, both the vehicle containers and the boxes are treated as rectangular solids.
We use one vertex of the vehicle container as the coordinate origin for convenience,
aligning the x-, y-, and z-axes with the container’s length, width, and height, respec-
tively. This configuration is depicted in Fig. 2.1, allowing the placement of each box
within the vehicle to be uniquely determined by coordinates in this system. Decision
variables include the number and type of vehicles utilized (*), each vehicle’s route,
and the packing arrangement, detailing which boxes are assigned to which vehicles,
their 3D coordinates, and the sequence in which the boxes are loaded into each vehicle.

18



2.1. Mathematical Formulation of 3L-SDVRP

Table 2.2: Notations used in the mathematical formulation

Notations Description

𝑉 = (𝑃 , 𝑊) road network, a complete directed graph

𝑃 = {0, 1, ..., 𝑇 , 𝑇 + 1}
the set of vertices; 0 is the starting point;
𝑇 + 1 is the ending point; 1 ∼ 𝑇 are customer nodes

𝑊 = {(𝑋, .) | 𝑋, . ∈ 𝑃 , 𝑋 ≠ . } the set of edges

𝑅𝑋 . non-negative travel distance

/ = {𝑎𝑋 | 𝑋 = 1, . . . ,𝑏 } one delivery order/instance; 1 ≤ 𝑏 ≤ 𝑇

𝑎𝑋 = {1, . . . ,𝑐𝑋}
the set of boxes that need to be transported in the node 𝑋;
𝑐𝑋: # boxes in the node 𝑋

𝑑𝑄𝑋 ⊂ 𝑎𝑋 the set of boxes that are loaded in vehicle 𝑄 in the node 𝑋

𝑒𝑓 ,𝑔𝑓 , ℎ𝑓 the length, width, and height of the box 𝑓

𝑖𝑓 , 𝑗𝑓 the weight and volume of the box 𝑓

𝑘𝑓 , 𝑙𝑓 , 𝑚𝑓 the coordinate of the center of the box 𝑓

𝑛𝑄 ,𝑜𝑄 ,𝑂𝑄 , 𝑄 = 1, . . . , *
the length, width, height of container vehicle 𝑄;
*: total # vehicles used to transport boxes

𝑝𝑄 , 𝑄 = 1, . . . , * the weight capacity of container vehicle 𝑄

𝑞𝑄𝑋 .
= 1 if vehicle 𝑄 travels from node 𝑋 to . ;
= 0 otherwise; (𝑋, . = 0, 1, · · · , 𝑇 + 1; 𝑄 = 1, · · · , *)

𝑘𝑓1, 𝑙𝑓1, 𝑚𝑓1 the smallest 𝑘, 𝑙, and 𝑚 coordinates of the box 𝑓 in the vehicle.

𝑘𝑓2, 𝑙𝑓2, 𝑚𝑓2 the largest 𝑘, 𝑙, and 𝑚 coordinates of the box 𝑓 in the vehicle

𝑘𝑄1, 𝑙𝑄1, 𝑚𝑄1
the smallest 𝑘, 𝑙, and 𝑚 coordinates of the container of
the vehicle 𝑄 (the origin of the coordinate system)

𝑘𝑄2, 𝑙𝑄2, 𝑚𝑄2 the largest 𝑘, 𝑙, and 𝑚 coordinates of the container of the vehicle 𝑄
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vehicle container door

box

x

y

z

Figure 2.1: Illustration of vehicle container coordinate system.

2.1.2 Mathematical Formulation

The following mathematical formulation is constructed based on [41] and [66]. There
are two objectives relevant to both routing and packing aspects of the problem.

The first objective:

𝑐𝑋* 𝑁1 = 1 −
∑*
𝑄=1 𝑒𝑟𝑠𝑅𝑋*𝑡_𝑢𝑠𝑄𝑣𝑄

*
or 𝑐𝑋* 𝑁1 = * (2.1)

In Eq. (2.1):

𝑒𝑟𝑠𝑅𝑋*𝑡_𝑢𝑠𝑄𝑣𝑄 = max (𝑗_𝑢𝑠𝑄𝑣𝑄 ,𝑔_𝑢𝑠𝑄𝑣𝑄) (2.1𝑠)

𝑗−𝑢𝑠𝑄𝑣𝑄 =

∑𝑇
𝑋=1

∑
𝑓∈𝑑𝐿𝑀 𝑗𝑓

𝑃𝑄
(2.1𝑤)

𝑔−𝑢𝑠𝑄𝑣𝑄 =

∑𝑇
𝑋=1

∑
𝑓∈𝑑𝐿𝑀 𝑖𝑓

𝑝𝑄
(2.1𝑥)
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* : the number of vehicles used.

The second one:

𝑐𝑋* 𝑁2 =
*∑
𝑄=1

𝑇+1∑
𝑋=0

𝑇+1∑
.=0

𝑅𝑋 . 𝑞
𝑄
𝑋 . (2.2)

Objective 𝑁1 focuses on maximizing the average vehicle loading rate or minimizing
the number of vehicle used, while objective 𝑁2 aims to reduce the total travel distance
(𝑄𝑄𝑅) across all vehicles.

The constraints are as follows.

𝑇∑
.=1

𝑞𝑄0 . = 1, 𝑄 = 1, . . . , * (2.3)

𝑇∑
𝑋=1

𝑞𝑄𝑋(𝑇+1) = 1, 𝑄 = 1, . . . , * (2.4)

𝑇∑
𝑋=0

𝑞𝑄𝑋𝑓 =
𝑇+1∑
.=1

𝑞𝑄𝑓 . , 𝑓 = 1, . . . , 𝑇; 𝑄 = 1, . . . , * (2.5)

𝑇∑
𝑋=0;𝑋≠ .

𝑞𝑄𝑋 . ≤ 1, . = 1, . . . , 𝑇; 𝑄 = 1, . . . , * (2.6)

𝑦1 (𝑘𝑓2 − 𝑘𝑒1) (𝑘𝑒2 − 𝑘𝑓1) ≤ 0, 𝑓 , 𝑒 ∈ 𝑑𝑄𝑋 ; 𝑋 = 1, . . . , 𝑇; 𝑄 = 1, . . . , * (2.7)

𝑦2 (𝑙𝑓2 − 𝑙𝑒1) (𝑙𝑒2 − 𝑙𝑓1) ≤ 0, 𝑓 , 𝑒 ∈ 𝑑𝑄𝑋 ; 𝑋 = 1, . . . , 𝑇; 𝑄 = 1, . . . , * (2.8)

𝑦3 (𝑚𝑓2 − 𝑚𝑒1) (𝑚𝑒2 − 𝑚𝑓1) ≤ 0, 𝑓 , 𝑒 ∈ 𝑑𝑄𝑋 ; 𝑋 = 1, . . . , 𝑇; 𝑄 = 1, . . . , * (2.9)
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𝑦1, 𝑦2, 𝑦3 ∈ {0, 1}, 𝑦1 + 𝑦2 + 𝑦3 ≥ 1 (2.10)

⋃
𝑄=1,...,*

𝑑𝑄𝑋 = 𝑎𝑋, 𝑋 = 1, . . . , 𝑇 (2.11)

⋂
𝑄=1,...,*

𝑑𝑄𝑋 = ∅, 𝑋 = 1, . . . , 𝑇 (2.12)

∑
𝑤∈𝑧𝑁

[ min {𝑘𝑤2 − 𝑘𝑓1, 𝑘𝑓2 − 𝑘𝑤1} · min {𝑙𝑤2 − 𝑙𝑓1, 𝑙𝑓2 − 𝑙𝑤1}] ≥ J · 𝑔𝑓𝑒𝑓

𝑓 ∈ 𝑑𝑄𝑋 , 𝑄 = 1, . . . , *; 𝑋 = 1, . . . , 𝑇;

𝑧𝑓 : the set of boxes under and touching the box 𝑓 in vehicle 𝑄

(2.13)

∑
𝑓∈𝑑𝐿𝑀

𝑖𝑓 ≤ 𝑝𝑄 , 𝑋 = 1, . . . 𝑇 ; 𝑄 = 1, . . . , * (2.14)

𝑘𝑓1 ≥ 𝑘𝑄1, 𝑓 ∈ 𝑑𝑄𝑋 ; 𝑋 = 1, . . . , 𝑇; 𝑄 = 1, . . . , * (2.15)

𝑙𝑓1 ≥ 𝑙𝑄1, 𝑓 ∈ 𝑑𝑄𝑋 ; 𝑋 = 1, . . . , 𝑇; 𝑄 = 1, . . . , * (2.16)

𝑚𝑓1 ≥ 𝑚𝑄1, 𝑓 ∈ 𝑑𝑄𝑋 ; 𝑋 = 1, . . . , 𝑇; 𝑄 = 1, . . . , * (2.17)

𝑘𝑓2 ≤ 𝑘𝑄2, 𝑓 ∈ 𝑑𝑄𝑋 ; 𝑋 = 1, . . . , 𝑇; 𝑄 = 1, . . . , * (2.18)

𝑙𝑓2 ≤ 𝑙𝑄2, 𝑓 ∈ 𝑑𝑄𝑋 ; 𝑋 = 1, . . . , 𝑇; 𝑄 = 1, . . . , * (2.19)
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𝑚𝑓2 ≤ 𝑚𝑄2, 𝑓 ∈ 𝑑𝑄𝑋 ; 𝑋 = 1, . . . , 𝑇; 𝑄 = 1, . . . , * (2.20)

K𝑓 > K𝑒 ,

if Eq. (2.22, 2.23, 2.25) or (2.23, 2.24, 2.26) hold simultaneously.
(2.21)

In Eq. (2.21):

𝑓 ∈ 𝑑𝑄𝑋 ; 𝑒 ∈ 𝑑𝑄. ; 𝑋, . = 1, . . . , 𝑇; 𝑄 = 1, . . . , * (2.21𝑠)

K𝑓 , K𝑒 : loading order of box 𝑓 and 𝑒 in vehicle L𝑄 (2.21𝑤)

(𝑘𝑓2 − 𝑘𝑒1) (𝑘𝑒2 − 𝑘𝑓1) > 0 (2.22)

(𝑙𝑓2 − 𝑙𝑒1) (𝑙𝑒2 − 𝑙𝑓1) > 0 (2.23)

(𝑚𝑓2 − 𝑚𝑒1) (𝑚𝑒2 − 𝑚𝑓1) > 0 (2.24)

𝑚𝑓1 ≥ 𝑚𝑒2 (2.25)

𝑘𝑓1 ≥ 𝑘𝑒2 (2.26)

The constraints of 3L-SDVRP primarily focus on two aspects:

• Vehicle Routing Constraints
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– Validity and Flow Conservation: Equations (2.3)–(2.5) define valid route
formation. Each route initiates at the starting node and terminates at the
ending node. Additionally, flow conservation must be maintained, meaning
that the number of vehicles entering and exiting a node must be equal.

– Single-Visiting: Equation (2.6) enforces a single-visit requirement, ensur-
ing that each customer is visited by the same vehicle only once.

• 3D Loading Constraints

– Non-Overlapping: Equations (2.7)–(2.10) specify that boxes within the
same vehicle must not overlap in any dimension.

– Non-Splitting: Equations (2.11)–(2.12) dictate that each box can be loaded
into only one vehicle.

– Supporting Stability: Equation (2.13) is the full supporting stability con-
straint in which 𝑧𝑓 represents the set of all boxes that are under box 𝑓 and
in contact with the bottom surface of 𝑓. Thus, constraint (2.13) requires
that the supporting area must be greater than or equal to the percentage
J of the bottom area of the box (J = 1.0 in our research).

– Weight Capacity: Equation (2.14) restricts the total weight of loaded boxes
to the vehicle’s weight capacity.

– Size Constraint: Equations (2.15)–(2.20) ensure that boxes must be con-
tained within the vehicle’s container without exceeding the container walls
or doors.

– Last-In-First-Out (LIFO): Equations (2.21)–(2.26) specify that boxes loaded
later must be unloaded first, once a vehicle departs from a node.
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2.2 Solution Approaches to 3L-SDVRP

Given the high complexity of 3L-SDVRP, exact algorithms are ineffective, thus intel-
ligent optimization methods, particularly meta-heuristic algorithms, emerge as more
appropriate and effective methods for such intricate challenges. In studies of 3L-
SDVRP, the emphasis is on route searching with a feasible 3D loading plan for each
route as a fundamental constraint.

2.2.1 Local vs. Global Search Approaches

Based on the range and strategy of their exploration within the solution space, algo-
rithms for the 3L-SDVRP can be categorized into global search-based methods and
local search-based methods.

Local search approaches for solving 3L-SDVRP encompass classic local search ([10]
[66]), tabu search ([14] [107]), and simulated annealing ([13]). For global search,
MOEA/D ([51]), estimation of distribution algorithms ([50]), and genetic algorithms
([65] [70]) are employed. Memetic algorithms [52] [89], although not yet applied
to solving the 3L-SDVRP, represent another class of meta-heuristic algorithms that
incorporate local search strategies into global search algorithms.

Local search-based algorithms perform well in exploitation by intensively searching
around known good solutions. However, they risk entrapment in local optima, par-
ticularly in complex solution spaces. Global search-based algorithms are adept at
exploration, covering a wide area of the solution space and potentially avoiding local
optima. However, they usually encounter challenges such as higher computational
costs and slower convergence rates, especially in the context of complex and large-
scale problems. Memetic algorithms are known for their effective balance between
exploration and exploitation, which is effective for addressing a wide range of com-
binatorial optimization problems (COPs). However, these algorithms often demand
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more computational resources than global search-based algorithms and require the
design of tailored local search strategies.

2.2.2 Multi-Objective vs. Single-objective Approaches

Additionally, since 3L-SDVRP inherently involves two objectives, some research treats
it as a multi-objective problem. Moural [65] tackled 3L-SDVRP from a multi-objective
perspective using the Multi-Objective Genetic Algorihtm (MOGA) but relaxed some
vital constraints, potentially limiting the solution’s relevance to real world scenarios.
Recently, Liu et al. [51] proposed the Multi-objective Evolutionary Algorithm based
on Decomposition by Offline Machine learning (MOEA/D-OM), which is the latest
method for solving the multi-objective 3L-SDVRP. It leverages a pre-trained machine
learning model to assess packing feasibility for routes, discarding infeasible ones. This
approach improve runtime efficiency by avoiding unnecessary 3D packing calculations
on infeasible solutions. However, its success largely depends on generating many
packing infeasible solutions during the search. The use of a pre-trained model for
packing evaluation could also limit the algorithm’s adaptability and performance
across diverse problem instances. Moreover, the authors recognize that the method
is limited in its ability to handle larger-scale problems effectively.

Although the 3L-SDVRP has two objectives, in practice, minimizing the number
of vehicles is considered more crucial than reducing the total travel distance (𝑄𝑄𝑅)
[10]. This prioritization is due to the substantially greater expenses associated with
obtaining and maintaining additional vehicles, as well as hiring more drivers, com-
pared to the additional travel costs. Consequently, it is conventionally treated as
a single-objective problem in most literature [10] [13] [14] [50] [66] [76] [107], where
the primary objective is the optimization of the number of vehicles used, with the
minimization of the 𝑄𝑄𝑅 as a secondary objective. SDVRLH2 is the state-of-the-art
single-objective method for 3L-SDVRP. It consists two stages: the determination of
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the packing arrangement for each node and the implementation of local search for
the routing process. SDVRLH2 is renowned for its exceptional performance across
diverse problem instances, underscoring its leadership in the field. However, it has
limitations. The packing algorithm, which packs two boxes at a time, generates only
two sub-spaces, potentially wasting space and increasing vehicle usage. The routing
component relies on traditional search operators without leveraging problem-specific
heuristics, thus reducing search efficiency. Additionally, the outer loop, which varies
the maximal admissible splitting costs, incurs significant computational cost. Finally,
the post-optimization phase, which implements 3-opt, is computationally expensive.

2.3 Interactive Routing-Packing Strategies

Fundamentally, any 3L-SDVRP solution must address both routing decisions (de-
termining which nodes each vehicle should visit) and packing decisions (designing
the 3D packing plan for each vehicle). These decisions substantially influence the
final solution quality, making the interactions between routing and packing during
the solution process crucial for algorithm performance. We refer to these interac-
tions as “interactive routing-packing strategy”. The term “interactive” denotes the
mutual influence of routing and packing decisions: routing decisions dictate which
nodes’ boxes a vehicle will load, while packing decisions directly affect the number
of boxes that can be loaded within the vehicle’s limited capacity. Prevailing interac-
tive routing-packing strategies are mainly divided into two paradigms: routing-first-
packing-second (R1P2), and packing-first-routing-second (P1R2).

2.3.1 Routing-First-Packing-Second (R1P2)

The R1P2 strategy is widely used to tackle VRPs with 3D loading constraints [21] [46]
[47] [57] [59] [60]. The R1P2 strategy seamlessly incorporates the packing process into
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the routing process. For each route, it generates a unique loading plan. The algorithm
then iteratively optimizes these routes to enhance solution quality. Importantly, any
changes made to a route will naturally modify the set of boxes to be loaded, demand-
ing immediate adjustments in the corresponding loading plan. In brief, the R1P2
strategy solves multiple 3D packing problems as it optimizes routes. When obtaining
loading arrangements, meta-heuristic algorithms [14] [21] [46] [47] [60] [77] [120], local
search techniques [14] [65] [66], or a bundle of heuristic algorithms [8] [13] [42] [50]
[57] [59] [69] [76] [91] are generally utilized.

2.3.2 Packing-First-Routing-Second (P1R2)

The P1R2 strategy, first introduced by [9], tackles packing and routing as two inde-
pendent phases. During the packing stage, each node is evaluated as an isolated 3D
packing problem (3DPP), with all packing decisions being made before the routing
process. The loading plan remains transparent to the routing stage, which means the
algorithm does not delve into the specifics of loading. Instead, it utilizes essential
information such as the total space occupied by boxes at each node, which affects
the routing decisions. This strategy effectively simplifies the problem, essentially
transforming it into a VRP without the complexities of 3D loading.

A vertical layer approach are commonly adopted in P1R2. Introduced by [27] and
later extended in the context of the 3DPP [7] [12] [25] [56], a vertical layer is a
rectangular space occupied by multiple boxes. As illustrated in Fig. 2.2, each layer’s
width and height dimensions correspond to the vehicle’s y and z axes, respectively.
The depth of the layer, measured along the x-axis, is established by the first box
loaded into the layer. In the P1R2 strategy, each node is treated as a separate 3DPP.
Solving this problem results in boxes at a given node forming one or multiple layers
with varying depths. During the routing phase, a layer is considered the smallest
loading unit; its internal configuration of boxes remains invariant. Consequently,
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Figure 2.2: Vertical layers.

distinct layers from the same node can be loaded onto different vehicles.

2.3.3 P1R2 with 2C-SP

The SDVRLH2 algorithm, as proposed by [10], is currently the most advanced method
for tackling 3L-SDVRP. Utilizing the P1R2 strategy, this algorithm introduces an
inventive packing pattern termed the two-customer segment pattern (2C-SP) based
on vertical layers.

In the SDVRLH2, each node, represented as *1, seeks to form 2C-SPs with the closest
30% of its neighboring nodes in terms of physical distance. For any neighbouring node
*2, a “mixed layer” is formed by choosing one vertical layer from each node according
to a set rule. Combined with the remaining vertical layers from *1 and *2, this mixed
layer results in a unique 2C-SP for the node pair (*1, *2).

To quantify the efficiency of this pattern, a “saving value”, represented as 𝑦, is cal-
culated. This value measures the space saved by a 2C-SP. Each node *1 will attempt
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to establish 2C-SPs with its neighbours through two different procedures and deter-
mine the corresponding 𝑦 values. The 2C-SP that results in the highest 𝑦 value—
meaning it saves the most space—is selected as the preferred option. For a detailed
introduction on 2C-SP, please refer to [10].

In the SDVRLH2 algorithm, vertical layers and 2C-SPs are established prior to rout-
ing, aligning with the P1R2 strategy. The goal of combining two nodes into a 2C-SP
is to minimize the space taken up by boxes, which in turn reduces the number of
vehicles needed.

2.4 Search Operators and Step Sizes

Meta-heuristic algorithms are a class of iterative search algorithms based on a generate-
and-test strategy, typically involving a repetitive process of continuously generating,
evaluating, and improving solutions until certain stopping criteria are met [106].
Search operators are one of the core components in these algorithms, determining
how the algorithm explores the solution space and improves the current solution. In
each iteration, search operators are used to generate new solutions, thereby exploring
the solution space. Search operators determine the search direction and the search
step size during the search process. Their selection and design process are not only
related to the problem being solved but also to the representation, and they directly
impact the performance of the optimization algorithm, thus playing a crucial role.

2.4.1 Commonly Used Search Operators for 3L-SDVRP

Tab. 2.3 shows the search operators commonly used in the existing literature for solv-
ing VRPs with 3D loading constraints. These operators can be divided into two types:
intra-sequence and inter-sequence operators. Intra-sequence operators act on a single
sequence of nodes, affecting changes within the same sequence, such as reordering,
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inverting, or swapping nodes. Inter-sequence operators, on the other hand, act on
two different sequences of nodes, typically involving operations such as transferring
nodes from one sequence to another or swapping nodes between sequences.

• Swap Operator: Exchange the positions of two nodes.

• Shift Operator: Move a node to another position.

• 2-opt Operator: Breaks two edges and reconnects two new edges to alter the
node order.

• 3-opt Operator: Breaks three edges in a node sequence and reconnects three
new edges.

• Move & Rotate Block: This operator groups identical boxes into blocks for a
block sequence representation. It selects and inserts blocks between sequences.

• Split Operator: Divides a node sequence into two non-empty sequences.

• Best Cost Route Crossover: Selects two node sequences, inserts two consecutive
nodes from each into the other.

• 1-point Crossover: Randomly divides two node sequences at a selected position
and recombines them.

• 2-point Crossover: Randomly selects two points in two node sequences and
exchanges the segments.

There are also other search operators, such as the Partially Mapped Crossover (PMX)
[38] [93] [99], Order Crossover (OX) [4] [74], Sequence Based Crossover (SBX) [73]
[89], and Route Based Crossover (RBX) [73], etc. Although these operators have
not been used in existing research to solve VRPs with 3D loading constraints, they
serve as general search operators and can be used to solve various Combinatorial
Optimization Problems (COPs).
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Table 2.3: Commonly used search operators for VRPs with 3D loading constraints.

Search operators
Type

Literature
Intra-
sequence

Inter-
sequence

Swap √ √

[10] Bortfeldt & Yi (2020), [14] Chen et al. (2020),
[107] Yi & Bortfeldt (2018), [13] Ceschia et al. (2013),
[47] Koch et al. (2020), [77] Reil et al. (2018),
[120] Zhang et al. (2015), [103] Wei et al. (2014),
[48] Lacomme et al. (2013), [110] Zachariadis et al. (2013),
[6] Bortfeldt (2012), [121] Zhu et al. (2012),
[23] Fuellerer et al. (2010), [102] Wang et al. (2010),
[92] Tarantilis et al. (2009), [26] Gendreau et al. (2006)

Shift √ √

[10] Bortfeldt & Yi (2020), [14] Chen et al. (2020),
[107] Yi & Bortfeldt (2018), [100] Turky et al. (2017),
[13] Ceschia et al. (2013), [42] Junqueira & Morabito (2015),
[69] Pace et al. (2015), [120] Zhang et al. (2015),
[103] Wei et al. (2014), [6] Bortfeldt (2012),
[109] Zachariadis et al. (2012), [121] Zhu et al. (2012),
[102] Wang et al. (2010), [92] Tarantilis et al. (2009),
[26] Gendreau et al. (2006), [23] Fuellerer et al. (2010)

2-opt √ √

[14] Chen et al. (2020), [66] Moura & Oliveira (2009),
[77] Reil et al. (2018), [69] Pace et al. (2015),
[120] Zhang et al. (2015), [103] Wei et al. (2014),
[48] Lacomme et al. (2013), [121] Zhu et al. (2012),
[102] Wang et al. (2010), [92] Tarantilis et al. (2009)

3-opt √ [77] Reil et al. (2018), [9] Bortfeldt & Homberger (2013)

Move & rotate block √ [13] Ceschia et al. (2013)

Best cost route crossover √ [65] Moura (2008), [34] Hanshar & Ombuki (2007),
[67] Ombuki et al. (2002), [68] Ombuki et al. (2006)

1-point crossover √

[14] Chen et al. (2020), [120] Zhang et al. (2015),
[103] Wei et al. (2014), [48] Lacomme et al. (2013),
[109] Zachariadis et al. (2012), [102] Wang et al (2010),
[92] Tarantilis et al. (2009)

2-point crossover √ [84] Ruan et al. (2013), [62] Miao et al. (2012)

Note: Intra-sequence refers to an operator acting on a single sequence of nodes; inter-sequence refers to an
operator acting on two sequences of nodes.
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2.4. Search Operators and Step Sizes

Although general operators are straightforward to comprehend, easy to implement,
and applicable across various COPs, their lack of specialized domain knowledge guid-
ance significantly limits their effectiveness in the search process. This limitation
becomes especially evident in problems with complex constraints and large scales.
Therefore, in the context of complex VRPs such as 3L-SDVRP discussed in this the-
sis, general operators are inadequate for addressing these challenges efficiently and
effectively.

Some research has placed an emphasis on the integration of domain knowledge into
search operators, aiming to enhance search efficiency and yield solutions of superior
quality. An example of this advancement is the Merge-Split (MS) operator, developed
by Tang et al. [89] for the Capacitated Arc Routing Problem (CARP). This operator
comprises two key components: Merge and Split. The Merge component operates
by randomly selecting a specified number of routes, denoted as J, and combining
their tasks into an unordered list. Subsequently, the Split component employs a
Path Scanning (PS) heuristic [28] along with five distinct rules to generate a series of
ordered lists. These lists are then segmented into routes utilizing Ulusoy’s splitting
procedure [101]. This operator effectively integrates domain knowledge via the PS
heuristic and Ulusoy’s method and embodies the concept of a large step size [104] in
route optimization, through its innovative approach of merging and dividing routes.
Lan et al. [49] introduced two distinct region-focused operators for the Multidepot
Multidisposal-facility Multitrip Capacitated Vehicle Routing Problem (M3CVRP).
These operators begin by randomly selecting a route, denoted as L1, and a node in
L1, referred to as 𝑓. Within a defined radius M around node 𝑓, a node 𝑥 not part
of L1 is identified. The subsequent operation can occur in one of two ways: either a
Region-Focused Single-Point Swap (RFSPS), which involves exchanging node 𝑓 with
node 𝑥, or a Region-Focused Segment Swap (RFSS), which requires the substitution
of the entire segment following nodes 𝑓 and 𝑥.

Search operators that integrate domain knowledge, like these, are generally tailored to
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specific problems or their unique characteristics. This specificity demands a case-by-
case analysis, leading to the design of distinct search operators based on the domain
knowledge relevant to each problem.

2.4.2 Search Step Sizes

In meta-heuristic algorithms, the search step size denotes the magnitude of changes
applied to solutions in each iteration, influencing the algorithm’s capacity for effective
exploration and exploitation of the solution space. Larger step sizes enable more
extensive exploration of the solution space, but risk missing the optimal solution,
whereas smaller step sizes concentrate on thoroughly exploiting the best solution
found within a specific region. Additionally, the search step size directly impacts the
convergence speed of the algorithm.

When tackling 3L-SDVRP, search methods like classic local search [10] [66], tabu
search[14] [107], and simulated annealing [13] offer efficiency with smaller step sizes,
but may get stuck in local optimal solutions. In contrast, evolutionary algorithms
[51] [65] [70] and estimation of distribution algorithms [50], using larger step sizes,
explore more broadly but with higher computational costs and slower convergence.

Researchers have actively explored methods to combine or balance small and large
search step sizes. For example, Yao employed a larger search step size in a local
search-based algorithm—Simulated Annealing (SA), and theoretically showed that
the SA with a larger neighborhood size are more effective than SA with a smaller one
[104]. Shaw developed the Large Neighborhood Search (LNS) algorithm for simple
VRPs, known for its substantial solution modifications (i.e., large search step size)
[86]. This algorithm has been applied to various VRP variants [19] [85]. Subsequent
advancements in local search-based methods have seen the introduction of dynamic
adjustments in neighborhood sizes [63] [105], proving beneficial in a range of VRPs
[11] [108]. Building upon the principles of LNS, Ropke and Pisinger developed an
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adaptive large neighborhood search algorithm, initially for addressing the Pickup and
Delivery Problem with Time Windows (PDPTW) [79]. This methodology has been
further extended to apply to other VRP variations, such as VRP with Transshipment
Facilities (VRPTF) [22], VRP with Multiple routes and Time Windows (VRPMTW)
[2], and VRP with Cross-Docking (VRPCD) [32], illustrating its effectiveness in di-
verse routing challenges. The Memetic Algorithm (MA) [64], which effectively merges
local and global search methods and incorporates both small and large step sizes, is
recognized for its high time complexity and requires the design of tailored local search
strategies. Nevertheless, the MA has been extensively applied to a diverse array of
COPs, including the Capacitated Arc Routing Problem (CARP) [89], a variety of
VRP variants [31] [58], the Job Scheduling Problem (JSP) [24] [30] [61], and the
Graph Coloring Problem (GCP) [17] [55], among others. However, directly apply-
ing these methods to 3L-SDVRP is ineffective as they do not incorporate domain
knowledge which is crucial for addressing such a complex problem. Thus, achieving a
balanced trade-off between large and small step sizes remains a significant challenge.

2.5 Discussion

The high complexity of 3L-SDVRP presents significant challenges for solving it us-
ing exact algorithms. Consequently, intelligent optimization algorithms, particularly
meta-heuristic algorithms, are recognized as effective and widely-used approaches for
addressing complex problems like 3L-SDVRP. These methods operate on a generate-
and-test iterative strategy [106], where each iteration generates a new set of potential
solutions from the existing ones using various search operators, aiming to find im-
proved solutions. This process is repeated iteratively to approximate an optimal
solution. Several key factors influence the performance of these algorithms:

• A critical factor is the choice of search operators, such as crossover operators,
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mutation operators, and neighborhood operators. These operators are core
components of meta-heuristic algorithms, determining how the algorithm nav-
igates the search space. Their importance lies in maintaining solution diver-
sity, effectively balancing exploration and exploitation, and adapting to specific
problem characteristics. By designing and utilizing effective search operators,
meta-heuristic algorithms can more efficiently find high-quality solutions.

• The balance between exploration and exploitation is crucial to the success of
these algorithms. Exploration requires conducting a broad search within the
solution space to discover new potential solutions, thereby supporting innova-
tion and diversity. Conversely, exploitation focuses on intensifying the search
around already identified effective solutions, aiming to refine them further. The
performance of different algorithms depends significantly on their emphasis on
either exploration or exploitation.

• In meta-heuristic algorithms, the search step size refers to the extent of change
in solutions during each search step. The selection and adjustment of search
step size are crucial to the algorithm’s performance and efficiency. It di-
rectly impacts the algorithm’s ability to explore and exploit, its convergence
speed, adaptability to different problem characteristics, and robustness. Effec-
tive step size selection and adjustment strategies can significantly enhance the
performance of meta-heuristic algorithms, enabling them to more effectively
find high-quality solutions.

In Section 2.2, we summarize the different solution approaches for solving 3L-SDVRP,
focusing on local/global search-based algorithms and single/multi-objective algorithms.
Current research indicates that the exploration of global search-based multi-objective
optimization algorithms for solving 3L-SDVRP remains insufficient. Additionally,
combining routing and packing—both NP-hard problems—3L-SDVRP’s solution pro-
cess is notably time-consuming [6] [23] [26] [46] [47] [50] [78]. In real-world scenarios,
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computational resources are often limited, posing a significant challenge in designing
effective optimization algorithms that improve solution quality under these strict lim-
itations. In Chapter 3, we tackled 3L-SDVRP as a multi-objective problem, focusing
on improving algorithmic performance through effective balance between exploration
and exploitation, especially under tight computational resource limitations (i.e., the
number of fitness evaluations).

Moreover, in real-world scenarios, the number of vehicles is often more critical than
the travel distance. This is because the costs associated with maintaining additional
vehicles and hiring extra drivers are typically higher than those incurred from an
increase in travel distance. Given these insights, we explored the local search-based
approach to solve 3L-SDVRP. In alignment with existing research [10] [76], we ad-
dressed 3L-SDVRP as a single-objective problem, prioritizing vehicle reduction as the
primary objective and total travel distance as a secondary objective. Our research in
Chapter 4 aimed at proposing a more efficient method to solve 3L-SDVRP based on
the state-of-the-art algorithm SDVRLH2 [10].

In Section 2.3, we review the existing interactive routing-packing strategies. Each
strategy has its pros and cons. R1P2 integrates packing into routing, allowing for
adjustments of the packing plan as the route changes. While this offers more flexibility
and may require fewer vehicles, it also makes computation more complex and time-
consuming. On the other hand, the P1R2 approach treats each node as a separate
packing problem and establishes the packing plan before the routing process, which
avoids having to solve the packing problem during routing repeatedly. This speeds
up the process but may limit flexibility in minimizing vehicle use. In contrast to the
P1R2 strategy where each node is independently loaded, the 2C-SP involves loading
two nodes together, potentially saving vehicle space. However, as noted in [10], in
creating 2C-SP, a node only considers its closest 30% neighboring nodes. Furthermore,
these 2C-SPs are fixed prior to routing and do not update during the routing process.
Therefore, there may exist opportunities for more effective interactive routing-packing
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strategies. Despite the importance of interactive routing-packing strategies in solving
3L-SDVRP, there’s a lack of in-depth comparison and assessment of these various
approaches. In Chapter 5, our research provides a detailed experimental analysis
that compares the effectiveness of the P1R2 and R1P2 strategies and investigates the
impact of using the 2C-SP pattern. Based on the insights gained from this analysis, we
introduce an adaptive interactive routing-packing strategy which dynamically adjusts
loading decisions during the routing process.

In Section 2.4, we review the search operators used for solving 3L-SDVRP and dis-
cuss the efforts made to adjust search step size within the algorithms. Our literature
review reveals that existing operators are becoming increasingly inadequate for ef-
fectively and efficiently solving complex VRPs. In response to this, incorporating
domain knowledge into optimization algorithms through search operators can signif-
icantly improve algorithm performance and applicability. This approach is particu-
larly effective when it focuses on the specific characteristics of the problem at hand.
Besides, these search operators play a pivotal role in determining the algorithm’s
search step size. In optimization search algorithms, this step size is a vital factor
that influences the balance between exploration and exploitation. It also significantly
affects the algorithm’s convergence speed. This, in turn, influences both the com-
putational resources required and the quality of the solutions produced. Therefore,
the selection of an appropriate search step size is a matter of utmost importance.
Chapter 6 describes our proposed Adaptive Knowledge-guided Insertion (AKI) op-
erator and Adaptive Knowledge-guided Search (AKS) algorithm. Our AKI operator
not only introduces domain knowledge but also has a larger search step size compared
to general operators. In AKS, traditional operators conduct detailed searches with
small step sizes, while the AKI operator explores new areas with a larger step size.
This approach balances exploration and exploitation without increasing the number
of fitness evaluations (FEs), thereby improving efficiency and solution quality.
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Chapter 3

A Multi-Objective Approach to
3L-SDVRP*

This chapter addresses the 3L-SDVRP as a multi-objective problem and introduces a
Hierarchical Neighborhood Filtering (HNF) mutation operator, along with a Pareto-
based Evolutionary Algorithm with Concurrent crossover and Hierarchical Neighbor-
hood Filtering mutation (PEAC-HNF).

We propose the HNF operator with three key features: leveraging multiple neighbor-
hood structures to generate offspring, thereby enhancing solution diversity during the
search process; operating hierarchically by prioritizing individuals with high nondom-
ination ranks, ensuring that the search focuses on superior solutions; and employing a
filtering process to eliminate unnecessary individuals, thus reducing redundant fitness
evaluations. Our PEAC-HNF algorithm combines the local search capabilities of the
HNF operator with the global search capabilities of the Evolutionary Algorithm (EA)
framework, effectively balancing exploitation and exploration. The organization of

∗This chapter is partially based on a paper published at the 2024 Genetic and Evolutionary Com-
putation Conference (GECCO’ 24) [119] and a paper published at IEEE Transaction on Emerging
Topics on Computational Intelligence (TETCI) [118].
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this chapter is as follows. Section 3.1 discusses the current research challenges and
our motivations. Section 3.2 details our proposed HNF mutation and PEAC-HNF
algorithm. Section 3.3 compares our algorithm with state-of-the-art methods and
offers further analysis. Section 3.4 concludes the chapter.

3.1 Introduction

In Chapter 2, we identified that 3L-SDVRP has two primary objectives: maximizing
the average vehicle loading rate (or minimizing the number of vehicles used) and min-
imizing the total travel distance. The two objectives are inherently in conflict with
each other. On one hand, due to the varying 3D sizes of boxes both between and
within nodes, a vehicle may not be able to load all the boxes at a particular node, yet
it might still have enough capacity to load boxes from other nodes. In this situation,
strictly pursuing a high load rate for each vehicle requires loading as many boxes as
possible. This approach may lead to a vehicle visiting more nodes to fully utilize its
capacity, thereby increasing the total travel distance. On the other hand, if the aim
is to minimize the total travel distance, vehicles might refrain from loading additional
boxes to avoid visiting more nodes, resulting in unused capacities and a lower load
rate. In Section 3.3.2, we compare our proposed PEAC-HNF algorithm with two
single-objective methods, each focusing on one of the two objectives. The experi-
mental results in Figs. 8 and 9 indicate that solutions obtained by single-objective
methods are highly imbalanced in terms of quality across the two objectives; they
perform well in the objective they prioritize but poorly in the other, illustrating the
conflicting nature of these objectives. This complex relationship presents a significant
challenge for multi-objective optimization, as it requires achieving solutions that are
well-balanced across both objectives.

Current research on utilizing multi-objective optimization algorithms to solve 3L-
SDVRP remains insufficient. Liu et al. [51] introduced a Multi-objective Evolutionary
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Algorithm based on Decomposition by Offline Machine learning (MOEA/D-OM) to
address the multi-objective 3L-SDVRP. This state-of-the-art multi-objective method
employs pre-trained machine learning models to predict the packing feasibility of each
route, discarding those predicted as infeasible. Consequently, this approach reduces
the algorithm’s runtime by avoiding the 3D packing process for infeasible solutions,
achieving computational savings. However, this comes at the cost of generating a large
number of infeasible solutions during the search process, specifically packing infeasi-
ble routes. Moreover, the reliance on pre-trained machine learning models presents a
generalization challenge when solving different problem instances. Additionally, their
proposed method struggles with larger problem scales, and the solution quality re-
mains inferior to that obtained by the SDVRLH2 algorithm proposed in [10]. Moura
[65] developed a Multi-Objective Genetic Algorithm (MOGA) to solve 3L-SDVRP.
However, their study relaxed some critical constraints of the problem, thereby re-
ducing the problem-solving difficulty and its relevance to real-world scenarios, which
diminishes the applicability of the obtained solutions in practical problems.

The current research faces the following challenges:

• The inherent complexity of 3L-SDVRP, which involves both routing and load-
ing constraints, makes efficient searching more difficult and computationally
expensive. This complexity poses a challenge to the real-world demand for
high-quality solutions with minimal computational resources, especially in time-
sensitive logistics and supply chain applications.

• The conflicting relationship between the two objectives of 3L-SDVRP makes
it hard to achieve high-quality solutions for both objectives simultaneously.
Overemphasizing one objective may lead to poor performance on the other
(see experimental results of single-objective methods on Section 3.3.2), which
is undesirable in real-world scenarios where both objectives are important.
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To address these challenges, we develop a Hierarchical Neighborhood Filtering (HNF)
mutation operator, characterized by:

• Using diverse neighborhood structures like swap, 2-opt, and 3-opt to create a
wide range of offspring from a single parent, thus improving solution diversity
and algorithm exploitation capability.

• It adopts a hierarchical approach to mutation, prioritizing individuals with
higher nondomination ranks for more focused search on promising candidates.

• The offspring undergo a filtering process, where some individuals are removed if
they meet specific criteria, enhancing search efficiency and reducing unnecessary
fitness evaluations.

By incorporating the HNF mutation into the EA framework, we have developed a
novel Pareto-based Evolutionary Algorithm with Concurrent crossover and Hierarchi-
cal Neighborhood Filtering mutation (PEAC-HNF) for 3L-SDVRP. The HNF muta-
tion enhances PEAC-HNF’s exploitation capabilities, complementing the EA’s inher-
ent exploration strength, thereby achieving a better balance between exploration and
exploitation. Additionally, PEAC-HNF executes crossover and mutation processes
concurrently, allowing an individual to undergo either or both processes in parallel,
but not in a sequential manner. The proposed PEAC-HNF algorithm demonstrates
a better balance between exploration and exploitation under constrained computa-
tional resources, significantly enhancing overall performance. Furthermore, it pro-
vides a robust framework for multi-objective optimization in the context of the 3L-
SDVRP. PEAC-HNF has been evaluated against baselines and the state-of-the-art
multi-objective algorithm for 3L-SDVRP, e.g., MOEA/D-OM [51] and MOGA [65],
demonstrating its effectiveness. Further experimental studies have validated the cru-
cial role of the HNF mutation on improving algorithmic performance.
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3.2 The PEAC-HNF Algorithm

To provide a clearer description of our proposed method, this section first presents
the solution representation in Section 3.2.1. Next, we provide a detailed description
of the Hierarchical Neighborhood Filtering (HNF) mutation in 3.2.2. Following this,
Section 3.2.3 delve into the framework of the Pareto-based Evolutionary Algorithm
with Concurrent crossover and Hierarchical Neighborhood Filtering mutation (PEAC-
HNF). Finally, additional details of PEAC-HNF are provided in Section 3.2.4.

3.2.1 Representation and Giant Tour Decoding

This thesis employs the giant tour representation, a concept first introduced by
Beasley [4]. This representation has been utilized in numerous variants of the VRPs
[1] [10] [18] [20] [38] [44] [48] [65] [66] [74] [88] [103]. For a comprehensive survey on
the giant-tour representation of VRP, interested readers can refer to [75]. In essence,
a giant tour is a permutation of all nodes, representing a sequence rather than a
feasible solution. In the context of 3L-SDVRP, a feasible solution includes both a
set of feasible routes and a feasible packing plan for each vehicle. Therefore, a gi-
ant tour decoding procedure is needed to decode the giant tour into several feasible
routes. The complexity of developing feasible solutions lies in the need to create not
only routes but also detailed loading plans for multiple vehicles, such as the loading
sequence and spatial arrangement of each box.

Decoding a giant tour means converting it into a feasible solution. The giant tour
decoding process follows the method outlined in [10]. In this process, for a given
giant tour, a new empty vehicle departs from the starting point and visits each node
in the order specified by the giant tour, packing boxes at each node. Specifically,
if a vehicle cannot load all boxes at a node, it will load as many as it can without
violating any constraints, then proceed directly to the destination instead of visiting
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other nodes. Subsequently, another new empty vehicle starts from the starting point,
first visiting the last node served by the previous vehicle (if any boxes remain at that
node), and then visits the remaining nodes in the giant tour. Split delivery occurs
when the boxes from a node are distributed among multiple vehicles. Thus, through
the decoding, we derive a feasible solution comprising a set of routes and a feasible
packing arrangement for each vehicle from a giant tour.

3.2.2 HNF Mutation

To augment the algorithm’s exploitation potential, we designed a novel Hierarchical
Neighborhood Filtering (HNF) mutation operator that performs fine-grained local
searches around high-quality solutions.

As shown in Algorithm 1, before performing the Hierarchical Neighborhood Filtering
(HNF) mutation, nondominated sorting [16] is conducted to assign a nondomination
rank to individuals in the parent population N/N. The algorithm then performs
mutation on individuals with the first nondomination rank, followed by the second,
and so on (Algorithm 1 Steps 3-8). This hierarchical approach continues until the
number of final offspring obtained by HNF mutation (denoted as /𝑂𝑇O) reaches
N · J𝑐 (Steps 2), where N is the population size and J𝑐 is the proportion of fitness
evaluations dedicated to /𝑂𝑇O .

For each individual, the HNF mutation utilizes different neighborhood structures,
including swap, 2-opt, and 3-opt operators, to generate multiple offspring from a
single parent 𝑆. Specifically, the swap operator exchanges the positions of two nodes
[10] [26]; the 2-opt operator breaks two edges and reconnects them to alter the node
order [14] [35]; and the 3-opt operator breaks three edges and reconnects them to
create a new sequence of nodes [35] [77]. Thus, for a given parent 𝑆, all possible
individuals generated by these three neighborhood structures constitute its offspring,
denoted as /𝑆 (Step 10).

44



3.2. The PEAC-HNF Algorithm

After obtaining /𝑆, the individuals within it undergo an immediate filtering process
(Step 11). This means not all individuals from /𝑆 will be added to the final mutation
offspring /𝑂𝑇O . Individuals in /𝑆 that meet the following criteria will be sampled and
added to /𝑂𝑇O : (1) they are different from individuals in the parent population, (2)
they are different from individuals sampled from the crossover offspring population,
and (3) they are different from individuals already added to /𝑂𝑇O in the current
generation. If the number of qualified individuals in /𝑆 exceeds the required amount,
individuals will be randomly sampled (Step 15). This procedure repeats until the
number of individuals in /𝑂𝑇O reaches N · J𝑐.

Compared to traditional mutations or applying a single mutation operator multiple
times on an individual, our HNF mutation (1) creates a broader range of offspring for
selection, increasing diversity, (2) focuses the search on superior individuals, thereby
improving the algorithm’s ability to exploit solutions, and (3) enhances search effi-
ciency by reducing unnecessary fitness evaluations through its filtering process.

3.2.3 Framework of PEAC-HNF Algorithm

Incorporating the HNF mutation into the EA framework, this chapter proposed a
new Pareto-based Evolutionary Algorithm with Concurrent execution for crossover
and Hierarchical Neighborhood Filtering mutation (PEAC-HNF).

Algorithm 2 details the PEAC-HNF algorithm, and Fig. 3.1 illustrates its workflow,
beginning with the creation of an initial population of size N (Step 1). The fitness
values of each individual, defined by their total travel distance and average vehicle
loading rate, are evaluated. Individuals are then ranked using nondominated sorting
[16], assigning each a nondomination rank (Step 2). Considering the computational
resource limits, the FEs per generation equals N. The algorithm allocates J𝑐 · N
(where 0 < J𝑐 < 1) FEs for mutations and the remaining FEs, (1 − J𝑐) · N, are
used for crossovers. Both crossovers and mutations in PEACH occur concurrently. If
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Algorithm 1 HNF Mutation (Key innovations in red boxes.)
Input: N/N: population with nondomination rank; J𝑐: proportion of fitness evalu-
ations dedicated to the HNF mutation
Output: /𝑂𝑇O : final offspring obtained by the HNF mutation

1: /𝑂𝑇O ← ∅; 𝑢𝑠*𝑓 ← 1; N← |N/N |
2: while |/𝑂𝑇O | ≠ N · J𝑐 do

3: P𝑢𝑠*𝑓 ← all individuals whose nondomination rank equals 𝑢𝑠*𝑓 in N/N
4: if P𝑢𝑠*𝑓 is ∅ then
5: 𝑢𝑠*𝑓 ← 𝑢𝑠*𝑓 + 1
6: continue
7: end if

8: 𝑆← random select an individual from P𝑢𝑠*𝑓

9: /𝑆 ← ∅; N/N← delete 𝑆 from N/N

10: /𝑆 ← get all neighborhood individuals of 𝑆 by swap, 2-opt, and 3-opt operators
and add them to /𝑆

11: /𝑆 ← filtering /𝑆 and retaining only qualified individuals
12: if |/𝑆 | ≤ (N · J𝑐 − |/𝑂𝑇O |) then
13: /𝑂𝑇O ← /𝑂𝑇O ∪/𝑆

14: else
15: /𝑂𝑇O ← select (N · J𝑐 − |/𝑂𝑇O |) individuals from /𝑆 randomly and add

to /𝑂𝑇O

16: end if
17: end while
18: return /𝑂𝑇O
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the offspring exceed the FEs allocated to any process, random sampling is utilized to
select the offspring for further evaluation. These offspring are then assessed and sorted
by nondomination ranks (Step 9). Using a (𝐿+𝑀) survival strategy (𝐿 = N, 𝑀 = N), the
top-performing individuals form the new parent population for the next generation,
and the cycle repeats until the termination conditions are met.

Algorithm 2 PEAC-HNF Algorithm (Key innovation in red box.)
Input: N: population size; J𝑐: proportion of fitness evaluations dedicated to the
HNF mutation; 𝑉: maximal # of generations
Output: P: final nodominated solutions

1: 𝑡 ← 1; N/N𝑡 ← initialize population randomly
2: N/N𝑡 ← evaluate N/N𝑡 and perform nondominated sorting
3: while 𝑡 ≤ 𝑉 do
4: /𝑘 ← perform crossover on N/N𝑡 and get offspring
5: /𝑂𝑇O ← perform HNF mutation (Algorithm 1) on N/N𝑡 and get offspring
6: /𝑡 ← /𝑘 ∪/𝑂𝑇O

7: /𝑡 ← evaluate /𝑡

8: N/N𝑡+1 ← /𝑡 ∪ N/N𝑡
9: N/N𝑡+1 ← perform nondominated sorting and survival selection on N/N𝑡+1

10: 𝑡 ← 𝑡 + 1
11: end while
12: P ← the nondominated solutions (i.e., individuals with first nondominition rank)

in N/N𝑡
13: return P

By integrating the HNF mutation within the EA framework, PEAC-HNF enhances
its exploitation capabilities while preserving the natural exploration advantages of
evolutionary algorithms, thereby establishing an effective balance between exploration
and exploitation. Furthermore, the PEAC-HNF algorithm demonstrates efficacy in
identifying Pareto-optimal solutions that effectively balance the trade-offs between
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Figure 3.1: Pareto-based Evolutionary Algorithm with Concurrent execution for
crossover and Hierarchical Neighborhood Filtering mutation (PEAC-HNF). N is pop-
ulation size. J𝑐 is proportion of FEs allocated to offspring obtained by mutation.

conflicting objectives. This approach yields a diverse set of high-quality alternatives,
thereby providing decision-makers with a comprehensive range of options for informed
decision-making.

Concurrent Execution of Crossover and Mutation

The term “concurrent” refers to the parallel execution of crossover and mutation
processes. This setup allows an individual to undergo either the crossover or mutation
processes on their own, or both simultaneously, instead of one after the other.

In this study, executing crossover and mutation processes concurrently is found to
be more effective than the traditional sequential method, where crossover is followed
by mutation. Considering the constraint of limited FEs, our HNF mutation prefers
individuals with higher nondomination ranks. To do this, it is necessary to first
perform fitness evaluations and nondominated sorting to assign nondomination ranks.
Fig. 3.2 contrasts the concurrent and serial sequence to crossover and mutation.
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In our implementation, the # FEs per generation is strictly limited to N. We allo-
cate a proportion J𝑐 of these evaluations to mutation offspring, and the remaining
proportion 1 − J𝑐 to crossover offspring. Specifically, in each generation:

• N × (1 − J𝑐) FEs are used to evaluate offspring generated by crossover.

• N × J𝑐 FEs are used to evaluate offspring generated by mutation.

• Both crossover and mutation are independently applied to the same parent
population. If either operator generates more offspring than its allocated quota,
random sampling is performed to ensure the correct ratio between the two types
of offspring.

This design is fundamentally different from the conventional serial approach, where
mutation is only performed on the offspring generated by crossover (N × (1 − J𝑐)
individuals). In our concurrent approach, crossover and mutation are executed in
parallel on the parent population (N individuals), so that the scope of mutation is
extended and solution diversity is enhanced, without increasing the total # FEs per
generation. Our experimental results in Section 3.3.3 validate the effectiveness of
concurrent sequence.

3.2.4 Other Details of PEAC-HNF Algorithm

Fitness Evaluation

The evaluation method is illustrated in Algorithm 3. We have already known an
individual is a giant tour. Through the giant tour decoding procedure, a feasible
solution, which contains a set of routes and a feasible packing arrangement of each
vehicle, will be obtained from an individual (Algorithm 3 Step 1). Then two objectives
can be calculated (Algorithm 3 Step 2). After all individuals’ 𝑁1 and 𝑁2 are obtained,
the population is sorted based on the nondomination, and each individual is assigned
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Parent population 
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(a) Serial Sequence: perform mutation on !×($ − &!) individuals 

(b) Concurrent Sequence: perform mutation on ! individuals

Figure 3.2: The difference between the serial and concurrent sequence of the crossover
and mutation. N is #O𝑊𝑆 allocated to each generation (also the population size). J𝑐
is the proportion of FEs allocated to offspring obtained by mutation.
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a nondomination rank [16]. The first nondomination rank is the best rank, the second
nondomination rank is the next-best rank, and so on.

Algorithm 3 Fitness Evaluation
Input: 𝑡: a individual, i.e., a giant tour.
Output: 𝑁1: the first objective value; 𝑁2: the second objective value.

1: 𝑆← perform the giant tour decoding procedure to 𝑡 and get the feasible solution;
2: 𝑁1, 𝑁2 ← calculating fitness values based on 𝑆;
3: return 𝑁1, 𝑁2

Binary Tournament Selection

The binary tournament selection is to select two parents to do the crossover. Two
individuals are picked randomly from the parent population. The better one will
be the first parent by comparing their nondomination rank (if the two individuals
have the same nondomination rank, continue to compare their first objective function
value, i.e., 𝑁1, then the second objective function value, i.e., 𝑁2). To select the second
parent, repeat the above procedure.

Crossover Procedure

Having the global search ability, crossover operators operate on two different individ-
uals and exchange genetic information fragments of them. The crossover operators
employed in our research include: Partially Mapped Crossover (PMX), previously
utilized in studies such as [38] [93] [99]. Order Crossover (OX), used in works like
[4] [74]. Best Cost Route Crossover (BCRC), which has been applied in research
including [34] [65] [67] [68].

All these crossover operators are adopted to perform the crossover. For two parents,
six individuals will be generated (two for each crossover operator). The individuals
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in the offspring population are not allowed to be the same as the ones in the parent
population. Therefore, only the individuals that meet the above criteria will be
sampled and added to the offspring population. The crossover will terminate when
the number of individuals generated by crossover is equal to (or large than) N×(1−J𝑐).

Survival Selection

The PEAC-HNF algorithm employs a (𝐿 + 𝑀) survival strategy, where 𝐿 and 𝑀 each
equal the population size N. This strategy involves merging the parent and offspring
populations and conducting a survival competition to select the next generation’s
parent population, as illustrated in Fig. 3.3. The combined population undergoes
nondominated sorting, incorporating elitism by considering all individuals from both
the parent and offspring populations.

Priority is given to individuals in the highest nondominated solution set (first rank),
ensuring their survival. If the number of individuals in the first rank is less than 𝐿,
all these individuals are selected, and the remainder of the parent population for the
next generation is filled by progressively selecting from the next highest nondominated
solution sets (second rank, third rank, etc.). If the number of eligible individuals in
any rank exceeds the available slots, selection from that rank is made randomly.

Termination Conditions

The algorithm terminates when all the allocated FEs have been utilized.

Packing Process

The flow chart in Fig. 3.4 outlines the packing process within the PEAC-HNF al-
gorithm. The process begins by using a new vehicle to traverse nodes in the giant
tour 𝑡 sequentially. At each node, the vehicle attempts to pack as many boxes as
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1st rank

2nd rank

3rd rank

Rejected

Non-dominated
sorting

Random selection

Parent
population

Offspring
population

Parent population
(next generation)

Figure 3.3: The (𝐿+𝑀) survival strategy, which aligns with the procedure in NSGA-II
[16], except that the crowding distance sorting selection in NSGA-II is replaced by
random selection to reduce computational cost.

possible. Once filled, a new vehicle is used to continue the tour. If a node’s boxes
cannot be completely loaded into the current vehicle, the remaining boxes are carried
over to a new vehicle, a process termed as “splitting delivery”. In the packing process,
a “packing space” is defined as any unoccupied 3D rectangular area within a vehicle,
with the coordinate system established using the vehicle’s left-bottom-back corner
as the origin. These spaces are sorted by the ascending order of their x-, y-, and
z-coordinates. Simultaneously, boxes at each node are organized in descending order
by their bottom area, volume, width, and length to optimize space utilization.

Besides, in our scenario, the vehicles are heterogeneous, meaning different vehicle
type has distinct 3D dimensions, volumes, and weight capacities. Thus, selecting the
appropriate type of vehicle—and the number of each type—is crucial for minimizing
travel costs and enhancing the loading rate. In our approach, the vehicle type with
the largest volume is initially used. Once all nodes have been serviced and all boxes
packed, a replacement strategy is employed where smaller vehicles may substitute
the larger ones used initially. This strategy aims to enhance the packing ratio by
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Figure 3.4: The flow chart of the packing process of a giant tour.

potentially replacing some larger vehicles with smaller ones, without discarding any
boxes in the route.
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3.3 Computational Studies

Our computational studies include comparisons of PEAC-HNF with baselines and
state-of-the-art algorithms for solving multi-objective 3L-SDVRP on three datasets.
To ascertain PEAC-HNF’s efficacy across objectives, it is also contrasted with single-
objective algorithms. Further experimental studies underscore the benefits of HNF
mutation and concurrent execution sequence of crossover and mutation. To ensure
clarity, some key results are presented in the main text; more detailed results are
available online in [113].

3.3.1 Experimental Setting

Problem Instances

This study uses three datasets (242 problem instances in total), as detailed in Tab.
3.1. The first dataset is from the 2021 Evolutionary Multi-Criterion Optimization
Conference (EMO2021) logistics competition (referred to as EMO problem instances)
[39], comprising 42 diverse problem instances. The second dataset, from [51], includes
100 problem instances. Additionally, we utilized 100 problem instances from Huawei
Technologies Ltd. (referred to as HW problem instances), which are derived from
real industrial scenarios. All problem instances are available online in [112].

Evaluation Metric

For algorithm performance evaluation, we use the hypervolume (𝑂𝑃) metric [122],
which is a pivotal metric in multi-objective optimization for assessing both diversity
and convergence. It is actually the area of the shaded polygon formulated by the
reference point and non-dominated solutions. For 𝑁1 and 𝑁2, the smaller, the better.
For 𝑂𝑃 , the larger, the better. Calculated by Eq. (3.1), 𝑂𝑃𝑋 refers to the 𝑂𝑃 of the
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Table 3.1: Description of problem instances

42 problem instances from EMO2021 logistics competition (EMO problem instances)

Entry # nodes # boxes # boxes types # vehicle types

Max 12 1011 297 3
Min 8 98 22 1
Avg (±SD) 9.21 (±1.37) 332.93 (±199.92) 101.74 (±53.58) 2.80 (± 0.44)

100 problem instances from [51]

Entry # nodes # boxes # box types # vehicle types

Max 16 2275 392 11
Min 8 51 16 1
Avg (±SD) 9.60 (±1.66) 378.47 (±279.76) 118.38 (±59.58) 2.71 (±1.20)

100 problem instances from Huawei (HW problem instances)

Entry # nodes # boxes # box types # vehicle types

Max 16 2275 392 11
Min 8 83 25 1
Avg (±SD) 9.70 (±1.7) 452.58 (±334.73) 129.2 (±63.04) 2.74 (±0.99)

solutions to the problem instance 𝑋 [41] [51]:

𝑂𝑃𝑋 (N𝑋, 𝑚∗) = 𝑗𝑟𝑒
(
∪𝑘∈N𝑀

[
𝑁1(𝑘), 𝑚∗1

]
×
[
𝑁2(𝑘), 𝑚∗2

] )
(3.1)

where

𝑁1(𝑘) =
𝑁1(𝑘) − 𝑁min

1
𝑁max
1 − 𝑁min

1
(3.1𝑠)

𝑁2(𝑘) =
𝑁2(𝑘) − 𝑁min

2
𝑁max
2 − 𝑁min

2
(3.1𝑤)

𝑚∗ = (1.2, 1.2)Q (3.1𝑥)
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The function 𝑗𝑟𝑒 (·) refers to the Lebesgue measure. N𝑋 refers to the non-dominated
solution set of the instance 𝑋 obtained by the algorithm. 𝑁1 and 𝑁2 represent two
objectives values. 𝑚∗ is the reference point, reflecting decision-makers’ tolerance for
the worst solution. If a solution is deemed acceptable, it must meet specific conditions:
𝑁1(𝑘), which is the ratio of the gap between its 𝑁1 value and 𝑁 𝑐𝑋*1 to the gap between
𝑁 𝑐𝑠𝑘1 and 𝑁 𝑐𝑋*1 , must be less than 𝑚∗ (i.e., 1.2). The same condition applies to its 𝑁2
value. For 42 EMO problem instances, the parameters 𝑁min

1 , 𝑁max
1 , 𝑁min

2 ,, 𝑁max
2 , and 𝑚∗

are officially provided by competition organizer [40] [41] and make up the boundary.
For 100 problem instances from [51], we use the same 𝑁min

1 , 𝑁max
1 , 𝑁min

2 , 𝑁max
2 , and 𝑚∗

as [51]. Different instances have different boundaries. The statistical test method
used here is Mann-Whitney U test (R = 0.05).

The hypervolume metric is widely recognized in the multi-objective optimization lit-
erature due to its ability to simultaneously assess both the convergence and diversity
of a set of solutions. In the context of the 3L-SDVRP, these two aspects are cru-
cial, as practical applications often require not only high-quality solutions but also
a diverse set of trade-offs between the objectives, reflecting real-world operational
needs. The use of hypervolume, along with the reference points adopted in this study,
aligns with established practices in industrial applications and well-known competi-
tions (e.g., EMO2021 [39]), making it highly suitable and relevant for evaluating
algorithm performance on this problem.

However, it should be noted that while hypervolume provides a comprehensive as-
sessment, it also has certain limitations. For example, it can be computationally
expensive for higher-dimensional problems, and the choice of the reference point can
influence the results. Additionally, hypervolume may not capture all aspects of solu-
tion set quality, such as the spread along the Pareto front in very specific regions of
interest.

Apart from hypervolume, several other quality indicators are commonly used in multi-
objective optimization, including inverted generational distance (IGD), generational
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distance (GD), spacing, and coverage metrics (e.g., C-metric). Each of these indica-
tors has its own advantages and can provide complementary insights into algorithm
performance.

Therefore, it is meaningful to consider a broader set of evaluation criteria in future
work. Combining multiple indicators can offer a more comprehensive and nuanced
assessment of algorithm performance, ensuring that different facets of solution quality
are thoroughly evaluated.

Parameters

PEAC-HNF’s parameters in Algorihtm 2 are configured as follows: 𝑉 set to 20, J𝑐
set to 0.5, with fitness evaluations (FEs) ranging from 1,000 to 12,000. The population
size is derived from #O𝑊𝑆/#𝑡𝑣*𝑣𝑢𝑠𝑄𝑋𝑟*𝑆, and each experiment is replicated 30 times.
It is worth noting that we intentionally avoided a detailed parameter tuning process
to demonstrate that the strong performance of our algorithm is due to its innovative
design rather than finely-tuned parameters.

Experimental Environments

The algorithms are implemented in Python 3.7, and experiments are run on Dell R370
server with 2x Intel(R) Xeon(R) CPU E5-2650 v4 @ 2.20GHz CPU, 128G RAM, and
CentOS 7.6 operating system.

3.3.2 Comparative Analysis

Comparison to Baselines

To validate the effectiveness of PEAC-HNF, it is compared against two baselines on
42 EMO problem instances (see Tab. 3.1): Baseline 1, inspired by SDVRLH2 [10], an
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effective method for 3L-SDVRP, and Baseline 2, MOGA [65], a pioneering study in
applying multi-objective algorithms to 3L-SDVRP. Experiments are conducted under
varying FEs (1,000 to 12,000). Although problem constraints in the literature may
vary slightly, such as the relaxation of the last-in-first-out constraint in [65], these
methods still provide excellent baselines for comparison with our algorithm. Necessary
adjustments and modifications to the algorithms ensure that these comparisons are
meaningful and valid.

Tab. 3.2 displays HV values across multiple runs for each instance. PEAC-HNF
matches or exceeds Baseline 1 on 39 out of 42 instances, significantly outperforming
on 27. Against Baseline 2, PEAC-HNF is superior on 27 instances and comparable on
14. Fig. 3.5 illustrates the HV curves during search process, highlighting PEAC-HNF’
s strengths in solution quality. Fig. 3.6 details performance variances at different FEs.
Compared to Baseline 1 at 1,000 FEs, PEAC-HNF outperforms on only 5 instances.
The advantage of PEAC-HNF becomes significant as the number of FEs increases,
notably outperforming on 27 instances at 12,000 FEs. Against Baseline 2, PEAC-
HNF consistently shows superior performance, more evident as FEs increase. Notably,
PEAC-HNF’s advantage over both baselines enhances with higher FEs, showcasing
its scalability and effectiveness.

Comparison to MOEA/D-OM on EMO Problem Instances

PEAC-HNF is also compared against MOEA/D-OM [51], which is the state-of-the-
art multi-objective algorithm for solving 3L-SDVRP and also the EMO2021 Logistics
Competition’s champion algorithm [40]. In our experiments, the default parameters
of MOEA/D-OM are used. For a fair comparison, the number of fitness evaluations
(FEs) for our PEAC-HNF is set to match MOEA/D-OM, i.e., 2000.

Tab. 3.3 demonstrates that PEAC-HNF significantly outperforms MOEA/D-OM on
all 42 problem instances, with HV values at least doubling on these instances. As
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Figure 3.5: Evolutionary curves of PEAC-HNF and baselines on some instances (8000
FEs, 30 runs). The x-coordinate represents the number of generations. The y-
coordinate represents the average HV of 30 independent runs.
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Figure 3.6: Comparison of PEAC-HNF with baseline methods under different fit-
ness evaluations (FEs) on EMO instances. The symbols ”+/-/=” respectively in-
dicate the number of problem instances where PEAC-HNF significantly outper-
forms/underperforms/has no significant difference compared to the corresponding
baseline method.
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shown in the table, MOEA/D-OM achieves a hypervolume (HV) of zero for some
problem instances, indicating that its solutions are worse than the acceptable worst
solution and are therefore discarded. Moreover, our empirical findings suggest that
the PEAC-HNF algorithm is computationally intensive, requiring substantial CPU
time. To further investigate this observation, we performed an in-depth analysis of
the PEAC-HNF algorithm, as detailed in Section 3.3.3 (Time Analysis part). The
experimental results reveal that the process of determining the packing plan consti-
tutes approximately 98% of the total computational runtime. This can be attributed
to the fact that each individual (i.e., the giant tour) requires a complete recalculation
of the packing arrangement from the ground up. Consequently, this process is com-
putationally demanding and contributes significantly to the overall runtime of the
algorithm.

Additionally, our results show that MOEA/D-OM’s performance significantly declines
with previously unseen problems or new scenarios, underscoring challenges in its
generalization capability [53].

Comparison to MOEA/D-OM on Problem Instances from [51]

The study by [51] examined 100 problem instances, detailed in Tab. 3.1. Our
proposed PEAC-HNF was compared against MOEA/D-OM across these instances,
with results summarized in Tab. 3.4. In terms of total hypervolume, which rep-
resents the sum of average HVs across all instances, PEAC-HNF significantly out-
performed MOEA/D-OM for minimum, maximum, and average total hypervolume
values. Specifically, PEAC-HNF achieved superior results on 92 out of 100 instances
and matched MOEA/D-OM on 5 instances, underscoring its enhanced performance.
While our algorithm yields superior solutions, it also incurs increased computational
overhead. As demonstrated in our experimental analysis in Section 3.3.3 (Time Anal-
ysis part), this is primarily due to the requirement for a complete recalculation of the
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Table 3.3: Hypervolume (HV) values of MOEA/D-OM and our PEAC-HNF (2000
FEs, 10 runs) on EMO problem instances. The symbol “+/-”indicates the related
algorithm is significantly better/worse than the other one according to the statistical
test. For 𝑂𝑃 , the larger, the better

Instances
MOEA/D-OM PEAC-HNF

Instances
MOEA/D-OM PEAC-HNF

HV (avg±std) HV (avg±std) HV (avg±std) HV (avg±std)

E1594609968101 0.3277±0.0352 (-) 0.845±0.0336 (+) ECO2008190025 0.0±0.0 (-) 0.7092±0.0035 (+)
E1595638696418 0.0±0.0 (-) 0.7152±0.0863 (+) ECO2008220028 0.0586±0.0688 (-) 0.4789±0.0357 (+)
E1596676780873 0.0±0.0 (-) 1.3807±0.0233 (+) ECO2008250134 0.0±0.0 (-) 1.1393±0.0311 (+)
E1596943422130 0.0122±0.0365 (-) 0.5213±0.0308 (+) ECO2008250157 0.0±0.0 (-) 1.1579±0.0424 (+)
E1597112047246 0.0±0.0 (-) 0.8095±0.1153 (+) ECO2008260084 0.0±0.0 (-) 0.2284±0.0794 (+)
E1597284418604 0.3033±0.0292 (-) 1.0549±0.0206 (+) ECO2008260104 0.2247±0.0184 (-) 0.9773±0.0413 (+)
E1597802825734 0.0±0.0 (-) 1.6222±0.1726 (+) EF1594632252863 0.0±0.0 (-) 0.6114±0.0619 (+)
E1597809878442 0.0±0.0 (-) 0.5178±0.0638 (+) EF1594805700879 0.0±0.0 (-) 0.7458±0.0146 (+)
ECO2007210113 0.3214±0.0612 (-) 0.8396±0.0067 (+) EF1594955642012 0.0±0.0 (-) 0.2317±0.0087 (+)
ECO2007240027 0.1873±0.2533 (-) 0.805±0.1057 EF1595231952604 0.0±0.0 (-) 1.357±0.0376 (+)
ECO2007250011 0.0±0.0 (-) 0.8285±0.0878 EF1595295309474 0.0±0.0 (-) 0.6482±0.0089 (+)
ECO2007270107 0.4775±0.1462 (-) 1.1482±0.0903 (+) EF1595295895624 0.0±0.0 (-) 0.4006±0.466 (+)
ECO2007290014 0.2789±0.3957 (-) 1.0714±0.0206 (+) EF1595381687057 0.4416±0.098 (-) 0.8706±0.0212 (+)
ECO2007300009 0.0±0.0 (-) 0.3868±0.2756 (+) EF1595474862428 0.0±0.0 (-) 1.083±0.0896 (+)
ECO2008110020 0.0±0.0 (-) 0.5229±0.0461 (+) EF1595650233198 0.0±0.0 (-) 0.2283±0.0373 (+)
ECO2008110027 0.0±0.0 (-) 0.7943±0.0409 (+) EF1595817642706 0.0813±0.058 (-) 0.9858±0.0339 (+)
ECO2008120023 0.0±0.0 (-) 0.523±0.0263 (+) EF1596011846243 0.0±0.0 (-) 1.135±0.0181 (+)
ECO2008120038 0.0±0.0 (-) 0.5564±0.1498 (+) EF1596102693660 0.0±0.0 (-) 0.3053±0.21 (+)
ECO2008130066 0.3639±0.0193 (-) 0.9894±0.032 (+) EF1596466497583 0.0±0.0 (-) 0.8141±0.0377 (+)
ECO2008130135 0.1742±0.0192 (-) 0.3371±0.2177 (+) EF1596525590000 0.2151±0.0206 (-) 0.2358±0.0045 (+)
ECO2008160002 0.377±0.0693 (-) 0.702±0.0196 (+) EF1596590704042 0.0±0.0 (-) 1.3416±0.4699 (+)

Summary
PEAC-HNF VS MOEA/D-OM (+/-/=)

Avg CPU Time (s)

MOEA/D-OM PEAC-HNF

42/0/0 60 1170

64



3.3. Computational Studies

packing arrangement from scratch of the giant tour. The resulting computational
effort required for these packing calculations substantially contributes to the elevated
CPU time.

In [51], the runtime of MOEA/D-OM was limited to 60 seconds. To investigate if
extended runtime would enhance MOEA/D-OM’s performance, we increased its run-
time to approximately 600 seconds (MOEA/D-OM with extended time), aligning it
with our proposed PEAC-HNF. The results, detailed in Tab. 3.4, reveal that even
with a tenfold increase in runtime, MOEA/D-OM’s performance improvement was not
significant. The total hypervolume increased by only 1.21 compared to the original
60-second setting. In contrast, PEAC-HNF significantly outperformed MOEA/D-
OM with extended time, achieving superior minimum, maximum, and average hy-
pervolume values. Specifically, PEAC-HNF obtained better results on 89 out of 100
instances and matched MOEA/D-OM on 8 instances.

Comparison to MOEA/D-OM on HW Problem Instances

To further validate our algorithm’s performance, we conducted experiments on the
HW problem instances. The results, as shown in Tab. 3.5, demonstrate that PEAC-
HNF significantly outperforms MOEA/D-OM in terms of total hypervolume (i.e.,
the sum of the average hypervolume across 100 instances). Specifically, PEAC-HNF
achieves superior minimum, maximum, and average values. On a per-instance basis,
PEAC-HNF produces significantly better results than MOEA/D-OM in 97 out of the
100 problem instances.

Comparison to Single-Objective Methods

This problem has two objectives, which leads to an important consideration: can
single-objective methods effectively address both objectives? If single-objective ap-
proaches are sufficient, then the design of multi-objective algorithms might not be

65



Chapter 3. A Multi-Objective Approach to 3L-SDVRP*
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Table 3.5: Total hypervolume (i.e., the sum of hypervolume values across all 100 HW
problem instances) of MOEA/D-OM and our PEAC-HNF (2000 FEs, 10 runs) on
HW problem instances. T is the CPU time. The statistical test method used here is
Mann-Whitney U test (R = 0.05). The symbol “+/-”indicates our PEAC-HNF is
significantly better/worse than MOEA/D-OM according to the statistical test. For
𝑂𝑃 , the larger, the better

MOEA/D-OM PEAC-HNF

Total hypervolume
T

Total hypervolume
T

Min Max Avg+std Min Max Avg+std

107.21 109.04 107.91±0.53 60 142.01 142.96 142.32±0.19 781

PEAC-HNF VS MOEA/D-OM (+/-/=)

97/3/0

necessary. To explore this, PEAC-HNF is compared against single-objective meth-
ods. These methods evaluate individuals based solely on two objectives, 𝑁1 and 𝑁2.
The first method prioritizes minimizing 𝑁1, then 𝑁2 ( 𝑁1-first- 𝑁2-second), while the
second method reverses this priority ( 𝑁2-first- 𝑁1-second).

Figs. 3.7 and 3.8 display the distribution of solutions in the objective space for mul-
tiple problem instances, comparing the results obtained by the PEAC-HNF method
and single-objective methods. Each figure shows the final nondominated population
(obtained by PEAC-HNF) and the final best solution (obtained by the single-objective
method) for 30 independent runs. Fig. 3.7 focuses on the comparison between PEAC-
HNF and the f1-first-f2-second method, while Fig. 3.8 compares PEAC-HNF with
the f2-first-f1-second method. Evidently, PEAC-HNF not only outperforms these
methods in solution quality by performing well in both objectives but also showcases
a significantly greater diversity in its solutions. This implies that PEAC-HNF is
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capable of offering a range of trade-offs for decision-makers.

Figure 3.7: The final nondominated population of some instances for 30 independent
runs.Use 𝑁1 to refer to vehicle loading rate, 𝑁 2 to represent total travel distance. In
the figure,“single-objective”refers to the 𝑁1-first- 𝑁2-second single-objective method.
“multi-objective”refers to the PEAC-HNF.

3.3.3 Further Analysis

Further experimental studies were conducted to validate the impact of our proposed
HNF mutation and the concurrent execution of crossover and mutation. Our PEAC-
HNF was compared to its variants (PEA-C-E, PEA-S-HNF, and PEA-S-E) on 42
EMO problem instances. Here, ”C” stands for concurrent execution of crossover
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Figure 3.8: The final nondominated population of some instances for 30 independent
runs. Use 𝑁1 to refer to vehicle loading rate, 𝑁 2 to represent total travel distance. In
the figure,“single-objective”refers to the 𝑁2-first- 𝑁1-second single-objective method.
“multi-objective”refers to the PEAC-HNF.

and mutation, ”S” for serial execution, ”HNF” for hierarchical neighborhood filtering
mutation, and ”E” for equal mutation probability across individuals. Fig. 3.9 shows
the HV curves of PEAC-HNF and its variants. Fig. 3.10 provides detailed comparative
results between PEAC-HNF and its variants across different number of FEs. More
detailed experimental results are available online in [113].
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Figure 3.9: HV curves of PEAC-HNF and its variants on some instances (12000 FEs,
30 runs). The x-axis represents the number of generations. The y-axis represents the
average HV of 30 independent runs.

Impact of HNF Mutation

PEAC-HNF consistently outperformed PEA-C-E across different numbers of fitness
evaluations (FEs). For instance, at 1000 FEs, PEAC-HNF outperformed PEA-C-E
on 24 instances and matched its performance on 18; at 8000 FEs, it was significantly
better on 35 instances and equal on six. These results demonstrates that our HNF
mutation indeed enhances algorithmic performance.
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Impact of Concurrent Crossover and Mutation

Compared to PEA-S-HNF, PEAC-HNF also demonstrated superior performance. At
2000 FEs, it was significantly better on 27 instances and equal on five; at 8000 FEs,
it outperformed PEA-S-HNF on 28 instances and was equal on 13. This highlights
the advantages of concurrently executing crossover and mutation.

Synergistic Impact of HNF Mutation and Concurrent Crossover and Mu-
tation

Against PEA-S-E, PEAC-HNF showed significant improvements at various FE counts.
At 1000 FEs, it surpassed PEA-S-E on 31 instances and matched on ten; at 8000 FEs,
it outperformed on 37 instances and was equivalent on three. These findings further
confirm the enhanced solution quality achieved through the synergistic effects of the
HNF mutation and the concurrent execution of crossover and mutation.

Impact of the Number of FEs

Moreover, experimental results suggest that the optimal performance was at around
8000 FEs. Increases beyond this threshold do not always improve outcomes, un-
derscoring the importance of efficiently utilizing limited computational resource for
effective search.

Impact of Different Parent Selection Methods

In this chapter, we adopt the binary tournament (BT) selection as the parent selection
strategy (see Section 3.2.4), owing to its simplicity and effectiveness. To investigate
the impact of different parent selection methods, we further implemented more so-
phisticated approaches, including crowded tournament (CT) selection and rank-based
roulette wheel (RRW) selection. These selection methods were integrated into our
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algorithm, and a series of experiments were conducted on the EMO problem instances
to compare their performance.

The results are summarized in Tables 3.6 and 3.7. When the number of function
evaluations (# FE) was set to 2000 (see Table 3.6), BT performed comparably to CT
and RRW. Specifically, BT and CT exhibited no significant difference on 40 out of
42 instances, while BT was not inferior to RRW on 41 out of 42 instances. Similarly,
when # FE was set to 8000 (Table 3.7), the performance of BT remained statistically
indistinguishable from CT and RRW.

These findings can be attributed to the inherent complexity of the 3L-SDVRP, which
integrates both the vehicle routing problem (VRP) and the three-dimensional load-
ing problem (3DLP)—both of which are NP-hard. The resulting search space is
extremely complex, and thus, existing parent selection methods do not yield signifi-
cant differences in performance for this problem. To further improve solution quality,
it is necessary to gain deeper insights into the problem characteristics and leverage
domain knowledge to design more powerful parent selection mechanisms and search
operators. Such directions have been explored in Chapter 6.

Time Analysis

From the aforementioned experimental results, we observed that the proposed PEAC-
HNF algorithm requires more CPU time compared to MOEA/D-OM. Although the
two algorithms were implemented in different programming languages (PEAC-HNF
in Python and MOEA/D-OM in Java), we still sought to investigate the factors
contributing to PEAC-HNF’s higher time consumption. As theoretical analysis of
computational time complexity is only feasible for simple metaheuristic algorithms on
artificial problems, we conducted experiments to perform an empirical time analysis.

Table 3.8 presents the CPU time statistics for solving the 3D packing component
within the PEAC-HNF algorithm. The metrics include the total packing time (Total
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Chapter 3. A Multi-Objective Approach to 3L-SDVRP*

PT) spent solving the packing component across all instances, the average packing
time (Avg PT) per instance, and the standard deviation of the packing time (Std
PT). Additionally, the table shows the average total CPU time (Avg RT) for running
the entire PEAC-HNF algorithm and the proportion of time dedicated to solving the
packing component relative to the total runtime (Proportion = Avg PT / Avg RT).
The experimental results reveal that the time consumed in solving the 3D packing
component accounts for nearly 98% of the algorithm’s total runtime. This can be
attributed to the requirement for recalculating the packing arrangement from scratch
for each individual (i.e., giant tour). This process is computationally intensive and
significantly contributes to the overall runtime.

Table 3.8: CPU time (in seconds) analysis for the 3D packing component of the
PEAC-HNF algorithm (2000 FEs, 10 runs). Total PT is the total packing time
across all instances; Avg PT is the average packing time across all instances; Std
PT is the standard deviation of the packing time; Avg RT is the average total CPU
time required for the PEAC-HNF algorithm; Proportion is the ratio of the average
CPU time for solving the packing component to the average total CPU time for the
PEAC-HNF algorithm (Avg PT / Avg RT).

Datasets Total PT Avg PT Std PT Avg RT Proportion

EMO problem instances 169446.728 760.691 496.850 771.371 0.986
Problem instances from [51] 328207.837 631.629 388.435 645.032 0.979
HW problem instances 533484.962 1175.943 707.583 1198.698 0.981

3.3.4 Discussion

In Section 3.3.2, we conducted a comprehensive comparison of our proposed PEAC-
HNF method with various state-of-the-art approaches from the literature across mul-
tiple datasets, including a total of 242 problem instances. The results reveal the
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following key insights:

• PEAC-HNF demonstrates a robust search capability, effectively identifying so-
lutions that optimize both objectives. Additionally, its effectiveness becomes
increasingly pronounced as the number of fitness evaluations (FEs) increases,
underscoring the method’s ability to navigate complex search spaces.

• Compared to the state-of-the-art multi-objective method for solving 3L-SDVRP,
MOEA/D-OM [51], our PEAC-HNF yields higher-quality solutions for the ma-
jority of problem instances, showcasing its competitive performance.

• Unlike MOEA/D-OM [51], which relies on offline-trained machine learning mod-
els that can degrade in performance when faced with instances differing from the
training data, our PEAC-HNF exhibits consistently strong performance across
diverse problem instances, highlighting its adaptability and robustness.

Section 3.3.3 presents an in-depth examination to investigate the underlying reasons
for the superior performance of our proposed PEAC-HNF method compared to other
algorithms. To gain deeper insights, we conduct a comparative analysis of PEAC-
HNF with its variants, including PEA-C-E, PEA-S-HNF, and PEA-S-E. The results
reveal that the incorporation of the novel HNF mutation operator and the concur-
rent crossover and mutation design in the PEAC-HNF algorithm both contribute
significantly to the enhancement of solution quality. Moreover, when these elements
are combined, they synergistically improve the overall performance of the algorithm,
leading to even better results.

Our experimental results provide the evidences for the effectiveness of PEAC-HNF.
However, a limitation of this method is its high computational resource consump-
tion, arising from the need to recalculate the 3D packing arrangement from scratch
for each individual (i.e., a giant tour), significantly increasing the overall runtime.
This highlights an important direction for future research: developing more efficient
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Chapter 3. A Multi-Objective Approach to 3L-SDVRP*

algorithms or heuristics to mitigate this computational overhead.

3.4 Conclusion

This chapter addresses the multi-objective 3L-SDVRP problem and introduces a Hier-
archical Neighborhood Filtering (HNF) mutation, characterized by several innovative
features: (1) Diverse Offspring Production: It uses multiple neighborhood structures
to generate a variety of offspring from a single parent, enhancing solution diversity and
exploitation capabiltiy. (2) Hierarchical Mechanism: Unlike traditional random mu-
tations, the HNF mutation prioritizes individuals with higher nondomination ranks,
supporting more focused search around higher-performing individuals. (3) Offspring
Filtering: This process filters out less promising offspring early, thereby increasing
search efficiency and reducing unnecessary fitness evaluations.

We integrated the HNF mutation into the evolutionary algorithm framework to de-
velop the PEAC-HNF algorithm. This algorithm employs various crossover operators
for global search and the HNF mutation for intensive exploitation of high-performing
individuals, achieving an effective balance between exploration and exploitation. Con-
current execution of crossover and mutation in PEAC-HNF further enhances perfor-
mance, as confirmed by our extensive experimental evaluations.

Our proposed algorithm has been evaluated and compared to existing algorithms on
242 different problem instances, including real-world instances. While the experi-
mental results confirmed the superiority of our algorithm over others, we note that
these 242 commonly used problem instances are relatively small or medium sized. It
would be interesting in the future to evaluate our algorithm’s performance on large
scale problem instances. We also note that our algorithm consumed more CPU time
given the same number of FEs, implying some expensive operations (e.g., the packing
process) in our algorithm, which needs to be improved in the future.
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Chapter 4

An Efficient Local Search
Algorithm for 3L-SDVRP*

In the previous chapter, we introduced a global search-based multi-objective evolu-
tionary algorithm for solving the 3L-SDVRP. However, the problem scales addressed
were relatively small. Compared to local search-based algorithms, global search-based
algorithms typically require more computational resources, particularly when dealing
with highly complex combinatorial optimization problems like the 3L-SDVRP on a
larger scale. These methods often face challenges in convergence speed and solution
quality.

In this chapter, we propose an efficient local search algorithm, building on the state-
of-the-art SDVRLH2 [10], to solve large 3L-SDVRPs, and validate its effectiveness
through experiments. Section 4.1 presents the relevant background and our research
motivations. In Section 4.2, we introduce our algorithm, comprehensively describing
its overall framework and key features. In Section 4.3, we present experimental stud-
ies, including comparisons with the state-of-the-art algorithm and in-depth analysis
of our method. Finally, we conclude this chapter in Section 4.4.

∗This chapter is partially based on a paper published at Memetic Computing [116].
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Chapter 4. An Efficient Local Search Algorithm for 3L-SDVRP*

4.1 Introduction

In Chapter 3, we proposed the PEAC-HNF algorithm and demonstrated through
experiments that it outperforms state-of-the-art multi-objective algorithms for solving
the 3L-SDVRP. However, our research also revealed several key insights:

• High Computational Resources: Due to the high complexity of the 3L-SDVRP,
multi-objective optimization methods relying on global search still consume
considerable computational resources, making them unsuitable for large-scale
problems.

• Vehicle Count vs. Travel Distance: In real-world scenarios, the number of
vehicles is often prioritized over travel distance due to the significantly higher
costs associated with maintaining additional vehicles and hiring extra drivers
compared to the costs incurred from increased travel distance. As a result,
many studies treat the 3L-SDVRP as a single-objective problem, focusing on
minimizing the number of vehicles used as the primary objective, with the
minimization of total travel distance (𝑄𝑄𝑅) as a secondary objective [10] [13] [14]
[50] [66] [76] [107].

• Datasets and Comparability: Although the problem instances used in Chapter 3
are derived from real industrial scenarios, they are relatively small in scale,
averaging approximately 9 nodes and 401 boxes. In contrast, several widely
used 3L-SDVRP datasets in the literature include the B-Y instances (average
of 114 nodes and 5985 boxes) [10], Shanghai instances (average of 40 nodes and
955 boxes) [10], and SD instances (average of 57 nodes and 2371 boxes) [13].

Therefore, our subsequent research focuses on local search-based methods, which can
solve large scale problem instances. To ensure better comparability with existing
literature, we treat the 3L-SDVRP problem as a single-objective problem and use
datasets with large scale instances. SDVRLH2 [10] (depicted in Algorithm 4) is a local
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4.1. Introduction

search-based algorithm that maintains the best records for most problem instances
in terms of solution quality, establishing it as the state-of-the-art local search-based
method for solving the 3L-SDVRP. It consists of two stages: the determination of the
packing arrangement for each node and the implementation of local search for the
routing component.

However, it has the following weakness:

• The packing algorithm employs a strategy of packing two boxes at a time,
which generates only two sub-spaces, potentially leading to wasted space and
an increased number of utilized vehicles.

• The routing component of the algorithm utilizes traditional search operators,
such as swap, 2-opt, and 3-opt, but fails to exploit problem properties as heuris-
tic information, thus reducing the search efficiency.

• The outer loop, designed to vary the maximal admissible splitting costs, incurs
a substantial computational overhead.

• Our analysis indicates that the post-optimization phase, which implements 3-
opt, is computationally expensive and not very effective.

Therefore, our research aimed at refining and enhancing the method to solve 3L-
SDVRP. Based on SDVRLH2 [10], this chapter proposes a more efficient local search
algorithm that incorporates several innovations:

• We improve the box loading and sub-space generation process by two distinct
approaches: (a) packing two boxes at once, generating five sub-spaces, and
(b) sorting boxes and packing one box at a time, generating three sub-spaces.
Both methods generate packing solutions, and a heuristic rule is employed to
determine the optimal packing solution. Additionally, the 2C-SP construction
method is also adjusted.
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Chapter 4. An Efficient Local Search Algorithm for 3L-SDVRP*

Algorithm 4 SDVRLH2 [10]
Input: problem data, parameters;
Output: best solution 𝑆𝑤𝑣𝑆𝑄

// 𝑇 refers to the number of nodes
1: generate packing solution (1C-FLP, 1C-SP, 2C-SP) for each node
2: generate initial solution 𝑆𝑋*𝑋𝑄 and set 𝑆𝑤𝑣𝑆𝑄 ← 𝑆𝑋*𝑋𝑄

3: for 𝑋J𝑆← 1 to *J𝑆 do
4: for 𝑋*𝑤ℎ← 1 to 2 do
5: 𝑐𝑠𝑘_𝑆J𝑒𝑋𝑄_𝑥𝑟𝑆𝑄𝑆← 𝑏𝑠𝑘_𝑆J𝑒𝑋𝑄_𝑥𝑟𝑆𝑄𝑆[𝑋J𝑆]
6: if 𝑋*𝑤ℎ = 1 then
7: *𝑤ℎ_𝑆𝑋𝑚𝑣 = 𝑏𝑑𝑞 (𝑇/4, 3)
8: else
9: *𝑤S_𝑆𝑋𝑚𝑣 = 𝑏𝑑𝑞 (𝑇 , 3)

10: end if
11: 𝑆𝑥S𝑢𝑢 ← 𝑆𝑤𝑣𝑆𝑄

12: for 𝑋𝑄𝑣𝑢 ← 1 to *𝑋𝑄𝑣𝑢 do
13: 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 ← determine best neighbour of 𝑆𝑥S𝑢𝑢 by swap operators with

range *𝑤ℎ_𝑆𝑋𝑚𝑣
14: post-optimize 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 by 2-opt
15: if 𝑋J𝑆 = 1 and 𝑇 ≤ 100 then
16: post-optimize 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 by 3-opt
17: end if
18: update best solution 𝑆𝑤𝑣𝑆𝑄 by 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 where necessary
19: 𝑆𝑥S𝑢𝑢 ← 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄

20: end for
21: end for
22: end for
23: post-optimize 𝑆𝑤𝑣𝑆𝑄 by 3-opt
24: return 𝑆𝑤𝑣𝑆𝑄
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• For routing, we design three novel search operators that exploit problem proper-
ties as heuristic information, resulting in improved efficiency and effectiveness.

• Instead of utilizing an outer loop to control splitting deliveries in SDVRLH2, we
propose an adaptive splitting strategy that evaluates the feasibility of splitting
at each node based on the packing situation of the vehicle and node, reducing
computational overhead.

• Our new post-optimization approach includes two stages: reassigning vehicle
loads to minimize the number of utilized vehicles, and independently optimizing
the travel distance of each vehicle. This further enhances the quality of the final
solution.

4.2 Algorithm Description

In Section 4.1, we introduce the SDVRLH2 algorithm [10] and analyze its weak-
nesses. In this chapter, building on SDVRLH2 , we propose a new algorithm that
incorporates several innovations to address these limitations. This section first gives
an overview of our algorithm’s framework, and then provides an in-depth discussion
of each innovation introduced.

4.2.1 Overview of Our Algorithm

Following SDVRLH2 [10], our algorithm employs a “packing first routing second”
strategy. As illustrated in Algorithm 5, this approach first utilizes packing heuristics
to generate feasible packing arrangements (Steps 1-2), followed by a local search-
based approach for routing optimization. In the routing process, a “giant tour” (also
termed as an “individual” in Algorithm 5) acts as the solution’s representation. It
is a sequence of all nodes but, by itself, does not constitute a feasible solution due
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to the impracticality of traversing all nodes in a single route by one vehicle without
violating constraints. Therefore, a decoding process is essential to transform a giant
tour into a viable routing and packing plan for evaluation. Detailed insights into the
giant tour decoding are provided in Section 4.2.6.

Referencing Algorithm 5, initially, we generate a random initial individual as the best
individual discovered so far (Step 3). We then conduct iterative exploration based on
the current best individual, 𝑆𝑤𝑣𝑆𝑄 (Steps 4-20), involving multiple iterative searches
(Steps 6-19) that are each centered on the current individual, 𝑆𝑥S𝑢𝑢 . In each itera-
tion, we employ three proposed search operators: LKH mutation, route-pair swap,
and multi-pair elitist recombination, which are described in detail in Section 4.2.3.
Specificly, for 𝑆𝑥S𝑢𝑢 , we first employ the LKH mutation operator to identify an im-
proved individual, 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 (Step 7). Next, we utilize the route-pair swap operator
to obtain the neighborhood, 𝑇𝑆𝑔𝑠J, of 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 (Step 8). After merging 𝑇𝑆𝑔𝑠J with
𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 (Step 9), we decode individuals in 𝑇 and select the best individual among
them as the new 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 (Step 10). We then apply the multi-pair elitist recombi-
nation operator to acquire the corresponding neighborhood, 𝑇𝑏N𝑊L (Step 11), for
superior individuals in 𝑇𝑆𝑔𝑠J (i.e., individuals that outperform 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 prior to the
route-pair swap operation). We choose the best individual from 𝑇𝑏N𝑊L and 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄
as the new 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 (Steps 12-13). Following the update of 𝑆𝑤𝑣𝑆𝑄 and 𝑆𝑥S𝑢𝑢 (Step 14),
we terminate the current loop if 𝑆𝑥S𝑢𝑢 has not been updated for **𝑟_𝑋𝑐J consecutive
iterations (Step 15). Once the search is completed, the algorithm implements the
new post-optimization method on the best individual, 𝑆𝑤𝑣𝑆𝑄 , for further optimization
(Steps 18-20).

Overall, Algorithm 5 extends the hill-climbing approach by conducting exhaustive
local searches with various moves from the current best solution, 𝑆𝑤𝑣𝑆𝑄 . Despite its
effectiveness, the algorithm may prematurely converge to local optima. To address
this issue, a possible strategy is to accept worsening solutions under certain conditions
—akin to those used in simulated annealing [45]. This modification has the potential
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Figure 4.1: Packing plan with three basic layers (top-down view).

not only to diversify the search landscape but also to significantly improve the algo-
rithm’s capability to escape local optima, marking a promising avenue for future
research. In the following subsections, we will describe our innovative contributions
in detail.

4.2.2 Improved Packing Method

Our layer-based packing strategy, inspired by methods from [7] and [10], organizes
boxes at each node into cuboid basic layers as shown in Fig. 4.1. By checking the
layer depth against the vehicle’s x-axis length, this approach simplifies the solving
process. It eliminates the need for frequent 3D packing problem resolutions during
routing, thus reducing computational requirements.

Building on the basic layer concept, [10] introduced three packing patterns: One
Customer Full Load Pattern (1C-FLP), One Customer Segment Pattern (1C-SP),
and Two Customer Segment Pattern (2C-SP). 1C-FLP groups basic layers from a
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Algorithm 5 Overview of our method (Key innovations in red boxes.)
Input: problem data, parameters
Output: best solution 𝑆$𝑃&𝐿

// Get packing arrangement

1: J1, J2 ← generate basic layer, then formulate 1C-FLP and 1C-SP packing pattern and
construct 2C-SP (Algorithm 7) by using PM1 and PM2 respectively

2: J ← select packing solution from J1 and J2 for routing (Algorithm 6)
// Perform routing process with J

3: generate initial individual 𝑆𝑀𝑅𝑀𝐿 and set 𝑆$𝑃&𝐿 ← 𝑆𝑀𝑅𝑀𝐿

4: for 𝑄 ← 1 to *()𝐿 do
5: 𝑆*)𝑉𝑉 ← 𝑆$𝑃&𝐿

6: for 𝑋𝑄𝑣𝑢 ← 1 to *𝑀𝐿𝑃𝑉 do
7: 𝑆𝑀𝐿𝑃𝑉_$𝑃&𝐿 ← perform LKH mutation on 𝑆*)𝑉𝑉 and get updated solution
8: 𝑇&,-. ← get neighborhood of 𝑆𝑀𝐿𝑃𝑉_$𝑃&𝐿 by route-pair swap (Algorithm 8)
9: 𝑇 ← 𝑇&,-. ∪ {𝑆𝑀𝐿𝑃𝑉_$𝑃&𝐿 }

10: 𝑆𝑀𝐿𝑃𝑉_$𝑃&𝐿 ← decoding and evaluate individuals in 𝑇 (including determining each vehi-
cle’s packing schedule, splitting arrangement (Algorithm 10), and route), then determine best
individual

11: 𝑇/𝑎𝑏𝑐 ← get neighbourhood based on good individuals in 𝑇&,-. by
multi-pair elitist recombination (Algorithm 9)

12: 𝑇 ← 𝑇/𝑎𝑏𝑐 ∪ {𝑆𝑀𝐿𝑃𝑉_$𝑃&𝐿 }
13: 𝑆𝑀𝐿𝑃𝑉_$𝑃&𝐿 ← decoding and evaluate individuals in 𝑇 (including determining each vehi-

cle’s packing schedule, splitting arrangement (Algorithm 10), and route), then determine best
individual

14: update 𝑆$𝑃&𝐿 by 𝑆𝑀𝐿𝑃𝑉_$𝑃&𝐿 where necessary; 𝑆*)𝑉𝑉 ← 𝑆𝑀𝐿𝑃𝑉_$𝑃&𝐿

15: if 𝑆*)𝑉𝑉 has not been improved for *𝑅(_𝑀𝑑. consecutive iterations then break endif
16: end for
17: end for

// Post-optimization

18: if # node ≥ 100 then
19: 𝑆$𝑃&𝐿 ← perform reassignment (Algorithm 11) and single route optimization to 𝑆$𝑃&𝐿

else 𝑆$𝑃&𝐿 ← perform single route optimization to 𝑆$𝑃&𝐿
20: end if

21: return 𝑆$𝑃&𝐿
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layers of node i layers of node j

Truck Cockpit

x

y

door

loading space

mixed layer

layer of node i layer of node j box of node i box of node j

Figure 4.2: Illustration of two customers segment pattern (2C-SP). The mixed layer
contains boxes of both nodes.

single node into a complete vehicle load for direct delivery. When a node’s layers
surpass vehicle capacity, indicating not all layers fit, one or more 1C-FLPs are formed.
The remaining basic layers of the node, which do not constitute any 1C-FLP, form a
1C-SP. The 2C-SP integrates 1C-SPs from two distinct nodes to formulate a mixed
layer containing boxes from both nodes (as illustrated in Fig. 4.2). This approach
strategically selects combinations that maximize space utilization, thereby minimizing
the overall volume occupied by the boxes. By merging layers from different nodes, the
2C-SP not only optimizes packing efficiency but also potentially reduces the number
of vehicles required for transportation, leading to improved operational efficiency
and cost-effectiveness in logistics operations. For comprehensive definitions of these
patterns, readers are referred to Section 4.2.6 and [10].

Our enhancements to the packing method focus on two main aspects: refining the

87



Chapter 4. An Efficient Local Search Algorithm for 3L-SDVRP*

box-packing and space-generation strategy, and advancing the construction technique
of the 2C-SP.

Improved Box-Placement and Space-Generation Strategy

As previously mentioned, the basic layer is the smallest vehicle loading unit in our
method. Comprehensive details on constructing a basic layer are provided in the
Section 4.2.6. In the packing phase, the term “space” denotes a vacant cuboidal area
available for box placement. Loading a box into a space means aligning the box’s
rear-bottom-left vertex with the corresponding corner of the space, fundamentally
altering the original space to create new sub-spaces for further loading. This operation
is crucial to the packing algorithm, significantly influencing its performance.

In [10], the approach involves loading two boxes (i.e., a box pair) at a time: first, load
one box into current space 𝑆𝑥S𝑢𝑢 , generate three subspaces, then load the second box
into one of the three subspaces, and add the remaining two subspaces to the set of
available spaces P𝑠𝑗𝑠𝑋𝑒 (note that the second box does not generate new subspaces). If
no suitable box pair is found in the set of boxes 𝑧 𝑁 𝑢𝑣𝑣, only one box that can be loaded
into 𝑆𝑥S𝑢𝑢 will be selected. Through analysis, we believe that the method of loading
box pairs has two disadvantages: it generates fewer subspaces, as the second box does
not generate subspaces, potentially leading to space wastage; and the selected box
pair may not maximize space utilization.

Consequently, we improved the box-packing and space-generation strategy in two
directions, resulting in two modified strategies. One enhanced method (denoted as
PM1) increases the number of subspaces generated based on [10]. In the original
method, two boxes are loaded at a time, with the second box not generating sub-
spaces. Our improved strategy generates subspaces along the axes after loading both
boxes, resulting in five subspaces, which enhances space utilization. Another im-
proved method (denoted as PM2) abandons the strategy of loading two boxes at
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once, opting instead to load only one box at a time and generating three subspaces
along the x, y, and z axes.

The two directions of improvement produce two modified packing methods, each
employed to obtain a packing solution (J1 and J2). When entering the routing stage,
a packing solution is selected based on the criteria we developed and introduced. As
shown in Algorithm 6, for each packing solution, first calculate the sum of the depths
of all packing patterns (including 1C-FLP, 1C-SP, and 2C-SP) as 𝑒1 and 𝑒2 (Step
1), then divide 𝑒1 and 𝑒2 by the vehicle length 𝑒𝑗 to obtain 𝑗1 and 𝑗2 (Step 2). Let
*(1)2T−PN and *(2)2T−PN represent the number of 2C-SPs in J1 and J2, respectively (Step
3). When 𝑗2 − 𝑗1 ≤ R1 or *(2)2T−PN − *

(1)
2T−PN ≤ R2, J2 is selected as the final packing

solution; otherwise, J1 is chosen (Steps 4-8).

This approach tries to select the most suitable packing solution, taking into account
both space utilization and the number of 2C-SPs in each solution. By implement-
ing the two modified strategies, our method effectively improves the overall packing
performance while addressing the limitations of the box-pair loading method used in
[10].

Multi-stage 2C-SP Construction

As shown in Fig. 4.2, 2C-SPs include box layers from two different nodes and a mixed
layer that contains boxes from both nodes. We extend the method for constructing
2C-SPs in SDVRLH2. The original approach allows a node to attempt 2C-SP con-
struction with only some adjacent nodes. After construction, many nodes that could
form 2C-SPs may remain. To address this issue, we propose a multi-stage method for
2C-SP construction, as delineated in Algorithm 7. This method considers 𝑇 as a set
of all nodes that have not yet constructed a 2C-SP. It applies the method from [10]
to construct 2C-SP for all nodes in 𝑇 (Step 4). Following a construction cycle, 𝑇 is
updated to only include nodes that have not yet constructed a 2C-SP (Step 7), and
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the procedure is reiterated until no further 2C-SPs can be established (Steps 3-7).
Compared to a single construction cycle, this method promises a more exhaustive
formation of 2C-SPs, thereby further facilitating the reduction in the vehicle count.

Algorithm 6 Select a packing solution (Key innovation in red box.)
Input: J1, J2: two packing solutions obtained by the two improved methods PM1

and PM2; 𝑒𝑗: length of vehicle
Output: J 𝑁 𝑋*𝑠𝑒 : selected packing solution

1: 𝑒1, 𝑒2 ← the sum of depth of all packing patterns (1C-FLP, 1C-SP, 2C-SP) in
J1, J2

2: 𝑗1 ← 𝑒1 / 𝑒𝑗; 𝑗2 ← 𝑒2 / 𝑒𝑗
3: *(1)2T−PN, *

(2)
2T−PN ← the number of 2C-SP in J1, J2

4: if 𝑗2 − 𝑗1 ≤ R1 or *(2)2T−PN − *
(1)
2T−PN ≤ R2 then

5: J 𝑁 𝑋*𝑠𝑒 ← J2

6: else
7: J 𝑁 𝑋*𝑠𝑒 ← J1

8: end if

9: return J 𝑁 𝑋*𝑠𝑒

4.2.3 New Search Operators

This study highlights the importance of employing superior neighbourhood operators
capable of leveraging domain knowledge in local search processes. Commonly used
operators in current research, such as the swap operator ([120]), shift operator ([100]),
2-opt ([77]), and 3-opt ([77]), are generally applicable to all VRPs without exploit-
ing the specific characteristics of the problem being studied. Specifically, the swap
operator exchanges the positions of two nodes; the shift operator moves a node to
another position; the 2-opt operator breaks two edges and reconnects them to alter
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Algorithm 7 Multi-stage 2C-SP construction (Key innovation in red box.)
Input: 𝑇: the set of all nodes that have not constructed any 2C-SPs
Output: N 𝑁 𝑋*𝑠𝑒 : all constructed 2C-SPs

1: N 𝑁 𝑋*𝑠𝑒 ← ∅

2: while True do
3: *1 ←

))N 𝑁 𝑋*𝑠𝑒 ))
4: N′ ← get 2C-SPs from 𝑇 by the method in [10]
5: N 𝑁 𝑋*𝑠𝑒 ← N 𝑁 𝑋*𝑠𝑒 ∪ N′

6: *2 ←
))N 𝑁 𝑋*𝑠𝑒 ))

7: if *2 == *1 then break else update 𝑇 end if
8: end while

9: return N 𝑁 𝑋*𝑠𝑒

the node order; and the 3-opt operator breaks three edges and reconnects them to
create a new sequence of nodes. While these general operators are applicable to a
variety of combinatorial optimization problems, they lack the ability to effectively
leverage problem-specific characteristics, leading to suboptimal search performance
when tackling problems with complex constraints or large-scale instances.

In this thesis, we use the giant tour as the solution representation, which is then
decoded into multiple routes and feasible 3D packing plans for each route (i.e., each
vehicle). The aforementioned general operators operate on the entire giant tour but
typically have small search step sizes and overlook that a giant tour inherently con-
sists of multiple distinct routes. To conduct more effective searches, we leveraged this
characteristic and designed three novel search operators: the Lin-Kernighan-Helsgaun
(LKH) mutation, the route-pair swap (RPS), and the multi-pair elitist recombination
(MPER). The LKH mutation operator optimizes each route obtained after decoding
the giant tour. The RPS operator selects two routes from the decoded giant tour
and performs node swaps between them. The MPER operator aggregates the effec-
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tive swap operations identified during the route-pair swap process to further improve
solution quality. The synergistic use of these three operators enables a more effi-
cient search, enhancing both algorithm performance and solution quality. Detailed
descriptions of these three operators are as follows.

Lin-Kernighan-Helsgaun (LKH) mutation: Following the decoding and eval-
uation of the parent giant tour (i.e., parent individual), a set of vehicle routes are
obtained, with each route that can be regarded as an independent TSP problem.
The TSP is a classical combinatorial optimization problem, and numerous research
advancements have led to increasingly mature TSP-solving algorithms. The Lin-
Kernighan-Helsgaun (LKH) algorithm ([94]) is among the most effective and cutting-
edge heuristic algorithms for solving TSP. The LKH mutation process independently
optimizes each route derived from a giant tour using LKH algorithm and subsequently
generates an optimized route set.

Route-pair swap (RPS): Algorithm 8 demonstrates the route-pair swap process,
which applies a swap operation to nodes of each route in L (Steps 2-10). Specifically,
for each route 𝑢1 in L, a random route 𝑢2 is chosen from the remaining routes (Step
3). Then, for each node in 𝑢1, a random node *2 is selected from 𝑢2 to swap, yielding
two new routes, 𝑢′1 and 𝑢′2 (Steps 5-6). A giant tour 𝑡 is created as a neighbor based
on 𝑢′1, 𝑢′2, and the remaining routes (Steps 7-8). Finally, a neighbourhood 𝑇𝑆𝑔𝑠J is
obtained.

Multi-pair elitist recombination (MPER): This operator is designed to be used
in conjunction with RPS operator and is applied after it. As shown in Algorithm
9, after evaluating individuals in 𝑇𝑆𝑔𝑠J, those that outperform the parent individual
(i.e., the individual before RPS operator) are selected to form a set P𝑡𝑟𝑟𝑅 (Step 2).
Subsequently, the algorithm selects as many mutually“compatible” individuals from
P𝑡𝑟𝑟𝑅 as possible to create P𝑥𝑟𝑐J𝑠𝑄 (Step 4). The swaps in the P𝑥𝑟𝑐J𝑠𝑄 individuals
are then combined to form a new giant tour, 𝑡, as an individual in 𝑇𝑏N𝑊L (Steps
8-9), and the individuals in P𝑥𝑟𝑐J𝑠𝑄 are removed from P𝑡𝑟𝑟𝑅 (Step 10). The resulting

92



4.2. Algorithm Description

Algorithm 8 Route-pair swap
Input: a set of routes L
Output: neighbourhood 𝑇𝑆𝑔𝑠J

1: 𝑇𝑆𝑔𝑠J ← ∅
2: for 𝑢1 in L do
3: 𝑢2 ← random select one route from the remaining routes
4: for node *1 in 𝑢1 do
5: *2 ← random select a node from 𝑢2

6: 𝑢′1, 𝑢
′
2 ← swap *1 and *2 and get two new routes

7: 𝑡 ← get a giant tour based on 𝑢′1, 𝑢′2 and remaining routes in L
8: 𝑇𝑆𝑔𝑠J ← 𝑇𝑆𝑔𝑠J ∪ {𝑡}
9: end for

10: end for
11: return 𝑇𝑆𝑔𝑠J

neighbourhood for this operator is 𝑇𝑏N𝑊L.

It is important to define the concept of“compatible” individuals. In essence, compat-
ibility between individuals is based on whether their swaps do not interfere with each
other, i.e., the nodes involved in different swaps are not adjacent. This is because it
is undesirable for the new edges created after a swap to be disrupted by another swap
operation. As illustrated in Fig. 4.3, the two swaps in (a) and (b) are compatible,
whereas those in (c) are incompatible. This is because when the swaps in (c) are
combined, nodes 3 and 1 become adjacent, indicating that one new edge has been
disrupted.

Additionally, while RPS and MPER operators alter node positions across routes,
there’s no need to assess the impact on each route’s packing feasibility. This is because
the adjusted routes are ultimately merged back into a giant tour, with a feasible
solution obtained through giant tour decoding in the subsequent search process.
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Algorithm 9 Multi-pair elitist recombination
Input: neighbourhood obtained by route-swap operator 𝑇𝑆𝑔𝑠J
Output: neighbourhood 𝑇𝑏N𝑊L

1: 𝑇𝑏N𝑊L ← ∅
2: P𝑡𝑟𝑟𝑅 ← select individuals better than the parent individual from 𝑇𝑆𝑔𝑠J

3: while P𝑡𝑟𝑟𝑅 ≠ ∅ do
4: P𝑥𝑟𝑐J𝑠𝑄 ← select individuals that are compatible with each other from P𝑡𝑟𝑟𝑅

5: if P𝑥𝑟𝑐J𝑠𝑄 = ∅ then
6: break
7: end if
8: 𝑡 ← obtain a giant tour by combining the swap of each individual in P𝑥𝑟𝑐J𝑠𝑄
9: 𝑇𝑏N𝑊L ← 𝑇𝑏N𝑊L ∪ {𝑡}

10: P𝑡𝑟𝑟𝑅 ← P𝑡𝑟𝑟𝑅 \ P𝑥𝑟𝑐J𝑠𝑄
11: end while
12: return 𝑇𝑏N𝑊L

4.2.4 Adaptive Splitting Strategy

The 3L-SDVRP incorporates split delivery, a crucial feature that allows boxes from a
single node to be loaded onto multiple vehicles. This flexibility significantly influences
solution quality, as split decisions directly impact vehicle routing and box loading
arrangements.

In [10], the authors used a method where split delivery decisions are integrated into
the giant tour decoding process. In this approach, vehicles sequentially visit nodes
in the giant tour from front to back. Let *𝑥S𝑢𝑢 represent the current visiting node,
**𝑣𝑘𝑄 the subsequent node, and 0 denote the depot. The distance between nodes 𝑋
and . is given by 𝑅𝑋, . . When a vehicle cannot accommodate all box layers at **𝑣𝑘𝑄 ,
it will still visit **𝑣𝑘𝑄 and load as many layers as possible if the following condition
is met: (𝑅**)𝑉𝑉 ,*𝑅𝑃𝑒𝐿 + 𝑅*𝑅𝑃𝑒𝐿 ,0)/𝑅**)𝑉𝑉 ,0 ≤ 𝑐𝑠𝑘_𝑆J𝑒𝑋𝑄_𝑥𝑟𝑆𝑄𝑆. Here, 𝑐𝑠𝑘_𝑆J𝑒𝑋𝑄_𝑥𝑟𝑆𝑄𝑆 is
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a predefined hyperparameter. This method sets multiple 𝑐𝑠𝑘_𝑆J𝑒𝑋𝑄_𝑥𝑟𝑆𝑄𝑆 values as
the outer loop and performs local searches for each value. However, this approach
has two significant limitations:

• It fails to consider the remaining capacity of the vehicle and the box layer
configuration at **𝑣𝑘𝑄 . For instance, if the vehicle remaining capacity can only
accommodate a minimal number of box layers, visiting **𝑣𝑘𝑄 may be inefficient,
as the incurred costs could outweigh the potential benefits.

• Using multiple 𝑐𝑠𝑘_𝑆J𝑒𝑋𝑄_𝑥𝑟𝑆𝑄𝑆 values requires separate local searches for each
value, increasing computational time and complexity.

To address these shortcomings, we propose an adaptive splitting strategy. As il-
lustrated in Algorithm 10, splitting delivery at node 𝑋 is executed only when the
ratio of 𝑒𝑗𝑋 to 𝑒𝑋 exceeds a specific threshold J (Steps 5-7). This strategy adaptively
determines whether to perform splitting delivery based on the information of the ve-
hicle and node. Additionally, it eliminates the need to traverse 𝑏𝑠𝑘_𝑆J𝑒𝑋𝑄_𝑥𝑟𝑆𝑄𝑆,
thereby conserving computational resources and enhancing efficiency. Therefore, our
proposed approach:

• Dynamically determines whether to visit the next node based on the vehicle
remaining capacity and the box layer configuration at that node.

• Eliminates the need for multiple local searches, thereby reducing computational
overhead.

4.2.5 New Post-Optimization Approach

In SDVRLH2, a 3-opt operator is employed for post-optimization. As a commonly
used search operator in VRPs, the number of neighbourhood solutions generated by
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Algorithm 10 Adaptive splitting strategy
Input: vehicle 𝑗, node 𝑋
Output: 𝑤𝑆J𝑒𝑋𝑄𝑄𝑋*𝑡 (True: splitting; False: not splitting)

1: 𝑒𝑗 ← the residual length of 𝑗
2: 𝑒𝑋 ← the sum of depths of all layers in 𝑋
3: 𝑛𝑗𝑋 ← select as many layers loaded into 𝑗 as possible from 𝑋 based on 𝑒𝑗
4: 𝑒𝑗𝑋 ← the sum of depths of layers in 𝑛𝑗𝑋
5: if 𝑒𝑗𝑋 / 𝑒𝑋 < J then 𝑤𝑆J𝑒𝑋𝑄𝑄𝑋*𝑡 ← O𝑠𝑒𝑆𝑣

6: else 𝑤𝑆J𝑒𝑋𝑄𝑄𝑋*𝑡 ← Q𝑢S𝑣

7: end if
8: return 𝑤𝑆J𝑒𝑋𝑄𝑄𝑋*𝑡

the 3-opt increases exponentially with the problem size, resulting in high computa-
tional complexity. Moreover, due to the lack of heuristic information utilization, the
effectiveness of employing 3-opt for post-optimization in this problem is not ideal.
Therefore, this chapter designs a new post-optimization method to further improve
solution quality.

The proposed post-optimization method consists of two main components: reassign-
ment and routing optimization. The former aims to reassign all layers loaded on a
specific vehicle to other vehicles to reduce the vehicle count, while the latter employs
our LKH mutation operator to independently optimize each route to minimize the
total travel distance.

Reassignment. The overall process of reassignment is demonstrated in Algorithm
11. All routes in the set L are sorted in ascending order based on the sum of their
loaded layers’ depths (Step 1). The reassignment is prioritized for routes with smaller
loadings (Steps 2-12) since they have a higher likelihood of successful reassignment.
Specifically, after determining the route 𝑢1 that requires reassignment, the remaining
routes in L are sorted in descending order according to the residual length of the
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vehicles (Steps 3-4). Then, all layers in 𝑢1 are attempted to be reassigned to the
routes in L (Step 5), with the detailed reassignment method explained in Algorithm
12. If all layers in 𝑢1 are successfully reassigned, L is updated and its routes are
re-sorted based on the sum of their loaded layers’ depths (Steps 7-8), followed by
the next iteration; otherwise, the reassignment process stops, and the algorithm ends
(Step 10).

Algorithm 11 Framework of Reassignment
Input: a set of routes L with loaded layers
Output: L after reassign

1: L ← sort R in ascending order based on the sum of the depths of the layers each
route carries

2: for route 𝑢1 ∈ L do
3: L ← L \ {𝑢1}
4: L ← sort R in descending order based on the residual length of each vehicle
5: 𝑤𝑆S𝑥𝑥, L𝑢𝑣𝑠𝑆𝑆𝑋𝑡* ← reassign layers in 𝑢1 to routes in L by Algorithm 12
6: if 𝑤𝑆S𝑥𝑥 is True then
7: L ← L𝑢𝑣𝑠𝑆𝑆𝑋𝑡*

8: L ← sort R in ascending order based on the sum of the depths of the
layers each route carries

9: else
10: break
11: end if
12: end for
13: return L

After identifying route 𝑢𝑠 for reassignment, the algorithm reallocates its layers to other
vehicles in L. This process involves calculating the maximum available space (𝑢𝑒𝑐𝑠𝑘)
for each route (Algorithm 12 Step 1) and sorting 𝑢𝑠’s layers by depth in 𝑛𝑢- (Step 2).
The algorithm tries to reassign 𝑛𝑢- ’s layers to suitable vehicles in L, marking success
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if all layers are reassigned (Steps 3-25). For each layer ! in 𝑛𝑢- , it seeks a new route 𝑢,
assessing the needed additional space (𝑒*𝑣𝑣𝑅, Step 7). If 𝑒*𝑣𝑣𝑅 ≤ 0, the layer fits without
adjustments. If 𝑒*𝑣𝑣𝑅 > 𝑢𝑒𝑐𝑠𝑘, ! cannot be reassigned to 𝑢. For 0 ≤ 𝑒*𝑣𝑣𝑅 ≤ 𝑢𝑒𝑐𝑠𝑘, the
algorithm might transfer layers from 𝑢 to accommodate !, selecting the option that
minimizes additional required space 𝑒𝑔 (Steps 17-18). Failure to reassign any layer
from 𝑛𝑢- indicates a reassignment failure, and the original L is retained; otherwise,
the successful reassignment potentially reduces the number of needed vehicles.

Single route optimization. After the reassignment process, some layers on certain
routes are redistributed to other routes, making it necessary to optimize the routes
post-reassignment. In 3L-SDVRP, each customer node can only be visited once by
the same vehicle. Consequently, each vehicle departs from the depot, visits a subset
of nodes, and returns to the depot. Given this, at the post-optimization phase, where
the set of nodes visited by each vehicle is fixed, every vehicle route can be considered
an independent TSP problem. Therefore, in this step, we employ our proposed LKH
mutation operator to optimize the routes after reassignment, aiming to reduce the
overall travel distance.

4.2.6 Other Details

Giant Tour Decoding and Evaluation

In this thesis, we utilize the concept of giant tour to represent a solution for the 3L-
SDVRP. A giant tour comprises a permutation of all nodes, but it is not a feasible
solution since it is not possible to visit all nodes with a single vehicle without violating
any constraints. Therefore, a decoding process is needed to decode a giant tour into
a feasible solution. The detailed decoding approach is described in Section 3.2.1.

The 3L-SDVRP has two objectives: minimizing the number of vehicles and the 𝑄𝑄𝑅.
After decoding, we can calculate the number of vehicles used and the total travel
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Algorithm 12 Reassign layers in a route to other routes
Input: 𝑢-: route to be reassigned; L: routes receiving layers from 𝑢-

Output: 𝑤&)**: a Boolean variable used to indicate the success of the reassignment; L:

other routes after reassignment

1: 𝑢𝑒𝑑-𝑒 ← the maximal residual length of vehicles corresponding to L

2: 𝑛𝑉! ← sort layers of 𝑢- in descending order based on layer depths; 𝑤&)** ← Q𝑢S𝑣

3: for each layer ! ∈ 𝑛𝑉! do

4: 𝑒! ← the depth of !

5: 𝑒,_𝑑𝑀𝑅 ← a big positive number; 𝑆← ∅

6: for route 𝑢 ∈ L do

7: 𝑒5 ← residual length of the vehicle for route 𝑢; 𝑒𝑅𝑃𝑃𝑔 ← 𝑒! − 𝑒5
8: if 𝑒𝑅𝑃𝑃𝑔 ≤ 0 then

9: 𝑒,1 ← −𝑒𝑅𝑃𝑃𝑔; 𝑒,2 ← 0

10: else if 𝑒𝑅𝑃𝑃𝑔 > 𝑢𝑒𝑑-𝑒 then break

11: else

12: ℒ𝑉𝑃𝑑(5𝑃 ← layers to be removed from 𝑢; 𝑒𝑉𝑃 ← the depth sum of ℒ𝑉𝑃𝑑(5𝑃

13: if 𝑒𝑉𝑃 ≤ 𝑢𝑒𝑑-𝑒 then

14: 𝑒,1 ← 𝑒𝑉𝑃 − 𝑒𝑅𝑃𝑃𝑔; 𝑒,2 ← move ℒ𝑉𝑃𝑑(5𝑃 to the most suitable route 𝑢 ′ and

update its vehicle residual length

15: end if

16: end if

17: 𝑒, ← 𝑒,1 + 𝑒,2

18: if 𝑒, < 𝑒,_𝑑𝑀𝑅 then 𝑒,_𝑑𝑀𝑅 ← 𝑒,; 𝑆← reassignment arrangement of ! end if

19: end for

20: if 𝑆 = ∅ then

21: 𝑤&)** ← O𝑠𝑒𝑆𝑣; return 𝑤&)**, original L

22: else

23: 𝑢-, L ← perform reassignment according to 𝑆 and update 𝑢- and L

24: end if

25: end for

26: return 𝑤&)**, L
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distance (𝑄𝑄𝑅) of a solution. In line with [10], we prioritize the number of vehicles as
the primary objective, while total travel distance serves as a secondary consideration.
Therefore, when evaluating the quality of two solutions, we first examine the number
of vehicles, with fewer vehicles indicating a superior solution. When the number of
vehicles is the same, we then compare the total travel distances, with shorter distances
representing better solutions.

Basic Layer and Packing Patterns

The packing algorithm presented in this chapter is inspired by the work of [10], and
its overall structure is delineated in Algorithm 13. We adopt a layer-based packing
strategy, which has been widely used in various studies [7] [12] [13] [26] [66] [107].
As illustrated in Fig. 4.1, the layer-defining box is the first loaded box of the layer
and thus determines the layer’s depth. For each node, all boxes form several cuboid
layers with varying depths. During the routing search, the cuboid layers serve as the
smallest packing units. Consequently, we only need to consider whether the depth of
the layers can be accommodated in the vehicle, rather than considering the packing
details (i.e., the 3D position and loading sequence) of each box within the cuboid
layer. This approach obviates the need to repeatedly address the packing problem
during the routing step, focusing instead on the SDVRP, thus reducing computational
complexity.

Within this context, there are several key concepts: basic layer, 1C-FLP, 1C-SP, and
2C-SP. A basic layer, as illustrated in Fig. 4.1, is a cuboid layer composed of boxes
originating from the same node. Multiple distinct basic layers arise from the boxes
of a single node.

Algorithm 14 outlines the packing heuristic method for obtaining all basic layers for
a single node. In this method, each layer definition list comprises all unloaded boxes,
sorted by their volumes. Initially, the layer defining list of the first layer, 𝑛𝛼𝑛1,
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Algorithm 13 Overview of our packing approach
Input: problem data, parameters
Output: packing solution

1: generate basic layers for each node by Algorithm 14
2: construct 1C-FLP and 1C-SP for each node based on its basic layers
3: construct 2C-SP pattern based on 1C-SP of each node
4: prepare final packing solution with 1C-FLP, 1C-SP, and 2C-SP
5: return packing solution

is generated. Then, for each layer defining box in 𝑛𝛼𝑛1, a packing arrangement is
produced after completing each outer loop (Algorithm 14 Steps 3-17). To elaborate,
for each layer defining box in 𝑛𝛼𝑛1, a cuboid layer is created as the first layer (Step
4). Subsequently, numerous candidate layers (stored in 𝑛*𝑣𝑘𝑄) are generated, and the
most suitable one, 𝑒*𝑣𝑘𝑄 , is selected as the next layer (Steps 6-15). This process involves
generating the layer defining list of the next layer, 𝑛𝛼𝑛* (Step 7), followed by the
construction of a candidate layer for each layer defining box in 𝑛𝛼𝑛* (Steps 9-12).
The best layer from 𝑛*𝑣𝑘𝑄 is then chosen as the next layer (Step 13). By repeating
these steps, various packing arrangements stored in N are obtained. Ultimately, the
best packing arrangement is selected as the node’s final packing solution. Throughout
this process, the packing of different nodes remains independent.

As previously mentioned, the basic layer serves as the smallest unit of vehicle loading
in our method. Thus, constructing basic layers from the boxes of each node signifi-
cantly impacts algorithm performance. To avoid confusion, we introduce the concept
of space: as illustrated in Fig. 4.4, a space in this thesis refers to a vacant cuboidal
region available for loading boxes. Loading a box into a space entails placing the box
such that its rear-bottom-left vertex coincides with that of the space.

Algorithm 15 delineates the process of constructing a basic layer. Initially, an empty
layer is determined by the layer defining box 𝑤0 as the first space of the layer (Step
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Algorithm 14 Construct basic layers
Input: problem data of one node, parameters
Output: basic layers of the node J

1: N← ∅; 𝑆← ∅
2: 𝑛𝛼𝑛1 ← generate the layer defining list of the first layer
3: for 𝑋 ← 1 to |𝑛𝛼𝑛1 | do
4: 𝑒 ← generate a layer with layer defining box 𝑛𝛼𝑛1 [𝑋] via Algorithm 15
5: 𝑆← 𝑆 ∪ {𝑒}
6: while existing unloaded boxes do
7: 𝑛𝛼𝑛* ← generate the layer defining list of the next layer
8: 𝑛*𝑣𝑘𝑄 ← ∅
9: for . ← 1 to |𝑛𝛼𝑛* | do

10: 𝑒 ← generate a layer with layer defining box 𝑛𝛼𝑛* [ .] via Algorithm
15

11: 𝑛*𝑣𝑘𝑄 ← 𝑛*𝑣𝑘𝑄 ∪ {𝑒}
12: end for
13: 𝑒*𝑣𝑘𝑄 ← select the layer with the best loading rate from 𝑛*𝑣𝑘𝑄

14: 𝑆← 𝑆 ∪ {𝑒*𝑣𝑘𝑄}
15: end while
16: N← N ∪ {𝑆}; 𝑆← ∅
17: end for
18: J ← select best packing arrangement
19: return J
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Figure 4.4: Illustration of cuboid space and box.

2). The layer’s depth equals the length of 𝑤0 in the x-axis direction, while its width
and height correspond to the respective dimensions of the vehicle. After loading 𝑤0,
new subspaces are generated along the x, y, and z axes for subsequent loading (Steps
3-4). The following process is repeated until no available spaces remain or all boxes
of the node have been loaded: extract spaces sequentially from the space stack P𝑠𝑗𝑠𝑋𝑒
(Steps 6-7), then select a box from the set of unloaded boxes 𝑧 𝑁 𝑢𝑣𝑣 that can be loaded
into the space, load it, and generate new subspaces along the x, y, and z axes (Steps
8-10).

Building upon the basic layer concept, [10] proposed three distinct packing patterns:
1C-FLP, 1C-SP, and 2C-SP. The 1C-FLP, or one Customer Full Load Pattern, is
created by combining multiple basic layers from the same node. This pattern requires
an empty vehicle to load and directly transport the cargo to the final destination
without visiting other nodes. If the sum of the depths of all basic layers of a node
exceeds the vehicle capacity, it indicates that a single vehicle cannot accommodate all
layers of the node; thus, at least one 1C-FLP can be constructed. After constructing
a 1C-FLP for a node, the remaining layers that cannot fill a vehicle (and therefore
cannot form a 1C-FLP) constitute a 1C-SP, which stands for one Customer Segment
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Algorithm 15 Generate a basic layer
Input: 𝑤0: layer defining box; 𝑧 𝑁 𝑢𝑣𝑣: set of unloaded boxes
Output: a basic layer

1: P𝑠𝑗𝑠𝑋𝑒 ← ∅
2: 𝑆0 ← initialize an empty layer as the first space based on 𝑤0 (the length of 𝑤0 in

the x-direction corresponds to the depth of the layer)
3: P*𝑣𝑔 ← load 𝑤0 into 𝑆0 and subsequently generate multiple subspaces
4: P𝑠𝑗𝑠𝑋𝑒 ← P𝑠𝑗𝑠𝑋𝑒 ∪ P*𝑣𝑔
5: while P𝑠𝑗𝑠𝑋𝑒 ≠ ∅ and 𝑧 𝑁 𝑢𝑣𝑣 ≠ ∅ do
6: 𝑆𝑥S𝑢𝑢 ← select the uppermost space from P𝑠𝑗𝑠𝑋𝑒

7: P𝑠𝑗𝑠𝑋𝑒 ← P𝑠𝑗𝑠𝑋𝑒 \ {𝑆𝑥S𝑢𝑢}
8: 𝑤 ← select a box that can be loaded in 𝑆𝑥S𝑢𝑢 from 𝑧 𝑁 𝑢𝑣𝑣

9: 𝑧 𝑁 𝑢𝑣𝑣 ← 𝑧 𝑁 𝑢𝑣𝑣 \ {𝑤}
10: P*𝑣𝑔 ← load 𝑤 into 𝑆𝑥S𝑢𝑢 and subsequently generate multiple subspaces
11: P𝑠𝑗𝑠𝑋𝑒 ← P𝑠𝑗𝑠𝑋𝑒 ∪ P*𝑣𝑔
12: end while
13: return the constructed basic layer
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Pattern. As a result, each node will always have one 1C-SP and potentially zero, one,
or multiple 1C-FLPs.

Following the construction of 1C-FLP and 1C-SP, the two Customer Segment Pattern
(2C-SP) is developed based on the 1C-SP. Initially, a customer pair (𝑥1, 𝑥2) is selected,
and a basic layer is chosen from each of the two customers’ 1C-SPs to form a mixed
layer. A customer pair may have various mixed layer construction schemes; for each
scheme, a saving 𝑦 = 𝑅𝑣J𝑄ℎ(1T−PN(𝑥1))+𝑅𝑣J𝑄ℎ(1T−PN(𝑥2))−𝑅𝑣J𝑄ℎ(2T−PN(𝑥1, 𝑥2))
is calculated. The construction scheme with the maximum saving 𝑦 is selected as the
final 2C-SP solution for the customer pair. For additional information on 1C-FLP,
1C-SP, and 2C-SP, please refer to [10].

4.3 Computational Studies

In this study, we have evaluated our algorithm against SDVRLH2 [10], the current
state-of-the-art method for the 3L-SDVRP, across three widely-used datasets: B-Y
[10], Shanghai [10], and SD instances [13]. These datasets are chosen for two main
reasons: (1) Scale of Problem Instances: The problem instances used in Chapter 3
are relatively small, averaging approximately 9 nodes and 401 boxes. In contrast,
the datasets used in the literature are larger: the B-Y instances average 114 nodes
and 5985 boxes, the Shanghai instances average 40 nodes and 955 boxes, and the SD
instances average 57 nodes and 2371 boxes. (2) Facilitation of Comparisons: Using
these widely-used datasets facilitates comparisons with existing work. For clarity, we
categorize instances based on the nunmber of nodes: those with fewer than 100 nodes
are considered small-scale, while those with 100 to 200 nodes are considered large-
scale. The comparative analysis is explained in Section 4.3.2. Additionally, Section
4.3.3 delves into further analyses. This includes examining how different objectives
influence outcomes and conducting ablation studies to assess the contribution of our
algorithm’s novel features.
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4.3.1 Experimental Setting

In line with the SDVRLH2 [10] to facilitate comparisons, we prioritize the number of
vehicles as the primary objective and total travel distance (𝑄𝑄𝑅) as the secondary ob-
jective (with lower priority). Therefore, when evaluating the quality of two solutions,
we first examine the number of vehicles, with fewer vehicles indicating a superior so-
lution. When the number of vehicles is equal, we then compare the 𝑄𝑄𝑅, with shorter
distances representing better solutions. The parameter settings are as follows: in Al-
gorithm 5, *𝑟S𝑄 = 2, *𝑋𝑄𝑣𝑢 = 100, and **𝑟_𝑋𝑐J = 2; in Algorithm 6, R1 = 0.5 and R2 = 0.
It is worth noting that we did not perform a rigorous parameter tuning process be-
cause we want to show that the good performance of our algorithm originates from
novel algorithm designs, not from finely-tuned parameters. The experiments were
conducted 30 times using Python 3.7 on a Dell R370 server with 2x Intel(R) Xeon(R)
CPU E5-2650 v4 @ 2.20GHz, 128G RAM, and CentOS 7.6 operating system.

Additionally, this chapter provides both CPU time and the number of fitness evalu-
ations (FEs) for SDVRLH2 and our algorithm. While CPU time directly measures
computational cost, its reliability is affected by variations in hardware, software, and
code efficiency (e.g., differences in coding languages and programming skills). In
contrast, the number of FEs, indicating the number of fitness evaluations during the
search for an optimal or satisfactory solution, relates directly to the algorithm’s time
cost and provides a platform-independent metric. Therefore, the FE count provides
a more appropriate comparison of algorithm efficiency.

Number of Fitness Evaluations for SDVRLH2

In [10], detailed information on the number of FEs used by SDVRLH2 is absent.
Hence, we estimated a lower bound for the FEs based on the algorithm’s description
and its parameters. To maintain clarity, we adopted the symbols and notation from
[10] in our explanation. Symbols *J𝑆, *𝑤ℎ, and *𝑋𝑄𝑣𝑢_𝑔𝑋𝑐J𝑢 denote the number
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of outer iterations, the number of inner iterations, and the iteration threshold for
improvement termination (i.e., the iteration terminates if the algorithm does not
produce a better solution after *𝑋𝑄𝑣𝑢_𝑔𝑋𝑐J𝑢 consecutive iterations.), respectively.
*𝑆𝑔𝑠J, *2𝑟J𝑄 , and *3𝑟J𝑄 correspond to the neighborhood sizes of different operators.
Thus, the minimal FEs for SDVRLH2 are calculated as: *J𝑆 × *𝑤ℎ × *𝑋𝑄𝑣𝑢_𝑔𝑋𝑐J𝑢 ×
(*𝑆𝑔𝑠J + *2𝑟J𝑄 + *3𝑟J𝑄).

4.3.2 Comparative Analysis

The experimental results of our proposed algorithm and SDVRLH2 ([10]) are pre-
sented in Tables 4.1 and 4.2. The experimental data for SDVRLH2 originates from
[10].

Small-scale instances. Tab. 4.1 shows that our algorithm outperforms SDVRLH2 in
the average number of vehicles used, achieving better outcomes on 21 instances and
similar results on 9 instances. Our proposed algorithm outperforms SDVRLH2 in
both average number of vehicles and average 𝑄𝑄𝑅 on one instance (Sha5), establish-
ing new records for the lowest number of vehicles on 17 instances and the smallest
𝑄𝑄𝑅 on 2 instances. Notably, our proposed algorithm achieves a maximum reduction
of 11 vehicles (SD11) and an 6.36% reduction in 𝑄𝑄𝑅 (Sha5), contributing to a total
reduction of 40.6 vehicles across all instances. Over multiple runs, our algorithm
achieved new best-known solutions for the number of vehicles on 17 instances and
for both the number of vehicles and 𝑄𝑄𝑅 on 2 instances. Furthermore, our proposed
algorithm requires significantly less CPU time and fewer fitness evaluations (FEs).
Across 32 small-scale instances, our algorithm requires, on average, merely 0.18% of
the FEs per instance compared to SDVRLH2. Although our algorithm is developed
in Python, contrasting with the C-based implementation of SDVRLH2, it still man-
ages to significantly reduce the average CPU time per instance when compared to
SDVRLH2.
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Large-scale instances. As shown in Tab. 4.2, when applied to 16 larger-scale problem
instances, our algorithm significantly reduces the average number of vehicles on 13
instances, with a maximum reduction of 15 vehicles compared to SDVRLH2 (B-Y19).
There is a total reduction of 72.6 vehicles across all instances, with an average of 4.5
vehicles per instance. Based on the best results across multiple runs, the proposed
algorithm identified new best-known solutions on 12 problem instances in terms of
the number of vehicles utilized. The total number of vehicles saved across all large-
scale problem instances reached 73, equivalent to an average reduction of 4.6 vehicles
per instance. The algorithm also establishes new records by achieving the lowest
number of vehicles on 12 instances. Compared to SDVRLH2, our algorithm requires
significantly fewer FEs, i.e., computationally more efficient. On all 16 instances, the
FEs required by our algorithm never exceed 0.2% of those used by SDVRLH2.

However, our proposed algorithm does increase the 𝑄𝑄𝑅, particularly in larger-scale
problems, where the substantial reduction in vehicles leads to higher 𝑄𝑄𝑅. On small-
scale instances, the average 𝑄𝑄𝑅 increases by 37.79% compared to SDVRLH2. On
large-scale instances, the 𝑄𝑄𝑅 rises by 56.45%. This can be attributed to three factors:
(1) The number of vehicles and 𝑄𝑄𝑅 represent conflicting objectives: an improve-
ment in one leads to a decline in the other. (2) Our method of constructing 2C-SP
constructs more 2C-SPs, thereby saving vehicle spaces and reducing the number of
vehicles. However, the 2C-SP may be maintained during the route search process if
it contributes to reducing the number of vehicles used, potentially increasing the 𝑄𝑄𝑅.
(3) The algorithm employs a small number of FEs in the route search process. The
𝑄𝑄𝑅 could be further reduced by allocating additional computing resources to routing.
These are the areas for our future studies.

4.3.3 Further Analysis

This section explores three aspects of our algorithm: (1) the effects of changing the
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Table 4.2: Comparison results between SD and Ov on large-scale instances
(100≤#node≤200).

Instances
(large)

Avg # v Avg ttd Best # v Best ttd CPU Time # FE
Ov-SD (Ov-SD)/SD Ov-SD (Ov-SD)/SD Ov/SD Ov/SD

B-Y9 -4 0.4413 -4 0.3581 0.2627 0.0015
B-Y10 -3 0.6334 -3 0.5385 0.1325 0.0016
B-Y11 -4.1 0.3295 -5 0.2523 0.3184 0.0013
B-Y12 1.0 0.8921 1 0.8323 0.1066 0.0014
B-Y13 -7.1 0.4152 -8 0.3443 0.5825 0.0012
B-Y14 -2 0.6790 -2 0.6287 0.1389 0.0013
B-Y15 -10.5 0.3515 -10 0.2958 0.4684 0.0011
B-Y16 1.1 0.8698 2 0.7213 0.4735 0.0011
B-Y17 -12.4 0.3098 -13 0.2400 0.7362 0.0008
B-Y18 -6.6 0.8257 -6 0.7099 0.4009 0.0009
B-Y19 -14.1 0.2064 -15 0.1631 1.3106 0.0008
B-Y20 -0.9 0.8021 0 0.6925 0.5849 0.0009
Sha14 -2.2 0.6836 -2 0.6144 0.0922 0.0007
Sha15 -5.0 0.9501 -5 0.8700 0.3990 0.0005
SD12 0 0.3429 0 0.2946 0.1662 0.0015
SD13 -3 1.0800 -3 1.0135 0.8826 0.0011

Avg -4.5 0.5645 -4.6 0.4989 0.4391 0.0009
Total -72.6 0.5645 -73.0 0.4989 0.4391 0.0009

Note: SD refers to the SDVRLH2 algorithm; Ov refers to our algorithm with # v
as the first objective. # v = the number of vehicles used; ttd=total travel distance;
# FE= the number of fitness evaluations. The data in bold signifies that our
strategy produces better results than the contrasted strategies numerically. The
Mann-Whitney U test was employed, and the data with underlined values indicate
a significant difference at the significance level R = 0.05.
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primary objective on performance, (2) the contributions of each novel component
through ablation studies, and (3) the efficiency of our algorithm through time analy-
sis. Our experiments use a fixed iteration count, setting a consistent limit on fitness
evaluations (FEs). However, Algorithm 5 can terminate early if no improvement is
observed after **𝑟_𝑋𝑐J consecutive iterations, suggesting a local optimum has been
reached. Hence, the actual FEs used may vary across different algorithm configura-
tions, reflecting the distinct search effectiveness of each setting.

Comparative Study of Primary Objectives

In real-world scenarios, reducing the number of vehicles holds greater importance than
minimizing total travel distance ([10]), due to the significantly higher costs associated
with acquiring, maintaining, and employing drivers for additional vehicles compared
to the costs incurred from increased travel distances. Our algorithm, aligned with
SDVRLH2, aims to minimize the number of vehicles as the primary objective, with
the total travel distance (𝑄𝑄𝑅) as the secondary objective. To assess how the objec-
tive prioritizations affect algorithmic performance, we have performed experiments
comparing the algorithms with the vehicle number (Ov) and 𝑄𝑄𝑅 (Ot) as the pri-
mary objective respectively. Tables 4.3 and 4.4 present these results. Note that in
algorithm process, solution evaluations are initially based on the primary objective.
When solutions have the same primary objective value, the secondary objective then
distinguishes their quality.

Small-scale instances. As shown in Tab. 4.3, on 32 small-scale problem instances,
in terms of average vehicle counts, Ot underperformed Ov on 10 cases but matched
Ov’s performance on the remaining instances. Ot utilized 6.5 more vehicles in total
compared to Ov. Concerning average 𝑄𝑄𝑅, Ot exceeded Ov’s performance on 11 in-
stances, achieving reductions in 𝑄𝑄𝑅 of up to 5.2%, with an average decrease of 2.2%
per instance. Upon analyzing the best results from multiple runs, Ot resulted in a
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higher number of vehicles than Ov on 5 instances but equaled Ov’s performance in
𝑄𝑄𝑅 across all instances.

Large-scale instance. According to Tab. 4.4, on the 16 large-scale instances, the gap
between Ot and Ov widened considerably. Ot needed more vehicles than Ov across
the board, with a notable increase on 14 instances, leading to 32.7 more vehicles in
total. However, Ot significantly reduced the 𝑄𝑄𝑅, outperforming Ov by more than
7% on 14 instances and averaging a 6.1% 𝑄𝑄𝑅 reduction. When looking at the best
outcomes from multiple runs, Ot underperformed Ov in terms of vehicle count, but
matched Ov’s 𝑄𝑄𝑅 achievements.

Between Ov and Ot, there is a clear conflict between vehicle count and 𝑄𝑄𝑅, with vehi-
cle prioritization generally resulting in fewer vehicles and 𝑄𝑄𝑅 prioritization achieving
shorter total distances, particularly in larger-scale problems. Whether focusing on
minimizing vehicle count (Ov) or reducing 𝑄𝑄𝑅 (Ot), it’s challenging to perform well
in both objectives simultaneously. From a Pareto dominance aspect, the results em-
phasizes the inherent difficulty of achieving a balanced optimization between these
objectives within a single-objective optimization framework. Thus, our work high-
lights the ongoing exploration to simultaneously optimize vehicle number and 𝑄𝑄𝑅,
presenting a complex challenge in search of improved overall solutions.

Ablation Study

To evaluate the effectiveness of each innovation in our approach, a comprehensive
series of ablation experiments were conducted. Tab. 4.5 presents the algorithm
notations employed in these experiments. To assess the impact of each innovation,
one innovation was sequentially added to the previous algorithm, followed by 10
repeated runs to obtain experimental results, determining whether the innovation
indeed enhanced the algorithm’s performance. Tables 4.6 - 4.13 demonstrate the
comparative results.
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Table 4.4: Comparison results between Ov and Ot on large-scale instances
(100≤#node≤200).

Instance
(large)

Avg # v Avg ttd Best # v Best ttd CPU Time # FE
Ot-Ov (Ot-Ov)/Ov Ot-Ov (Ot-Ov)/Ov Ot/Ov Ot/Ov

B-Y9 2.0 -0.1048 2 0 0.180 1.232
B-Y10 1.3 -0.0744 2 0 0.188 1.077
B-Y11 1.7 -0.0809 2 0 0.199 1.381
B-Y12 1.9 -0.0726 1 0 0.322 1.176
B-Y13 2.9 -0.1026 3 0 0.203 1.132
B-Y14 2.0 -0.0829 2 0 0.555 1.212
B-Y15 3.1 -0.0996 3 0 0.364 1.419
B-Y16 2.5 -0.1043 2 0 0.186 1.334
B-Y17 3.6 -0.0978 4 0 0.371 1.330
B-Y18 2.4 -0.1051 2 0 0.390 1.247
B-Y19 4.2 -0.1067 5 0 0.227 1.279
B-Y20 3.2 -0.1059 3 0 0.347 1.225
Sha14 1.0 -0.0857 1 0 0.128 1.481
Sha15 1.1 -0.0776 2 0 0.078 1.269
SD12 0.0 -0.0286 0 0 0.186 1.301
SD13 0.0 -0.0242 0 0 0.051 1.325

Avg 2.0 -0.0610 2.13 0 0.229 1.271
Total 32.7 -0.0610 34 0 0.229 1.271

Note: Ov (Ot) refers to our algorithm with # v (ttd) as the first objective. # v
= the number of vehicles used; ttd=total travel distance; # FE= the number of
fitness evaluations. The data in bold signifies that our strategy produces better
results than the contrasted strategies numerically. The Mann-Whitney U test was
employed, and the data with underlined values indicate a significant difference at
the significance level R = 0.05.

115



Chapter 4. An Efficient Local Search Algorithm for 3L-SDVRP*

Table 4.5: Notions for algorithms with different components in ablation experiments.

Notation Algorithm with X Notation Algorithm with X

A1 X=Improved packing method A3 X=A2+Adaptive splitting strategy
A2 X=A1+New search operators A4 X=A3+New post-optimization

Improved Packing Methods (A1 VS SDVRLH2). As shown in Tables 4.6 and
4.7, on average, on the 32 small-scale instances, A1 reduced the number of vehicles
on 20 instances, with a maximum reduction of 11.1 vehicles (SD11) and a cumulative
reduction of 43.2 vehicles across all instances. On the 16 large-scale instances, A1
reduced the number of vehicles on 12 instances, with a maximum reduction of 11.2
vehicles (B-Y19) and a cumulative reduction of 51.2 vehicles across all instances. The
experimental results indicate that the improved packing methods effectively reduce
the number of vehicles, especially on larger-scale problems.

New Search Operators (A2 VS A1). Building upon A1, the old search opera-
tors were replaced with our proposed new search operators to obtain Algorithm A2.
According to Tables 4.8 and 4.9, for the 32 small-scale instances and the 16 large-
scale instances, A2 significantly reduced the total travel distance (𝑄𝑄𝑅) on 9 and 16
instances, respectively, compared to A1, with maximum reductions of 6.99% (B-Y8)
and 11.09% (SD13). Notably, the new operators exhibited more significant effects
on larger-scale instances, reducing the average 𝑄𝑄𝑅 per instance by 6.15%. On an
additional 20 small instances, the 𝑄𝑄𝑅 of A2 was found to be as good as that of A1.
Importantly, the use of new operators significantly reduced the number of fitness
evaluations (FEs) consumed by the algorithm. For the small-scale instances, A2 used
only less than 10% of A1’s FEs on 28 instances, with a maximum of 35.58% (Sha1)
and a minimum of 1.44% (SD11) of A1’s usage. For the 16 large-scale instances, A2
used only 20-40% of A1’s FEs. This demonstrates that the new operators can greatly
improve the search efficiency of the algorithm and help find better solutions.
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Table 4.7: Ablation experimental results (A1 VS SD) on large-scale instances
(100≤#node≤200).

Instances
(large)

Avg # v Avg ttd Best # v Best ttd CPU time # FE
A1-SD (A1-SD)/SD A1-SD (A1-SD)/SD A1/SD A1/SD

B-Y9 -3 0.3164 -3 0.2479 2.68 1.1103
B-Y10 -2.7 0.4860 -2 0.4524 1.89 1.1227
B-Y11 -3 0.2225 -3 0.1956 2.81 1.0722
B-Y12 2 0.7164 2 0.6958 2.03 1.0945
B-Y13 -5.1 0.2838 -6 0.2689 24.04 1.1049
B-Y14 -1 0.5245 -1 0.5180 16.70 1.1463
B-Y15 -8.5 0.2511 -8 0.2115 13.35 1.1068
B-Y16 2.6 0.7161 3 0.5765 10.09 1.1247
B-Y17 -9.5 0.2392 -10 0.1901 41.11 1.1234
B-Y18 -4.9 0.6911 -5 0.5789 28.47 1.1510
B-Y19 -11.2 0.1048 -12 0.0726 74.49 1.1147
B-Y20 1.2 0.6532 2 0.5925 58.18 1.1310
Sha14 -1.2 0.4816 -1 0.4923 4.55 1.0575
Sha15 -3.9 0.8108 -3 0.7939 38.58 1.0750
SD12 0 0.0534 0 0.0435 18.05 1.3288
SD13 -3 1.0577 -3 0.9710 23.50 1.0858

Avg -3.2 0.4755 -3.1 0.4313 23.52 1.1198
Total -51.2 0.4098 -50.0 0.3693 23.52 1.1198

Note: # v = the number of vehicles used; ttd=total travel distance; # FE=
the number of fitness evaluations. SD refers to the SDVRLH2 algorithm; The
meaning of A1 is shown in Tab. 4.5. The data in bold signifies that our strategy
produces better results than the contrasted strategies numerically. The Mann-
Whitney U test was employed, and the data with underlined values indicate a
significant difference at the significance level R = 0.05.
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Chapter 4. An Efficient Local Search Algorithm for 3L-SDVRP*

Table 4.9: Ablation experimental results (A2 VS A1) on large-scale instances
(100≤#node≤200).

Instances
(large)

Avg # v Avg ttd Best # v Best ttd CPU time # FE
A2-A1 (A2-A1)/A1 A2-A1 (A2-A1)/A1 A2/A1 A2/A1

B-Y9 0 -0.0302 0 -0.0316 0.38 0.2963
B-Y10 0 -0.0304 0 -0.0322 0.35 0.2933
B-Y11 0 -0.0496 0 -0.0462 0.41 0.3089
B-Y12 0 -0.0453 0 -0.0393 0.38 0.2996
B-Y13 0.1 -0.0603 1 -0.0585 0.45 0.3816
B-Y14 0 -0.0745 0 -0.0692 0.44 0.3679
B-Y15 -0.1 -0.0784 0 -0.0568 0.85 0.3807
B-Y16 0.4 -0.0887 0 -0.0587 0.84 0.3741
B-Y17 -0.5 -0.1028 0 -0.0751 0.60 0.4082
B-Y18 -0.2 -0.0896 0 -0.0801 0.48 0.3978
B-Y19 0.2 -0.0810 1 -0.0603 0.48 0.4103
B-Y20 0.2 -0.0896 1 -0.0769 0.48 0.4038
Sha14 0 -0.0574 0 -0.0591 0.24 0.2037
Sha15 0 -0.0912 0 -0.0866 0.30 0.2895
SD12 0 0.0952 0 0.1003 0.09 0.2898
SD13 0 -0.1109 0 -0.0694 0.08 0.3547

Avg 0.01 -0.0615 0.2 -0.0500 0.43 0.3595
Total 0.1 -0.0458 3.0 -0.0273 0.43 0.3595

Note: # v = the number of vehicles used; ttd=total travel distance; # FE=
the number of fitness evaluations. The meaning of A1 and A2 is shown in Tab.
4.5. The data in bold signifies that our strategy prodsuces better results than the
contrasted strategies numerically. The Mann-Whitney U test was employed, and
the data with underlined values indicate a significant difference at the significance
level R = 0.05.
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4.3. Computational Studies

Adaptive Splitting Strategy (A3 VS A2). Algorithm A3 is obtained by incor-
porating our proposed adaptive splitting strategy into A2. As shown in Tables 4.10
and 4.11, compared to A2, A3 increased the 𝑄𝑄𝑅 while maintaining almost the same
number of vehicles, and further significantly reduced the number of FEs. The number
of FEs used by A3 accounted for only 0.2-4.09% of those used by A2.

Post-Optimization (A4 VS A3). Algorithm A4 has been developed by integrat-
ing an innovative post-optimization technique into Algorithm A3. As demonstrated
in Tables 4.12 and 4.13, the results obtained by A4 on most small-scale problem in-
stances show no significant difference from A3. For the 16 large-scale instances, A4
considerably reduce the number of vehicles on 14 instances and the 𝑄𝑄𝑅 on a single
instance, resulting in an aggregate reduction of 23.6 vehicles. Further, considering
the best results from multiple runs, A4 outperforms A3 on 14 instances for reducing
the number of vehicles and on 2 instances for reducing the 𝑄𝑄𝑅. The experimental
results substantiate that the post-optimization method introduced in this study ef-
fectively lessens the number of vehicles on larger-scale problems. However, it’s crucial
to note that reducing the number of vehicles often results in an increase in 𝑄𝑄𝑅. More-
over, post-optimization for large-scale problems demands considerable time, posing
additional challenges.

In summary, the ablation experiments demonstrate the effectiveness and validity of
each proposed innovation. The improved packing methods (A1) demonstrated their
ability to effectively reduce the number of vehicles, particularly on larger-scale in-
stances. The new search operators (A2) not only further reduced 𝑄𝑄𝑅 on various
instances but also significantly improved search efficiency by substantially reducing
the number of FEs consumed. The adaptive splitting strategy (A3) managed to main-
tain a similar number of vehicles while achieving a further reduction in the number
of FEs. Lastly, the new post-optimization method (A4) contributed to reducing the
number of vehicles on large-scale instances.
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Table 4.11: Ablation experiment results (A3 VS A2) on large-scale instances
(100≤#node≤200).

Instances
(large)

Avg # v Avg ttd Best # v Best ttd # FE
A3-A2 (A3-A2)/A2 A3-A2 (A3-A2)/A2 A3/A2

B-Y9 0.5 0.0272 0 0.0592 0.0048
B-Y10 0.2 0.1133 0 0.1119 0.0040
B-Y11 0 0.0745 0 0.0649 0.0040
B-Y12 0 0.0912 0 0.0735 0.0044
B-Y13 0.1 0.0693 0 0.0558 0.0026
B-Y14 0 0.1281 0 0.1141 0.0029
B-Y15 0.6 0.0751 0 0.0579 0.0026
B-Y16 0.1 0.0922 1 0.0752 0.0025
B-Y17 0.3 0.0935 0 0.0785 0.0018
B-Y18 0.5 0.0987 1 0.1525 0.0018
B-Y19 0.2 0.0880 -1 0.0625 0.0016
B-Y20 -0.1 0.1056 -1 0.0803 0.0019
Sha14 0 0.1477 0 0.1235 0.0031
Sha15 0 0.1112 0 0.1101 0.0017
SD12 0 0.2068 0 0.1718 0.0035
SD13 0 0.1333 0 0.1124 0.0029

Avg 0.15 0.1035 0.0 0.0940 0.0029
Total 2.4 0.1312 0.0 0.1130 0.0022

Notes: # v = the number of vehicles used; ttd=total travel distance;
# FE= the number of fitness evaluations. The meaning of A2 and
A3 is shown in Tab. 4.5. The Mann-Whitney U test was employed,
and the data with underlined values indicate a significant difference
at the significance level R = 0.05.
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Table 4.13: Ablation experiment results (A4 VS A3) on large-scale instances
(100≤#node≤200). # v = the number of vehicles used; ttd=total travel distance; #
FE= the number of fitness evaluations. The meaning of A3 and A4 is shown in Tab.
4.5. The Mann-Whitney U test was employed, and the data with underlined values
indicate a significant difference at the significance level R = 0.05.

Instance
(large)

Avg # v Avg ttd Best # v Best ttd
A4-A3 (A4-A3)/A3 A4-A3 (A4-A3)/A3

B-Y9 -1.5 0.1017 -1 0.0888
B-Y10 -0.3 0.0064 -1 -0.0156
B-Y11 -1.1 0.0705 -2 0.0311
B-Y12 -1 0.0708 -1 0.0634
B-Y13 -2.1 0.0840 -2 0.0658
B-Y14 -1 0.0529 -1 0.0356
B-Y15 -2.5 0.0968 -2 0.0883
B-Y16 -2 0.0898 -2 0.0787
B-Y17 -2.5 0.0594 -3 0.0446
B-Y18 -2 0.0884 -2 0.0661
B-Y19 -3.4 0.1091 -3 0.0860
B-Y20 -2.1 0.0735 -2 0.0723
Sha14 -1 0.0628 -1 0.0234
Sha15 -1.1 0.0748 -2 0.0450
SD12 0 -0.0274 0 -0.0280
SD13 0 -0.0071 0 -0.0096

Avg -1.5 0.0629 -1.6 0.0460
Total -23.6 0.0281 -25.0 0.0191
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Chapter 4. An Efficient Local Search Algorithm for 3L-SDVRP*

Time Analysis

In real-world industrial scenarios, computational resource consumption is critical,
placing higher demands on algorithm efficiency. Since theoretical analysis of com-
putational time complexity is only practical for simple metaheuristic algorithms on
artificial problems, we conducted experiments to perform an empirical time analysis.
To comprehensively evaluate the efficiency of our proposed algorithm, we compared
its CPU runtime with that of the state-of-the-art SDVRLH2 algorithm for the 3L-
SDVRP, using results reported in [10].

As shown in Table 4.14, for all small-scale instances, SDVRLH2 required a total
of 6627.5 seconds, averaging 207.1 seconds per instance. In contrast, our proposed
algorithm, when minimizing the number of vehicles (Ov), took only 397.0 seconds
in total, averaging 12.4 seconds per instance—just 6% of the time required by SD-
VRLH2. When total travel distance was set as the primary objective (Ot), our algo-
rithm took 524.7 seconds in total, averaging 19.8 seconds per instance, which is only
8% of the running time required by SDVRLH2. For all large-scale instances, SD-
VRLH2 required a total of 30673.1 seconds, averaging 1917.1 seconds per instance.
In comparison, our algorithm needed 13468.4 seconds in total, averaging 597.2 sec-
onds per instance when minimizing the number of vehicles (Ov)—only 44% of the
time required by SDVRLH2. When total travel distance was the primary objective
(Ot), our algorithm required just 3078.0 seconds in total, averaging 192.4 seconds per
instance, or only 10% of the CPU time of SDVRLH2. Overall, the runtime of our
algorithm was just 37% of SDVRLH2 when optimizing for the number of vehicles
(Ov), and only 9% when optimizing for total travel distance (Ot).

Moreover, our algorithm was implemented in Python, whereas SDVRLH2 was im-
plemented in C++. Considering that programs implemented in C++ generally run
faster than those in Python, the efficiency advantage of our proposed algorithm is
likely even greater than these results suggest. This underscores the high efficiency of
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4.4. Conclusion

Table 4.14: CPU time analysis (in seconds). Ov (Ot) refers to our algorithm with
number of v (ttd) as the first objective. Total = the sum of CPU time across all prob-
lem instances; Avg = average CPU time; Std = standard deviation. Small = small
problem instances whose number of nodes <100. Large = large problem instances
whose number of nodes ≥ 100.

Statistics
SDVRLH2 (SD) Ov Ot

small large small large small large

Total 6627.5 30673.1 397.0 13468.4 524.7 3078.0
Avg 207.1 1917.1 12.4 841.8 16.4 192.4
Std 365.9 441.4 15.4 597.2 19.8 156.1

Overall
Ov/SD Ot/SD

small large all small large all

0.06 0.44 0.37 0.08 0.10 0.09

our method.

4.4 Conclusion

In this chapter, we present an efficient local search algorithm for solving the 3L-
SDVRP. Our proposed algorithm encompasses several innovations that contribute to
its effectiveness and efficiency. In the packing aspect, we introduce improvements
to the box-packing, space-generation, and 2C-SP construction methods, enhancing
space utilization and reducing the number of vehicles required. In terms of routing, we
propose three novel search operators: LKH mutation, route-pair swap, and multi-pair
elitist recombination. These operators leverage the characteristics of the 3L-SDVRP,
improving search efficiency. Moreover, we introduce an adaptive splitting strategy
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that dynamically determines whether to split nodes based on the loading conditions
of vehicles and nodes, thereby further reducing the consumption of computational
resources. Finally, we design a new post-optimization method to further improve the
solution quality. Comprehensive experimental results and further analysis confirm
the efficiency and effectiveness of our proposed method. In particular, compared
to the current state-of-the-art algorithm, SDVRLH2 ([10]), our proposed algorithm
achieved a considerable decrease in the number of vehicles on most examined problem
instances. Furthermore, it achieved a significant reduction in the quantity of fitness
evaluations required, decreasing by two orders of magnitude compared to SDVRLH2.

In Chapter 3, our proposed algorithm was tested on problem instances with an aver-
age of 9 nodes and 401 boxes per instance. However, it is computationally inefficient
for larger problems. For example, solving an instance with 10 nodes and 844 boxes
required approximately 1487.5 seconds of CPU time. In contrast, the algorithm pre-
sented in this chapter can handle significantly larger problem instances, averaging 76
nodes and 3435 boxes per instance, with a maximum of 200 nodes and 14230 boxes.
Our new algorithm significantly reduces computational resource requirements. For
instance, solving an instance with 150 nodes and 4508 boxes required only approx-
imately 250.4 seconds of CPU time. This demonstrates that our new method can
efficiently tackle larger problems compared to the algorithm presented in Chapter 3.

While our algorithm efficiently reduce the number of vehicles within a much shorter
time, it does so at the expense of an increased total travel distance (𝑄𝑄𝑅). By contin-
uing to explore and develop more efficient and effective methods, it may be possible
to achieve a better balance between these conflicting objectives, ultimately leading to
enhanced solutions for the 3L-SDVRP and similar optimization tasks.
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Chapter 5

An Adaptive Interactive
Routing-Packing Strategy for
3L-SDVRP*

In Chapters 3 and 4, we introduced the PEAC-HNF algorithm and an efficient local
search algorithm to solve the 3L-SDVRP, respectively. The PEAC-HNF algorithm
effectively balances two objectives and provides diverse solutions for decision-makers,
but it requires significant computational resources for large-scale problems. Con-
versely, the new local search algorithm proposed in Chapter 4 is more efficient and ca-
pable of solving larger-scale problems. Additionally, solving the 3L-SDVRP involves
both routing and packing, making the interaction between these components crucial
for algorithm performance and solution quality. Current interactive routing-packing
strategies have weaknesses, highlighting the need for more effective approaches.

This chapter investigates this interaction and proposes an adaptive interactive routing-
packing strategy. The proposed routing-packing strategy can adaptively choose be-

∗This chapter is partially based on a paper published at the 2024 Genetic and Evolutionary
Computation Conference (GECCO’ 24) [115].
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tween different packing patterns, providing the flexibility to adjust packing decisions
as the individual (i.e., giant tour) changes. Section 5.1 introduces current interactive
routing-packing strategies, highlights their weaknesses, and provides our motivation.
In Section 5.2, we discuss our proposed adaptive interactive routing-packing strategy,
along with other algorithmic details. Section 5.3 details the experimental setup and
offers a comprehensive comparison of our method with existing approaches. It also
includes further analysis that explains the reasons for the effectiveness of our strategy.
Finally, Section 5.4 concludes the chapter.

5.1 Introduction

Fundamentally, the 3L-SDVRP combines two NP-hard problems: the split delivery
vehicle routing problem (SDVRP) and the 3D packing/loading problem (3DPP). This
combination means that any solution to the 3L-SDVRP must address both routing
decisions (determining which nodes each vehicle should visit) and packing decisions
(designing the 3D packing plan for each vehicle). These decisions significantly impact
the final solution quality, making the interactions between routing and packing dur-
ing the solution process crucial for algorithm performance. In this chapter, we refer to
these interactions as the “interactive routing-packing strategy”. The term “interac-
tive” denotes the mutual influence of routing and packing decisions: routing decisions
dictate which nodes’ boxes a vehicle will load, while packing decisions directly affect
the number of boxes that can be loaded within the vehicle’s limited capacity.

Prevailing interactive routing-packing strategies are mainly divided into two paradigms:
routing first, packing second (R1P2), and packing first, routing second (P1R2). The
R1P2 strategy [14] adapts packing decisions during the route search procedure, allow-
ing them to change in response to routing decisions. Conversely, the P1R2 strategy
[10] makes packing decisions before routing, thereby reducing the complexity of the
routing phase to a direct SDVRP. Additionally, [10] introduced a two-customer seg-
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ment pattern (2C-SP) into the P1R2 strategy to further reduce the number of vehicles.
The 2C-SP method involves combining two nodes after their packing decisions have
been made, and then repacking them. If creating a 2C-SP saves more loading space
than packing each node individually, it is maintained.

In the R1P2 strategy, packing decisions are made dynamically during the route plan-
ning process. This approach offers considerable flexibility, allowing packing adjust-
ments in response to routing changes. However, this flexibility comes at the cost of in-
creased computational complexity, as each routing adjustment necessitates re-solving
the packing problem. Conversely, the P1R2 strategy determines packing decisions
prior to route planning, requiring the packing problem to be solved only once, thus
significantly speeding up the solution process. The drawback of P1R2 is its rigidity:
once packing decisions are made, they cannot adapt to subsequent routing changes.
This lack of adaptability can hinder efforts to minimize the number of vehicles used.

Despite the critical role of interactive routing-packing strategies in solving the 3L-
SDVRP, there has been no thorough investigation, comparison, or analysis of these
strategies. This chapter fills that gap by providing a detailed comparison and analysis
of existing interactive routing-packing strategies, supported by extensive experimental
validation. Building on insights from the analysis, this chapter introduces an adaptive
interactive routing-packing strategy that combines the advanced features of existing
approaches. Our strategy introduces adaptability into the routing process, allowing
for a choice between independent loading of a node (aligned with the P1R2 strategy)
and joint loading of consecutive nodes, utilizing the concept of 2C-SP. This flexible
approach permits loading adjustments in response to route modifications, effectively
reflecting the core principle of the R1P2 strategy. The effectiveness of our strategy has
been rigorously validated through computational experiments. Empirical evidence
indicates that our strategy yields solutions that are comparable to or significantly
superior to existing strategies, particularly in terms of vehicle count.
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5.2 Adaptive Interactive Routing-Packing Strategy

This section begins with a detailed introduction to the proposed adaptive interactive
routing-packing strategy, explaining its key features. We then delve into the overall
framework of the search algorithm, including how the strategy fits into it. Our pro-
posed routing-packing strategy can be applied to various algorithms for solving the
3L-SDVRP, including those introduced in Chapters 3 and 4.

5.2.1 The Proposed Routing-Packing Strategy

As mentioned in Section 3.2.1, we use the concept of “giant tour” as the representa-
tion. Our proposed interactive strategy is designed to operate within the framework
of giant tour decoding. In Sections 2.3 and 5.1, we present and analyze the strengths
and weaknesses of existing routing-packing strategies. Additionally, in Section 5.3.5,
we compare the effectiveness of different packing patterns (i.e., packing two nodes
together versus packing a single node alone) across different problem instances. The
results indicate that neither pattern is universally superior; their effectiveness depends
on the specific instances and nodes. Overall, existing strategies lack the flexibility to
adapt to varying situations, such as a vehicle’s remaining space and packing patterns.

Workflow of Our Strategy

The key innovation of our strategy is its ability to make adaptive decisions on differ-
ent packing patterns (i.e., loading a single node alone or loading two nodes together)
based on specific situations, effectively integrating the best features from existing in-
teractive strategies. We have identified criteria that consider various remaining space
scenarios of vehicles and the space requirements of different packing patterns at each
node. Using these criteria, our strategy adaptively and intelligently chooses between
loading a single node independently (following the P1R2 strategy) or loading two
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nodes together (using the 2C-SP concept). This decision-making process is tailored
to different giant tours. Such flexibility in making loading decisions during the rout-
ing process is a fundamental aspect of the R1P2 strategy, allowing for more efficient
and adaptable solutions.

The process of our interactive strategy is outlined in Algorithm 16 (red and blue
boxes in Algorithm 16 indicate that our strategy can adaptively make decisions be-
tween different packing patterns). This strategy employs vertical layers, which is
the smallest units of load (Section 2.3.2). The loading feasibility of these layers is
assessed by comparing each layer’s depth with the vehicle’s remaining length. Within
our strategy framework, we introduce three key variables: 𝑡 as the giant tour, 𝑒𝑗 as
the vehicle’s length, and 𝑃𝑁 as the set of vehicles generated by decoding 𝑡. 𝑃𝑁 includes
both the routing and loading plans for vehicles.

The algorithm proceeds sequentially through the nodes in 𝑡. For each pair of adjacent
nodes 𝑋 and . , we form three sets of layers: 𝑛𝑋, 𝑛 . , and 𝑛𝑋 . . These sets are created by
loading 𝑋 alone, . alone, and both 𝑋 and . together, respectively (Step 4). We then
calculate the total depth for each set, denoted as 𝑒𝑋, 𝑒 . , and 𝑒𝑋 . (Step 5).

The loading process follows some specific criteria identified by us:

(A) If 𝑒𝑋 . ≤ 𝑒𝑗𝑢 and 𝑒𝑋 . < 𝑒𝑋 + 𝑒 . , both 𝑋 and . are loaded together, maximizing space
utilization (Steps 6-7).

(B) Special cases arise when either 𝑒𝑋 . > 𝑒𝑗𝑢 or 𝑒𝑋 . ≥ 𝑒𝑋 + 𝑒 . . These cases lead to
different scenarios:

(B.1) If all layers in 𝑛𝑋 can fit in 𝑗𝑥S𝑢 , only 𝑋 is loaded and 𝑗𝑥S𝑢 is updated (Steps
9-10).

(B.2) If 𝑛𝑋 cannot fit into 𝑗𝑥S𝑢 , a new vehicle is introduced (Steps 13-14).

(B.2.a) If 𝑒𝑋 . < 𝑒𝑋 + 𝑒 . and can fit in the new vehicle, both nodes are loaded
(Steps 15-17).
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(B.2.b) If 𝑒𝑋 . < 𝑒𝑋 + 𝑒 . but falls between 𝑒𝑗 and 2 × 𝑒𝑗, the load is split between
two new vehicles (Steps 19-23).

(B.2.c) Otherwise, 𝑋 is loaded into the new vehicle alone (Steps 24-27).

(B.3) If 𝑒𝑋 . will not fit in 𝑗𝑥S𝑢 but some layers in 𝑛𝑋 will, a multi-vehicle approach
is considered.

(B.3.a) If 𝑒𝑋 . < 𝑒𝑋 + 𝑒 . and could potentially fit into 𝑗𝑥S𝑢 and a new vehicle, we
proceed only if two or fewer vehicles are required (Step 32).

(B.3.b) If none of the previous conditions are met, 𝑋 is loaded individually into
𝑗𝑥S𝑢 and new vehicle(s) (Step 34).

By applying these steps to each node in 𝑡, we produce a feasible solution 𝑃𝑁 that
includes both the routing and loading plans for each vehicle.

Following [10] [76], our research minimizes the vehicle count first, then 𝑄𝑄𝑅 (with
lower priority). Thus, our strategy prioritizes minimizing space occupancy to reduce
vehicle usage, which doesn’t necessarily reduce 𝑄𝑄𝑅. This disconnect arises for two
reasons: (1) the relationship between the vehicle count and 𝑄𝑄𝑅 is complex—lessening
one doesn’t imply a automatically decrease/increase the other; (2) our approach may
favor solutions that load two distant nodes together to save space, beneficial for vehicle
reduction but potentially harmful to 𝑄𝑄𝑅 optimization. Thus, achieving a good balance
between two objectives presents a compelling direction for future work.

5.2.2 The Overall Search Algorithm

To facilitate comparisons with existing work, our overall search algorithm employs
a local search procedure based on the state-of-the-art SDVRLH2 [10], as detailed in
Algorithm 17. The key innovation of Algorithm 17 lies in its use of our proposed
adaptive routing-packing strategy, which significantly enhances its performance com-
pared to SDVRLH2. First, the initial random giant tour, 𝑆init, serves as the starting
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Algorithm 16 Adaptive routing-packing strategy (Colored boxes indicate flexible packing.)
Input: 7: a giant tour; 𝑖" : the length of an empty vehicle
Output: 𝑗 # : final packed vehicles
1: 𝑘"$%$&'( ← ∅; 𝑗 # ← ∅; 5)*+ ← an empty vehicle
2: for node 𝑀 in 7 do
3: if 𝑀 in 𝑘"$%$&'( then continue endif
4: 𝑙 ← 𝑀 + 1; 𝑖"+ ← the residual length of 5)*+ ; 𝑚$ , 𝑚 , , 𝑚$ , ← get packing layers of node 𝑀, 𝑙, and node pair (𝑀, 𝑙 )
5: 𝑖$ , 𝑖 , , 𝑖$ , ← the sum of length of layers in 𝑚$ , 𝑚 , , and 𝑚$ ,

6: if 𝑖$ , ≤ 𝑖"+ and 𝑖$ , < 𝑖$ + 𝑖 , then
7: 5)*+ ← pack 𝑀 and 𝑙 by 𝑚$ , and update 5)*+ ; 𝑘"$%$&'( ← 𝑘"$%$&'( ∪ {𝑀, 𝑙 } 𝑛 pack 𝑀 and 𝑙 together

8: else // 𝑖$ , > 𝑖"+ or 𝑖$ , ≥ 𝑖$ + 𝑖 ,

9: if 𝑖$ ≤ 𝑖"+ then // 𝑚$ can be packed in 5)*+ completely.

10: 5)*+ ← pack 𝑀 along by 𝑚$ and update 5)*+ ; 𝑘"$%$&'( ← 𝑘"$%$&'( ∪ {𝑀} 𝑛 pack node 𝑀 alone

11: else
12: 𝑖$_-$. ← the minimal length of the layer in 𝑚$

13: if 𝑖$_-$. > 𝑖"+ then // None layers in 𝑚$ fit in 5)*+. Use a new vehicle.

14: 𝑗 # ← 𝑗 # ∪ {5)*+ }; 5)*+ ← an empty vehicle; 𝑖"+ ← 𝑖"

15: if 𝑖$ , ≤ 𝑖"+ and 𝑖$ , < 𝑖$ + 𝑖 , then // 𝑚$ , can be fully packed in new vehicle.

16: 5)*+ ← pack 𝑀 and 𝑙 by 𝑚$ , and update 5)*+ ; 𝑛 pack 𝑀 and 𝑙 together

17: 𝑘"$%$&'( ← 𝑘"$%$&'( ∪ {𝑀, 𝑙 }
18: else
19: if 𝑖$ , < 𝑖$ + 𝑖 , and 𝑖$ , ≤ 2 ∗ 𝑖" then // use two new vehicles to pack.

20: 𝑗/ ← pack 𝑀 and 𝑙 by 𝑚$ , and get packed vehicles 𝑛 pack 𝑀 and 𝑙 together

21: if 𝑖𝑃𝑅(𝑗/ ) ≤ 2 then
22: 𝑗 # ← 𝑗 # ∪ 𝑗/ ; 5)*+ ← update 5)*+ ; 𝑘"$%$&'( ← 𝑘"$%$&'( ∪ {𝑀, 𝑙 }
23: end if
24: else // only pack node 𝑀.

25: 5)*+ ← pack 𝑀 along by 𝑚$ and update 5)*+ ; 𝑛 pack node 𝑀 alone

26: 𝑘"$%$&'( ← 𝑘"$%$&'( ∪ {𝑀}
27: end if
28: end if
29: else // Part of layers in 𝑚$ can be packed in 5)*+.

30: if 𝑖$ , < 𝑖$ + 𝑖 , and 𝑖$ , < 𝑖"+ + 𝑖" then // use 5)*+ and a new vehicle to pack.

31: 𝑗/ ← pack 𝑀 and 𝑙 by 𝑚$ , and get packed vehicles 𝑛 pack 𝑀 and 𝑙 together

32: if 𝑖𝑃𝑅(𝑗/ ) ≤ 2 then 𝑗 # ← 𝑗 # ∪ 𝑗/ ; 5)*+ ← update 5)*+ ; 𝑘"$%$&'( ← 𝑘"$%$&'( ∪ {𝑀, 𝑙 } end if
33: else // only pack node 𝑀.

34: 𝑗/ ← pack 𝑀 along by 𝑚$ and get packed vehicles 𝑛 pack node 𝑀 alone

35: 𝑗 # ← 𝑗 # ∪ 𝑗/ ; 5)*+ ← update 5)*+ ; 𝑘"$%$&'( ← {𝑀}
36: end if
37: end if
38: end if
39: end if
40: end for
41: return 𝑗 #
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point, while 𝑆best holds the current best solution (Step 1). The swap operator is ap-
plied to the current solution, 𝑆curr, creating a neighborhood set 𝑇swap (Step 5). Each
individual of 𝑇swap is then decoded using our proposed interactive routing-packing
strategy, detailed in Algorithm 16. The most effective solution, 𝑆iter_best, is selected
(Step 6). Next, a second neighborhood set, 𝑇2opt, is generated by applying the 2-opt
operator to 𝑆iter_best (Step 7). Both 𝑆iter_best and the individuals of 𝑇2opt are decoded,
and the most effective solution replaces 𝑆iter_best (Steps 8-9). If 𝑆iter_best outperforms
𝑆best, then 𝑆best is updated (Step 10). 𝑆curr is set to 𝑆iter_best for the next iteration
(Step 11). The search terminates if 𝑆curr does not improve after *no_imp iterations
(Steps 12-14). Upon termination, 𝑆best becomes the new 𝑆curr, initiating a new round
of local search (Steps 3-13).

In relation to packing methodologies, this study adopts heuristic approaches as de-
tailed in [7] [10] [15]. One method is to construct vertical layers, as described in [7]
[10]. In this method, a “space” denotes an available cuboidal area for box placement.
When a box is put into a space, its back-left-bottom corner matches the same corner
of the space. This action consumes the original space and generates new, smaller
spaces for future loading. It’s evident that the formation of these new spaces after
a box insertion significantly impacts the algorithm’s efficiency. Let 𝑆𝑥S𝑢𝑢 represent
the current space under consideration for loading, and P𝑠𝑗𝑠𝑋𝑒 represent the set of all
available spaces. As noted in [7] [10], two boxes are typically loaded simultaneously.
The first box is placed into 𝑆𝑥S𝑢𝑢 , creating three new subspaces. A second box is then
placed into one of these newly-created subspaces, while the remaining two are added
to P𝑠𝑗𝑠𝑋𝑒 . Importantly, the second box does not produce additional subspaces. If a
suitable pair of boxes cannot be found, a single box that fits within 𝑆𝑥S𝑢𝑢 is loaded.

Another prevalent method for box loading relies on Extreme Points (EPs), a notion
initially introduced by [15] and subsequently adopted across various studies [6] [13]
[26] [92] [103]. EPs are specific points formed by projecting a loaded box along its
axes, serving as indicators for available loading space. Each EP indicates the rear-
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Algorithm 17 Overall algorithm (Key innovation in red boxes.)
Input: problem instance data
Output: best solution 𝑆𝑤𝑣𝑆𝑄

1: generate initial solution 𝑆𝑋*𝑋𝑄 and set 𝑆𝑤𝑣𝑆𝑄 ← 𝑆𝑋*𝑋𝑄

2: for 𝑄 ← 1 to *𝑟S𝑄 do
3: 𝑆𝑥S𝑢𝑢 ← 𝑆𝑤𝑣𝑆𝑄

4: for 𝑋𝑄𝑣𝑢 ← 1 to *𝑋𝑄𝑣𝑢 do
5: 𝑇𝑆𝑔𝑠J ← get neighborhood of 𝑆𝑥S𝑢𝑢 by 𝑆𝑔𝑠J operator
6: 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 ← decode individuals by Algorithm 16 and pick best one (with

fewest vehicles or lowest 𝑄𝑄𝑅 for equal vehicles) in 𝑇𝑆𝑔𝑠J
7: 𝑇2𝑟J𝑄 ← get neighborhood of 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 by 2-𝑟J𝑄 operator
8: 𝑇 ← 𝑇2𝑟J𝑄 ∪ {𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄}
9: 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 ← decode individuals by Algorithm 16 and pick best one (with

fewest vehicles or lowest 𝑄𝑄𝑅 for equal vehicles) in 𝑇
10: update 𝑆𝑤𝑣𝑆𝑄 by 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 where necessary
11: 𝑆𝑥S𝑢𝑢 ← 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄

12: if 𝑆𝑥S𝑢𝑢 has not been improved for **𝑟_𝑋𝑐J consecutive iterations then
13: break
14: end if
15: end for
16: end for
17: return 𝑆𝑤𝑣𝑆𝑄
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left-bottom vertex of an available space. In EP-based methodologies, the placement
of each box generates new EPs, thereby creating new subspaces for future loading.
This cycle continues until all boxes are successfully loaded.

5.3 Computational Studies

The experiments were conducted on three benchmark datasets in the field of 3L-
SDVRP: the B-Y instances [10], Shanghai instances [10], and SD instances [13]. In-
stances were divided into two categories: those with fewer than 100 nodes were labeled
as small-scale, while those containing 100 to 200 nodes were classified as large-scale
datasets. Notably, the SDVRLH2 algorithm [10] has demonstrated exceptional per-
formance across all three datasets, surpassing other methodologies and establishing
itself as the state-of-the-art approach. Therefore, to better facilitate comparison with
published results, we compared our algorithm to SDVRLH2. This section begins
with a comparative evaluation and analysis of current interactive routing-packing
strategies (Section 5.3.2). These investigations aid us in discerning the strengths and
weaknesses of existing methods, providing both inspiration and insights for the devel-
opment of new strategies. Following this, we conduct a parameter sensitivity analysis
(Section 5.3.4) and compare our proposed method with this leading approach, SD-
VRLH2, to validate its efficacy (Section 5.3.3). To comprehensively understand our
approach’s effectiveness, we present an instance-level analysis and interactive strategy
comparison highlighting our strategy’s significance (Section 5.3.5).

5.3.1 Experimental Setting

The hyperparameters for Algorithm 17 are set as follows: *𝑟S𝑄 = 4, *𝑋𝑄𝑣𝑢 = 100,
**𝑟_𝑋𝑐J = 2. Each instance is subjected to 30 runs to ensure a rigorous evaluation.
In accordance with cutting-edge research [10], the primary optimization objective is
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to minimize the number of vehicles, while the secondary objective aims at reducing
the total travel distance (𝑄𝑄𝑅). In other words, when comparing two solutions 𝑆1 and
𝑆2, if the number of vehicles in 𝑆1 is less than in 𝑆2, or if 𝑆1 has the same number of
vehicles as 𝑆2 but a lower 𝑄𝑄𝑅 than 𝑆2, then 𝑆1 is considered better than 𝑆2.

Experiments of our algorithm employ an identical number of iterations, resulting in
an equivalent upper limit for the number of fitness evaluations (FEs). However, Algo-
rithm 17 may terminate early if it encounters **𝑟_𝑋𝑐J consecutive iterations without
improvement (Algorithm 17 Step 12), which suggests entrapment in a local optimum.
Thus, different methods may expend varying numbers of FEs within the same upper
limit.

Furthermore, it should be noted that the R1P2 strategy demands substantial compu-
tational time due to its ongoing resolution of packing problem during routing. There-
fore, the number of FEs is not an appropriate metric to reflect its computational
demands. In comparisons involving R1P2, CPU time serves as a more accurate in-
dicator. For all other strategies, the number of FEs continues to be the primary
measure for assessing time complexity.

For clarity, this chapter presents only the comparative evaluation data among different
approaches. Detailed experimental results for each approach are provided in [111].
Experiments were carried out in Python 3.7 on a server equipped with 4x Intel Xeon
Platinum 9242 @ 2.30GHz CPU, 256G RAM, and the Ubuntu 20.04 operating system.

5.3.2 Analysis of Current Strategies

P1R2 VS R1P2

Despite the considerable influence of interactive routing packing strategies on problem-
solving, a comprehensive comparison and analysis of different strategies are still evi-
dently lacking. This study attempts to fill that gap by providing an extensive exper-
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imental examination, focusing on the widely employed P1R2 and R1P2 approaches.

Small Instances: As shown in Tab. 5.1, from the average outcomes over 30 runs,
R1P2 exceeded P1R2 regarding vehicle utilization for 23 out of the 32 small-scale
instances (instances with a node count less than 100). For the remaining seven in-
stances, no significant difference was observed between the two strategies. Notably,
R1P2 reduced vehicle requirements by at least three in three instances and by two
or more in six instances when compared to P1R2. Overall, R1P2 employed 67.1
fewer vehicles than P1R2 in the small-scale problem instances, resulting in an av-
erage reduction of 2.1 vehicles per instance. Concerning the total travel distance
(𝑄𝑄𝑅), P1R2 outperformed R1P2 in 22 instances, while no significant difference was
detected in four instances. Impressively, P1R2 successfully reduced 𝑄𝑄𝑅 by more than
10% in 12 instances when compared to R1P2, achieving a maximum reduction of up
to 35.00%. Considering both optimization objectives—vehicle usage and 𝑄𝑄𝑅—R1P2
outperformed P1R2 in five instances, while P1R2 demonstrated superior performance
in two instances. Looking at the best results from 30 runs, R1P2 achieved a decrease
of at least two vehicles compared to P1R2 in 14 instances, and a decrease of three
or more vehicles in five instances. In six problem instances, applying both strategies,
R1P2 and P1R2, resulted in an identical count of vehicles used. On the other hand,
considering 𝑄𝑄𝑅, P1R2 outperformed by reducing 𝑄𝑄𝑅 by over 10% in 11 instances rel-
ative to R1P2, achieving a maximum reduction of up to 21.41%. Moreover, R1P2
demanded significantly higher computational resources than P1R2, using at least four
times more resources for all 32 small-scale instances, and exceeding 20 times in 21
instances.

Larger Instances: As demonstrated in Tab. 5.2, when considering the 16 larger
problem instances (with the number of nodes ranging between 100 and 200), R1P2
outperformed P1R2 regarding vehicle requirements based on the average results.
R1P2 utilized at least three fewer vehicles in 12 instances, with a maximum vehi-
cle savings of up to 6.6. In total, R1P2 required 65.1 fewer vehicles than P1R2, which
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averages to 4.1 fewer vehicles per instance. However, R1P2 underperformed in 𝑄𝑄𝑅,
with P1R2 decreasing 𝑄𝑄𝑅 by over 10% in 14 instances and achieving a maximum re-
duction of up to 39.77%. Analyzing the best results, R1P2 demonstrated consistently
lower vehicle usage than P1R2 across all problem instances, achieving reductions of
at least three vehicles in 13 cases. In three instances, R1P2 reduced vehicle usage
by five, and in another three, R1P2 managed a maximum saving of seven vehicles.
Cumulatively, R1P2 utilized 70 fewer vehicles than P1R2. Considering 𝑄𝑄𝑅, P1R2
outperformed R1P2, achieving a 𝑄𝑄𝑅 reduction of over 10% in 12 instances and a
maximum reduction of up to 32.01% compared to R1P2. Consistent with the ob-
servations from the small-scale problems, R1P2 demonstrated a significantly higher
demand for computational resources. Across the 16 larger problem instances, the
computational resources demanded by R1P2 were at least 20 times those of P1R2,
averaging an increase of approximately 67 times per instance.

From the observations, it is clear that the R1P2 strategy, due to its adaptability in
addressing the loading sub-problem, significantly reduces the number of vehicles re-
quired in comparison to the P1R2 strategy. However, when considering the 𝑄𝑄𝑅, R1P2
consistently underperforms compared to P1R2. This reveals the intricate features of
two objectives that are simultaneously influential and contradictorily conflicting with
each other. Furthermore, considering that R1P2 repetitively solves the 3DPP during
the routing process, its time complexity is significantly higher than that of P1R2.
Empirical evidence demonstrated that, in most problem instances, R1P2 consumed
CPU time ranging from dozens to hundreds of times more than P1R2.

Disscussion of The Two Strategies: The order in which routing and packing
decisions are made has a fundamental impact on the solution process for the 3L-
SDVRP. This ordering determines not only the flexibility of the algorithm in adapting
to problem constraints, but also the overall computational burden and the achievable
solution quality on different objectives.

In the R1P2 strategy, routing is performed first, and packing is dynamically adapted
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Table 5.2: Comparisons between P1R2 (P) and R1P2 (R) on large-scale instances
(100 ≤ # node ≤ 200). # v = the number of vehicles used; ttd=total travel distance;
# FE= the number of fitness evaluations. Our results were obtained from 30 runs.
The data in bold signifies that numerically, our strategy produces better results com-
pared to the contrasted strategies. The Mann-Whitney U test was employed, and the
data with underlined values indicate a significant difference at the significance level
R = 0.05.

Instances
(large scale)

Avg # v Avg ttd Best # v Best ttd CPU Time
R-P (R-P)/P R-P (R-P)/P R/P

B-Y9 -3.33 0.1269 -4 0.0999 32.6154
B-Y10 -3.43 0.2075 -4 0.1796 35.6011
B-Y11 -0.83 0.2812 -1 0.2216 23.7695
B-Y12 -3.97 0.3439 -4 0.2542 27.0341
B-Y13 -4.87 0.1237 -5 0.1245 38.2818
B-Y14 -5.57 0.1882 -5 0.1092 47.7296
B-Y15 -1.50 0.3048 -2 0.2438 37.1976
B-Y16 -5.13 0.3977 -5 0.3201 33.0741
B-Y17 -6.30 0.1365 -7 0.1180 53.0304
B-Y18 -6.60 0.2153 -7 0.2109 57.3177
B-Y19 -1.83 0.3181 -3 0.2705 29.2639
B-Y20 -6.50 0.3632 -7 0.3381 40.4118
Sha14 -3.27 0.0638 -4 0.0461 181.0332
Sha15 -7.60 0.0031 -7 -0.0327 239.8252
SD12 -0.40 0.1349 -1 0.0849 45.6402
SD13 -4 0.1002 -4 0.1005 149.7439

Avg -4.1 0.2068 -4.4 0.1681 66.9731
Total -65.1 0.1654 -70 0.1327 50.3070
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to each route. This approach maximizes adaptability: as routes change, the packing
plan can also be adjusted, which allows the algorithm to better exploit opportunities
for split deliveries and improve vehicle utilization. However, the flexibility comes at
the expense of increased computational complexity, since every change in routing re-
quires solving new packing subproblems, often making the approach computationally
intensive—especially for large instances or strict time budgets.

In contrast, the P1R2 strategy fixes the packing plan before routing begins, effectively
reducing the routing problem to a general SDVRP with adjusted loaded layers. While
this greatly improves computational efficiency and simplifies the solution process, it
also introduces rigidity: once packing decisions are set, the inner packing details of
layers cannot adapt to different routes, which may result in suboptimal vehicle usage.
In particular, opportunities for effective split delivery can be missed, limiting the
flexibility of the solution.

Our experimental results directly reflect these theoretical trade-offs. R1P2 typically
achieves better results in minimizing # vehicles, as it can flexibly adjust packing to
routing, but often at the cost of higher total travel distance and significantly higher
computation time. P1R2 tends to achieve better total travel distances and is much
faster, but may require more vehicles due to its inflexibility in adapting packing to
routing changes.

In summary, the choice of order between routing and packing is not merely an algo-
rithmic detail but a strategic decision that impacts both the quality and feasibility
of solutions for the 3L-SDVRP. In practical applications, the best approach may
depend on which objectives are most important (e.g., minimizing vehicles vs. min-
imizing distance), and the available computational resources. Exploring hybrid or
adaptive strategies that dynamically balance these trade-offs could be a promising
direction.
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Effect of 2C-SP

Bortfeldt and Yi [10] introduced 2C-SP pattern based on the P1R2 strategy, which
constructs vertical layers by loading two nodes simultaneously. This research con-
trasts the integration of P1R2 with 2C-SP, designated as P2, with the conventional
application of P1R2 without 2C-SP, labelled as P.

Small Instances: From the average results over 30 runs (Tab. 5.3), P2 required
significantly fewer vehicles than P on 20 out of 32 small-scale problem instances.
Regarding total travel distance (𝑄𝑄𝑅), P2 performed markedly worse than P on 23
instances, with over 10% 𝑄𝑄𝑅 increase on 17 problems. In a cumulative sense, P2
decreased the total number of vehicles utilized across all small-scale problems by
37.67, averaging 1.2 fewer vehicles per instance. However, P2 led to an increase in 𝑄𝑄𝑅
by 11.36% on average per instance. From the best results among the 30 experimental
runs, P2 achieved lower vehicle counts than P on 21 instances, cumulatively saving
41 vehicles. In terms of 𝑄𝑄𝑅, P2 exceeded P by a minimum of 10% on 18 instances,
with over 20% increase on ten problems, up to 63.74% maximum.

Larger Instances: As shown in Tab. 5.4, on the 16 larger-scale problem instances,
the vehicle reduction achieved by P2 was more substantial. Based on average results
across 30 runs, P2 required significantly fewer vehicles than P on 15 instances, with
reductions of more than two vehicles observed in 13 problems, up to a maximum
decrease of 5.27 vehicles. Compared to P, P2 saved 43.7 vehicles cumulatively on
larger instances, averaging a reduction of 2.7 vehicles per instance. Regarding average
𝑄𝑄𝑅, P2 incurred substantially higher 𝑄𝑄𝑅 than P on 15 cases, with over 10% increase
on all problems, peaking at a 34.54% increment. On average, P2 presented a 21.26%
higher 𝑄𝑄𝑅 per instance in comparison to P. From the best-of-30 runs, P2 obtained
better results than P on 15 instances, with at least two vehicles reduced, up to five
maximum. Across all large-scale instances, P2 conserved 46 vehicles in total compared
to P, averaging a reduction of 2.9 vehicles per instance. Regarding 𝑄𝑄𝑅, P2 significantly
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underperformed in comparison to P, resulting in a 21.26% higher 𝑄𝑄𝑅 per instance on
average.

Experimental results show that the 2C-SP pattern enhances box space utilization by
co-loading two nodes, consequently leading to a significant reduction in the required
number of vehicles. Despite this advantage, the rigid coupling of nodes in 2C-SP
presents a drawback: it compromises the minimization of the 𝑄𝑄𝑅.

Discussion of Current Strategies

From the experimental analysis, we observe that the P1R2 strategy consumes fewer
computational resources because it only requires solving the 3D packing problem once
per node. However, its packing plan cannot adapt to changes in the giant tour, result-
ing in lower vehicle loading space utilization and requiring more vehicles compared
to the R1P2 strategy. Conversely, the R1P2 strategy adjusts the packing plan as the
giant tour changes, thus requiring fewer vehicles. This flexibility, however, reduces
computational efficiency, as the 3D packing problem must be resolved for all nodes
whenever the giant tour changes, consuming significant computational resources. The
2C-SP pattern (i.e., packing two nodes together) can enhance P1R2’s space utiliza-
tion, but the current approach remains rigid and cannot adapt to giant tour changes.
Overall, existing strategies lack the ability to adaptively decide between packing a
single node or two nodes together based on varying conditions.

5.3.3 Comparison to State-of-the-Art

To validate the effectiveness of our proposed approach, comparative evaluations are
conducted against SDVRLH2 [10] that represents the current state-of-the-art in solv-
ing 3L-SDVRP. The comparative outcomes between the two methods are presented
in Tables 5.5 and 5.6.
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Table 5.4: The impacts of 2C-SP on large-scale instances. P refers to P1R2 strategy.
P2 refers to P1R2 with 2C-SP. # v = the number of vehicle used; ttd=total travel
distance; # FE= the number of fitness evaluations. The results were obtained from 30
runs. The data in bold signifies that numerically, the P1R2 without 2C-SP produces
better results compared to P1R2+2C-SP. The Mann-Whitney U test was employed,
and the data with underlined values indicate a significant difference at the significance
level R = 0.05.

Instances
(large-scale)

Avg # v Avg ttd Best # v Best ttd # FE
P2-P (P2-P)/P P2-P (P2-P)/P P2/P

B-Y9 -2.47 0.1419 -2 0.1408 0.6761
B-Y10 -2.00 0.2085 -3 0.2513 0.6776
B-Y11 -1.33 0.1600 -2 0.1636 0.5762
B-Y12 -2.03 0.3433 -3 0.3472 0.6435
B-Y13 -4.00 0.1636 -4 0.1850 0.5961
B-Y14 -2.70 0.1784 -3 0.1953 0.8164
B-Y15 -1.63 0.1629 -2 0.1597 0.6786
B-Y16 -2.57 0.3293 -2 0.3550 0.6684
B-Y17 -5.27 0.1754 -5 0.1833 0.6314
B-Y18 -3.97 0.2441 -4 0.2840 0.8077
B-Y19 -2.57 0.1749 -3 0.1789 0.5537
B-Y20 -3.43 0.3120 -4 0.3252 0.6524
Sha14 -2.00 0.1840 -2 0.1841 0.7098
Sha15 -4.80 0.2759 -4 0.3056 0.7928
SD12 0.03 0.0020 0 0.0094 1.0554
SD13 -3.00 0.3454 -3 0.3832 0.7803

Avg -2.7 0.2126 -2.9 0.2282 0.7073
Total -43.7 0.1733 -46.0 0.1893 0.6933
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Small Instances: As shown in Tab. 5.5, over 30 average runs, our methodology
significantly outperformed SDVRLH2 [10] on 22 small instances, achieving superior
performance on both vehicles and 𝑄𝑄𝑅 for one problem instance. No significant dif-
ference was discerned on two cases. A remarkable reduction of over two vehicles
on ten instances, up to 12.1 fewer, was achieved. Vehicle counts were equivalent to
SDVRLH2 on eight cases. In total, we decreased vehicles by 57.93 across all small
instances compared to SDVRLH2, averaging 1.8 fewer per instance. However, the
improvement in 𝑄𝑄𝑅 was notable in only one instance, with no significant difference
observed in four others. The best-of-30 runs further illustrated our method’s superi-
ority in vehicle counts, achieving better vehicle counts than SDVRLH2 on 22 small
instances, tying on one other case. We obtained at least three fewer vehicles on nine
problems, with total vehicles reduced by 63 versus SDVRLH2, averaging two fewer
per instance. Our best solutions surpassed SDVRLH2 in 𝑄𝑄𝑅 on ten instances.

Larger Instances: Shifting focus to the 16 larger instances (Tab. 5.6), our method
consistently reduced vehicles versus SDVRLH2 [10] across all cases. Average runs
show a conservation of over three vehicles on nine problems, above five on six, and
exceeding eight on three, with a maximum saving of 17.63 vehicles. In total, 86
vehicles were conserved, averaging 5.4 fewer per instance. From the best results, our
vehicle counts beat SDVRLH2 on all 16 larger instances. The savings reached five
vehicles on eight instances, up to a maximum of 18, with a total reduction of 93
vehicles across the instances, averaging 5.8 fewer per problem.

Evidently, our strategy excels in reducing the number of vehicles, particularly for
larger instances, and operates with minimal computational resources. It’s important
to note, however, that our approach may underperform in terms of 𝑄𝑄𝑅. This detailed
analysis of our method’s pros and cons lays the groundwork for future improvements
in the 3L-SDVRP field.

Parameter Selection. Hyperparameters significantly impact algorithm perfor-
mance. In this experiment, we optimized our parameter settings by comparing multi-
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Table 5.6: Comparison results between our method (Ours) and SDVRLH2 (S) on
large-scale instances (100≤#node≤200). # v = the number of vehicle used; ttd
= total travel distance; # FE = the number of fitness evaluations. The data in
bold signifies that our strategy produces better results than the contrasted strategies
numerically. The Mann-Whitney U test was employed, and the data with underlined
values indicate a significant difference at the significance level R = 0.05.

Instances
(large)

Avg # v Avg ttd Best # v Best ttd # FE
Ours-S (Ours-S)/S Ours-S (Ours-S)/S Ours/S

B-Y9 -2.60 0.2809 -3 0.1997 0.1377
B-Y10 -2.97 0.2825 -3 0.2306 0.1318
B-Y11 -6.10 0.2522 -7 0.1770 0.1287
B-Y12 -1.03 0.2976 -2 0.2043 0.1483
B-Y13 -4.67 0.2504 -5 0.1982 0.1517
B-Y14 -2.60 0.2972 -3 0.2229 0.1612
B-Y15 -13.37 0.2225 -14 0.1546 0.1608
B-Y16 -2.13 0.2940 -2 0.1577 0.1697
B-Y17 -9.33 0.1569 -11 0.1187 0.1552
B-Y18 -6.73 0.2937 -7 0.2339 0.1655
B-Y19 -17.63 0.0943 -18 0.0425 0.1574
B-Y20 -5.50 0.2411 -5 0.1705 0.1788
Sha14 -1.60 0.3191 -2 0.2863 0.0684
Sha15 -3.93 0.4114 -4 0.3602 0.0864
SD12 -1.07 0.3662 -2 0.3294 0.1243
SD13 -4.73 0.5354 -5 0.4036 0.1271

Avg -5.4 0.2872 -5.8 0.2181 0.1425
Total -86.0 0.3299 -93 0.2615 0.1425
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ple sets for our search algorithm (i.e., Algorithm 17) and selecting the best-performing
set. The next section presents a comparison of the different parameter settings.

5.3.4 Parameter Sensitivity Analysis of Our Algorithm

To thoroughly evaluate the impact of varying algorithmic parameters on performance,
we experimented with different parameter values in Algorithm 17 and analyzed the
outcomes. The configurations are denoted as Ax(a, b, c), where in Algorithm 17,
*𝑟S𝑄 = 𝑠, *𝑋𝑄𝑣𝑢 = 𝑤, and **𝑟_𝑋𝑐J = 𝑥. We explored five distinct configurations:
A1(2,100,2), A2(4,100,2), A3(4,100,6), A4(6,100,6), and A5(6,200,6).

Detailed comparative results are presented in Tables 5.7, 5.8, 5.9, and 5.10. Our fo-
cus was on contrasting A2(4,100,2) with A1(2,100,2), A3(4,100,6) with A2(4,100,2),
A4(6,100,6) with A3(4,100,6), and A5(6,200,6) with A4(6,100,6) to discern the effects
of incremental parameter increases. A2, compared to A1, exhibited a significant re-
duction in 𝑄𝑄𝑅 for 17 small-scale instances, averaging a decrease of 3.66% per instance,
with 1.4 times more fitness evaluations (FEs) than A1. In 16 larger-scale instances,
A2’s 𝑄𝑄𝑅 was notably lower than A1’s on 14 cases, with an average decrease of 3.35%
and 1.26 times the FEs. A3 further reduced 𝑄𝑄𝑅 compared to A2 across 27 small-scale
instances, with an average reduction of 5.95% and 2.3 times the FEs. In larger-scale
scenarios, A3 consistently surpassed A2 in 𝑄𝑄𝑅 reduction, averaging 6.94% decrease
with 1.97 times the FEs of A2. A5, compared to A4, showed no significant difference
in either solution quality or FEs.

These results indicate that while increasing parameter values lead to higher FEs,
they also result in lower 𝑄𝑄𝑅 values. At sufficiently high parameter levels, the algo-
rithm demonstrates improved stability and convergence regarding 𝑄𝑄𝑅. The number
of vehicles remained remarkably stable across different parameter configurations, un-
derscoring the algorithm’s robustness and reliability for practical applications where
consistent performance is essential.
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Based on these findings, we selected configuration A2 for our comparative analysis
with SDVRLH2, achieving a balanced performance with efficient resource utilization.

5.3.5 Further Analysis

This subsection presents an in-depth analysis to explain the reasons behind the ef-
fectiveness of our proposed strategy. We conducted further investigations from two
primary angles. First, we assessed the strategy’s validity in terms of problem-specific
characteristics. Second, we conducted interactive strategy comparison to show the
benefits of our proposed interactive routing-packing strategy.

Insights from Problem-Specific Characteristics: No Free Lunch

To confirm the reasoning behind our proposed method, we first analyzed it in the
context of specific problem instances. Consider any two nodes 𝑋 and . (𝑋 ≠ .) within
a problem instance, which may be subject to either combined or independent loading.
Let 𝑒𝑋, 𝑒 . , and 𝑒𝑋 . represent the space lengths occupied by independently loading 𝑋,
independently loading . , and loading 𝑋 and . together, respectively. Let 𝑒𝑗 represent
the space length of an empty vehicle. We then calculate two indicators, R and 𝛽,
where R = 𝑒𝑋 ./𝑒𝑗, 𝛽 = (𝑒𝑋 + 𝑒 . )/𝑒𝑗. Based on R and 𝛽, an intuitive judgment can be
made: if R < 𝛽, it indicates that loading the two nodes together occupies less space;
otherwise, it is better to load 𝑋 and . separately.

For each instance, we compute R and 𝛽 for node pairs to investigate their distribution
and mutual relationship. Figure 5.1 illustrates these variation. For instance, in B-
Y1, a significant proportion of node pairs exhibit R < 𝛽, highlighting the advantage
of loading two nodes together. Conversely, numerous pairs in B-Y1 also display
𝛽 < R, suggesting the benefit of separate loading. In B-Y3, the majority of node
pairs demonstrate R < 𝛽, showing the spatial efficiency of paired loading. In SD1 and
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Table 5.8: Comparative analysis for our algorithm with different parameter config-
urations (A1, A2, and A3) on large-scale instances (100≤#node≤200). # v = the
number of vehicle used; ttd = total travel distance; # FE = the number of fitness
evaluations. The Mann-Whitney U test was employed, and the data with underlined
values indicate a significant difference at the significance level R = 0.05. The results
were obtained from 30 runs.

Instances
(large)

A2(4,100,2) VS A1(2,100,2) A3(4,100,6) VS A2(4,100,2)

Avg # v Avg ttd # FE Avg # v Avg ttd # FE
A2-A1 (A2-A1)/A1 A2/A1 A3-A2 (A3-A2)/A2 A3/A2

B-Y9 -0.07 -0.0201 1.3133 -0.10 -0.0453 2.0357
B-Y10 0 -0.0433 1.3365 -0.07 -0.0758 2.0612
B-Y11 -0.03 -0.0184 1.2888 -0.07 -0.0545 2.3372
B-Y12 -0.03 -0.0372 1.3256 0 -0.0677 2.0149
B-Y13 -0.03 -0.0308 1.3586 -0.07 -0.0524 2.0023
B-Y14 -0.03 -0.0247 1.2328 -0.10 -0.0862 2.0116
B-Y15 -0.07 -0.0229 1.2819 -0.03 -0.0506 1.9684
B-Y16 0 -0.0293 1.2170 0 -0.0730 1.9092
B-Y17 -0.03 -0.0221 1.2419 -0.13 -0.0448 1.8280
B-Y18 -0.03 -0.0423 1.2758 -0.03 -0.0749 1.8377
B-Y19 -0.03 -0.0182 1.2117 -0.30 -0.0507 2.0209
B-Y20 0 -0.0356 1.2526 -0.17 -0.0554 1.7555
Sha14 -0.03 -0.0372 1.4081 -0.07 -0.0538 2.3277
Sha15 -0.03 -0.0235 1.2131 -0.17 -0.0809 2.2867
SD12 0 -0.0422 1.4030 -0.07 -0.0691 2.1231
SD13 0 -0.0359 1.3005 -0.13 -0.0944 2.2130

Avg -0.03 -0.0335 1.2610 -0.09 -0.0694 1.9731
Total -0.43 -0.0335 1.2610 -1.5 -0.0694 1.9731

155



Chapter 5. An Adaptive Interactive Routing-Packing Strategy for 3L-SDVRP*
Table5.9:Com

parativeanalysisforouralgorithm
with

differentparam
eterconfigurations(A3,A4,and

A5)on
sm

all-scale
instances(#

nodes
<

100).

Instances
(sm

all)

A4(6,100,6)VS
A3(4,100,6)

A5(6,200,6)VS
A4(6,100,6)

Instances
(sm

all)

A4(6,100,6)VS
A3(4,100,6)

A5(6,200,6)VS
A4(6,100,6)

Avg
#

v
Avg

ttd
#

FE
Avg

#
v

Avg
ttd

#
FE

Avg
#

v
Avg

ttd
#

FE
Avg

#
v

Avg
ttd

#
FE

A4-A3
(A4-A3)/A3

A4/A3
A5-A4

(A5-A4)/A4
A5/A4

A4-A3
(A4-A3)/A3

A4/A3
A5-A4

(A5-A4)/A4
A5/A4

B-Y1
0

-0.0139
1.2368

0
0

1
Sha9

0
-0.0062

1.2932
0

0
1

B-Y2
0

-0.0139
1.2250

0
0

1
Sha10

0
-0.0079

1.3183
0

0
1

B-Y3
0

-0.0166
1.2556

0
0

1
Sha11

0
-0.0065

1.2448
0

0
1

B-Y4
-0.03

-0.0177
1.2272

0
0

1
Sha12

0
-0.0084

1.3037
0

0
1

B-Y5
-0.03

-0.0105
1.2109

0
0

1
Sha13

0
-0.0064

1.2097
0

0
1

B-Y6
0

-0.0123
1.1954

0
0

1
SD

1
0

-0.0100
1.3558

0
0

1
B-Y7

-0.10
-0.0058

1.2170
0

0
1

SD
2

0
-0.0244

1.3378
0

0
1

B-Y8
0

-0.0166
1.2167

0
0

1
SD

3
0

-0.0076
1.2796

0
0

1
Sha1

0
0.0000

1.4162
0

0
1

SD
4

0
-0.0139

1.2742
0

0
1

Sha2
0

-0.0070
1.4305

0
0

1
SD

5
0

-0.0099
1.2715

0
0

1
Sha3

0
-0.0053

1.3836
0

0
1

SD
6

0
-0.0226

1.2799
0

0
1

Sha4
0

-0.0102
1.3695

0
0

1
SD

7
0

-0.0269
1.2479

0
0

1
Sha5

0
-0.0037

1.3752
0

0
1

SD
8

0
-0.0093

1.2198
0

0
1

Sha6
0

-0.0033
1.3543

0
0

1
SD

9
0

-0.0196
1.2452

0
0

1
Sha7

0
-0.0017

1.3589
0

0
1

SD
10

-0.07
-0.0216

1.2778
0

0
1

Sha8
0

-0.0046
1.3317

0
0

1
SD

11
0

-0.0266
1.3005

0
0

1

O
verall

A4(6,100,6)VS
A3(4,100,6)

A5(6,200,6)VS
A4(6,100,6)

Avg
#

v
Avg

ttd
#

FE
Avg

#
v

Avg
ttd

#
FE

Avg
-0.01

-0.0161
1.2406

0
0

1
Total

-0.23
-0.0161

1.2406
0

0
1

Note:
#

v
=

the
num

berofvehicle
used;ttd

=
totaltraveldistance;#

FE
=

the
num

beroffitnessevaluations.
The

M
ann-W

hitney
U

testwasem
ployed,

and
the

data
with

underlined
valuesindicate

a
significantdifference

atthe
significance

level
R
=

0.05.The
resultswere

obtained
from

30
runs.

156



5.3. Computational Studies

Table 5.10: Comparative analysis for our algorithm with different parameter config-
urations (A3, A4, and A5) on large-scale instances (100≤#node≤200). # v = the
number of vehicle used; ttd = total travel distance; # FE = the number of fitness
evaluations. The Mann-Whitney U test was employed, and the data with underlined
values indicate a significant difference at the significance level R = 0.05. The results
were obtained from 30 runs.

Instances
(large)

A4(6,100,6) VS A3(4,100,6) A5(6,200,6) VS A4(6,100,6)

Avg # v Avg ttd # FE Avg # v Avg ttd # FE
A4-A3 (A4-A3)/A3 A4/A3 A5-A4 (A5-A4)/A4 A5/A4

B-Y9 0 -0.0119 1.1999 0 -0.0001 1.0018
B-Y10 -0.07 -0.0127 1.2232 0.03 -0.0029 0.9942
B-Y11 -0.03 -0.0106 1.1886 0 -0.0002 1.0060
B-Y12 0 -0.0145 1.1774 0 0.0000 0.9995
B-Y13 -0.10 -0.0114 1.2021 -0.03 -0.0008 1.0146
B-Y14 0 -0.0140 1.1560 0 -0.0023 1.0211
B-Y15 -0.07 -0.0134 1.2253 -0.03 -0.0017 1.0357
B-Y16 -0.03 -0.0118 1.1810 0 -0.0048 1.0291
B-Y17 0 -0.0113 1.1763 0 -0.0027 1.0501
B-Y18 0 -0.0123 1.1616 0 -0.0020 1.0222
B-Y19 -0.03 -0.0135 1.2175 -0.07 -0.0024 1.0461
B-Y20 0 -0.0178 1.1829 -0.03 -0.0053 1.0632
Sha14 0 -0.0107 1.2015 0 0 1.0017
Sha15 0 -0.0169 1.1802 0 -0.0046 1.0421
SD12 -0.07 -0.0138 1.2265 0 0.0007 1.0064
SD13 0 -0.0231 1.1786 0 -0.0009 1.0085

Avg 0 -0.0153 1.1882 -0.01 -0.0011 1.0000
Total -0.07 -0.0153 1.1646 -0.13 -0.0011 1.0203
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Sha8, R and 𝛽 are largely similar, indicating that both loading methods are essentially
equivalent in terms of space utilization.

The observations reveal that no single loading method consistently outperforms the
other across various problem instances. Accordingly, our proposed method dynam-
ically selects between joint or individual node loading, optimizing space usage and
reducing the vehicle count.

Interactive Strategy Comparison

To further validate the effectiveness of our proposed strategy, this study conducts
two sets of experiments. In these experiments, the P1R2 and R1P2 strategies re-
place our proposed strategy within the algorithm (specifically, in Algorithm 17, we
substitute Algorithm 16 with P1R2 and R1P2, respectively). The outcomes of these
modifications are then compared to evaluate their impact.

Our Strategy VS P1R2. Tables 5.11 and 5.12 present the comparative results between
our proposed strategy and the P1R2 method. Small Instances: Over 30 runs, our
method outperformed P1R2 on 26 out of 32 small-scale tests, excelling in both vehicle
count and total travel distance (𝑄𝑄𝑅) for nine instances. On 24 instances, our method
used significantly fewer vehicles, even reducing the count by more than two on ten
instances. In total, we achieved a total reduction of 61.2 vehicles, averaging 1.9 fewer
per instance. On the 𝑄𝑄𝑅 metric, we outperformed P1R2 on 11 instances. When
considering only the best runs, our method surpassed P1R2 on 23 instances and
reduced the total vehicle count by 65, averaging two fewer per case. Larger Instances:
For the 16 larger-scale tests, our method consistently required fewer vehicles than
P1R2. On average, we saved over three vehicles on 14 cases and more than five on nine
instances, peaking at a reduction of 11.27 vehicles. This resulted in a total savings of
90 vehicles, or an average of 5.6 per instance. Considering the best runs, we surpassed
P1R2 on all 16 cases, reducing vehicle usage by up to 12 and achieving a total saving of
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(a) B-Y1 (b) B-Y3

(c) SD1 (d) Sha8
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Figure 5.1: Comparison of the space occupied by loading any two nodes together (i.e.,
R) versus loading them separately (i.e., 𝛽) across some problem instances. Both R
and 𝛽 represent the sum of the spaces occupied by the two nodes. The red dashed line
represents R = 𝛽. Points above this line suggest that joint loading is more effective,
while points below it indicate that separate loading is preferable.
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96 vehicles, averaging six fewer per instance. Our best 𝑄𝑄𝑅 outcomes also outperformed
P1R2 on five cases. The experiments show that our method outperforms P1R2 in
reducing vehicle usage, especially on larger instances. However, it underperforms
P1R2 regarding 𝑄𝑄𝑅.

Our Strategy VS R1P2. Tables 5.13 and 5.14 present the comparative results between
our proposed strategy and R1P2. Small Instances: Over 30 runs, our method outper-
formed R1P2 on 24 of 32 small-scale tests, excelling in both vehicle count and total
travel distance (𝑄𝑄𝑅) for eight cases. For vehicles, we significantly surpassed R1P2 on
11 instances. On 𝑄𝑄𝑅, we led on 21 cases. In the best runs, we outperformed R1P2 in
vehicle count on 10 tests and tied on 16 more. Our strongest 𝑄𝑄𝑅 performances beat
R1P2 on 25 cases, achieving over 8% reduction on 10 problem instances. Larger In-
stances: Our approach consistently outperformed R1P2 on 11 of 16 larger-scale tests.
We used fewer vehicles on eight instances, saving a total of 24.9 vehicles. In the best
runs, we saved up to seven vehicles and reduced the overall count by 26, maintaining
an average saving of 1.6 per case. Our top 𝑄𝑄𝑅 performances outperformed R1P2
on 13 tests, with reductions exceeding 10% on six instances and peaking at 25.02%.
Computational Efficiency: Since the R1P2 strategy requires continuously solving the
3D packing problem as the giant tour changes during the routing search process,
each fitness evaluation takes more computational time compared to other strategies.
Therefore, when comparing with R1P2, we use the algorithm’s CPU time to mea-
sure computational resource consumption. Our method was more computationally
efficient, requiring less than 1% of R1P2’s CPU time on 19 of the 32 small-scale in-
stances and below 0.1% on three. For the 16 larger tests, our method required less
than 1% of the CPU time needed for R1P2 on 15 instances. These results clearly
reveal that our proposed interactive routing-packing approach plays a critical role in
the overall algorithm.
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Table 5.12: Comparison results between our method (Ours) and P1R2 (P) on large-
scale instances (100≤#node≤200). # v = the number of vehicle used; ttd = total
travel distance; # FE = the number of fitness evaluations. The data in bold signifies
that our strategy produces better results than the contrasted strategies numerically.
The Mann-Whitney U test was employed, and the data with underlined values indi-
cate a significant difference at the significance level R = 0.05.

Instances
(large)

Avg # v Avg ttd Best # v Best ttd # FE
Ours-P (Ours-P)/P Ours-P (Ours-P)/P Ours/P

B-Y9 -3.07 0.1297 -3 0.0910 0.1278
B-Y10 -3.27 0.0186 -4 0.0241 0.2766
B-Y11 -5.10 0.1820 -6 0.1385 0.0806
B-Y12 -6.03 -0.0103 -7 -0.0568 0.1826
B-Y13 -4.50 0.1360 -4 0.1408 0.1263
B-Y14 -5.27 -0.0163 -5 -0.0376 0.1968
B-Y15 -7.63 0.1691 -8 0.1336 0.1060
B-Y16 -8.17 0.0059 -8 -0.0251 0.2066
B-Y17 -5.87 0.1471 -7 0.1406 0.1570
B-Y18 -6.47 -0.0266 -7 -0.0129 0.3508
B-Y19 -10.27 0.1892 -10 0.1610 0.1106
B-Y20 -11.27 -0.0082 -12 0.0033 0.2290
Sha14 -2.40 0.0201 -3 0.0278 0.4041
Sha15 -4.90 -0.0051 -5 -0.0054 0.4732
SD12 -1.07 0.0254 -2 0.0444 0.4811
SD13 -4.73 0.0106 -5 0.0029 0.1828

Avg -5.6 0.0604 -6.0 0.0481 0.1781
Total -90.0 0.0501 -96 0.0486 0.1781
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Table 5.14: Comparison results between our method (Ours) and R1P2 (R) on large-
scale instances (100≤#node≤200). # v = the number of vehicle used; ttd = total
travel distance. The data in bold signifies that our strategy produces better results
than the contrasted strategies numerically. The Mann-Whitney U test was employed,
and the data with underlined values indicate a significant difference at the significance
level R = 0.05.

Instances
(large)

Avg # v Avg ttd Best # v Best ttd T
Ours-R (Ours-R)/R Ours-R (Ours-R)/R Ours/R

B-Y9 0.27 0.0026 1 -0.0081 0.0039
B-Y10 0.17 -0.1565 0 -0.1319 0.0078
B-Y11 -4.27 -0.0774 -5 -0.0680 0.0034
B-Y12 -2.07 -0.2636 -3 -0.2479 0.0067
B-Y13 0.37 0.0110 1 0.0145 0.0033
B-Y14 0.30 -0.1721 0 -0.1324 0.0041
B-Y15 -6.13 -0.1040 -6 -0.0886 0.0028
B-Y16 -3.03 -0.2803 -3 -0.2615 0.0062
B-Y17 0.43 0.0093 0 0.0201 0.0029
B-Y18 0.13 -0.1990 0 -0.1848 0.0061
B-Y19 -8.43 -0.0978 -7 -0.0862 0.0038
B-Y20 -4.77 -0.2724 -5 -0.2502 0.0056
Sha14 0.87 -0.0411 1 -0.0175 0.0022
Sha15 2.70 -0.0082 2 0.0282 0.0020
SD12 -0.67 -0.0965 -1 -0.0373 0.0105
SD13 -0.73 -0.0815 -1 -0.0887 0.0012

Avg -1.6 -0.1142 -1.6 -0.0963 0.0035
Total -24.9 -0.0990 -26 -0.0742 0.0035
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5.4 Conclusion

In this chapter, we introduce an adaptive interactive routing-packing strategy that
can be applied to various algorithms for solving the 3L-SDVRP, including those pre-
sented in Chapters 3 and 4. The key innovation of our approach lies in its ability to
adaptively select the appropriate packing pattern based on various conditions, such
as the vehicle’s remaining space and the space requirements of different packing pat-
terns at each node. Our strategy leverages the P1R2 idea of loading a single node
independently and the 2C-SP concept of loading two nodes together. Additionally,
our strategy provides flexibility and adaptability in adjusting packing decisions as
the giant tour changes, resulting in improved performance. Our experimental results
demonstrate the effectiveness of this approach, especially in enhancing solution qual-
ity in terms of vehicle count across most problem instances, with significant benefits
observed in larger-scale cases. To explore the underlying reasons for our method’s
success, we further analyze problem instances and conduct comprehensive interactive
strategy evaluation and parameter sensitivity studies.

While our approach efficiently finds high-quality solutions, especially in terms of
the number of vehicles used, it does not outperform the state-of-the-art 3L-SDVRP
algorithm, SDVRLH2 [10], in terms of total travel distance (𝑄𝑄𝑅) in some cases. The
reduction in the vehicle number inadvertently led to an increase in 𝑄𝑄𝑅. In the next
chapter, we aim to leverage domain knowledge to develop approaches that reduce the
𝑄𝑄𝑅 while maintaining a minimal number of vehicles.
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Chapter 6

Knowledge-Guided Optimization
for 3L-SDVRP*

In Chapter 3, we introduced the PEAC-HNF, a multi-objective evolutionary algo-
rithm designed to solve the 3L-SDVRP. While this method effectively balances the
two conflicting objectives and provides diverse solutions for decision-makers, it is less
suitable for large-scale problems due to its substantial computational demands. Build-
ing on this foundation, Chapter 4 presented an enhanced local search method, derived
from the state-of-the-art 3L-SDVRP algorithm SDVRLH2 [10], specifically tailored to
address large-scale instances of the problem more efficiently. Given that 3L-SDVRP
encompasses both routing and packing—each an NP-hard problem—the interaction
between these two components is crucial for achieving high-quality solutions. Chapter
5 delves into this critical aspect, proposing an adaptive routing-packing strategy that
significantly reduces the number of vehicles required. Although our proposed meth-
ods outperforms the state-of-the-art SDVRLH2 [10] in terms of vehicle reduction, it
still falls short in optimizing the total travel distance (𝑄𝑄𝑅).

∗This chapter is partially based on a paper published at the 18th International Conference on
Parallel Problem Solving From Nature (PPSN’ 24) [117].
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To address this limitation and improve 𝑄𝑄𝑅, this chapter introduces a novel approach
by incorporating domain knowledge into the search algorithm, guiding the search
process more effectively and enhancing the overall solution quality. Specifically, we
propose an Adaptive Knowledge-Guided Insertion (AKI) operator, which integrates
domain expertise and allows for larger step sizes in the search process. Building
on this, we develop the Adaptive Knowledge-Guided Search (AKS) algorithm, which
offers two primary advantages: first, it utilizes the domain knowledge embedded in the
AKI operator to provide a more informed and well-directed search; second, it strikes a
better balance between exploration and exploitation by employing the AKI operator
for broader, large-step searches while utilizing traditional neighborhood operators for
more precise, small-step refinements. This balanced approach significantly enhances
the algorithm’s overall search capabilities.

This chapter is organized as follows. Section 6.1 provides an introduction to the
background and outlines our motivation for this chapter. Section 6.2 delves into the
extraction of heuristics from domain knowledge, introducing the proposed AKI oper-
ator and the AKS algorithm. Section 6.3 presents our computational studies, where
we compare our proposed method with the state-of-the-art algorithms and analyze
its effectiveness. Finally, Section 6.4 summarizes the key findings and contributions
of this chapter.

6.1 Introduction

Due to the high complexity of 3L-SDVRP, exact methods have proven ineffective
for solving it. Consequently, intelligent optimization algorithms, particularly meta-
heuristic algorithms, have become the common and effective approach for tackling
such complex problems [13] [14] [50] [51] [107]. These methods are based on a
generate-and-test iterative strategy [106], where each iteration involves the gener-
ation of a new set of potential solutions from the existing ones using various search
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operators, with the hope of finding improved solutions. This process is iteratively
repeated to ultimately find an approximate optimal solution.

Search operators are crucial in these algorithms as they determine the search direction
and step size in the solution space. Many general search operators used for solving
vehicle routing problems (VRPs) with 3D loading constraints are as follows. Swap:
Exchange the positions of two nodes [10]. Shift: Move a node to another position [14].
2-opt: Breaks two edges in a node sequence and reconnects two new edges to alter
the node order [10]. 3-opt: Breaks three edges in a node sequence and reconnects
three new edges [10]. Move & Rotate Block: Groups identical boxes into blocks for a
block sequence representation, then selects and inserts blocks between sequences [13].
Split: Divides a node sequence into two non-empty sequences [121]. Best Cost Route
Crossover: Selects two node sequences, inserts two consecutive nodes from each into
the other [65]. 1-point Crossover: Randomly divides two node sequences at a selected
position and recombines them [14]. 2-point Crossover: Randomly selects two points
in two node sequences and exchanges the segments [84].

Additionally, search step size, defining the extent of solution change by search oper-
ator per iteration, is crucial for algorithm performance. Methods for 3L-SDVRP can
be categorized into local search-based methods [10] [13] [14] [66] [107] with smaller
step sizes and global search-based methods [50] [51] [65] [70] with larger ones. Al-
though local search is efficient, it risks falling into local optima, whereas global search
tends to converge more slowly. Researchers have explored balancing small and large
search step sizes in optimization. [104] showed larger neighborhood sizes in simulated
annealing improve effectiveness. Large neighborhood search (LNS) [86] and adaptive
large neighborhood search (ALNS) [79] algorithms are effective and adaptable to dif-
ferent VRPs. The memetic algorithm (MA) [64], blending local and global searches,
has been applied to diverse problems but needs more computational resources. How-
ever, directly applying these methods to 3L-SDVRP is ineffective as they do not
incorporate domain knowledge which is crucial for addressing such a complex prob-
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lem. Thus, achieving a balanced trade-off between large and small step sizes in this
context remains a significant challenge.

In this chapter, we introduce a knowledge-guided approach that leverages domain-
specific heuristics and balances small-large search step sizes to enhance the search
for high-quality solutions to the 3L-SDVRP. It is important to clarify the distinc-
tion between the knowledge utilized in our approach and the concept of knowledge
transfer commonly discussed in evolutionary computation. In classical evolutionary
algorithms, “knowledge transfer”typically refers to the process where useful informa-
tion, patterns, or learned models are passed from one generation to the next, either
explicitly (e.g., via learned parameters) or implicitly (through the genetic makeup of
the population). In contrast, our method does not involve such inter-generational
transfer.

Instead, the knowledge embedded in our algorithms is derived from human under-
standing of the problem’s structure, constraints, and search space. These domain
insights are incorporated into the algorithm in the form of carefully designed heuris-
tics, rules, and search operators, which remain fixed during the search process. The
aim is to enhance search efficiency and solution quality by directing the exploration
towards more promising regions of the search space, rather than by adapting or evolv-
ing knowledge through population dynamics.

As a result, the effectiveness of our approach relies on the depth and quality of the
incorporated domain knowledge, rather than on learning or adapting from the search
history across generations. This static integration of knowledge is well suited for
highly complex and constrained combinatorial problems like the 3L-SDVRP, where
online adaptation or automated knowledge discovery may be computationally infea-
sible.

Motivated by the above analysis, the contributions of this chapter are as follows:

• Heuristics are extracted from domain knowledge. Specifically, based on the

169



Chapter 6. Knowledge-Guided Optimization for 3L-SDVRP*

“giant tour” representation, we develop a hypothesis about “what constitutes
a good giant tour” through observation. We use a node insertion approach to
change the order of nodes in the current giant tour to improve its quality and
propose two node insertion rules.

• An Adaptive Knowledge-guided Insertion (AKI) operator is developed which
can adaptively select suitable node insertion rules based on node distribution
characteristics. The proposed AKI operator utilizes domain knowledge and has
a large search step size.

• The AKI operator is integrated into a local search framework to form an Adap-
tive Knowledge-guided Search (AKS) algorithm. This algorithm combines small
step search (exploitation) of traditional neighborhood operators with the AKI
operator’s larger step (exploration), improving search capabilities.

6.2 Knowledge-Guided Optimization Algorithm for

3L-SDVRP

This section starts with heuristics extracted from domain knowledge, discusses the
features of an effective giant tour, and introduces two node insertion rules. It then
details the proposed AKI operator and AKS algorithm. Our approach incorporates
domain knowledge and balances search step size to improve solution quality.

6.2.1 Extracting Heuristics from Domain Knowledge

This study employs the “giant tour” representation, which encodes the solution as
a sequence of all nodes (for a detailed description, refer to Section 3.2.1). A key
question is what defines an effective giant tour. Our aim is to identify high-quality
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giant tour characteristics, leveraging domain knowledge for targeted heuristic search
in the algorithm to enhance solution quality.

Our study hypothesizes that in an effective giant tour, adjacent or nearby nodes
in the sequence should be physically close on the actual map, as illustrated in Fig.
6.1. For example, routes derived from giant tour 1 are less efficient intuitively due
to vehicles traveling between distant nodes, bypassing nearer ones, whereas routes
from giant tour 2 avoid such inefficiencies, indicating higher quality solutions. This
underscores the importance of logical node sequencing in route planning to improve
solution quality.

Transitioning from a general to an optimized giant tour, like giant tour 1 to giant
tour 2 in Fig. 6.1, is inefficient with traditional operators due to their small step
sizes and lack of domain knowledge. For instance, evolving from route 2 to route 2′

needs multiple steps even under ideal conditions (e.g., four/five consecutive steps by
Swap/Shift operator). This highlights the need for search operators that have large
step sizes for efficiency and leverage domain knowledge for strategic direction in giant
tour optimization.

To align with our hypothesis, we employ a node insertion strategy, inserting a node
between each pair of consecutive nodes 𝑋 and . in a giant tour to optimize node
sequence. We propose two insertion rules, as shown in Fig. 6.2: the Proximity
rule, ensuring inserted nodes are near node 𝑋, and the Connectivity rule, making the
inserted node a ‘bridge’ for a better route. These rules aim to reorganize the giant
tour into a sequence that better matches our hypothesis for an optimal layout.

Experiments evaluating two node insertion rules, detailed in Section 6.3.3, demon-
strated their effectiveness. However, significant performance differences were observed
between the two rules. This raised questions about what affect rule performance and
the possibility of developing a flexible search operator. Analysis in Section 6.3.3
highlighted the importance of node distribution, leading to the development of an
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Figure 6.1: Illustration of giant tours and routes. In (a), routes 1-2 are obtained from
giant tour 1. In (b), routes 3-6 are obtained from giant tour 2.
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Figure 6.2: Two node insertion rules. Proximity rule: The inserted node 𝑓 is as close
as possible to node 𝑋. Connectivity rule: The inserted node k acts as a bridge between
nodes 𝑋 and . .
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adaptive knowledge-guided insertion (AKI) operator based on these findings.

6.2.2 Adaptive Knowledge-guided Insertion (AKI) Operator

Algorithm 18 illustrates our proposed AKI operator. It traverses giant tour 𝑡, insert-
ing nodes between consecutive nodes 𝑋 and . based on node densities M𝑋 and M . . If
the ratio of 𝑐𝑠𝑘(M𝑋, M . ) to 𝑐𝑋*(M𝑋, M . ) exceeds threshold W𝑅𝑣*𝑆 (Step 7), the Proximity
rule (Steps 8-9) or Connectivity rule (Steps 10-11) is applied, depending on density.
If densities are similar (Step 13), rules are chosen based on nodes’ positions relative
to the depot 𝑟 and node density M𝑋 . between 𝑋 and . (Steps 15-16 or 19-23). The 𝑡
updates after each node insertion.

To demonstrate its larger step size, the AKI operator was empirically tested on 100
random giant tours. We applied AKI once per giant tour and compared its effect
to traditional Swap (exchanges the positions of two nodes in the giant tour) and
Shift (moves a node to another position) operators, calculating the average opera-
tions needed for similar results. Specifically, given a giant tour denoted as 𝑠, the
AKI operator produces a new tour 𝑤. We then apply Swap and Shift operators mul-
tiple times to transform 𝑠 into 𝑤, calculating the minimum number of operations
required for both Swap and Shift operators. The calculation methods are detailed in
Algorithms 19 and 20. Results in Table 6.1 show Swap needed 30.2 operations and
Shift 15.84 for 50-node instances, increasing to 125.32 and 70.82 for 200 nodes. This
demonstrates AKI’s significantly larger step size, especially for larger problems.

Calculating Node Density in AKI Operator

Our proposed AKI operator adaptively selects the most suitable node insertion rule by
analyzing node distribution characteristics. We quantify these characteristics using
‘node distribution density’. Algorithm 21 details how we calculate this density around
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Algorithm 18 Adaptive Knowledge-guided Insertion (AKI) Operator
Input: 𝑡: a giant tour; W𝑔𝑃𝑅&: density ratio threshold

Output: 𝑡: the giant tour after node insertion

1: *← the number of node in 𝑡; 𝛿 ← 0 //𝑜: Current node index

2: while 𝛿 < * − 2 do

3: 𝑋 ← 𝑡[𝛿]; . ← 𝑡[𝛿 + 1] // Inserting node between 𝑀 and 𝑙

4: 𝑅𝑀 𝑙 ← distance between 𝑋 and . ;

5: M𝑀 ← get node density around 𝑋 by Algorithm 21 (with parameters 𝑝 = 𝑜 , 𝑝′ = 𝑜 + 1)

6: M 𝑙 ← get node density around . by Algorithm 21 (with parameters 𝑝 = 𝑜 + 1, 𝑝′ = 𝑜 + 2)

7: if 𝑐𝑠𝑘(M𝑀 , M 𝑙)/𝑐𝑋*(M𝑀 , M 𝑙) > W𝑔𝑃𝑅& then // A large gap in node density around 𝑀 and 𝑙.

8: if M𝑀 > M 𝑙 then // Node density around 𝑀 is larger.

9: 𝑡 ← use Proximity rule to insert a node between 𝑋 and . , then update 𝑡

10: else // Node density around 𝑙 is larger.

11: 𝑡 ← use Connectivity rule to insert a node between 𝑋 and . , then update 𝑡

12: end if

13: else // Node density around 𝑀 and 𝑙 is similar.

14: 𝑅𝑀(, 𝑅 𝑙( ← distance between 𝑋 (or .) and depot 𝑟

15: if 𝑅𝑀 𝑙 > 𝑅𝑀( and 𝑅𝑀 𝑙 > 𝑅 𝑙( then // 𝑀 and 𝑙 are roughly on opposite sides of the depot.

16: 𝑡 ← use Proximity rule to insert a node between 𝑋 and . , then update 𝑡

17: else // 𝑀 and 𝑙 are on the same side of the depot.

18: M𝑀 𝑙 ← get average node density between 𝑋 and . by Algorithm 22 (with @ = 𝑜)

19: if M𝑀 𝑙/𝑐𝑋*(M𝑀 , M 𝑙) > W𝑔𝑃𝑅& then // Node density between 𝑀 and 𝑙 are larger.

20: 𝑡 ← use Connectivity rule to insert a node between 𝑋 and . , and update 𝑡

21: else // Node density between 𝑀 and 𝑙 are not significantly larger.

22: 𝑡 ← use Proximity rule to insert a node between 𝑋 and . , then update 𝑡

23: end if

24: end if

25: end if

26: 𝛿 ← 𝛿 + 1

27: end while

28: return 𝑡
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Table 6.1: Average number of continuous steps required by Swap and Shift operators
to achieve equivalent change as one step by the AKI operator in giant tours. * is
#nodes of giant tour.

Operator n=31 n=50 n=75 n=100 n=200

Swap 18.38 30.2 46.4 61.82 125.32
Shift 9.06 15.84 24.92 34.04 70.82

Algorithm 19 Calculate the Minimum Number of Swaps
Input: 𝑠: the original giant tour; 𝑤: the giant tour generated from 𝑠 after applying
the AKI operator
Output: 𝑆𝑔𝑠J𝑆: the minimum number of swaps to convert 𝑠 into 𝑤

1: if len(𝑠) is not equal to len(𝑤) or set of 𝑠 is not equal to set of 𝑤 then
2: raise ValueError(“Giant tours ‘a’ and ‘b’ must have the same elements and

length.”)
3: end if
4: 𝑋*𝑅𝑣𝑘_𝑐𝑠J ← {value: index for index, value in enumerate(𝑤)}
5: 𝑆𝑔𝑠J𝑆← 0
6: for 𝑋 ← 0 to length of 𝑠 do
7: 𝑥𝑟𝑢𝑢𝑣𝑥𝑄_𝑗𝑠𝑒S𝑣 ← 𝑤[𝑋]
8: if 𝑠[𝑋] ≠ 𝑥𝑟𝑢𝑢𝑣𝑥𝑄_𝑗𝑠𝑒S𝑣 then
9: 𝑆𝑔𝑠J_𝑋*𝑅𝑣𝑘 ← 𝑋*𝑅𝑣𝑘_𝑐𝑠J [𝑠[𝑋]]

10: Swap 𝑠[𝑋] and 𝑠[𝑆𝑔𝑠J_𝑋*𝑅𝑣𝑘]
11: Update 𝑋*𝑅𝑣𝑘_𝑐𝑠J after the swap
12: 𝑋*𝑅𝑣𝑘_𝑐𝑠J [𝑠[𝑆𝑔𝑠J_𝑋*𝑅𝑣𝑘]] ← 𝑆𝑔𝑠J_𝑋*𝑅𝑣𝑘
13: 𝑆𝑔𝑠J𝑆← 𝑆𝑔𝑠J𝑆 + 1
14: end if
15: end for
16: return 𝑆𝑔𝑠J𝑆
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Algorithm 20 Calculate the Minimum Number of Insertions
Input: 𝑠: the original giant tour; 𝑤: the giant tour generated from 𝑠 after applying
the AKI operator
Output: 𝑋*𝑗𝑣𝑢𝑆𝑋𝑟*𝑆: the minimum number of insertions to convert 𝑠 into 𝑤

1: if len(𝑠) is not equal to len(𝑤) or set of 𝑠 is not equal to set of 𝑤 then
2: raise ValueError(“Giant tours ‘a’ and ‘b’ must have the same elements and

length.”)
3: end if

// Create a map 𝑋*𝑅𝑣𝑘_𝑐𝑠J to store the index of each element in list 𝑤
4: for each 𝑋*𝑅𝑣𝑘, 𝑗𝑠𝑒S𝑣 in enumerate(𝑤) do
5: 𝑋*𝑅𝑣𝑘_𝑐𝑠J [𝑗𝑠𝑒S𝑣] ← 𝑋*𝑅𝑣𝑘

6: end for
// Convert 𝑠 to a list of indices 𝑋*𝑅𝑣𝑘𝑣𝑅_𝑠 according to the order of elements in 𝑤

7: for each 𝑗𝑠𝑒S𝑣 in 𝑠 do
8: Append 𝑋*𝑅𝑣𝑘_𝑐𝑠J [𝑗𝑠𝑒S𝑣] to 𝑋*𝑅𝑣𝑘𝑣𝑅_𝑠
9: end for

10: 𝑒𝑋𝑆_𝑒𝑣*𝑡𝑄ℎ ← calculate the length of the longest increasing subsequence in
𝑋*𝑅𝑣𝑘𝑣𝑅_𝑠

11: 𝑋*𝑆𝑣𝑢𝑄𝑋𝑟*𝑆← len(𝑠) − 𝑒𝑋𝑆_𝑒𝑣*𝑡𝑄ℎ
12: return 𝑋*𝑆𝑣𝑢𝑄𝑋𝑟*𝑆
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a given node 𝑋. Y represents the index of node 𝑋 in the giant tour 𝑡 (Step 2), and
𝛼𝑋 is used to store the distances between node 𝑋 and other nodes (node 𝑡[Y′] and
subsequent nodes in the giant tour) (Steps 3-5). 𝛼𝑋 is sorted in ascending order,
and the average of the first . *−Y−2

2 / distances is computed to represent the node
distribution density around node 𝑋.

Algorithm 21 Calculate node density around node 𝑋
Input: 𝑡: a giant tour; Y, Y′: node indexes in 𝑡
Output: M: the node density around 𝑡[Y]

1: *← the number of node in 𝑡
2: 𝑋 ← 𝑡[Y];𝛼𝑋 ← ∅ // 7 indexing starts from 0

3: for 𝑓 ← 𝑡[Y′] to 𝑡[* − 1] do
4: 𝑅𝑓𝑋 ← distance between nodes 𝑓 and 𝑋; 𝛼𝑋 ← 𝛼𝑋 ∪ {𝑅𝑓𝑋}
5: end for
6: 𝛼𝑋 ← sort 𝛼𝑋 in increasing order
7: M ← get the average of the first . *−Y−2

2 / elements in 𝛼𝑋
8: return M

Algorithm 22 demonstrates the process for calculating the node distribution density
between two nodes 𝑋 and . , which are adjacent in a giant tour. During the calculation,
for each node 𝑓 in the giant tour 𝑡 that is positioned after node . (Step 4), the
algorithm determines the relative position of node 𝑓 in relation to nodes 𝑋 and .

based on the distances between each pair of nodes 𝑋, . , and 𝑓. If 𝑅𝑋𝑓 < 𝑅𝑋 . and
𝑅 .𝑓 < 𝑅𝑋 . (Step 6), it is considered that node 𝑓 is approximately between 𝑋 and . .
The node distribution density M𝑓 around node 𝑓 is then calculated using Algorithm
21 and stored in N (Steps 7-8). Finally, the average value of all elements in N is used
to represent the node distribution density between nodes 𝑋 and . (Steps 11-13).
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Algorithm 22 Calculate node density between nodes 𝑋 and .
Input: 𝑡: a giant tour; Z: index of node 𝑋 in 𝑡
Output: M: the node density between 𝑋 and .

1: *← the number of node in 𝑡; N← ∅; M ← 0
2: 𝑋 ← 𝑡[Z]; . ← 𝑡[Z + 1] // 7 indexing starts from 0

3: for Z′ ← Z + 2 to * − 1 do
4: 𝑓 ← 𝑡[Z′]
5: 𝑅𝑋 . , 𝑅𝑋𝑓 , 𝑅 .𝑓 ← distances between each pair of nodes 𝑋, . , and 𝑓
6: if 𝑅𝑋𝑓 < 𝑅𝑋 . and 𝑅 .𝑓 < 𝑅𝑋 . then
7: M𝑓 ← get node density around 𝑓 by Algorithm 21 (with 𝑝 = @′ , 𝑝′ = @ + 2)

8: N← N ∪ {M𝑓 }
9: end if

10: end for
11: if N ≠ ∅ then
12: M ← get the mean of all elements in N
13: end if
14: return M
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6.2.3 Adaptive Knowledge-guided Search (AKS) Algorithm

The AKS algorithm (Algorithm 23) combines the AKI operator with local search
framework, starting with a random giant tour. It employs both Swap and 2-opt op-
erators to generate neighborhoods (Steps 6-12), applying AKI based on probability
J for potential improvements. The best solution of each iteration, 𝑆𝑋𝑄𝑣𝑢$𝑣𝑆𝑄 , is utilized
to update both 𝑆𝑤𝑣𝑆𝑄 and 𝑆𝑥S𝑢𝑢 . (Steps 13-14). Iterations stop after **𝑟_𝑋𝑐J non-
improvements, followed by a restart (Steps 15-17). In the AKS algorithm, traditional
operators conduct detailed searches with small step sizes, while the AKI operator en-
ables expansive exploration through its larger step size. Furthermore, incorporating
domain knowledge into the AKI operator significantly enhances the overall perfor-
mance of the AKS algorithm.

Other Details of AKS Algorithm

Our packing method and routing-packing interactive strategy are based on the ap-
proach proposed in Section 5, which enables adaptive packing decision adjustments
during route planning process. Additionally, in real-world scenarios, the reduction
of vehicle numbers is more important than decreasing total travel distance, due to
the substantially greater expenses involved in purchasing, maintaining more vehicles,
and employing additional drivers compared to the costs associated with longer travel
distances. Thus, following the SDVRLH2 method [10], we prioritized vehicle number
as the primary objective, with 𝑄𝑄𝑅 as the secondary objective. To clarify, when com-
paring two solutions 𝑆1 and 𝑆2 within the AKS algorithm, 𝑆1 is considered superior
to 𝑆2 if it uses fewer vehicles, or if both have the same number of vehicles but 𝑆1 has
a shorter total travel distance (𝑄𝑄𝑅) than 𝑆2.
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Algorithm 23 AKS Algorithm (Key innovation in red boxes.)
Input: problem instance data
Output: best solution 𝑆𝑤𝑣𝑆𝑄

1: N← get packing solution for each node
2: 𝑆𝑋*𝑋𝑄 ← generate initial giant tour; 𝑆𝑤𝑣𝑆𝑄 ← 𝑆𝑋*𝑋𝑄

3: for 𝑄 ← 1 to *𝑟S𝑄 do
4: 𝑆𝑥S𝑢𝑢 ← 𝑆𝑤𝑣𝑆𝑄

5: for 𝑋𝑄𝑣𝑢 ← 1 to *𝑋𝑄𝑣𝑢 do
6: 𝑇𝑆𝑔𝑠J ← get neighborhood of 𝑆𝑥S𝑢𝑢 by P𝑔𝑠J
7: 𝑇𝑆𝑔𝑠J ← apply the AKI operator (Algorithm 18) with probability J to
𝑇𝑆𝑔𝑠J

8: 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 ← decode individuals and pick best individual in 𝑇𝑆𝑔𝑠J
9: 𝑇2𝑟J𝑄 ← get neighborhood of 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 by 2-𝑟J𝑄

10: 𝑇2𝑟J𝑄 ← apply the AKI operator (Algorithm 18) with probability J to
𝑇2𝑟J𝑄

11: 𝑇 ← 𝑇2𝑟J𝑄 ∪ {𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄}
12: 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 ← decode individuals and pick best individual in 𝑇
13: 𝑆𝑤𝑣𝑆𝑄 ← update 𝑆𝑤𝑣𝑆𝑄 by 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄 where necessary
14: 𝑆𝑥S𝑢𝑢 ← 𝑆𝑋𝑄𝑣𝑢_𝑤𝑣𝑆𝑄

15: if 𝑆𝑥S𝑢𝑢 has not been improved for **𝑟_𝑋𝑐J consecutive iterations then
16: break
17: end if
18: end for
19: end for
20: return 𝑆𝑤𝑣𝑆𝑄
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6.3 Computational Studies

This section assesses the performance of our AKS algorithm against the state-of-the-
art method for 3L-SDVRP. We also evaluate two node insertion rules we proposed,
observing notable performance differences and pinpointing node distribution as a key
factor. Additional experiments on newly created problem instances with varied node
distributions validate the effectiveness of our AKI operator. For clarity, the chapter’s
main text includes only comparative data between methods. Detailed experimental
results are available online in [114].

6.3.1 Experimental Setting

In this chapter, experiments were conducted using three widely used datasets for
3L-SDVRP: the B-Y instances [10], Shanghai instances [10], and SD instances [13].
A total of 48 problem instances were tested, with 32 small-scale instances involving
fewer than 100 nodes and 16 larger-scale instances containing between 100 and 200
nodes.

In our experiments, we adjusted W𝑅𝑣*𝑆 in Algorithm 18 according to the node count:
1.2 for under 75 nodes, and 1.5 for 75 or more. Hyperparameters in Algorithm 23
were set as *𝑟S𝑄 = 4, *𝑋𝑄𝑣𝑢 = 100, **𝑟_𝑋𝑐J = 2, and J = 0.1. It is worth noting that we
did not fine-tune the parameters to demonstrate that the strong performance of our
algorithm arise from its innovative design rather than from careful parameter tuning.
Experiments were run 30 times on a server with 4x Intel Xeon Platinum 9242 CPUs,
256G RAM, Python 3.7, and Ubuntu 20.04.
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6.3.2 Comparing to State-of-the-Art

In this study, we evaluated our AKS algorithm against the state-of-the-art SDVRLH2
method [10] for 3L-SDVRP. The detailed comparative results are included in Tables
6.2 and 6.3.

Small-Scale Problem Instances (# node<100)

Overall Average Results: As shown in Tab. 6.2, in the majority of cases (25 out of 32),
the AKS algorithm demonstrated superior performance compared to SDVRLH2 [10].
It achieved significantly better results in both vehicle count and 𝑄𝑄𝑅 on 19 instances,
while on four instances, there was no significant difference.

Average Vehicle Count: The AKS algorithm was significantly better on 21 instances,
reducing two or more vehicles on seven instances, and up to 12.1 vehicles. No signifi-
cant difference in vehicle count was observed on ten instances. In total, AKS reduced
52.23 vehicles across all instances, averaging a reduction of 1.63 vehicles per instance.

Average ttd: AKS was significantly better on 23 instances, with no significant differ-
ence on six instances. 𝑄𝑄𝑅 reduction exceeded 5% on 12 instances and 10% on seven
instances, with the highest reduction being 40.34%, averaging a decrease of 12.78%
per instance.

Best Vehicle Count: In terms of the best results from multiple runs, our method
achieved better vehicle count on 21 instances, with six instances showing a reduction
of three or more vehicles compared to SDVRLH2’s best. Overall, our method reduced
53 vehicles in total, averaging 1.66 per instance.

Best ttd: Our method’s best solutions were significantly better on 22 instances, with
reductions exceeding 5% on 16 instances and 10% on eight instances. The highest
reduction was 41.31%, averaging 13.23% per instance.
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Large-Scale Problem Instances (100 ≤ #node ≤ 200)

Overall Average Results: As shown in Tab. 6.3, the AKS algorithm was significantly
better on 15 out of 16 larger-scale instances, with both vehicle count and 𝑄𝑄𝑅 being
significantly better than SDVRLH2 on 14 instances.

Average Vehicle Count: Our method had significantly fewer vehicles on 15 instances.
Compared to SDVRLH2 [10], the reduction in vehicles exceeded three on seven in-
stances and five on five instances, with a maximum reduction of about ten vehicles.
Overall, our method reduced a total of 58.53 vehicles, averaging a reduction of 3.66
vehicles per instance.

Average ttd: AKS was significantly better on 14 instances, with no significant dif-
ference on two instances. 𝑄𝑄𝑅 reduction exceeded 5% on eight instances and 10% on
three instances, with the highest reduction being 12.53%, averaging a decrease of
7.74% per instance.

Best Vehicle Count: Our method achieved better results in vehicle count on all 16
instances, with a reduction of five or more vehicles on five instances, reaching up
to 11 vehicles. Overall, our method reduced 61 vehicles in total, averaging 3.81 per
instance.

Best ttd: AKS’s best results were significantly better than SDVRLH2, with reductions
exceeding 5% on 11 instances, 10% on three instances, and a maximum reduction of
19.5%, averaging 8.07% per instance.

These findings demonstrate the AKS algorithm’s superior performance over SD-
VRLH2 in reducing both the number of vehicles required and 𝑄𝑄𝑅, across both small-
scale and larger-scale problem instances.
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Table 6.3: Comparison results of our AKS algorithm and SDVRLH2 (SD) on large-
scale instances (100≤#node≤200)). # v = the number of vehicles used; ttd = total
travel distance; # FE = the number of fitness evaluations. The data in bold signifies
that our strategy produces better results than the contrasted strategies numerically.
The Mann-Whitney U test was employed, and the data with underlined values indi-
cate a significant difference at the significance level R = 0.05.

Instances
(large)

Avg # v Avg ttd Best # v Best ttd # FE
AKS-SD (AKS-SD)/SD AKS-SD (AKS-SD)/SD AKS/SD

B-Y9 -1 -0.0128 -1 -0.0294 0.0745
B-Y10 -2.8 -0.0389 -3 -0.0355 0.0686
B-Y11 -2.3 -0.0555 -3 -0.0598 0.0714
B-Y12 -0.5 -0.0039 -1 -0.0151 0.0739
B-Y13 -2.4 -0.0517 -3 -0.0547 0.0783
B-Y14 -2.27 -0.0369 -3 -0.0447 0.0757
B-Y15 -7.6 -0.0818 -7 -0.0865 0.0846
B-Y16 -1.3 -0.0207 -1 -0.0635 0.0761
B-Y17 -6.33 -0.1224 -8 -0.1280 0.0776
B-Y18 -6.23 -0.0438 -6 -0.0555 0.0795
B-Y19 -10.07 -0.1875 -11 -0.1950 0.0708
B-Y20 -4.63 -0.0540 -4 -0.0831 0.0839
Sha14 -1.2 -0.0291 -1 -0.0539 0.0425
Sha15 -3.9 -0.0536 -3 -0.0788 0.0496
SD12 -1 -0.0499 -1 -0.0395 0.0748
SD13 -5 -0.1253 -5 -0.1258 0.0775

Avg -3.66 -0.0774 -3.81 -0.0807 0.0716
Total -58.53 -0.0774 -61 -0.0807 0.0716
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6.3.3 Further Analysis

Validating Effectiveness of Our Node Insertion Rules

We tested each rule’s effectiveness, comparing LSP and LSC against LS in Tabs.
6.4 - 6.7. The key differences among LS, LSP, LSC, and AKS are as follows. LS
does not use any node insertion rules or the AKI operator. In contrast, LSP and
LSC employ node insertion rules, specifically using the Proximity and Connectivity
rules, respectively. AKS further incorporates the AKI operator. Results show similar
vehicle counts but significant 𝑄𝑄𝑅 improvements with node insertion rules. For small-
scale instances (Tabs. 6.4 and 6.6), LSP and LSC reduced 𝑄𝑄𝑅 by an average of 6.95%
and 7.34%, respectively. In large-scale instances (Tabs. 6.5 and 6.7), they achieved
10.57% and 8.88% average reductions, with maximum improvements of 18.94% and
16.02%.

Applying node insertion rules significantly reduced the number of fitness evaluations
(FEs), particularly in large-scale problems. In small-scale instances (Tabs. 6.4 and
6.6), LSP and LSC used, on average, 57.41% and 64.67% of LS’s FEs, respectively.
For larger-scale problems (Tabs. 6.5 and 6.7), both LSP and LSC required less than
half of LS’s FEs, highlighting the improved computational efficiency of the proposed
rules.

The results convincingly show the node insertion rules in this study significantly
lowered 𝑄𝑄𝑅 in most instances and enhanced computational efficiency.

Node Distribution Impacts Rule Performance

The performance of our node insertion rules, as seen in Tabs. 6.8 and 6.9, differs across
instances. For example, LSP performs better on instances like SD11 and Sha15, while
LSC outperforms on SD6 and SD7. This reveals that the effectiveness of the two rules
varies by instance.
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Table 6.5: Comparison results of LSP and LS algorithms on large-scale instances
(100≤#node≤200). LS and AKS differ because LS does not use the AKI operator.
The LSP algorithm uses the Proximity rules for node insertion. # v = the number of
vehicles used; ttd = total travel distance; # FE = the number of fitness evaluations.
The data in bold signifies that our strategy produces better results than the contrasted
strategies numerically. The Mann-Whitney U test was employed, and the data with
underlined values indicate a significant difference at the significance level R = 0.05.

Instances
(large)

Avg # v Avg ttd Best # v Best ttd # FE
LSP-LS (LSP-LS)/LS LSP-LS (LSP-LS)/LS LSP/LS

B-Y9 0 -0.0487 0 -0.0404 0.5440
B-Y10 0.4 -0.1001 1 -0.0543 0.4203
B-Y11 0.2 -0.0354 0 -0.0286 0.4717
B-Y12 0.6 -0.0728 0 -0.0439 0.4685
B-Y13 0.4 -0.0554 0 -0.0419 0.4065
B-Y14 0.4 -0.1151 0 -0.0835 0.4005
B-Y15 0 -0.0479 0 -0.0410 0.4494
B-Y16 0.1 -0.1098 0 -0.0874 0.4654
B-Y17 0.3 -0.0407 -1 -0.0255 0.4831
B-Y18 0.4 -0.1062 1 -0.1182 0.4134
B-Y19 0.5 -0.0440 1 -0.0387 0.3177
B-Y20 0.2 -0.0770 1 -0.0934 0.4458
Sha14 0.3 -0.0892 0 -0.0684 0.5648
Sha15 0 -0.1183 1 -0.1144 0.5238
SD12 0.2 -0.1139 1 -0.0719 0.3707
SD13 0 -0.1894 0 -0.1551 0.3804

Avg 0.25 -0.1057 0.31 -0.0804 0.4333
Total 4 -0.1057 5 -0.0804 0.4333
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Table 6.7: Comparison results of LSC and LS algorithms on large-scale instances
(100≤#node≤200). LS and AKS differ because LS does not use the AKI operator.
The LSC algorithm uses the Connectivity rules for node insertion. # v = the number
of vehicles used; ttd = total travel distance; # FE = the number of fitness evaluations.
The data in bold signifies that our strategy produces better results than the contrasted
strategies numerically. The Mann-Whitney U test was employed, and the data with
underlined values indicate a significant difference at the significance level R = 0.05.

Instances
(large)

Avg # v Avg ttd Best # v Best ttd # FE
LSC-LS (LSC-LS)/LS LSC-LS (LSC-LS)/LS LSC/LS

B-Y9 0 -0.0431 0 -0.0249 0.5578
B-Y10 -0.2 -0.0851 0 -0.0347 0.5271
B-Y11 0.2 -0.0321 0 -0.0240 0.4814
B-Y12 0.3 -0.0517 0 -0.0359 0.4434
B-Y13 0.1 -0.0449 0 -0.0296 0.4257
B-Y14 0 -0.1076 0 -0.0826 0.4970
B-Y15 0 -0.0415 0 -0.0338 0.4564
B-Y16 0.2 -0.0940 0 -0.0769 0.5195
B-Y17 0.4 -0.0376 -1 -0.0234 0.4133
B-Y18 0.4 -0.1121 1 -0.1072 0.4003
B-Y19 0.3 -0.0369 0 -0.0341 0.4150
B-Y20 0.1 -0.0915 1 -0.0824 0.5260
Sha14 0 -0.0331 0 -0.0518 0.7226
Sha15 0 -0.0577 1 -0.0575 0.5978
SD12 0.2 -0.0953 1 -0.0630 0.4179
SD13 -0.1 -0.1602 0 -0.1295 0.4894

Avg 0.12 -0.0888 0.19 -0.0667 0.4715
Total 1.9 -0.0888 3 -0.0667 0.4715
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Table 6.9: Comparison results of LSP and LSC algorithm on large-scale instances
(100≤#node≤200). The LSP or LSC algorithms use the Proximity or Connectivity
rules for node insertion, respectively. # v = the number of vehicles used; ttd = total
travel distance; # FE = the number of fitness evaluations. The data in bold signifies
that our strategy produces better results than the contrasted strategies numerically.
The Mann-Whitney U test was employed, and the data with underlined values indi-
cate a significant difference at the significance level R = 0.05.

Instances
(large)

Avg # v Avg ttd Best # v Best ttd # FE
LSP-LSC (LSP-LSC)/LSC LSP-LSC (LSP-LSC)/LSC LSP/LSC

B-Y9 0 -0.0059 0 -0.0158 0.9752
B-Y10 0.6 -0.0164 1 -0.0203 0.7975
B-Y11 0 -0.0034 0 -0.0047 0.9798
B-Y12 0.3 -0.0223 0 -0.0082 1.0567
B-Y13 0.3 -0.0110 0 -0.0127 0.9550
B-Y14 0.4 -0.0083 0 -0.0010 0.8058
B-Y15 0 -0.0067 0 -0.0074 0.9845
B-Y16 -0.1 -0.0174 0 -0.0114 0.8959
B-Y17 -0.1 -0.0032 0 -0.0022 1.1690
B-Y18 0 0.0066 0 -0.0124 1.0326
B-Y19 0.2 -0.0073 1 -0.0048 0.7655
B-Y20 0.1 0.0160 0 -0.0120 0.8475
Sha14 0.3 -0.0580 0 -0.0176 0.7816
Sha15 0 -0.0643 0 -0.0605 0.8762
SD12 0 -0.0206 0 -0.0095 0.8870
SD13 0.1 -0.0348 0 -0.0294 0.7772

Avg 0.13 -0.0185 0.13 -0.0146 0.9189
Total 2.1 -0.0185 2 -0.0146 0.9189
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SD6

SD7

Sha14

Sha15

B-Y1

B-Y7
(a) LSC has significantly better !!". (b) LSP has significantly better !!". (c) No significant difference.

Figure 6.3: Node distribution of different problem instances. (a) The 𝑄𝑄𝑅 of LSP is
significantly worse than LSC on SD6 and SD7. (b) The 𝑄𝑄𝑅 of LSP is significantly
better than LSC on Sha14 and Sha15. (c) There is no significant difference between
LSP and LSC. For comparative 𝑄𝑄𝑅 data of LSP and LSC, please refer to Tabs 6.8
and 6.9.

We analyzed LSP and LSC’s performance regarding node distribution, shown in Fig.
6.3. LSP’s 𝑄𝑄𝑅 is worse than LSC’s on some instances (like SD6 and SD7), but better
in others (e.g., Sha14, Sha15). In some cases, such as B-Y1 and B-Y7, both algorithms
show similar performance. The node distributions in these instances are significantly
different intuitively.

Further analysis involved altering node distributions in some instances to observe
performance changes. We used Δ = (𝑄𝑄𝑅𝑒𝑆J − 𝑄𝑄𝑅𝑒𝑆𝑥)/𝑄𝑄𝑅𝑒𝑆𝑥 to compare LSP’s and
LSC’s 𝑄𝑄𝑅. A negative Δ means LSP performed better, while a positive one indicates
the opposite. Changes in SD6 and SD7 reduced the 𝑄𝑄𝑅 gap between LSP and LSC,
as Fig. 6.4 shows. Meanwhile, SD1, SD8, and SD9, initially with minimal differences,
showed significant changes after modification.

Moreover, we modified the node distribution of existing instances to generate 19
new instances. Tab. 6.10 shows features of new problem instances created based on
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Table 6.10: Description of new instances

Entry # nodes # box types # boxes

Min 43 14 284
Max 200 634 8060
Avg 85.3 146.1 4473.8

existing ones by changing the node distribution. Results in Tab. 6.11 show node
distribution’s significant effect on rule effectiveness. LSP performed well on eight
instances but was less effective on another ten instances compared to LSC.

This emphasizes the significant influence of node distribution on the suitability and
performance of our insertion rules, indicating that the selection of a rule should cor-
respond to the specific characteristics of each instance’s node distribution.

Further Validating Our AKI Operator

To further validate our AKI operator, we generated 19 new problem instances with
varied node distributions by modifying existing instances (characteristics of these
new instances are presented in Tab. 6.10). We then compared the performance of
the AKS algorithm (incorporating the AKI operator) against LSP, LSC, and LSrdm
(which alternates randomly between two rules) on these newly created instances.
As shown in Tabs. 6.12 - 6.14, AKS consistently reduced 𝑄𝑄𝑅 more than LSP (nine
instances), LSC (18 instances), and LSrdm (ten instances). This shows AKI’s ability
to adaptively select the best rule for node insertion, efficiently handling diverse node
distributions by blending the strengths of both rules.
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Table 6.11: Comparison results between LSP and LSC algorithms on new instances.
The LSP or LSC algorithms use the Proximity or Connectivity rules for node insertion,
respectively. # v = the number of vehicles used; ttd=total travel distance; # FE=
the number of fitness evaluations.The data in bold signifies that our strategy produces
better results than the contrasted strategies numerically. The Mann-Whitney U test
was employed, and the data with underlined values indicate a significant difference
at the significance level R = 0.05.

Instance
Avg #v Avg ttd Best #v Best ttd #FE
LSP-LSC (LSP-LSC)/LSC LSP-LSC (LSP-LSC)/LSC LSP/LSC

Ins1 0 0.0630 0 -0.0038 1.2593
Ins2 0.1 0.0728 0 0.0169 1.1064
Ins3 0 0.0518 0 0.0036 1.1660
Ins4 0 0.0685 0 0.0311 1.0359
Ins5 0 0.0070 0 -0.0037 1.1053
Ins6 0 0.0352 0 0.0474 1.0659
Ins7 0 -0.0030 0 0.0075 0.8502
Ins8 0 0.0567 0 -0.0126 1.2233
Ins9 0 0.0328 0 0.0031 1.1607
Ins10 0 -0.0842 0 -0.0468 0.8297
Ins11 0 -0.0726 0 -0.0641 0.7540
Ins12 0 -0.0612 0 -0.0467 0.9289
Ins13 0 -0.0617 0 -0.0584 1.0223
Ins14 0 -0.0288 0 -0.0049 0.9382
Ins15 0 -0.0301 0 -0.0232 0.8478
Ins16 0.4 -0.0723 1 -0.0483 0.7220
Ins17 0.1 -0.0556 1 -0.0353 0.8045
Ins18 0.1 -0.0360 0 -0.0248 0.9742
Ins19 0 -0.0489 0 -0.0249 0.7892

Avg 0.04 0.0001 0.11 -0.0114 0.8851
Total 0.7 0.0001 2 -0.0114 0.8851
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Table 6.12: Comparison results between AKS and LSP algorithms on new instances.
AKS employs the AKI operator for node insertion, while LSP utilizes the Proximity
rule. # v = the number of vehicles used; ttd=total travel distance; # FE= the
number of fitness evaluations.The data in bold signifies that our strategy produces
better results than the contrasted strategies numerically. The Mann-Whitney U test
was employed, and the data with underlined values indicate a significant difference
at the significance level R = 0.05.

Instance
Avg #v Avg ttd Best #v Best ttd #FE
AKS-LSP (AKS-LSP)/LSP AKS-LSP (AKS-LSP)/LSP AKS/LSP

Ins1 0 -0.0797 0 -0.0197 0.8067
Ins2 -0.1 -0.0880 0 -0.0137 0.8470
Ins3 0 -0.0703 0 0.0137 0.7887
Ins4 0 -0.0844 0 -0.0347 0.7499
Ins5 0 -0.0307 0 -0.0133 0.8268
Ins6 0 -0.0654 0 -0.0172 0.7612
Ins7 0 -0.0263 0 -0.0416 1.0159
Ins8 0 -0.0742 0 0.0107 0.7262
Ins9 0 -0.0469 0 -0.0141 0.7359
Ins10 0 -0.0019 0 0.0050 1.0684
Ins11 0 0.0041 0 -0.0199 1.1614
Ins12 0 0.0071 0 -0.0009 0.9805
Ins13 0 0.0037 0 0.0302 0.8865
Ins14 0 0.0026 0 0.0101 0.9940
Ins15 0 -0.0131 0 -0.0030 0.9679
Ins16 -0.03 0.0015 -1 -0.0187 1.1115
Ins17 -0.07 0.0178 -1 0.0029 0.9862
Ins18 0 -0.0157 1 -0.0085 0.8551
Ins19 0 0.0095 0 0.0170 1.0586

Avg -0.01 -0.0365 -0.05 -0.0061 0.9559
Total -0.2 -0.0365 -1 -0.0061 0.9559
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Table 6.13: Comparison results between AKS and LSC algorithms on new instances.
AKS employs the AKI operator for node insertion, while LSC utilizes the Connectivity
rule. # v = the number of vehicles used; ttd=total travel distance; # FE = the
number of fitness evaluations.The data in bold signifies that our strategy produces
better results than the contrasted strategies numerically. The Mann-Whitney U test
was employed, and the data with underlined values indicate a significant difference
at the significance level R = 0.05.

Instance
Avg #v Avg ttd Best #v Best ttd #FE
AKS-LSC (AKS-LSC)/LSC AKS-LSC (AKS-LSC)/LSC AKS/LSC

Ins1 0 -0.0218 0 -0.0235 1.0159
Ins2 0 -0.0216 0 0.0030 0.9372
Ins3 0 -0.0221 0 0.0173 0.9196
Ins4 0 -0.0217 0 -0.0047 0.7768
Ins5 0 -0.0239 0 -0.0169 0.9139
Ins6 0 -0.0325 0 0.0295 0.8114
Ins7 0 -0.0292 0 -0.0344 0.8637
Ins8 0 -0.0218 0 -0.0021 0.8884
Ins9 0 -0.0157 0 -0.0111 0.8541
Ins10 0 -0.0859 0 -0.0421 0.8865
Ins11 0 -0.0688 0 -0.0827 0.8757
Ins12 0 -0.0546 0 -0.0476 0.9107
Ins13 0 -0.0582 0 -0.0300 0.9062
Ins14 0 -0.0263 0 0.0051 0.9326
Ins15 0 -0.0429 0 -0.0261 0.8207
Ins16 0.37 -0.0709 0 -0.0661 0.8025
Ins17 0.03 -0.0387 0 -0.0325 0.7933
Ins18 0.1 -0.0511 1 -0.0331 0.8330
Ins19 0 -0.0398 0 -0.0083 0.8354

Avg 0.03 -0.0364 0.05 -0.0175 0.8461
Total 0.5 -0.0364 1 -0.0175 0.8461
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Table 6.14: Comparison results between AKS and LSrdm (rdm) algorithms on new
instances. AKS employs the AKI operator for node insertion, while LSrdm randomly
selects between Proximity and Connectivity rules for node insertion. # v = the
number of vehicles used; ttd = total travel distance; # FE = the number of fitness
evaluations.The data in bold signifies that our strategy produces better results than
the contrasted strategies numerically. The Mann-Whitney U test was employed, and
the data with underlined values indicate a significant difference at the significance
level R = 0.05.

Instance
Avg #v Avg ttd Best #v Best ttd #FE
AKS-rdm (AKS-rdm)/rdm AKS-rdm (AKS-rdm)/rdm AKS/rdm

Ins1 0 -0.0066 0 -0.0127 1.0910
Ins2 0 -0.0019 0 -0.0114 1.0487
Ins3 0 0.0058 0 0.0235 1.0224
Ins4 0 -0.0139 0 0.0123 0.9831
Ins5 0 -0.0092 0 -0.0022 1.0438
Ins6 0 -0.0071 0 0.0132 1.0313
Ins7 0 -0.0022 0 -0.0283 1.0997
Ins8 0 -0.0047 0 0.0038 0.9949
Ins9 0 0.0073 0 -0.0204 0.9846
Ins10 0 -0.0408 0 -0.0023 0.7547
Ins11 0 -0.0322 0 -0.0531 1.0764
Ins12 0 -0.0431 0 -0.0637 1.1278
Ins13 0 -0.0233 0 -0.0130 0.9760
Ins14 0 -0.0236 0 -0.0272 0.9679
Ins15 0 -0.0288 0 -0.0373 1.0100
Ins16 0.37 -0.0288 0 -0.0287 0.8527
Ins17 0.33 -0.0419 0 -0.0450 0.8633
Ins18 0 -0.0337 0 -0.0398 0.9857
Ins19 0 -0.0214 0 -0.0141 1.0112

Avg 0.04 -0.0163 0 -0.0160 0.9797
Total 0.7 -0.0163 0 -0.0160 0.9797
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6.4 Conclusion

This chapter presents a knowledge-guided approach for solving complex 3L-SDVRP.
We hypothesize that in an effective giant tour, physically proximate nodes should be
adjacent or close in a node sequence. To realize this, we employ node insertion to
modify a giant tour and develop two node insertion rules: Proximity and Connectivity.
Further, we develop the AKI operator, which adaptively selects the most appropriate
node insertion rules based on node distribution characteristics and offers a larger
search step size than traditional methods. The integration of the AKI operator within
a local search framework leads to the development of the AKS algorithm.

Extensive experimental analyses validate the effectiveness of our proposed AKI oper-
ator and AKS algorithm in improving search efficiency and solution quality, particu-
larly in reducing the total travel distance (𝑄𝑄𝑅). This highlights the importance of a
deep understanding of problem characteristics, the strategic use of domain knowledge
to guide the search process, and the appropriate balance of small and large search step
sizes in intelligent optimization algorithms. Although this chapter concentrates on
the 3L-SDVRP, our proposed AKI operator and AKS algorithm could be adapted to
solve other VRP variants. Future research in this field should focus on further explor-
ing the integration of domain knowledge with optimization algorithms. This could
involve investigating additional problem characteristics, refining the AKI operator,
or applying the AKS algorithm to other complex optimization scenarios.
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Chapter 7

Conclusion and Future Directions

The Split Delivery Vehicle Routing Problem with Three-Dimensional Loading Con-
straints (3L-SDVRP) is a complex combinatorial optimization problem, which com-
bines two NP-hard problems: vehicle routing and three-dimensional packing. In
3L-SDVRP, a fleet of vehicles depart from the starting point (depot), visit various
nodes to load boxes, and ultimately return to the ending point (the starting and
ending points may differ depending on the scenario). The objective is to minimize
the number of vehicles required and the total travel distance (𝑄𝑄𝑅) while ensuring
all boxes from each node are fully loaded. Fundamentally, any 3L-SDVRP solution
must address both routing decisions (determining which nodes each vehicle should
visit) and packing decisions (designing the 3D packing plan for each vehicle). Effec-
tively and efficiently solving the 3L-SDVRP remains a significant challenge in both
academic and industrial contexts.

This chapter concludes the thesis by summarizing our comprehensive research on the
3L-SDVRP problem. In Section 7.1, we provide a chapter-wise recap of our work,
highlighting the key innovations and insights gained throughout the study. Building
upon this summary, we emphasize the significant contributions made by this thesis.
Furthermore, Section 7.2 explores potential directions for future research, identifying
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promising opportunities for further investigation and development on 3L-SDVRP.

7.1 Conclusion

This thesis presents a comprehensive study on 3L-SDVRP, focusing on various aspects
of combinatorial optimization and algorithmic design. In Chapter 3, we developed
a Hierarchical Neighborhood Filtering (HNF) mutation operator characterized by its
use of diverse neighborhood structures, such as swap, 2-opt, and 3-opt, to generate a
wide range of offspring from a single parent, thereby improving solution diversity and
algorithm exploitation capability. This operator employs a hierarchical approach to
mutation, prioritizing individuals with higher nondomination ranks to concentrate the
search on promising candidates. Integrating the HNF mutation into the Evolution-
ary Algorithm (EA) framework resulted in the development of a novel Pareto-based
Evolutionary Algorithm with Concurrent crossover and Hierarchical Neighborhood
Filtering mutation (PEAC-HNF) for 3L-SDVRP. This approach enhances the bal-
ance between exploration and exploitation, demonstrating significant improvements
in effectiveness. Experimental studies validated the crucial role of the HNF mutation
in enhancing algorithmic performance.

In Chapter 4, we introduced a more efficient algorithm based on the state-of-the-art
SDVRLH2 algorithm for solving 3L-SDVRP, significantly enhancing search efficiency
and solution quality. The proposed algorithm improves the box loading, subspace
generation, and 2C-SP construction methods in the loading procedure, thereby en-
hancing loading performance and reducing the number of vehicles used. Additionally,
three new search operators were designed, leveraging the problem’s characteristics as
heuristic information to improve search efficiency. An adaptive splitting strategy
was proposed, dynamically determining whether to split a node’s boxes based on the
status of the vehicle and node, thereby further reducing computational resource con-
sumption. Furthermore, a new post-optimization method was developed to further
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reduce the number of vehicles required.

Chapter 5 proposed an adaptive interactive routing-packing strategy that integrates
the advanced features of existing interactive strategies. Our strategy introduces
adaptability in the loading process during routing, allowing for a choice between
independent loading of a node (aligned with the P1R2 strategy) and joint loading
of consecutive nodes (utilizing the idea of 2C-SP). This flexible approach permits
loading adjustments in response to route modifications, effectively reflecting the core
principle of the R1P2 strategy. The effectiveness of our strategy was rigorously vali-
dated through computational experiments, yielding solutions that are comparable to
or significantly superior to existing strategies, particularly in terms of the number
of vehicles used. Additionally, despite the crucial role of interactive routing-packing
strategies in addressing the complex 3L-SDVRP, there has been a lack of compre-
hensive investigation or comparison of these strategies. Our research fills this gap
by providing a detailed comparative analysis and evaluation of existing interactive
routing-packing strategies, substantiated by extensive experimental validation.

In Chapter 6, we integrated domain knowledge into the optimization algorithm to
effectively guide the search process. Heuristics were extracted from domain knowl-
edge, particularly using the “giant tour” representation. Through observation, we
developed a hypothesis about “what constitutes a good giant tour” and employed
a node insertion approach to rearrange the order of nodes in the current giant tour,
aiming to enhance its quality. Two node insertion rules were proposed: the Proximity
rule and the Connectivity rule. An Adaptive Knowledge-guided Insertion (AKI) op-
erator was developed, which adaptively selects suitable node insertion rules based on
node distribution. This AKI operator, leveraging domain knowledge and featuring a
large search step size, was integrated into a local search framework to form the Adap-
tive Knowledge-guided Search (AKS) algorithm. In the AKS algorithm, traditional
neighborhood search operators conduct searches with small step sizes (exploitation),
while our AKI operator performs searches with larger step sizes (exploration), thereby
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improving the algorithm’s search capability. Comprehensive experimental results val-
idated the effectiveness of the AKS algorithm.

In summary, the contributions of this thesis include:

• More Efficient Search Operators: We introduced new efficient search operators,
e.g., the Hierarchical Neighborhood Filtering (HNF) and Adaptive Knowledge-
guided Insertion (AKI) operators, which significantly enhance algorithm per-
formance.

• New Methods for Balancing Exploration and Exploitation: We explored meth-
ods to balance exploration and exploitation in meta-heuristic algorithms, propos-
ing new approaches for both global and local search-based algorithms.

• Novel Multi-Objective Algorithm: We developed a novel multi-objective algo-
rithm, PEAC-HNF, to effectively solve the 3L-SDVRP under limited computa-
tional resources.

• More Effective Local Search Algorithms: We proposed new local search algo-
rithms that significantly improve solution quality and reduce computational
resource consumption.

• Adaptive Interactive Routing-Packing Strategy: We introduced an adaptive in-
teractive routing-packing strategy capable of making adaptive decisions on dif-
ferent packing patterns based on specific situations. By combining the strengths
of existing strategies, this approach improves solution quality.

• Extensive Experimental Studies: Through extensive experimental validation
and comparative analysis, we demonstrated the superior performance of our
proposed algorithms across various widely used benchmark datasets, showing
significant improvements in solution quality and computational efficiency.
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It is noteworthy that the methods proposed in this thesis, such as the HNF operator,
the AKI operator, and the approach for balancing exploration and exploitation, are
not limited to solving the 3L-SDVRP. These methods can also be applied to other
complex combinatorial optimization problems.

7.2 Future Directions

As human society advances, the challenges encountered in real industrial scenarios
are becoming increasingly complex and large-scale. With advancements in computer
algorithms and the rapid improvement in hardware computing power, researchers
are continually exploring solutions for these more complex and large-scale problems,
which are closer to real-world scenarios. Consequently, it is becoming increasingly
feasible to provide better solutions for complex combinatorial optimization problems.
Future research directions for the 3L-SDVRP include the following aspects:

• Balancing Dual Objectives: The 3L-SDVRP encompasses two primary objec-
tives. Investigating the interplay between these objectives and developing more
efficient multi-objective optimization algorithms to achieve high-quality solu-
tions for both is a challenging and critical area of research.

• Dynamic Nature and Uncertainty of Problems: Real-world scenarios are often
dynamic and uncertain. Factors such as the number of boxes required to load
at each customer node can change, new delivery demands may arise, and de-
cision variables and objectives can evolve over time [36], [37], [54], [83], [95],
[96]. Effectively addressing these dynamic and uncertain conditions remains a
significant challenge.

• Scalability of Algorithms: In the era of globalization and industrial expansion,
the increasing scale of real-world optimization problems has led to an exponen-
tial growth in solution space complexity, compounded by complex constraints,
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making it increasingly difficult to conduct effective searches within this vast so-
lution landscape. Consequently, the scalability of algorithms has become crit-
ical. Enhancing algorithm performance to ensure efficient and effective search
capabilities in tackling these large-scale problems is a critical and significant
research direction.

• Domain Knowledge-Guided Search: Meta-heuristic algorithms inherently pos-
sess global search capabilities due to their ability to explore the solution space
stochastically. This characteristic allows them to potentially escape local op-
tima and move towards finding optimal or near-optimal solutions. However,
when dealing with highly constrained and large-scale problems, these methods
become inefficient and demand substantial computational resources. By ex-
tracting domain knowledge through a deep understanding of the problem and
integrating this knowledge into the algorithm to guide the search process, we
can significantly enhance search efficiency and overall algorithm performance.

• Utilizing Machine Learning Methods: Machine learning, particularly deep learn-
ing, is rapidly advancing and achieving remarkable results in various recognition
tasks. Integrating meta-heuristic algorithms with machine learning techniques
to solve decision optimization problems more swiftly and effectively is an emerg-
ing field. This approach has garnered significant interest from researchers and
has been explored in various contexts [5] [33] [43] [53] [87] [90].

By addressing these research directions, future studies can further advance the field
of combinatorial optimization and develop more robust and efficient solutions for the
3L-SDVRP and other similarly complex problems.
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