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Abstract

Multimodal learning (MML) endeavors to simultaneously leverage the characteristics
of various modalities to compensate their inherent limitations. In contrast to uni-
modal learning, MML can provide a clearer and more accurate perception of the target
by removing redundancy and supplementing complementary information. Moreover,
MML can enhance the robustness by reducing their reliance on a single modality.
Models trained on multiple modalities are less susceptible to noise or errors in any sin-
gle modality, resulting in more robust performance in real-world scenarios. However,
the intrinsic heterogeneity between modalities makes it difficult to comprehensively
utilize the multimodal information. Despite the great strides made yet, MML is still
limited by three challenges that limit the exploitation of multimodal knowledge: 1)
modality competition, 2) domain shift, and 3) distributed scenario. In this thesis, we
explore effective ways to address the above challenges and design novel solutions to

improve the learning efficiency of MML.

First, the joint training framework, which is commonly used in MML, inevitably
falls into the notorious modality competition, making each modality under-explored.
Specifically, modalities may interfere with each other, hindering the learning process
especially for weak modalities. Therefore, in [chapter 3 we introduce DI-MML, a
novel detached MML framework designed to learn complementary information across
modalities under the premise of avoiding modality competition. Specifically, DI-

MML addresses competition by separately training each modality encoder with iso-



lated learning objectives. It further encourages cross-modal interaction via a shared
classifier that defines a common feature space and employing a dimension-decoupled

unidirectional contrastive (DUC) loss to facilitate modality-level knowledge transfer.

Second, we take the domain shift into consideration and study a more challenging
task, multimodal domain generalization (MMDG) where models trained on multi-
modal source domains can generalize to unseen target distributions with the same
modality set. Diverse modalities in real-world applications introduce more complex
domain shifts, as the degree of domain shift varies across different modalities, signifi-
cantly increasing the difficulty of addressing MMDG issue. Besides, previous domain
generalization methods are specifically designed for unimodal setting and they are
not compatible well in MMDG since the distinct properties between modalities leads
to sub-optimal solutions. To bridge the gap, in [chapter 4] we propose to construct
consistent flat loss regions and enhance knowledge exploitation for each modality
via cross-modal knowledge transfer. Innovatively, we turn to the optimization on
representation-space loss landscapes instead of traditional parameter space, which al-
lows us to build connections between modalities directly. Then, we introduce a novel
method to flatten the high-loss region between minima from different modalities by

interpolating mixed multi-modal representations.

Third, we consider a more complex MML scenario, multimodal federated learning
(MFL), where multiple types of data is allocated on numerous distributed local de-
vices. In this case, the diverse distribution heterogeneity of different modalities fur-
ther increases the difficulty of exploiting multimodal knowledge effectively. However,
existing federated learning (FL) frameworks employ client selection without taking
into account the impact of modality differences across clients, as well as the modality
bias. Thus, in [chapter 5] we propose a novel Balanced Modality Selection frame-
work for MFL (BMSFED) to overcome the bias. On the one hand, we incorporate a
modal enhancement loss into local training to mitigate local imbalances by leveraging

the aggregated global prototypes. On the other hand, we design a modality selec-

i



tion strategy to identify diverse subsets of local modalities, thereby ensuring global

modality balance.

In summary, this thesis aims to maximize the extraction of knowledge from multiple
modalities to achieve both efficiency and robustness across various complex scenarios.
Extensive analysis and experimental evaluations show the performance advantages of

our works with better performance over existing solutions.
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Chapter 1

Introduction

In summary, this thesis explores effective ways to comprehensively exploit the knowl-
edge from multimodal data under various formidable challenges. This is an important
research problem with a wide range of applications in machine learning. In this chap-
ter, we first give a brief overview of the research problems in §1.1. Then we highlight
the main contributions of this thesis in §1.2. Finally, §1.3 outlines the thesis organi-

zation.

1.1 Overview

Artificial Intelligence (AI) will be one of the techniques that benefit from the vast
amount of multimodal data expected in the coming years. However, data from dif-
ferent modalities are typically acquired using distinct sensors, resulting in disparate
forms of data representation. For instance, visually perceived content is often rep-
resented as images or videos, whereas sound is typically expressed as spectra, and
language is commonly represented as text. These diverse representations exacerbate
the heterogeneity between modalities, posing significant challenges for machine un-

derstanding. In this context, multimodal learning (MML) [80, 95, O2] has emerged
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as a promising approach to enable machines to perceive and comprehend data from
various modalities. In MML, we need to train a neural network to process data from
various modalities, which could exhibit strong heterogeneity between them, e.g., im-
ages are commonly represented as pixels, while audio is generally spectral data, and
text is even a human-created type of information that does not exist in nature. The
vastly different manifestations of these modalities make it challenging to integrate

their information to complete tasks.

To ensure the full knowledge exploitation for different modalities, two key components
in MML should be well-considered: representation learning and fusion. Specifically,
representation learning [41] [70] refers to extracting meaningful and informative rep-
resentations from multiple modalities of data, which are expected to capture the
underlying semantic meaning and relationships between modalities. A good repre-
sentation learning strategy enables the model to generalize well across modalities
and perform effectively on various tasks, even when the data is severe complex and
heterogeneous. Fusion [37, B8] aims to combine information from multiple modal-
ities to perform a prediction for specific tasks. Fusion techniques tend to leverage
the complementary nature of different modalities to improve overall performance or
understanding. The joint utilization of representation learning and fusion can effec-
tively explore and exploit the complementary information of the different modalities.
Therefore, they play crucial roles in enabling machines to understand and interpret

multimodal information in MML.

Although multimodal data contains rich and diverse information, it is still challenging
to effectively and fully extracting this knowledge. For instance, current multimodal
learning approaches tend to focus more on complex training paradigms or model ar-
chitectures [2, 119, [47], while paying insufficient attention to the interactions between
modalities during the learning process. As discussed in [85], different modalities ex-
hibit substantial variability during training, manifesting as performance imbalances.

This discrepancy arises from various factors, including the quantity of data, the com-
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patibility between the modalities themselves, and the suitability of the model architec-
ture. Fundamentally, the competition between modalities during multimodal training
lies at the core of this issue, where the gradients of one modality interfere with oth-
ers, ultimately preventing each modality from being adequately learned. Second, the
emergence of requirements to complete multimodal tasks in different environments
highlight the need to address multimodal domain generalization (MMDG), but the
diverse degrees of shifts and distinct model architectures for different modalities make
it extremely challenging to simultaneously improve the generalization performance of
all modalities. Beyond those, the distribution heterogeneity caused by data being
allocated across various devices is another aspect of MML that needs to be taken
into consideration. The aforementioned issues highlight the difficulty of fully leverag-
ing multimodal knowledge, motivating us to design efficient and robust multimodal

training strategies.

Therefore, in this thesis, we aim to maximize the extraction of knowledge from mul-
tiple modalities to achieve both efficiency and robustness across various complex sce-
narios. In the first part, we introduces DI-MML, a novel detached MML framework
designed to learn complementary information across modalities under the premise
of avoiding modality competition. In the second part, we construct shared repre-
sentation space instead of traditional parameter space to build connections between
modalities directly, and propose to flatten their high-loss representation regions by
interpolating mixed multi-modal representations. In the third part, we focus on
the multimodal federated learning framework (MFL) and propose a novel balanced
modality selection scheme instead of client selection to comprehensively exploit all

modalities.

The rest of this report presents the research motivation, method designs, and eval-
uation of my existing works, as well as the future research schedule to complete my

thesis and research programme. To make it easier to understand, we give a table of

acronyms in Table [I.1]
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Table 1.1: Acronyms

Acronym Full Form

Al Artificial Intelligence

BMSFed Balanced Modality Selection for Multimodal Federated Learning
CL Contrastive Learning

CMRF Cross-Modal Representation Flattening

DG Domain Generalization

DI-MML Detached and Interactive Multimodal Learning
DNN Deep Neural Network

DUC Dimension-decoupled Unidirectional Contrastive
ERM Empirical Risk Minimization

FL Federated Learning

LLM Large Language Model

MCRL Multimodal Contrastive Representation Learning
ME Modal Enhancement

MFL Multimodal Federated Learning

MLLM Multimodal Large Language Model

MMDG Multimodal Domain Generalization

MML Multimodal Learning

RAG Retrieval-Augmented Generation

SAM Sharpness-Aware Minimization

SMA Simple Moving Average

UML Unimodal Learning

1.2 Thesis Contribution

We briefly summarize our contributions below.

1. Avoid Modality Competition via Detached Multimodal Learning

To tackle modality competition, we introduce DI-MML, a novel detached MML
framework designed to learn complementary information across modalities un-
der the premise of avoiding modality competition. DI-MML separately trains
each modality encoder with isolated learning objectives and further encour-
ages cross-modal interaction via a shared classifier and specifically designed
dimension-decoupled unidirectional contrastive (DUC) loss. Extensive exper-

iments conducted on various datasets show the superior performance of our
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proposed method.

2. Achieving Consistent Flat Loss Regions on Representation Space

We are the first to extend the unimodal flatness analysis to MMDG. We then
construct shared representation space instead of parameter space to build con-
nections between modalities directly and propose to flatten high-loss represen-
tation regions between modalities by interpolating mixed multi-modal represen-
tations and performing knowledge distillation to regularize the learning of each
modality. Extensive experiments verify the effectiveness and superiority of our

framework on two benchmark datasets of EPIC-Kitchens and HAC.

3. Balanced Modality Selection on MFL

We reveal that uni-modal training on some clients may contribute more to the
global model than multi-modal training. Based on the analysis, we propose a
novel Balanced Modality Selection scheme for MFL (BMSFed) to comprehen-
sively exploit all modalities via a modal enhancement loss and representative
modality selection to overcome the global modal bias. We conduct comprehen-
sive experiments on various datasets, and considering the statistical heterogene-
ity and modality incongruity problems in MFL, to validate the superiority of
our BMSFed.

1.3 Thesis Outline

The rest of this thesis consists of five chapters and organized as follows. In §2, we re-
view the background knowledge on MML. In §3, we present DI-MML, a novel detached
MML framework designed to learn complementary information across modalities. In
§4, we propose to construct consistent flat loss regions and enhance knowledge ex-
ploitation for each modality via cross-modal knowledge transfer. In §5, we propose

a novel Balanced Modality Selection framework for MFL (BMSFed) to overcome the
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modal bias. We summarize this thesis and provides some potential future research

directions in §6.



Chapter 2

Background Review

2.1 Multimodal Learning

Multimodal learning (MML) [88] has emerged as a promising approach to enable
machines to perceive and comprehend data from various modalities. The field of
MML has undergone significant evolution, progressing from end-to-end training and
pre-training to fine-tuning on current foundation models. These models have demon-
strated an improved ability to perceive and understand the world, even surpassing

human performance in certain scenarios.

Unimodal learning (UML) focuses on exploring and exploiting knowledge from a single
modality. Despite the significant successes of UML, effectively processing the diverse
modal information that surrounds us is crucial, and leveraging multimodal informa-
tion is essential for various applications and real-world scenarios. In contrast to UML,
multimodal learning (MML) is capable of handling different types of data, offering
several advantages. Firstly, data often naturally exists in a multimodal form. The
representation of an object encompasses not only visual information, but also other
types of information, including smell or touch. By incorporating multiple modalities,

MML can provide a more comprehensive and accurate characterization of the tar-
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get. Furthermore, multiple modalities contain richer information, comprising both
common and specific features. By removing redundancy and supplementing comple-
mentary information, MML can provide a clearer and more accurate perception of
the target. Secondly, MML can enhance the robustness by reducing their reliance on
a single modality. Models trained on multiple modalities are less susceptible to noise
or errors in any single modality, resulting in more robust performance in real-world
scenarios. Thirdly, MML facilitates better generalization to unseen data or tasks by
leveraging complementary information from multiple modalities. Models trained on
diverse modalities can capture underlying patterns that may not be apparent in any
single modality, leading to improved generalization performance. Additionally, in do-
mains where data in a single modality is sparse or insufficient for training accurate
models, MML can leverage data from multiple modalities to improve performance.
This is particularly beneficial in scenarios where collecting data in one modality may

be more challenging or expensive.

2.2 Imbalanced Multimodal Learning

Several recent studies [106, 24], [IT1] have shown that many multimodal deep neural
networks (DNNs) cannot achieve better performance compared to the best single-
modal DNNs. This phenomenon is termed as “modality competition” (we also use
modality imbalance to describe it consequence in this thesis). As defined in [49], it
means that during joint training, multiple modalities will compete with each other.
Only a subset of modalities which correlate more with their encoding net-
works random initialization will win and be learned with other modalities
failing to be explored. Wang et al. [106] found that different modalities overfit
and generalize at different rates and thus obtain suboptimal solutions when jointly
training them using a unified optimization strategy. Peng et al. [85] proposed that

the better-performing modality will dominate the gradient update while suppressing
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the learning process of the other modality. Furthermore, it has been reported that
multimodal DNNs can exploit modal bias in the data, which is inconsistent with the

expectation of exploiting cross-modal interactions in VQA [52], 40, 111].

The core of current methods for addressing modality competition in joint training
involves mitigating the imbalance between modalities by modulating the learning
progress of different modalities. These methods can be categorized into three types
based on what they operate on: modality-specific learning rate adjustment, gradient

modulation, and feature-level optimization.

1) Modality-specific learning rate adjustment: The primary manifestation of modality
competition is the inhibition in some modalities, leading to slow learning progress. In
deep learning, the learning rate directly adjusts the network’s learning pace. Thus,
the central idea of modality-specific learning rate adjustment is to balance learning
progress by adjusting the learning rate of each modality—accelerating slower-learning
modalities or decelerating faster-learning ones. Yao et al. [126] revealed that optimal
learning rates vary across modalities and assigned distinct learning rates to differ-
ent modalities in late-fusion models. Similarly, [97, 35] optimized learning rates in
comparable ways. Additionally, learning rates can be modulated by controlling the
modalities involved in training. For example, [I14] proposed DropPathway, which ran-
domly drops the audio pathway during training iterations with a certain probability,
thereby slowing the audio modal learning and making its dynamics more compatible

with the visual pathway.

2) Gradient modulation: Gradients are fundamental to model updating, so direct
control of gradients allows for finer tuning of learning. Gradient modulation bal-
ances modal behavior by imposing constraints on the divergences of gradients. [106]
was the first to address modality competition with gradient modulation by dynami-
cally adjusting unimodal and multimodal gradients. Subsequent works, such as [85]
and [30], approached this by modulating gradient magnitudes and directions, respec-

tively. [110] further introduced a sample-level modality valuation metric to evaluate
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the sample-wise contribution of each modality and apply finer grained regulation.
This allows them to observe that the modality discrepancy can vary across differ-
ent samples, beyond just the global contribution discrepancy at the dataset level.
While these methods aim to balance performance between modalities, [64] argued
that consistent modality-wise performance is suboptimal due to inherent heterogene-
ity in ability between modalities, and proposed instead to adjust gradients to optimize

each modal capacity as in unimodal training.

3) Feature optimization: Features represent the knowledge learned by networks to
complete specific tasks, and modality competition affects feature quality. For in-
stance, [86] found that well-behaved networks tend to output features with large L2
norms, prompting a method to reduce norm gaps between modalities. Additionally,
varying data quality across modalities can exacerbate competition. To address over-
reliance on noisy audio data in audio-visual speech recognition tasks, Chen et al.
[12] leveraged visual modality-specific representations to complement audio inputs.
Similarly, [25] proposed using better features to facilitate feature learning for a par-
ticular modality. Unlike [12], which learns from a better modality, [25] learns from a
superior model of the same modality. Considering that neural networks tend to learn
easy patterns during early training stage and gradually learn more complex features,
[137] proposed to adjust the difficulty of participating multimodal data during learn-
ing process, so the feature learning is also arranged from simple to hard. Fan et al.
[29] further ensured the beneficial interactions between modalities through detached

knowledge transfer.

Although a certain degree of improvement is achieved, such approaches do not impose
the intrinsic motivation of improvement on the slow-learning modality, making the
improvement of this modality a passive rather than an active behavior. Besides, the
interference from other modalities will hinder the improvement by modulation based
on the fused modality data. Furthermore, the application scenarios of these methods

are limited by fusion methods or model structures.
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2.2.1 Multimodal Federated Learning

Federated learning (FL) [75] works to jointly train a global model with a large number
of clients while preserving privacy. To tackle the statistical heterogeneity in FL,
FedProx [66] adds a proximal term to the objective that helps to improve the stability.
FedProto [08] shares the abstract class prototypes instead of the gradients between
server and clients to regularize the training of local models. FedNH [20] improves the
generalization of the global model by distributing class prototypes uniformly in the
latent space to solve the class imbalance setting. However, current methods mainly
focus on unimodal settings, which makes it hard to satisfy the increasing demand for

multimodal scenarios.

Only limited attempts have been made to solve multimodal tasks in FL. (MFL). Fe-
dIoT [134] is a multimodal FedAvg [75] algorithm to extract correlated representations
from local autoencoders. FedMSplit [14] focuses on modality heterogeneity in MFL.
It splits local models into several components and aggregates them by the correlations
amongst multimodal clients according to a dynamic and multi-view graph structure.
CreamFL [128] comprehensively takes into account statistical heterogeneity, model
heterogeneity and task heterogeneity in MFL, and uses knowledge distillation [45]
with contrastive learning [15] via a public dataset. Although the literature considers
various cases in MFL, the modality imbalance, which is vital in multimodal learning,
has been ignored. In this thesis, we mainly try to tackle the challenges of combining

modality imbalance and input heterogeneity in MFL.

11






Chapter 3

Detached and Interactive

Multimodal Learning

Recently, Multimodal Learning (MML) has gained significant interest as it compen-
sates for single-modality limitations through comprehensive complementary informa-
tion within multimodal data. However, traditional MML methods generally use the
joint learning framework with a uniform learning objective that can lead to the modal-
ity competition issue, where feedback predominantly comes from certain modalities,
limiting the full potential of others. In response to this challenge, this section intro-
duces DI-MML, a novel detached and interactive MML framework designed to learn
complementary information across modalities under the premise of avoiding modal-
ity competition. Specifically, DI-MML addresses competition by separately training
each modality encoder with isolated learning objectives. It further encourages cross-
modal interaction via a shared classifier that defines a common feature space and
employing a dimension-decoupled unidirectional contrastive (DUC) loss to facilitate
modality-level knowledge transfer. Additionally, to account for varying reliability
in sample pairs, we devise a certainty-aware logit weighting strategy to effectively

leverage complementary information at the instance level during inference. Exten-

13
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sive experiments conducted on audio-visual, flow-image, and front-rear view datasets

show the superior performance of our proposed method.

3.1 Introduction

Multimodal learning (MML) has emerged to enable machines to better perceive and
understand the world with various types of data, which has already been applied
to autonomous driving [I15], sentiment analysis [56], anomaly detection [107], etc.
Data from different modalities may contain distinctive and complementary knowledge,
which allows MML outperforms unimodal learning [48]. Despite the advances in

MML, fully exploiting the information from multimodal data still remains challenging.

Recent studies [106], 49] have found that the unimodal encoder in MML underperforms
its best unimodal counterpart trained independently. Huang et al. [49] attribute the
cause of this phenomenon to modality competition, where the dominant modality hin-
ders the learning of other weak modalities, resulting in imbalanced modality-wise
performance. Existing solutions [85, 35, 126] mainly try to modulate and balance
the learning paces of different modalities, which generally follow the joint training
framework and a uniform learning objective is employed for all modalities, as shown
in Figure 3.1 However, according to [30], the fused uniform learning objective is
actually the reason for modality competition since the backward gradient predom-
inantly comes from certain better modalities, hindering the learning of others, as
illustrated in Figure Meanwhile, [25] has declared that despite the competition
between modalities, the interactions in joint training can facilitate the exploitation
of multimodal knowledge. Therefore, existing solutions are caught in the dilemma of
mitigating competition and facilitating interactions, where the competition issue has

not been eradicated, limiting further improvements in multimodal performance.

In this section, we empirically reveal that eliminating modality competition may be

14
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Figure 3.1: The difference between previous methods with ours. Only our method
abandons the uniform fusion objective and updates each modal network with isolated

objectives.

more critical for multimodal learning, which motivates us to design a competition-

free training scheme for MML. Therefore, we decide to abandon the joint training

framework and construct a novel detached learning process via assigning each modal-

ity with isolated learning objectives. Although the naive detached framework, i.e.,

performing unimodal training independently, could avoid modality competition, it

still suffers from the following two challenges, limiting its further improvement.

e Disparate feature spaces. The intrinsic heterogeneity between modalities

usually requires different processing strategies as well as model structures, which

may lead to disparate feature spaces based on independent unimodal training

and then pose a great challenge on fusing the extracted multimodal knowledge.

e Lack of cross-modal interactions. The cross-modal interactions can help

to facilitate the exploitation of multimodal knowledge. However, independent

unimodal training insulates the interactions for both encoder training and mul-

timodal prediction process, limiting the learning and exploitation of multimodal

complementary information.
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Figure 3.2: Modality competition comes from uniform learning objective. The
columns represent predicted probabilities for each class. The fused prediction is domi-
nated by modality 1 (better), resulting in a significant gap between the fusion gradient
and the gradient needed for modality 2 (weak).

To address all above issues, we propose a novel detached and interactive multimodal
learning (DI-MML) that achieves cross-modal Interactions under the Detached train-
ing scheme. Unlike independent unimodal training, we first apply an additional shared
classifier to regulate a shared feature space for various modalities, alleviating the diffi-
culty on fusion process. To encourage cross-modal interactions during encoder train-
ing, we propose a Dimension-decoupled Unidirectional Contrastive (DUC) loss to
transfer the modality-level complementary knowledge. We introduce the dimension-
wise prediction to evaluate the discriminative knowledge for each dimension and then
divide feature dimensions into effective and ineffective groups, enabling the comple-
mentary knowledge transfer within modalities and maintaining the full learning of
each modality itself. Further, to enhance interactions during multimodal prediction,
we then freeze the learned encoders and train a fusion module. Considering that
there may be reliability disparities between modalities in sample pairs, we devise a
certainty-aware logit weighting strategy during inference so that we can fully utilize

the complementarities at the instance level.

Our main contributions can be summarized as follows:

16
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e To the best of our knowledge, we are the first to completely avoid modality
competition while ensuring complementary cross-modal interactions in MML.
We propose a novel DI-MML framework that trains each modality with isolated

learning objectives.

e We design a shared classifier to regulate a shared feature space and a Dimension-
decoupled Unidirectional Contrastive (DUC) loss to enable sufficient cross-

modal interactions, which exploits modality-level complementarities.

e During inference, we utilize the instance-level complementarities via a certainty-

aware logit weighting strategy.

e We perform extensive experiments on four datasets with different modality com-
binations to validate superiority of DI-MML and its effectiveness on competition

elimination.

3.2 Related Work

3.2.1 Modality Competition in MML

Multimodal learning is expected to outperform the unimodal learning scheme since
multiple signals generally bring more information [48]. However, recent research [106]
has observed that the multimodal joint training network underperforms the best
unimodal counterpart. Besides, even if the multimodal network surpasses the per-
formance of the unimodal network, the unimodal encoders from multimodal joint
training perform worse than those from unimodal training [24, [IT1), [112]. This phe-
nomenon is termed as “modality competition” [49], which suggests that each modality
cannot be fully learned especially for weak modalities since there exists inhibition be-
tween them. Researchers have proposed various methods to address this challenge,

including gradient modulation [85] [30], learning rate adjustment [126, 07|, knowledge
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Table 3.1: The modality competition analysis on CREMA-D, AVE and UCF101.
The metric is the top-1 accuracy (%). ‘Audio’, ‘Visual’, ‘Flow’ and ‘Image’ denote
the corresponding uni-modal performance in each dataset. ‘Multi’ is the multimodal
performance. ‘Unil” and ‘Uni2’” mean unimodal training based on audio and visual
data respectively for CREMA-D and AVE, while flow and image respectively for
UCF101.

Dataset CREMA-D [9] AVE [99] UCF101 [94]
Method Audio Visual Multi| Audio Visual Multi| Flow Image Multi
Unil 65.59 - - 66.42 - - 55.09 - -
Uni2 - 78.49 - - 46.02 - - 42.96 -

Joint training| 61.96 38.58 70.83| 63.93 24.63 69.65| 33.78 37.54 51.92
MM Clf 65.59 78.49 78.09| 66.42 46.02 72.39| 55.09 42.96 60.67
Preds Avg | 65.59 78.49 82.66| 66.42 46.02 69.40| 55.09 42.96 64.43
CM Dist 63.17 77.28 82.93| 62.94 41.79 67.41| 54.30 42.93 64.45
Ours 66.67 78.90 83.74| 64.18 49.25 75.37| 58.52 48.59 65.79

distillation [25], etc. Despite their improvement, the competition phenomenon still
exists since they insist on leveraging joint training scheme with a uniform learning
objective, which is the culprit for modality competition [30]. The preserved competi-
tion greatly limits the improvement of multimodal performance. In this section, we
aims to design a competition-free MML scheme which assigns isolated learning ob-
jectives to each modality without mutual inhibition, and guarantee the cross-modal

interaction simultaneously.

3.2.2 Contrastive Learning in MML

Contrastive learning (CL) [15] aims to learn an embedding space where positive sam-
ples are clustered together while negative samples are pushed apart. Traditionally,
CL has been applied to unimodal scenarios, e.g., self-supervised learning [54], [43],
domain generalization [125], 60] and few-shot learning [72] 123]. In recent years, mul-
timodal contrastive representation learning (MCRL) [87, [65] has been proposed to
learn a shared feature space where the semantically aligned cross-modal representa-

tions are acquired. In MCRL, the paired multimodal samples are viewed as positive
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samples while the mismatched sample pairs are considered as negative samples. The
cross-modal contrastive loss aims to pull the positive representations close in the
instance level. MCRL has achieved great success yet. Multimodal pretrained mod-
els [36] emerged based on it, e.g., the vision-language models UniCL [122], FILIP
[124], audio-text model CLAP [27] and audio-visual model CAV-MAE [39]. However,
these methods are designed to align shared information in different modalities while
overlooking the learning about the modality-specific and complementary features. In
this section, we aim to achieve cross-modal interaction during the unimodal learning

process via the complementary knowledge transfer based on CL.

3.3 Modality Competition Analysis

Let x be a data sample and y = [K] be the corresponding label. Without loss of
generality, we consider two input modalities z = [z, 2%. In MML, we generally
use two encoders ¢', ¢? to extract features of each modality: h' = ¢' (', ') and
h? = ¢? (6% x?), where #' and 6% are the parameters of encoders. And then, a
fusion module is employed to integrate the information from two modalities and make
predictions, i.e. ¥ (hl, h,2)7 where 1 denotes the fusion and prediction function. The
overall function of multimodal model can be written as f (z) = 9 (¢! (z'), ¢? (z?)).

Therefore, the cross-entropy loss for multimodal classification is:

exp (f (x)y)
S i exp (f (2),)

Lop(z) = —log (3.1)

This is a uniform learning objective for both modalities. MML is expected to exploit
the complementary information of all modalities to outperform unimodal learning,
but the modality competition phenomenon limits the performance improvement of
MML since the dominant modality will inhibit the learning process of other modal-

ities. As demonstrated in Table [3.1] the unimodal performance from the traditional
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Figure 3.3: Overall framework of DI-MML. The encoders of each modality are trained
with isolated learning objectives. The connections and interactions between modali-
ties during encoder training are enabled by shared classifier and DUC loss.

multimodal joint training severely underperforms the results from corresponding uni-

modal training.

Although several methods [106], 85 7] have been proposed to alleviate the modality
competition, we find that the culprit behind, a uniform learning objective for both
modalities, has not been resolved. According to the loss function Eq. 3.1} we can
obtain the gradient of the softmax logits output with ground-truth label y:

OLcr _ exp <f (x)y) B
of (x)y Zi{zl exp (f (7))

(3.2)

which is the gap between the predictive probability on ground truth with the value
1. If one modality performs better (i.e., the needed gradient strength should be low)
and dominates the fusion feature, the strength of generated gradient with the uniform
learning objective could be weak, which cannot satisfy the requirement of greater
gradient strength for the weak modality, as illustrated in Figure |3.2 Therefore,
removing the uniform learning objective for encoder training is the key to eliminating

modality competition.
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Intuitively, we can perform the detached unimodal learning for each encoder inde-
pendently and then fuse their outputs (features or logits). As shown in Table , we
fix the pretrained unimodal learned networks and fuse their information in two ways:
(1) MM CIf, train a multimodal linear classifier with the output features; (2) Preds
Avg, average the prediction of each modality. It is clear that they can achieve im-
pressive improvement compared with joint training despite the restricted cross-modal
interactions, indicating the necessity to eliminate competition in MML. However,
there still remain some challenges. Firstly, due to the heterogeneity between modali-
ties, independent unimodal training may lead to disparate latent feature spaces. The
correlations between modalities are ignored, making it difficult to fuse information ef-
fectively. For example, MM CIf on CREMA-D and UCF101 is worse than Preds Avg
since the heterogeneous feature spaces hinder the feature fusion. Secondly, according
to [25], the cross-modal interactions in joint training can help to explore the comple-
mentary information that is hard to be learned with unimodal training. Independent
encoder training blocks cross-modal interactions, thus, limiting the use of multimodal
complementary knowledge. Here we apply naive cross-modal logit distillation in in-
dependently unimodal training, namely CM Dist, to achieve inter-modal knowledge
transfer, enabling the multimodal interactions via prediction with multimodal data as
in joint training. It can be seen that CM Dist is better than MM CIf and Preds Avg
on CREMA-D and UCF101, showing the potential of cross-modal knowledge trans-
fer for multimodal interactions. Nonetheless, the naive distillation does not consider
the heterogeneity between the modalities so it does not work well always (perform
worse on AVE), which motivates us to design more delicate cross-modal interactive

behavior.

We then present our method in next subsection, which not only solves all of the above
challenges but achieves consistent improvement for various datasets on both multi-

and uni-modal accuracy.
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3.4 Methodology

3.4.1 Detached and Interactive MML

According to the above discussion, we separately train each modality’s encoder to
avoid modality competition. Meanwhile, we enable cross-modal interactions during
the encoder training and fusion process, as well as inference, to exploit the comple-
mentary information between different modalities. The details are given below and

the overall framework is shown in Figure [3.3]

Detached unimodal training. The network of each modality is updated only
according to its own data and learning objectives, and there is no fusion during the
update of encoders. Encoders ¢!, ¢? are equipped with corresponding classifiers 1!
and v?. Therefore, the logit output of modality i is 2! = f'(a%) = ¥’ (¢ (z')),
i € {1,2}. The classification loss L%, (2°) of each modality is independent with each

other, exploiting informative knowledge for classification.

Interaction during encoder training. To address the disparate feature spaces, we
use a shared linear classifier (S-CIf) for different modalities to regulate the consistent
feature space. Given the extracted features h’, the logit output through the shared
classifier is sz’ = Wh' + b, where W = [Wy,--- , W] € R”¥, b € R? are the
parameters of S-ClIf and d is the feature dimension. According to [93], [71], the paired
features h', h? with label y are optimized to maximize the similarity between them
with the y-th vector W,, and hence, S-Clf forces two modalities to locate at the same
feature space using W, as the anchor. The corresponding loss for each modality is

denoted as L2, (x?).

Then, we need to enable the cross-modal interaction to exploit the complementary
information. According to the analysis in Section [3.3] cross-modal knowledge transfer
is a promising way for interactions. Considering the gap between modalities [120],

we intend to transfer the modality-level complementarities for efficient knowledge

22



3.4. Methodology

transfer and importantly do not interfere with the learning of unimodal knowledge.
To achieve this, we propose a novel Dimension-decoupled Unidirectional Contrastive
(DUCQ) loss. Due to factors such as over-parameterization and implicit regularization
[4, [137], deep networks tend to learn low-rank and redundant features, which moti-
vates us to compensate the ineffective information present in features with

the effective cross-modal complementary information.

First, we need to perform dimension separation to specify the effective and ineffective
dimensions for each modality. We define the effective dimensions as dimensions with
better discriminative knowledge. Therefore, we devise the dimension-wise prediction
to evaluate the discrimination for each modality. With all the features from modality

1, we can obtain the feature centroid of each class as:
1N
7l i pi 7i g 7i 17T
h’k - M Zz{yj = k} h’j? h’k - [ k19 "Yk29 00 k,d] (33)
j=1

where N is the number of all samples and N}, is the number of samples belong to k-th
class. And then, we can make dimension-wise evaluation by comparing the distance

for each dimension with its dimensional centroid:
1 < )
rt o= i ]Z:;I {argkmind (h;m, zm) = y]}, m € [d] (3.4)

d(-,-) is the distance function (Euclidean distance here). 7! can be used to assess the
effectiveness of dimension m of modality i. Larger value indicates higher effectiveness
on classification. Hence, the dimension separation principle is that the effective di-
mensions are represented with dimensions whose dimension-wise evaluation is greater
than the mean value:

i

> mos ef fective

Ss.

,
. (3.5)
' m s inef fective

3@.

r,. <r

%
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where 7 = éan:l r! . Through this way, the feature dimensions of each modal-
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ity are divided into effective group d’ = {m|r! > 7'} and ineffective group d', =

{m|r! < 7'}. The dimension separation is operated after some warm-up epochs.

Due to the heterogeneity between modalities, they do not share all the effective di-
mensions. Hence, we then propose to transfer the effective information in modality 1
to the corresponding ineffective dimensions in modality 2 and vice verse, as shown in

Figure The knowledge transfer is performed by our proposed DUC loss:
[ exp <—d (ﬁ:,ﬁf) /T) ]
‘ClDUC:]E( 1 2) _1Og ~1 ~2
1 > exp (—d <hi , hj) /T>
, I exp <—d (ﬁ;,ﬁf) /T) ]
‘CDUC:]E 1.2 —log 1 ~2
(sh:22) > exp (-d hj,hi>/T>_

where h; = [l |m € d', Nd2], b, = (B2, |m € d\.nd?], h; = [hL,|m € d' N d2,]

and ﬁf = [h,lm € dind2,]. T is the temperature. Notably, the features of ﬁf
and ibll do not pass gradient backward, which means we only allow the ineffective
dimensions of modality 1 (2) to learn toward the corresponding effective dimensions
of modality 2 (1), and do not update the effective dimensions of modality 2 (1)
with DUC to prevent damage on the unimodal learning process. Hence, we let the
complementary knowledge between modalities transfer unidirectionally and use the

integrated knowledge for prediction to enable cross-modal interaction.

The final loss for modality ¢ can be calculated as:
L= Lo+ MNL5 + ApLbye (3.7)

Interaction during co-prediction. The above training process does not directly
utilize the multimodal data for completing tasks, therefore, in this stage we enable
the interaction during the co-prediction process via training a fusion module with

multimodal objective Eq. while fixing the learned encoders.
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Figure 3.4: During inference, the logit weighting is utilized on instance level.

3.4.2 Instance-level Weighting

In the training stage, we exploit the modality-level complementary information through
DUC loss. However, the complementary capacities of the different modalities may
also vary in different sample pairs [109]. Therefore, we propose a certainty-aware
logit weighting strategy during inference to utilize the instance-level complementar-
ities comprehensively, as demonstrated in Figure [3.4, We use the absolute certainty

to evaluate the j-th instance reliability for each modality and their fusion:

c = i€{1,2,f}, ke[K]. (3.8)

j = max softmax (z;)

k; Y
superscript f denotes the output of fusion module. Then, the final output is:

11 ff

Wi exp (/T (3.9)
exp (ct/T) 4 exp (cf/T) + exp (¢2/T)

2.2
—i—wjzj

where more reliable modalities are assigned with higher weights.
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Figure 3.5: Traditional contrastive loss is hard, aligning all the dimensions bidirec-
tionally. Our DUC loss is soft, performing on part of dimensions and only transfer-
ring complementarities. Blue and green colors denote effective dimensions and white
means ineffective dimension. Red color represents alignment between corresponding
dimensions.

3.4.3 Comparison with MCRL Loss

Previous multimodal contrastive loss [87] pays attention to searching for the semantic
alignment between modalities, hence, the learning strength is bidirectional on the
whole dimensions, i.e. the positive samples of two modalities move toward each
other. Nevertheless, the alignment objective is too ‘hard’ that may lead to information
loss, since there may be noise in part of the dimensions for specific modalities and
complete alignment would partially preserve the noise, as illustrated in Figure |3.5|
In contrast, our DUC loss is not intended to perform semantic alignment, but rather
cross-modal transfer of complementary knowledge. Therefore, we decouple the feature
dimensions and perform a unidirectional cross-modal knowledge transfer to enhance
the dimensions with less informative knowledge while retaining effective information
unique to the current modality. It can be seen that our DUC is more ‘soft’, and the
dimensions in d! Nd? are not required to align with each other, preserving the specific

characteristics of each modality.

26



3.5. EXPERIMENTS

Table 3.2: Comparative analysis of different methods on CREMA-D and AVE. The
metric is the top-1 accuracy (%). The best performance is in bold, and the second
best is underlined.

Dataset CREMA-D [9] AVE [99]

Method Audio Visual Multi | Audio Visual Multi
Unil 65.59 - - 66.42 - -
Uni2 - 18.49 - - 46.02 -

Joint training | 61.96 38.58 70.83 | 63.93 24.63 69.65
MSES [35] 62.50 3790 70.43| 63.93 24.63 69.65
MSLR [126] | 63.04 41.13 71.51| 61.19 24.63 68.91

OGM-GE [85]| 61.29 39.27 71.14| 6245 27.39 69.12
PMR [30] 63.04 71.24 7554 | 63.18 35.57 70.89
UMT [25] 65.46 7594 T7.42| 65.42 4229 _73.88

MM CIf 65.59 7849 78.09| 66.42 46.02 72.39
Preds Avg 65.59 7849 82.66 | 66.42 46.02 69.40
Ours 66.67 78.90 83.74| 64.18 49.25 75.37

3.5 EXPERIMENTS

3.5.1 Dataset

We use four different multimodal datasets, i.e., CREMA-D [9], AVE [99], UCF101
[94], and ModelNet40. CREMA-D is an audio-visual dataset for researching emotion
recognition, comprising facial and vocal emotional expressions. Emotions are catego-
rized into 6 types: happy, sad, angry, fear, disgust, and neutral. The dataset consists
of 7442 segments, randomly divided into 6698 samples for training and 744 samples
for testing. AVE is an audio-visual video dataset designed for audio-visual event lo-
calization, encompassing 28 event classes and 4,143 10-second videos. It includes both
auditory and visual tracks along with secondary annotations. All videos are collected
from YouTube. In our experiments, we extract frames from event-localized video
segments and capture audio clips within the same segment, constructing a labeled
multimodal classification dataset as in [30]. UCF101 is a dataset for action recogni-

tion comprising real action videos with 101 action categories, collected from YouTube.
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Table 3.3: Comparative analysis of different methods on UCF101 and ModelNet40.
The metric is the top-1 accuracy (%). The best performance is in bold, and the
second best is underlined.

Dataset UCF101 [94] ModelNet40

Method Flow Image Multi| Front Rear Multi
Unil 55.09 - - 89.63 - -
Uni2 - 42.96 - - 88.70 -

Joint training | 33.78 37.54 51.92| 85.98 81.81 89.63
MSES [35] | 33.99 37.19 51.76 | 85.98 81.81 89.63
MSLR [126] | 33.44 3777 5260 | 86.22 82.17 89.59

OGM-GE [g3]| - - 5292 - - 89.30
PMR [30] - - - - - -
UMT [25] | 5541 4515 61.51| 88.33 87.76 90.80
MM CIf | 55.09 4296 60.67 | 89.63 88.70 90.19

Preds Avg | 55.09 42.96 _64.43| 89.63 88.70 _90.92

Ours 58.52 48.59 65.79| 89.83 88.74 90.92

We treat the optical flow and images of the videos as two separate modalities. The
dataset consists of 13,320 videos, with 9,537 used for training and 3,783 for testing.
ModelNet40 is one of the Princeton ModelNet datasets [I13] with 3D objects of 40
categories, consisting of 9,843 training samples and 2,468 testing samples. Following

[T12], we treat the front view and the rear view as two modalities.

3.5.2 Experimental Settings

For the above four datasets, we used ResNetl8 [44] as the backbone encoder net-
work, mapping input data into 512-dimensional vectors. For the input data, for the
CREMA-D and AVE datasets, audio modality data was transformed into spectro-
grams of size 257x 1,004, and visual modality data consisted of 3(4 frames for AVE)
randomly selected frames from 10-frame video clips, with image size of 224x224.
For the UCF101 dataset, we randomly sampled contiguous 10-frame segments from
videos during training, while testing, we sampled 10-frame segments from the mid-

dle of the videos. Optical flow modality data was of size 20x224x224, and visual
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Table 3.4: The ablation study on CREMA-D and AVE.

CREMA-D AVE
TS S-Cif DUC LW Audio Visual Multi | Audio Visual Multi

61.96 38.58 70.83 | 63.93 24.63 69.65
65.59 78.49 78.09 | 66.42 46.02 72.39
4 66.26 79.70 79.70 | 64.43 44.78 72.14
4 v 66.67 78.90 82.80 | 64.18 49.25 72.89
4 4 v/ |66.67 78.90 83.74 | 64.18 49.25 75.37

SSANANEN

modality data consisted of randomly sampled 1 frame. For the ModelNet40 dataset,
we utilized front and back views as two modalities. For all visual modalities, we ap-
plied random cropping and random horizontal flipping as data augmentation during
training; we resized images to 224 x 224 without any augmentation during testing. We
trained all models with a batch size of 16, using SGD optimizer with momentum of
0.9 and weight decay of le-4, for a total of 150 epochs, with initial learning rate of
le-3 decaying to le-4 after 70 epochs. For the second stage of our method, we trained
for 20 epochs, with initial learning rate of 1le-3 decaying to le-4 after 10 epochs. All
experiments were conducted on an NVIDIA GeForce RTX 3090 GPU.

3.5.3 The Effectiveness of DI-MML

We compare DI-MML with various baselines and validate the effectiveness of our

method.

Comparison with other baselines. The compared methods are divided into two
groups: with and without the uniform objective for encoder training. Only the MM
Clf, Preds Avg and our DI-MML do not utilize the uniform objective. The results
are shown in Tables and [3.3, we not only report the multimodal performance and
also the unimodal accuracy. To ensure the fairness of the comparison, we fix the pa-
rameters of their unimodal encoder networks after multimodal training, and evaluate

their unimodal performance by training a classifier independently. It can be that the
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Table 3.5: The performance comparison with various contrastive losses.
Dataset CREMA-D AVE

Method A \Y Multi A \Y Multi
w/o DUC | 66.26 79.70 83.47 | 64.43 44.78 74.13
Our-C 65.73 79.17 81.72 | 63.18 46.77 71.39
Our-DBC | 65.99 79.84 82.12 | 63.18 49.50 73.13
Ours 66.67 7890 83.74| 64.18 49.25 75.37

methods with the uniform objective (joint training, MSES, MSLR, OGM-GE, PMR
and UMT) are all suffered from severe modality competition as their unimodal per-
formance is generally lower than the best unimodal training counterpart, especially
on Visual in CREMA-D and AVE, Flow in UCF101 and Rear in ModelNet40. MSES,
MSLR, OGM-GE and PMR regulate the learning progress of modalities by adjust-
ing the learning rates or gradients of different modalities, which alleviates modality
competition to some extent, but they are difficult to completely eradicate it. UMT
maintains the performance of the different modalities better, but it requires pretrained
unimodal models for distillation, which is expensive and impractical. In contrast, our
method completely avoid the modality competition, resulting in comparable or even
the best unimodal performance (improved by up to 3.11% and 3.44% on Flow and
Image of UCF101) and the best multimodal performance (improved by up to 6.32%
on CREMA-D) on all four datasets. Besides, we do not require additional com-
putational cost for encoder training. Compared with MM CIf and Preds Avg, our
DI-MML enables cross-modal interaction and complementary knowledge transfer dur-
ing the encoder training. Therefore, our method can achieve both better multimodal
and unimodal performance on these datasets. These results show that our approach

is indeed competition-free and the proposed cross-modal interactions are effective.

Ablation study. There are four main components in our method: two-stage training
scheme (TS), shared classifier (S-Clf), dimension-decoupled unidirectional contrastive
loss (DUC), and logit weighting (LW). Here, we perform an ablation study to explore

the influence of various combinations of these components. The experiments are con-
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Figure 3.6: The t-SNE feature visualization of each modality on CREMA-D. Different
colors denote different classes.

Table 3.6: The number of effective dimensions for each modality on three datasets.
‘Overlap’ denotes |d! N d?|. The results are obtained from the model after warmup
epochs.

CREMA-D | AVE | UCF101

Audio/Flow eff 259 258 246

Visual/Image eff 262 201 249
Overlap 156 142 138

ducted on CREMA-D and AVE. As demonstrated in Table [3.4] applying TS denotes
the MM CIf method, which is better than Joint training because there is no modality
competition. The shared classifier can align a feature space for different modali-
ties and achieve considerable improvement on CREMA-D. The DUC loss facilitates
cross-modal interaction and knowledge transfer, helping to achieve complementary
knowledge utilisation at the modality level. Similarly, LW enables complementary
knowledge integration at the instance level, both of them are important for multi-
modal performance enhancement. As discussed above, the four components are all

essential in our method.

Analysis on DUC loss. The DUC loss is the central technique in our method
to enhance the cross-modal interaction during the encoder training stage. In sub-
section [3.4.3] we compare the differences between DUC and traditional multimodal

contrastive learning loss in terms of aim and formality. Here, we give more experimen-
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Table 3.7: The performance of effective and ineffective dimensions of each modality.

Dataset CREMA-D AVE

Modality | all eff  ineff | all eff  ineff
Audio |58.60 54.71 31.59 | 59.70 50.25 43.03
Visual |46.37 31.99 23.79|25.12 21.64 18.91

Table 3.8: The performance of different methods for evaluating the effectiveness of
each dimension.

Dataset CREMA-D | AVE

Method Multi Multi

Joint training 70.83 69.65
L2-norm 83.60 73.17

Shapley value 81.58 75.37
Dimension-wise prediction 83.74 75.37

tal results to show the superiority of our method. The results are shown in Table [3.5],
where ‘-C’ denotes replacing our DUC loss with traditional multimodal contrastive

~2
loss while -DBC’ means dimension-decoupled bidirectional contrastive loss, i.e., h

i
and ﬁll are not detached in Eq. , suggesting that ﬁll and ﬁ? (fzzl and ﬁf) move
toward each other as traditional contrastive loss. It is clear that using traditional
contrastive loss performs worst as it does not consider retaining the modality-wise
complementary information. Applying DBC achieves improvement since the it does
not affect the learning of effective dimensions shared by modalities (i.e., dX N d?).
However, the noise information in the ineffective dimensions is preserved as illus-
trated in Figure 3.5 Our DUC loss both preserves the complementary knowledge
of each modality and facilitates inter-modal cooperation through knowledge transfer,
resulting in the best multimodal results. In Figure [3.6), we demonstrate the t-SNE
[100] feature visualization for each modality on CREMA-D. Figure showcases
that the there are no clear decision boundaries for visual features, consistent with its
poor performance. As shown in Figure [3.6(b)] although applying contrastive loss in

our method compensates for the gap between different modalities in feature space, the

noise in visual modality is also preserved to some extent, leading to worse multimodal
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Figure 3.7: Comparison with different values of Ay and \p.

performance. With the optimization from our method as shown in Figure [3.6(c)|, the
features of both modalities are more clearly clustered, besides, share a more similar

distributional structure.

Analysis on dimension separation. In this section, we perform the dimension
separation to divide dimensions into effective and ineffective parts. The separation
results are displayed in Table [3.6] The effective dimensions for both modalities take
up about half or more (feature is a 512-dimensional vector), and their overlap also
accounts for only about half of effective dimensions, indicating that there are enough
dimensions to ensure the effectiveness for cross-modal knowledge transfer. The per-
formance of corresponding dimension sets of effectiveness and ineffectiveness is shown
in Table [3.71 When we evaluate the performance of effective dimension set, the val-
ues of ineffective dimensions are set to 0 and vice verse. The performance of effective
dimensions is much better than that of ineffective dimensions, indicating that our

dimension separation scheme is reasonable and effective.

3.5.4 Robustness Validation

Effective dimension evaluation. In this section, we devise the dimension-wise

prediction as in Eq. to evaluate the effectiveness of each dimension. Here, we
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compare our method with two other evaluation metrics: L2-norm and Shapley Value.
According to [86], the L2-norm of the features gives an indication of their information
content, thus it can be used as a metric to measure the effectiveness of each dimension.
And shapley value can also be used to identify important features (dimensions here).
As depicted in Table [3.8] our proposed framework has significant enhancements with
any evaluation method, showing the robustness of our method. Besides, among the
three methods, our dimension-wise prediction performs the best on different datasets,

indicating its validity for evaluating the dimensionally discriminative information.

Hyperparameter sensitivity. In the calibration of our DI-MML, we encounter two
hyperparameters to determine: A\; and Ap in Eq. [£.12] determining the strength for
feature space alignment and cross-modal knowledge transfer respectively. We explore
the effects of them as illustrated in Figure[4.5 It is clear that the performance on DI-
MML is marginally affected by \s and \p, suggesting the insensitivity of our method
to hyperparameters. Despite some fluctuations in performance with hyperparameters,
it still demonstrates excellent effectiveness (consistently better than joint training).

We select Ay = 1 and Ap = 1 for the best results.

3.6 Remarks

In this chapter, we analyze the multimodal joint training and argue that the modality
competition problem comes from the uniform learning objective for different modali-
ties. Therefore, we propose to train multimodel encoders separately to avoid modality
competition. To facilitate the feature space alignment and cross-modal interaction,
we devise a shared classifier and the dimension-decoupled unidirectional contrastive
loss (DUC) to achieve modality-level complementarities utilization. And then, the
learned encoders are frozen and a fusion module is updated for interaction during
co-prediction. Considering the reliability differences on various sample pairs, we fur-

ther propose the certainty-aware logit weighting strategy to exploit instance-level
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complementarities comprehensively. Through extensive experiments, our DI-MML
outperforms all competing methods in four datasets. We also showcase that our
method can further promote the unimodal performance instead of inhibiting them.
In the future, we can investigate other types of cross-modal interactions and focus on
multimodal tasks such as detection or generation instead of only classification. Be-
sides, identifying the specific semantics in each dimension may be helpful to further

evaluate the informative dimensions.
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Chapter 4

Cross-modal Representation
Flattening for Multi-modal

Domain Generalization

Multi-modal domain generalization (MMDG) requires that models trained on multi-
modal source domains can generalize to unseen target distributions with the same
modality set. Sharpness-aware minimization (SAM) is an effective technique for tra-
ditional uni-modal domain generalization (DG), however, with limited improvement
in MMDG. In this section, we identify that modality competition and discrepant uni-
modal flatness are two main factors that restrict multi-modal generalization. To
overcome these challenges, we propose to construct consistent flat loss regions and
enhance knowledge exploitation for each modality via cross-modal knowledge trans-
fer. Firstly, we turn to the optimization on representation-space loss landscapes
instead of traditional parameter space, which allows us to build connections between
modalities directly. Then, we introduce a novel method to flatten the high-loss re-
gion between minima from different modalities by interpolating mixed multi-modal

representations. We implement this method by distilling and optimizing generaliz-
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able interpolated representations and assigning distinct weights for each modality
considering their divergent generalization capabilities. Extensive experiments are
performed on two benchmark datasets, EPIC-Kitchens and Human-Animal-Cartoon
(HAC), with various modality combinations, demonstrating the effectiveness of our

method under multi-source and single-source settings.

4.1 Introduction

Domain generalization (DG) aims to equip models with the ability to perform robustly
across unseen domains when trained only on several source domains, thereby enhanc-
ing their adaptability and utility in real-world scenarios, such as autonomous driving
[91], 17], medical health [63] [73], person re-identification [0l 81] and brain-computer
interface [78, 42]. The statistical distribution gap between target domains (where a
model is applied) and source domains (where the model was trained) is defined as
domain shift. Methods on how to deal with domain shift have been extensively pro-
posed in the literature, including domain alignment [I08], meta-learning [7, [69], data
augmentation [136, [135] and ensemble learning [10]. Despite the remarkable achieve-
ments of DG in recent years, most of research still focuses on uni-modal data. The
emergence of various multi-modal datasets and the requirement to complete a variety
of multi-modal tasks highlight the need to address multi-modal domain generalization

(MMDG) problems.

Due to the complementary information that exists between modalities, MMDG aims
to exploit generalization capabilities from each modality simultaneously. According to
[53], the generalization capability of deep neural networks (DNNs) is closely related to
their flatness of minima on loss landscape (as shown in Fig. (a)), which motivates
penalizing sharpness [I1] and rewarding flatness [51]. Sharpness-aware minimization
(SAM) [34] and its variants [10], 133] have been proposed to seek flatter minima and

achieve better generalization across domains. Despite their success on uni-modal
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Figure 4.1: (a) Flat minima on loss landscape generalize better than sharp minima
with domain shift. (b) Multi-modal joint training leads to larger loss for each modal-
ity compared with independent uni-modal training. (c) The flat minima between
modalities are usually inconsistent, making it hard to obtain flat minima for each
modality simultaneously in a multi-modal network. (d) We optimize the cross-modal
interpolations on representation-space loss landscape to get consistent flat region.

scenarios, in this section, we argue that they are not compatible well in MMDG since
the distinct properties between modalities pose two challenges (more details can be
found in Sec[4.4). (1) Modality competition: according to [49], multiple modalities
will compete with each other during joint training, leading to inadequate knowledge
exploitation for each modality [29, 28], i.e, larger minima of loss as shown in Fig. |4.1
(b), and consequently worse generalization. (2) Discrepant uni-modal flatness:
the generalization gap between modalities makes it hard to find their flat minima
simultaneously, resulting in multi-modal networks incapable of utilizing generalization
capabilities from all modalities, as illustrated in Fig. 4.1 (¢). Hence, existing methods
can not fully exploit the generalization potential of each modality, which inevitably

leads to sub-optimal solutions for MMDG.

To overcome these challenges, we propose to construct consistent flat loss regions
and enhance knowledge exploitation for each modality via cross-modal knowledge
transfer. Traditional SAM-based methods are analyzed on parameter space. How-

ever, due to the heterogeneity between modalities, their parameter spaces could be
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extremely different (e.g., different model structures and parameter numbers), mak-
ing it challenging to represent their correlation. Instead, we turn to optimization
on representation-space loss landscape [138] as representations of different modalities
can be mapped into a shared space, so that we can build their connections directly.
Based on this, we propose a novel Cross-Modal Representation Flattening (CMRF)
method to achieve consistent representation flat minima. As shown in Fig. (d),
we construct the interpolations by mixing paired multi-modal representations and
then optimize them to flatten the high-loss regions between minima from different
modalities. Specifically, we obtain more stable and generalizable cross-modal inter-
polations from moving averaged teacher model and then employ feature distillation
to regularize the learning of each modality. The interpolations between modalities
bring their flat regions closer, alleviating their flatness discrepancy. Moreover, the
cross-modal knowledge transfer also helps to promote each modality and alleviate

their competition. Our contributions can be summarized as:

e To the best of our knowledge, we are the first to extend the uni-modal flatness
analysis to MMDG, and empirically attribute the reasons for limited MMDG
performance to two problems: modality competition and discrepant uni-modal

flatness.

e We construct shared representation space instead of parameter space to build
connections between modalities directly and propose to flatten high-loss repre-
sentation regions between modalities by interpolating mixed multi-modal rep-
resentations and performing knowledge distillation to regularize the learning of

each modality.

e Extensive experiments verify the effectiveness and superiority of our framework
on two benchmark datasets of EPIC-Kitchens and Human-Animal-Cartoon

(HAC) under various modalities combinations on both multi- and single-source

MMDG.
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4.2 Related Work

4.2.1 Flat Minimum of Loss Landscape for DG

Domain generalization refers to the ability of models to perform well on new, unseen
domains that are dissimilar with domains they were trained on. Numerous methods
have been proposed to tackle the domain shift, while one type among them is to search
for flat minima in loss landscapes [34], 132 [133]. Jiang et al. [53] conducted compre-
hensive measures and found that a sharpness-based measure has highest correlation
with generalization. Based on that, Foret et al. [34] proposed sharpness-aware mini-
mization (SAM) to seek parameters that lie in neighborhoods with uniformly low loss
via perturbed gradients, while Wang et al. [I05] further proposed to align the gradi-
ent directions between the empirical risk and the perturbed loss. Moreover, average
weights during training has also shown to yield flatter minima [51], which motivates
more elegant average methods such as SWAD [10] and EoA [5]. In this section, we
try to optimize consistent flat minima for different modalities in representation-space

loss landscapes instead of traditional parameter space.

4.2.2 Multi-modal DG

Although uni-modal DG has been extensively studied in recent years, the research on
MMDG is severely insufficient, while only few works have been done. Planamente et
al. [86] proposed RNA-Net to balance audio and video feature norms via a relative
norm alignment loss. Dong et al. [23] proposed a unified framework to achieve
domain generalization in various multimodal scenarios including multi-source, uni-
source, and modality missing DG. In this section, we extend the unimodal flatness

analysis to MMDG and address two particular problems in multi-modal scenarios.
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4.2.3 Mixup

Mixup [I30] is a data augmentation technique introduced to improve the general-
ization performance of models. Traditional mixup and its variant CutMix [129] are
performed on input data, while Verma et al. [101] further introduced Manifold Mixup
that mixes the representations in each layer to produce smoother decision boundaries.
However, Manifold Mixup and its variants [74], [121] are designed for uni-modal data,
and only few works are on multi-modal scenarios [32], 83]. STEMM [32] aims to align
speech and text features by mixing them, but is limited with its architecture-specific
design. Oh et al. [83] introduced m2-Mix aiming at generating hard negative samples
by mixing image and text embeddings to fine-tuning CLIP. Compared with them,
our mixed multi-modal representations has no architecture restrictions and are used

as teacher signals to guide various modalities to learn consistent flat minima.

4.3 Preliminaries of MMDG

We follow the definition of multi-modal domain generalization problem as in [23].
In MMDG, we are given D source domains for training Dy, = {D'|i =1,--- , D},
where D' = {(Xz,y;)}?’zl ~ P%, denotes the i-th domain with n; data instances
sampled from a joint distribution of input samples and output labels Piy. X
and Y represent the corresponding random variables. Each input instance Xz- =
{(x;)k lk=1,--- ,M} € X consists of M different modalities and y; €)Y CRde-
notes corresponding label, where X and ) represent input and output space. The
joint distributions in Dy, are different from each other: P)i(y =+ P)j(y, 1<i#5<D.
Now, with an unseen test domain D;.; with M modalities that cannot be accessed
during training and P! # Py for i € {1,---, D}, the goal of MMDG is to learn a

robust and generalizable predictive function f : X — ) based on D training domains
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to achieve a minimum prediction error on D;,:

min Ecyepee.. (€ (f (%), 9)] (4.1)

where E is the expectation and ¢ (-,-) is the loss function, e.g., cross-entropy loss for
multi-modal classification tasks. In this section, we use 0 = {0, -- ,60)} to denote
the parameters of the neural network f, where 6; indicates the parameters for i-th
modality. Therefore, the training loss over all training domains Dy, is defined as
follows:

L (97 Dtrazn =

ZD ). 9;) (4.2)

1”111g1

The empirical risk minimization (ERM) of Eq. tends to converge to sharp minima
and SAM [34] is proposed to seek flatter minima on loss landscape with the following

optimization:

VL (97 Dtrain)
£ (05,Dtmin)||.

m@in L (0 + & Dirain) , where é £ p

where p is a predefined constant controlling the radius of the neighborhood.

4.4 MMDG Analysis

MMDG aims to comprehensively exploit the generalization capabilities from each
modality to learn more robust and generalized models. However, the generalization
behavior of each modality in multi-modal networks has not been well explored. Here,
we analyze the behavior of each modality and find the challenges for generalizable

multi-modal networks.

Modality competition leads to larger minima. As demonstrated in Tab. [4.1] we

compare naive joint training and SAM about their uni- and multi-modal performance.
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Table 4.1: MMDG analysis on EPIC-Kitchens and HAC with video and audio data.
‘Base’ denotes the naive multi-modal joint training without any domain generalization
strategies. ‘Uni-video’ and ‘Uni-audio’ means training only with uni-modal data.
‘Video’, ‘Audio’ and ‘Video-Audio’ denote testing with uni-modal and multi-modal
data. Results are averaged by using each domain as target.

EPIC-Kitchens HAC
Video Audio  Video-Audio Video Audio  Video-Audio
Uni-video 58.73 - - 68.07 - -
Uni-audio - 40.04 - - 32.81 -
Uni-video-SAM 61.68 - - 69.58 - -
Uni-audio-SAM - 42.65 - - 35.84 -
Base 96.65 38.62 99.63 67.60 31.24 63.11
SAM 58.80 37.77 61.19 68.46 31.56 64.72
CMRF (ours) 60.66  43.13 63.91 70.54  34.86 71.91

SAM can clearly improve generalization on both uni-modal and multi-modal training.
However, the uni-modal generalization from multi-modal trained network is worse
than uni-modal trained network, whether or not SAM is applied (e.g, 56.65% vs.
58.73% without SAM and 58.80% vs. 61.68% with SAM on EPIC-Kitchens video).
This phenomenon can be explained by modality competition [49, B1] that modalities
in joint training compete with each other, making each modality under-explored.
Our empirical results show that it not only degrades in-domain performance for each
modality as discussed in [85] B80], but also weakens their out-of-domain generalization,

resulting in larger minima of loss as shown in Fig. (b).

Generalization gap results in discrepant uni-modal flatness. We observe that
applying SAM can only improve generalization of better modality in multi-modal
network but has marginal benefit or even harm on weak modality (e.g., video gen-
eralization is improved from 56.65% to 58.80% on EPIC-Kitchens while the number
of audio drops from 38.62% to 37.77%). According to [30], the better modality will
dominate multi-modal gradients. Hence, in Eq. [4.3] the gradient perturbation € in
SAM could also be dominated by the better modality, which means this optimiza-

tion on multi-modal network tends to search for flatter regions for modality with
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better generalization but ignores other weak modalities. This suggests that conven-
tional uni-modal SAM-based methods cannot find the coexisting flat minima for each
modality due to their generalization gap, leading to discrepant flatness and conse-
quently under-utilization of generalization from all modalities, as shown in Fig.

(c). More results with other modality combinations can be found in Sec. |4.6.2

4.5 Methodology

4.5.1 Cross-Modal Representation Flattening

Based on the analyses above, in this section, we aim to 1) accomplish consistent
flat minima for all modalities in multi-modal network and 2) alleviate the competi-
tion between modalities to utilize their generalization comprehensively. Considering
the correlation and complementary information between modalities, we propose to

leverage cross-modal knowledge transfer to enhance MMDG.

Representation-space loss landscape. Previous analysis of loss landscapes usu-
ally happens on parameter space [133] 58]. However, the network structures and sizes
for different modalities are commonly different, leading to disparate parameter spaces.
This makes it difficult to catch correlations between modalities and produce consistent
flat loss regions in parameter space. Inspired by [I38] that introduces representation-
space loss landscape, we turn to analyze loss landscapes of different modalities in
representation space. Specifically, given a data point xé = {(xé)k lk=1,--- M },
feature extractors are usually applied to transform input data into features with dif-

ferent dimensions:
(h), =9 ((x}),) CR" (4.4)

where g is feature extractor for k-th modality, d; is feature dimension size and

dk # l,dy # d;. In this section, we use a projector Proji(-) for k-th modality
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Figure 4.2: The overall framework of our method. The projectors map features
with different dimensions to the same representation space. The teacher model is
moving averaged from online model and generates cross-modal mixed representations
as interpolations to distill the student representations. Uni-modal classifier is used
to lower the loss of distilled features for each modality and a contrastive loss aims
to alleviate gap between modalities. Only the online student model back propagates
gradients. The teacher model is used for evaluation finally.

that maps its features into a shared representation space for all modalities with the
same dimension d (omit superscript and subscript of domain and instance index for
simplicity):

zp = Proj, (hy) CRY ke {1,--- , M} (4.5)

Given that each point in the representation space corresponds to a specific loss value,
it is feasible to construct a landscape that maps each representation point to its
associated loss value (e.g., horizontal axis indicates representation and vertical axis
indicates loss in Fig. 4.1{(d)). After training, each representation extracted from each
training sample can be viewed as a minimum. And we can judge whether a repre-
sentation minimum is flat or sharp according to its neighboring loss distribution. In
the shared representation loss landscape, we can build connections between different

modalities directly.

Cross-modal representation interpolation. As discussed in Sec. [£.4] the dis-

crepant uni-modal flatness severely impedes the utilization of generalization capa-
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bility from each modality. The conclusion also applies to representation-space loss
landscape since better modality still dominates gradients of representations, which
optimizes weak modalities at sharp regions. Therefore, to obtain flat minima for
various modalities simultaneously, we aim to flatten the high-loss regions between
minima from different modalities. Given the paired multi-modal representations zj
and z;, k # [, we construct interpolated representations between them by cross-modal
representation mixup:

2kl = 5Zk + (1 — 5) zZ] (46)

where J is mixing ratio. If the loss of mixed representations can be optimized to lower
values, we would get a flatter region between modalities, as demonstrated in Fig.
(d). However, according to [I01], directly optimization on mixed representations
requires mixup at multiple eligible layers to be effective. It is impractical in multi-
modal scenarios because representations of each layer for different modalities are
generally at different scales, converting all them into a shared space is costly. In this
section, we propose a simple yet effective method that distills the knowledge from
mixed representations to each modality and then optimize the learned representations.
Firstly, we perform simple moving average (SMA) [5] for the online updated network
0, of each modality to establish the teacher network éi, which can produce more
stable and generalizable representations:
. oL, if ¢ <t

0t = (4.7)

t—tg | pt—1 1 t .
T 0, +—t7t0+19k’ otherwise

where 0! is the online model’s state at iteration t of k-th modality. ¢, is the start
iteration for SMA. Hence, the representation from teacher network is denoted as 2z

and the mixed representation of Eq. should be rewritten as:

Zr1 =0z + (1 —10) 2, 0 ~ Beta(a,a) (4.8)
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where « is a hyperparameter in Beta distribution. Considering the semantic gap
between modalities, we let interpolation closer to k-th modality act as its teacher

signal, so distillation loss should be:

M L2
Li = ﬁ Zl:l,l;ﬁk |z — Zkally, 6>05

M 512
Lass = ﬁ Zk:l,k;ﬁl |21 — 2l 6 <05

(4.9)

Then, we assign specific classifier for each modality before Projy (+) to online models
k

and optimize the features by classification loss £ . The combination £k + £F_

flattens the neighboring representation-space loss landscape of k-th modal-
ity to other modalities. Further, we employ a multi-modal supervised contrastive
loss on shared representation space, which can help to narrow the gap between modal-
ities and make it conducive to flatten the region between them. For a random batch
B with M x B uni-modal samples, we let ¢ as the index of a uni-modal instance in the
batch, and define P (i) as the set of uni-modal samples that have the same label with
i (except itself). The supervised contrastive loss can be written as (notably, subscript

here does not denote modality index but the index of each sample):

B S SN AP Es
L t

i€B aeB\{i} eXp (zi : Za/T)

where 7 € R is the temperature parameter.

4.5.2 Adaptive Weight

As demonstrated in Tab. [4.1] the generalization capabilities between modalities may
have significant gaps, so we propose to assign stronger flattening weights to bet-
ter modalities. We compare the uni-modal validation accuracy from teacher model
(calculated by the moving averaged uni-modal classifier) as a rough estimate of the

difference in generalization ability between modalities (the performance of different
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modalities on in-domain validation set can generally reflect their strength in gener-

alization capability, as shown in Sec. [4.6.4). The distillation loss can be modified

as:
M A A
1 - 1 Ak/Al >
Ciss=37—7 2 Mallzn— 2kl mer = o (4.11)
1=1,l14k 0.5 Ay/A < p

where A, denotes the validation accuracy of k-th modality by teacher model, pu is
a hyperparameter (default 1.2 in this section). In this way, the teacher signal with
stronger generalization ability is applied with a larger distillation weight. Finally, we

can get our final loss as follows:

M M
L=Las+ Y MLEAD XLl + XsLeon (4.12)
k=1 k=1
where L is the multi-modal classification loss, and \;, Ay and A3 are hyperparame-
ters to control the strength of each loss. Finally, we use teacher model for evaluation

as it averages learned knowledge from student for better generalization.

4.6 Experiments

4.6.1 Experimental Setting

Dataset. We utilize two benchmark datasets: EPIC-Kitchens [2I] and Human-
Animal-Cartoon (HAC) [23]. Our experimental setup follows the protocols estab-
lished for the EPIC-Kitchens dataset in [77] and for the HAC dataset in [23]. The
EPIC-Kitchens dataset encompasses eight actions (‘put’, ‘take’, ‘open’, ‘close’, ‘wash’,
‘cut’, ‘mix’, and ‘pour’) captured across three different kitchens, forming three dis-
tinct domains: D1, D2, and D3. The HAC dataset comprises seven actions (‘sleep-
ing’, ‘watching tv’, ‘eating’, ‘drinking’, ‘swimming’, ‘running’, and ‘opening door’)

executed by humans (H), animals (A), and cartoon figures (C), resulting in three
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Table 4.2: Multi-modal multi-source DG with different modalities on EPIC-
Kitchens and HAC datasets. The best is in bold, and the second best is underlined.

Modality EPIC-Kitchens HAC
Method Video AudioFlowD2, D3 — D1D1, D3 — D2D1, D2 — D3 Avg A, C — HH,C — AH, A — C Auwg
Base v v 54.94 62.26 61.70 59.63  69.92 69.32 50.09 63.11
SAM [34] v v 55.86 63.33 64.37 61.19 64.49 76.70 52.96 64.72
SAGM [105] v v 56.81 65.10 65.33 62.08 71.17 72.05 55.38  66.20
SWAD [10] v v 55.63 63.74 63.55 60.97  70.72 72.94 53.45  65.70
EoA [5] v v 55.63 64.93 64.68 61.75  69.20 77.27 58.71 68.39
RNA-Net [86] v v 55.37 64.20 62.25 60.61 67.45 68.32 54.78  63.52
SimMMDG [23] v v 57.24 65.07 63.55 61.95 72.75 76.14 54.59  67.83
CMRF (ours) v v 56.55 68.13 67.04 63.91 76.45 82.39 56.88 71.91
Base v v 55.86 67.47 59.34 60.89 72.83 77.84 43.58  64.75
SAM [34] v v 58.85 67.33 63.96 63.38  74.27 78.98 46.79  66.68
SAGM [105] v v 57.64 66.70 64.67 63.00 76.78 75.10 45.80  65.89
SWAD [10] v v 59.79 67.33 62.47 63.20 75.82 78.33 51.90 68.68
EoA [5] v v 62.99 68.89 63.76 65.21 74.45 80.68 53.13 69.42
RNA-Net [86] v v 54.21 64.80 59.31 59.44  74.56 75.39 44.90 64.95
SimMMDG [23] v v 57.03 66.67 63.86 62.82 77.90 78.98 57.80 71.56
CMRF (ours) v v 65.28 67.87 64.89 66.01 81.16 81.25 55.50 72.64
Base v v 49.42 55.60 54.41 53.14  52.89 55.11 40.92  49.64
SAM [34] v v 54.48 59.87 57.90 57.42 54.71 59.66 4721  53.86
SAGM [105] v v 55.76 61.32 60.28 59.11 55.90 61.03 47.48  54.80
SWAD [10] v v 51.32 61.74 61.05 58.04 54.71 59.76 52.00 55.49
EoA [5] v v 52.41 60.67 61.81 58.30 55.43 58.97 52.29  55.56
RNA-Net [86] v v 50.89 54.24 55.90 53.68 53.11 59.32 43.82  52.08
SimMMDG [23] v v 55.86 64.60 59.34 59.93  57.88 60.79 48.62 55.76
CMRF (ours) v v 57.24 64.94 66.12 62.76 59.06 61.79 55.04 58.49
Base v v v 54.71 67.20 61.70 61.20 70.29 71.25 53.57 65.07
SAM [34] v v v 56.78 65.20 62.22 61.40 75.36 73.68 57.34  68.79
SAGM [105] v v v 57.76 67.12 61.78 62.22  76.56 75.48 56.92  69.65
SWAD [10] v v v 55.84 68.21 64.90 62.98  75.78 74.95 58.02  69.58
EoA [5] v v v 57.93 68.53 68.78 65.08  76.09 76.95 57.19  70.08
RNA-Net [86] v v v 56.25 63.47 59.72 59.81 71.89 70.88 54.58 65.78
SimMMDG [23] v v v 62.08 66.13 64.40 64.20 76.27 77.70 56.42 70.13
CMRF (ours) v v v 61.84 70.13 70.12 67.36 78.26 79.54 60.09 72.44

separate domains: H, A, and C. The HAC dataset includes 3381 video clips sourced
from the internet, with approximately 1000 samples per domain. Both datasets offer

three modalities: video, audio, and optical flow.

Baselines. In our experiments, we compare our CMRF with seven different baselines
that can be divided into four groups: 1) Base, naive multi-modal joint training with-
out any domain generalization strategies, 2) SAM [34] and SAGM [105], searching
for flat minima in parameter loss landscapes, 3) SWAD [10] and EoA [5], ensemble-
based methods for flat minima, and 4) RNA-Net [86] and SimMMDG [23], domain
generalization methods specifically designed for MMDG. SAM, SAGM, SWAD and
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Table 4.3: Multi-modal single-source DG with video, flow and audio three modali-
ties on EPIC-Kitchens and HAC datasets.

EPIC-Kitchens HAC
Source: D1 D2 D3 H A C
Method Target: D2 D3 D1 D3 D1 D2 Avg A C H C H A Avg
Base 56.80 53.08 47.36 59.65 55.63 56.93 54.91 64.20 39.45 64.85 52.29 57.97 65.90 57.44
SAM [34] 54.40 55.24 49.65 61.40 54.94 65.33 56.83 67.61 44.04 66.67 60.09 60.14 61.36 59.98
SAGM [105] 53.11 57.32 50.46 60.12 56.79 65.10 57.15 67.86 45.31 64.90 57.35 64.10 63.16 60.45
SWAD [1I0] 57.46 56.92 50.46 63.33 56.25 64.58 58.17 68.43 43.79 68.32 57.35 62.80 67.37 61.34
EoA [5 58.40 57.39 51.26 64.58 55.17 63.33 58.35 68.18 44.95 69.94 56.88 67.39 69.02 62.73
RNA-Net [86] 50.32 51.27 48.90 61.34 53.76 55.89 53.58 62.35 43.24 64.21 53.46 55.37 66.82 57.57

SimMMDG [23] 54.13 57.90 50.57 63.04 60.69 64.27 58.43 64.77 39.44 71.38 50.46 60.14 70.77 59.49
CMRF (ours) 60.80 56.78 55.17 64.99 57.24 65.73 60.12 68.75 46.33 73.55 58.26 65.22 72.46 64.09

EoA are initially designed for uni-modal DG and we extent them into MMDG. For
all methods, we follow [127] and select the model with best validation (in-domain) ac-
curacy to evaluate generalization on test (out-of-domain) data. We report the Top-1

accuracy for all results.

Implementation Details. In our framework, we conduct experiments across three
modalities: video, audio, and optical flow, adhering to the implementation described
in [23]. We leverage the MMAction2 toolkit [I§] for our experimental setup. To
encode visual information, we utilize the SlowFast network [33], initialized with pre-
trained weights on Kinetics-400 [57]. For the audio encoder, we employ ResNet-18
[44], initialized with weights from the VGGSound pre-trained checkpoint [I3]. The
optical flow encoder uses the SlowFast network’s slow-only pathway with Kinetics-400
pre-trained weights. The dimensions of the uni-modal feature h are 2304 for video,
512 for audio, and 2048 for optical flow. For the projector Projy (-), we implement
a multi-layer perceptron with two hidden layers of size 2048 and output size 128.
We use the Adam optimizer [61] with a learning rate of 0.0001 and a batch size of
16. The scalar temperature parameter 7 is set to 0.1. Additionally, we set \; = 2.0,
A2 = A3 = 3.0, a in the Beta distribution to 0.1, and the SMA start iteration £y to 400
for EPIC-Kitchens and 100 for HAC respectively. All experiments were conducted
on an NVIDIA GeForce RTX 3090 GPU with a 3.9-GHz Intel Core i9-12900K CPU.
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Table 4.4: The average results of uni-modal performance comparison under multi-
modal multi-source DG on EPIC-Kitchens with different modality combinations.

Video Audio Video-Audio Video Flow Video-Flow Flow Audio Flow-Audio

Uni-video 58.73 - - 58.73 - - - - -
Uni-flow - - - - 58.30 - 58.30 - -
Uni-audio - 40.04 - - - - - 40.04 -
Base 56.65 38.62 59.63 55.28 55.78 60.89 54.86 39.42 53.14
SAM [34] 58.80 37.77 61.19 59.76 56.05 64.05 56.82 40.35 57.42
EoA [5] 57.54 39.70 61.75 57.49 57.17 65.21 57.32 40.14 58.30

SimMMDG [23] 59.43 38.43 61.95 57.02 55.60 62.82 58.21 40.03 59.93
CMRF (ours) 60.66 43.13 63.91 59.83 58.33 66.01 59.63 43.58 62.76

Figure 4.3: Ablations of each module on EPIC-Kitchens with video and audio data.
DL: distillation loss, UCL: uni-modal classification loss, CL: contrastive loss, AW:
adaptive weight, SMA: simple moving average.

DL UCL CL AW SMA D2 D3 — D1 DI,D3 — D2 DI1,D2 — D3 Aug

54.94 62.26 61.70 59.63

v 55.63 63.87 62.14 60.55
v 53.10 64.12 64.70 60.64

v 7/ 52.75 66.33 65.21 61.43
v /7 / 55.79 65.65 63.92 61.79
v v v/ 53.84 66.79 66.14 62.26
v v / v 55.79 67.53 65.21 62.84
v /v v/ v 56.55 68.13 67.04 63.91

The model is trained with 15 epochs, taking two hours.

4.6.2 Main Results

Multi-modal multi-source DG. Tab. [£.2] illustrate the results of our CMRF and
all baselines on EPIC-Kitchens and HAC under multi-modal multi-source domain
generalization setting, where the models are trained on multiple source domains and
test on one target domain. We conduct experiments by combining any two modali-
ties, as well as all three modalities, to validate the generalization of our method. As
we can see from Tab. [1.2] our CMRF outperforms all baselines on almost all settings

and achieves great improvement on the average results (by up to 3.52% with video-
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Figure 4.4: Ablation studies on interpolated representations on HAC with video and
audio data. SM dis: self-modal distillation, CM dis: cross-modal distillation, Fixed
Mix: interpolations with fixed mixing ratio (0.5-0.5).

Method D2, D3 — D1 D1, D3 — D2 D1, D2 — D3 Auvg
SM dis 74.37 80.68 56.42 70.49
CM dis 75.72 78.85 54.13 69.57
Fixed Mix 75.26 81.81 53.21 70.09
Rand Mix (ours) 76.45 82.39 56.88  71.91

audio modalities on HAC). The uni-modal DG methods, especially SAGM and EoA,
can improve the generalization of multi-modal network to a certain extent, but their
improvements are limited as they do not consider modality competition and incon-
sistent flatness between modalities. Two MMDG methods RNA-Net and SimMMDG
also perform less than satisfactory since they do not fully exploit the generalization

capability of each modality.

Multi-modal single-source DG. Our CMRF does not requires domain labels for
training, making it feasible to perform multi-modal single-source domain generaliza-
tion, where models are trained on a single source domain and test on other multiple
target domains. The results trained with three modalities are presented in Tab. 4.3
Our CMRF still apparently outperforms all baselines on average accuracy, despite
being trained only on single-source domain data. For baselines with domain general-
ization strategies, they can not improve consistently across datasets, e.g., SImMMDG
achieves the second best on EPIC-Kitchens but has limited improvement on HAC,
showing their unstable generalization and their limitations in the single-source DG

setting.

Uni-modal performance in MMDG. As we discussed in Sec. [4.4], exploiting the
generalization capability of each modality simultaneously is the key to improving
multi-modal domain generalization performance. Therefore, we evaluate the uni-
modal performance from multi-modal trained networks to show the superiority of

our method. We freeze the trained uni-modal feature extractor and train a linear
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classifier to test uni-modal performance. The results of average multi-source accuracy
on EPIC-Kitchens are shown in Tab. [£.4 We can see that our CMRF not only
improves the multi-modal domain generalization, but also greatly promotes its uni-
modal domain generalization, even better than that of uni-modal training (60.66% vs.
58.73% and 43.12% vs. 40.04% for video and audio on EPIC-Kitchens), indicating the
effectiveness of CMRF to use cross-modal knowledge to promote the generalization
of each modality via mitigating modality competition and flattening representation
loss landscape between modalities. In Sec [4.6.4] we show the alleviated competition
under in-domain performance and flatter region with perturbations. As for baselines,
SAM and SimMMDG only enhance the generalization of better modality and EoA
just achieves marginal uni-modal improvement, which means they can not utilize the
generalization capability of all modalities comprehensively. Detailed results for each

test domain and more results on HAC dataset are shown in Sec. [4.6.4]

4.6.3 Ablation Studies

Ablation on each design. Our CMRF contains five main modules: distillation

k

v, Multi-modal supervised contrastive loss

loss L%, uni-modal classification loss £
L.on, adaptive weight, and SMA for teacher model. We conduct extensive ablation
experiments to verify the effectiveness of each proposed module on EPIC-Kitchens
with video-audio data under multi-source domain generalization setting. The results
are illustrated in Tab. 5.4, Only applying distillation loss or uni-modal classification
loss improves slightly and their combination leads to noticeable increase, highlighting
the importance of flattening representation loss landscape between modalities for
domain generalization. However, it does not guarantee steady improvement, e.g., the
accuracy decreases from 54.94% to 52.75% in D2, D3 — D1 setting. Multi-modal
supervised contrastive loss can enhance the average generalization by a small margin.

Adaptive weight and using SMA network as teacher can both improve MMDG by

a large margin, suggesting that it is necessary to emphasize the more generalized
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Figure 4.5: Parameter sensitivity analysis on HAC with video and audio data under
A C— H.

modality and obtain more stable distillation signals. Finally, combining all of them
achieves the best results for multi-modal domain generalization, hence, each of them

is indispensable.

Table 4.5: The average results compared with methods designed for modality com-
petition on HAC with video and audio data under multi-source DG.

Validation Test
Base 91.41 63.11
Grad Blending [106] 92.70 66.82
OGM-GE [85] 93.67 64.33
PMR [30] 94.90 65.24
CMRF 93.21 71.91

Ablation on interpolations. In this section, we mix multi-modal representations
in the random ratio generated from Beta distribution as teacher signals, and choose
interpolations closer to current modality for distillation, as in Eq. .9, We conduct
experiments by using different forms of teacher signals to verify our method’s effective-
ness, as presented in Tab. [£.4] For k-th modality, we set 0 to 1, 0, 0.5 for self-modal
distillation, cross-modal distillation, and distillation with fixed mixing ratio. Since
self-modal distillation can enhance learning for each modality via more generalizable
signals, it achieves great performance next to ours. The heterogeneous knowledge
between modalities makes cross-mode distillation worse. Fixed mixing ratio only lo-
cates one interpolation while our random ratio covers all possible points, resulting in

our better performance.
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Comparison with methods designed for modality competition. Here, we con-
duct experiments with three baselines Gradient Blending [106], OGM-GE [85], and
PMR [30] for modality competition as we attribute it as one challenge for MMDG.
We not only report out-of-domain test accuracy but also in-domain validation re-
sults, as shown in Tab. We can see that these methods can actually promote
their performance on multi-modal validation set since they mitigate the competition.
However, they tend to locate at sharp minima and the generalization gap between
modalities still makes it hard to build consistent flat minima for different modalities.
Hence, their performance increase on test set is limited, while our method achieves

significant improvement on both validation and test sets.

Parameter sensitivity. Fig. shows the results of different values on loss weights
A1, Ao, and A3z. Since our method uses the moving averaged teacher model for evalu-

ation, it is insensitive to hyperparameters.

4.6.4 More Results

Uni-modal in-domain validation performance. Modal competition refers to
the mutual inhibition between modalities in joint training, which is reflected in in-
domain performance straightforwardly as studied in previous literature. In Tabl4.0]
we give the uni-modal validation results (in-domain) on EPIC-kitchens with video
and audio data. Modal competition is manifested in that each single modality of
Base performs worse than uni-modal training, which further leads to worse out-of-
domain performance as shown in Tab. Our method achieves the best uni-modal
in-domain performance, indicating that it optimizes modal competition effectively,

which in turn improves the generalization ability to other domains as in Tab. [4.4]

Flatness visualization. To evaluate the loss flatness, we can apply low-frequency
perturbation from the Gaussian Distribution on representations, where the variance

controls the perturbation strength. The magnitude of the performance drop indicates
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Table 4.6: Uni-modal validation (in-domain) performance under multi-modal multi-
source DG on EPIC-Kitchens dataset with video and audio data.

Video Audio
D2, D3 — D1 DI, D3 — D2 DI, D2 — D3 Awg D2, D3 — D1 DI, D3 — D2 DI, D2 — D3 Aug
Uni-modal 79.58 75.58 75.19 76.78 60.32 54.29 53.16 55.92
Base 75.78 73.60 72.40 73.93 54.58 52.23 49.11 51.97
SAM 77.03 73.81 73.75 74.86 54.90 51.60 49.67 52.06
EoA 78.94 73.20 75.12 75.75 56.85 52.76 52.45 54.02
SimMMDG 80.86 74.81 74.57 76.75 54.58 53.34 52.90 53.60
CMRF (ours) 81.26 77.21 75.69 78.05 58.77 54.89 54.38 56.01
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Figure 4.6: Representation space loss flatness evaluation. We apply gaussian noise
to the extracted representations to be the domain shifts. The perturbation variance
measures the distance between the perturbed representation and the original repre-
sentation. We use the performance drop against perturbation variance to measure
the sharpness of the landscapes around the minimum, where a larger drop indicates
a sharp minimum. The experiments are on EPIC-Kitchens with D2, D3 — D1 of
video-audio modalities. Left is the performance drop of video while right is the result
of audio.

how flat the loss is. The results are shown Figs. and [4.7 below. With the increase
of Variance, our method has the smallest performance drop on each modality, indicat-
ing that our method achieves flatter loss landscape for both modalities simultaneously

and in turn provides flatter multi-modal loss landscape.

Uni-modal out-of-domain performance. Here, we give the detailed results of
uni-modal performance comparison on EPIC-Kitchens in Tabs. [£.7 (.8 and [4.9]
which form the results in Tab. [£.4] in the main section. The results for HAC dataset

are demonstrated in Tabs. |4.10| 4.11 and [4.12] Our method can achieve the best uni-
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Figure 4.7: Representation space loss flatness evaluation. EPIC-Kitchens with D2,
D3 — D1 of flow-audio modalities. Left is the performance drop of flow while right

is the result of audio.

Table 4.7: Uni-modal performance under multi-modal multi-source DG on EPIC-
Kitchens dataset with video and audio data.

EPIC-Kitchens

Video Audio

D2, D3 — D1 D1, D3 — D2 D1, D2 — D3 Avwg D2, D3 — D1 D1, D3 — D2 D1, D2 — D3 Aug
Uni-video 54.02 65.60 56.57 58.73 - - - -
Uni-audio - - - - 37.01 40.40 42.71 40.04
Base 53.33 62.00 54.62 56.65 36.32 34.60 44.95 38.62
SAM [34] 55.86 61.20 59.34 58.80 33.32 35.87 44.13 37.77
EoA [5] 53.82 63.14 55.67 57.54 38.16 37.04 43.55 39.70
SimMMDG [23] 54.67 63.75 59.87 59.43 32.21 34.98 48.12 38.43
CMRF (ours) 56.79 64.10 61.09 60.66 37.94 43.32 48.12 43.13

modal, as well as multi-modal, performance on both datasets with various modality

combinations.

Validation and test comparison with uni-modal training. In Tab. and

Tab. [1.14] we report the in-domain validation and out-of-domain test results on EPIC-

kitchens and HAC datasets for each modality. We can see that for each modality,

its validation performance is strongly positive correlated to its test performance, i.e.,

modalities that perform better on the validation set usually perform better on the

test set. This provides empirical support for us to use validation set accuracy in Eq.

to evaluate the generalization ability of different modalities.
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Table 4.8: Uni-modal performance under multi-modal multi-source DG on EPIC-
Kitchens dataset with video and optical flow data.

EPIC-Kitchens

Video Flow

D2, D3 — D1 D1, D3 — D2 D1, D2 —+ D3 Awg D2, D3 — D1 D1, D3 — D2 D1, D2 — D3 Auvg
Uni-video 54.02 65.60 56.57 58.73 - - - -
Uni-flow - - - - 56.55 62.00 56.36 58.30
Base 47.82 61.47 56.57 55.28 52.18 60.53 54.62 55.78
SAM [34] 54.94 63.87 60.47 59.76 52.64 59.47 56.03 56.05
EoA [5] 51.67 63.33 57.48 57.49 53.04 62.13 56.34 57.17
SimMMDG [23] 50.54 60.76 59.77 57.02 50.33 62.89 53.58 55.60
CMRF (ours) 55.63 62.13 61.74 59.83 53.79 63.10 58.11 58.33

Table 4.9: Uni-modal performance under multi-modal multi-source DG on EPIC-
Kitchens dataset with optical flow and audio data.

EPIC-Kitchens

Flow Audio

D2, D3 — D1 D1, D3 — D2 D1, D2 — D3 Avwg D2, D3 — D1 D1, D3 — D2 D1, D2 — D3 Auvg
Uni-flow 56.55 62.00 56.36 58.30 - - - -
Uni-audio - - - - 37.01 40.40 42.71 40.04
Base 51.72 57.73 55.13 54.86 36.32 38.00 43.94 39.42
SAM [34] 53.56 60.00 56.90 56.82 37.70 38.93 44.43 40.35
EoA [5] 54.43 59.87 57.67 57.32 38.16 40.40 41.85 40.14
SimMMDG [23] 56.27 61.58 56.79 58.21 35.82 36.49 47.78 40.03
CMRF (ours) 56.27 63.37 59.24 59.63 40.00 41.47 49.28 43.58

Table 4.10: Uni-modal performance under multi-modal multi-source DG on HAC
dataset with video and audio data.

HAC
Video Audio
AJ/C—-HH C—-AH A—-C Avyg A,C—HH,C—>AH A—C Auyg
Uni-video 73.29 77.11 53.80  68.07 - - - -
Uni-audio - - - - 28.26 38.09 32.11 32.81
Base 72.83 72.72 57.26 67.60 31.16 36.50 26.06 31.24
SAM [34] 71.84 78.41 55.13  68.46  30.25 39.20 25.23  31.56

CMRF (ours) 74.64 83.52 53.46 70.54 30.43 44.32 29.82  34.86
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Table 4.11: Uni-modal performance under multi-modal multi-source DG on HAC
dataset with video and optical flow data.

HAC

Video Flow

A/C—o>HH C—>AH A—-C Avygy A,C—-HH,C—AH A—C Av

Uni-video 73.29 77.11 53.80 68.07 - - - -

Uni-flow - - - - 57.97 58.52 43.12  53.20
Base 72.10 74.43 46.33  64.29  56.16 53.98 35.78  48.64
SAM [34] 74.64 78.98 49.08  67.57  53.62 50.00 37.15  46.92
CMRF (ours) 77.90 79.84 48.33 68.69 63.04 62.50 37.78 54.44

Table 4.12: Uni-modal performance under multi-modal multi-source DG on HAC
dataset with optical flow and audio data.

HAC

Flow Audio
A/C—o-HH C—-AH A—-C Avygy A, C—HH,C—>AH A—C Avyg

Uni-flow 57.97 58.52 43.12 53.20 - - - -

Uni-audio - - - - 28.26 38.07 32.11  32.81
Base 55.86 56.82 41.50 51.39 27.35 37.34 26.15  30.28
SAM 60.51 55.13 48.62 54.75 29.16 40.04 30.23 32.14
CMRF (ours) 61.59 57.95 4749 55.68 31.88 41.48 33.03 35.46

Table 4.13: Uni-modal validation performance vs. test performance on EPIC-

Kitchens dataset.

Validation Test

D2, D3 — D1D1, D3 — D2D1, D2 — D3 Avg D2, D3 — D1D1, D3 — D2D1, D2 — D3 Avg

Video 79.58 75.58 75.19 76.78 54.02 65.60 56.57 98.73
Flow 74.94 72.04 72.57 73.18 56.95 62.00 56.36 58.30
Audio 60.32 54.29 53.16 55.92 37.01 40.40 42.71 40.04

Table 4.14: Uni-modal validation performance vs. test performance on HAC dataset.

Validation Test
A/C—-H HC—-A HA—-C Ay A, C—-H HC—-A HA—->C Ay
Video 90.10 88.66 93.58 90.78 73.29 77.11 53.80 68.07
Flow 74.11 72.87 80.53 78.54 57.97 58.52 43.12 53.20
Audio 56.09 49.19 55.09 53.46 28.26 38.07 32.11 32.81
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4.7. Remarks

4.7 Remarks

In this chapter, we analyze the behavior of multi-modal domain generalization and
find that modality competition and discrepant uni-modal flatness restrict the gener-
alization capability of multi-modal network. To address these challenges, we propose
cross-modal representation flattening (CMRF) to construct consistent flat regions in
a shared representation-space loss landscape. Our method builds interpolations by
mixing multi-modal representations from moving averaged teacher model and use
feature distillation to optimize the high-loss regions between modalities. Our ex-
tensive experiments on two benchmark datasets demonstrate the effectiveness of our
method to promote multi-modal domain generalization, as well as uni-modal domain

generalization in multi-modal network.
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Chapter 5

Overcome Modal Bias in
Multi-modal Federated Learning
via Balanced Modality Selection

Selecting proper clients to participate in each federated learning (FL) round is criti-
cal to effectively harness a broad range of distributed data. Existing client selection
methods simply consider the mining of distributed uni-modal data, yet, their effec-
tiveness may diminish in multi-modal FL. (MFL) as the modality imbalance problem
not only impedes the collaborative local training but also leads to a severe global
modality-level bias. We empirically reveal that local training with a certain single
modality may contribute more to the global model than training with all local modal-
ities. To effectively exploit the distributed multiple modalities, we propose a novel
Balanced Modality Selection framework for MFL (BMSFed) to overcome the modal
bias. On the one hand, we introduce a modal enhancement loss during local training
to alleviate local imbalance based on the aggregated global prototypes. On the other
hand, we propose the modality selection aiming to select subsets of local modalities

with great diversity and achieving global modal balance simultaneously. Our ex-
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tensive experiments on audio-visual, colored-gray, and front-back datasets showcase
the superiority of BMSFed over baselines and its effectiveness in multi-modal data

exploitation.

5.1 Introduction

Federated learning (FL) [75] aims to collaboratively learn data that has been collected
by, and resides on, a number of remote devices or servers. FL stands to develop
top-performing models by aggregating knowledge from numerous edge clients [20),
104], which relies on the iterative interaction among participating clients and the
server. However, comprehensively employing the information from all clients can be
exceptionally difficult due to the client heterogeneity (where clients have inherent

different data distributions) and resource limitations [20] [89].

Random sampling [102] [68] from available clients has been widely used in FL to
satisfy some practical restrictions, e.g., limited communication bandwidth [82] 103]
and computing capacities [50]. To improve the information exploitation of all clients,
extensive research has been conducted on effective client selection strategies [22, [11§].
Despite the success of traditional client selection methods in uni-modal FL, their
effectiveness diminishes when dealing with clients with multi-modal data as the inter-
modal interactions during the MFL training are neglected. According to [106] [49],
there may exist inconsistent learning paces for different modalities in multi-modal
joint training, i.e., modality imbalance, which not only impedes the collaborative
local training but also leads to a severe modal bias for global model in MFL. As
illustrated in table [5.1] audio modality significantly outperforms visual modality in
CREMA-D and AVE datasets during local training and the aggregated model still
suffers from it. However, two well-designed client selection methods (pow-d [16] and
DivFL []]) only obtain severely limited improvement over random sampling (FedAvg)

on the multi-modal global model. We can see that client selection methods achieve
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Table 5.1: Performance of various client selection methods in MFL under IID setting.
A and V denote uni-audio and uni-visual while A-V means the multi-modal result.
‘Local’ represents that a client is trained based its local data without aggregation. A
strong modal bias of global model exists on the two datasets.

Dataset CREMA-D [9] AVE [99]
Method A \Y A-V A \Y A-V
Local 41.9 204 39.6 33.4 16.7 35.2

FedAvg-0.2 50.6 28.6 02.4 60.6 29.6 63.4
FedAvg-0.5 20.5 34.6 35.7 28.7 30.0 60.7
FedAvg-0.8 48.1 50.9 61.2 56.4 31.8 28.5

BMSFed 51.0 41.9 64.5 29.7 40.2 | 64.7

the best uni-audio performance while uni-visual performance even drops sometimes,
which means existing client selection scheme heavily relies on the better modality,
while ignoring the importance of improving weak modalities that also has potential
for global model aggregation. Based on the above analysis, a pivotal question arises:
Can we design a new selection scheme in MFL that can overcome the modal bias and

exploit each modality comprehensively?

To answer this question, we investigate the interactions between different modalities
via randomly discarding the data from one modality (audio or visual) on part of
clients, which is inspired from modality dropout [3, [IT14] that drops a specific modal
data during training for regularization. The results are shown in rows 7-9 in table 5.1}
where ‘-x’ denotes randomly discarding a modality on a client with probability ‘x’.
We can see that dropping with a certain probability can improve the global multi-
modal performance on both datasets (e.g., FedAvg-0.2), and the main reason comes
from the dramatic improvement of visual modality. This phenomenon suggests that
performing uni-modal training can unleash its potential without being inhibited by
another modality, and uni-modal local training may contribute more to the

global model than multi-modal training on some clients. As the dropping ratio
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Figure 5.1: Left: Traditional client selection in FL aims to sample a client subset in
each round while our modality selection considers each local modality as the sampling
unit. Right: The paradigm of BMSFed with four clients. The global prototypes are
used to enhance the weak modality during local update. Only networks corresponding
to the selected modalities will be uploaded to the server for aggregation.

increases, although the visual modality still improves, multi-modal performance may
decline as the audio modality declines as shown in columns 5 and 7, suggesting that we
should carefully control which modalities on each client should be involved in training

and aggregation to make the contribution most to the global model.

According to the above investigations, we propose a novel Balanced Modality Selec-
tion scheme for MFL (BMSFed) to mitigating the modal bias and comprehensively
exploit the diverse information from all modalities. Specifically, instead of selecting
a subset of clients, we treat each modality on the local side as a selection unit, as
demonstrated in fig. Our BMSFed mainly contains two parts: Firstly, we intend
to alleviate the local modality imbalance by introducing a modal enhancement loss
based on aggregated global prototypes to promote the performance of weak modality:.
Secondly, we complete the modality selection by building two separated submodu-
lar functions for selecting multi-modal clients (training with multi-modal data) and
uni-modal clients (training with selected uni-modal data) respectively. Inspired from
[8], the criterion is to select modalities that are most representative on the gradients
while also alleviate the global modal bias. A simple yet effective conflict resolution

strategy is devised to ensure the validity of modality selection and keep modal balance
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on global model simultaneously.

The main contributions of the section are summarized as follows:

1. We empirically analyze the modality imbalance problem in MFL and reveal that
uni-modal training on some clients may contribute more to the global model

than multi-modal training.

2. Based on the analysis, we propose a novel Balanced Modality Selection scheme
for MFL (BMSFed) to comprehensively exploit all modalities via a modal en-
hancement loss and representative modality selection to overcome the global

modal bias.

3. We conduct comprehensive experiments on audio-visual, colored-gray, and front-
back datasets, and considering the statistical heterogeneity and modality incon-

gruity problems in MFL, to validate the superiority of our BMSFed.

5.2 Background and Related Works

5.2.1 Multi-modal Federated Learning

In MFL, each client has one or multiple modalities of data. Without loss of generality,
we consider two input modalities, which are denoted by A and [ respectively in
MFL. There are a set V' of N clients, V' = [N], respectively owning datasets D; =
{Xf, Xf, y}, i € [N]. A typical federated learning objective is the average of each

client’s local loss function:

min £ (6) = > puF (6) (5.1)

where 6 = {64,607, w} denotes the model parameters. 64 and ¢ represent the encoder
parameters of modality A and I. w is the parameter of fusion classifier. p, is a pre-

defined weight. F}, is each client’s local loss (cross entropy (CE) loss for classification
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task in this section).

Statistical heterogeneity [55], [60] is a widely concerned challenge in uni-modal FL. To
tackle this issue, FedProx [67] uses a proximal term to stabilize model aggregation.
FedProto [98] shares class prototypes to regularize the learning of local models. In
MFL, modality incongruity [134, 128] (clients consist of different modalities combi-
nations), as well as statistical heterogeneity [116], are all considered. Yu et al. [12§]
propose CreamFL to align the representations between different clients and different
modalities via communicating knowledge on a public dataset. Chen et al. [14] intro-
duce FedMSplit to split local models into several components and aggregate them by
their correlations. However, they still focus on the heterogeneity, but ignore the in-
teraction between private data of different modalities, which limits their information

exploitation.

5.2.2 Client Selection and Submodular Function

Client selection [22] [118] is a critical issue for FL especially when the communication
cost with all devices is prohibitively high, which has been extensively studied in uni-
modal FL. Cho et al. [I6] propose Power-of-Choice to select clients with largets local

loss. Balakrishnan et al. [8] propose to select a subset of clients with great diversity.

Diverse client selection via submodularity. Maximizing a submodular function
is reported to improve the diversity and reduce the redundancy of a subset. This
property makes it appropriate for client selection in FL. If a function F'is submodular,
it should satisfy: given a finite ground set V of size N, F(AU{v}) — F(A) >
F(BU{v})— F(B), for any A C B CV and v € V\B. The marginal utility of an
element v w.r.t. a subset A is denoted as F' (v|4) = F (AU {v}) — F' (A), which can
represent the importance of v to A. The client selection via submodular maximization

can be expressed following [8]: find a subset S of clients whose aggregated gradients
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can approximate the full aggregation from all clients:

S OVE (W)=Y [VE (V") = VEu (W) + > wVE (v9) (5.2)

ke[N] ke[N] keS

where 0 maps V' — S and the gradient VF}, (vk) from client k is approximated by
the gradient from a selected client o (k) € S. For i € S, let C; = {k € Vo (k) = i},
and therefore v; 2 |C;|. Take the norms and apply triangular inequality after sub-
tracting the second term from both sides, we can obtain a relaxed objective G (.S) for

minimizing the approximation error:

> VE() = S wVE ()| < 3 min]|[VE () - VE ()| 26 (5)

ke[N] kesS ke[N]

(5.3)

Minimizing G (S) can be seen as maximizing the well-known submodular function,
i.e., the facility location function [19]. The submodular maximizing problem is NP-
hard but can be approximated via the greedy [79] or stochastic greedy algorithm
[76]:

S+ SUk k" e argmax [G(S)—G{k}US)] (5.4)

kerand(V'\S,size=s)

G represents a constant minus the negation of G.

Although these methods make great improvement in uni-modal FL, the selection
strategy is under-explored in MFL and we reveal that traditional client selection

approaches cannot address the severe modal bias in MFL.

5.2.3 Imbalanced Multi-modal Learning

Modality imbalance indicates the inconsistent learning progress of different modalities
in multi-modal learning [106, 49]. Peng et al. [85] propose OGM-GE to alleviate the

inhibitory effect on weak modality by slowing down the dominant modality. Fan
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et al. [30] further build a non-parametric classifier by class centroids to adjust the
update direction of weak modality. In this section, we aim to power each modality
of all clients by a meticulously designed modality selection strategy in each round of

training.

5.3 Methodology

In this section, we introduce BMSFed that contains the local imbalance alleviation

and balanced modality selection.

5.3.1 Local Imbalance Alleviation

As discussed in Table .1}, the multi-modal training on each client may suffer from
severe modality imbalance, leading to inadequate information exploitation on the
local side and consequently incurring the modal bias on the global model. Therefore,

we first try to alleviate the imbalance during local training.

Inspired from [30], we can facilitate learning of weak modality by modulating the gra-
dient direction and magnitude. For the ¢-th client with the data D; = {X A X1 y},
the local prototype for class j of each modality is defined as the mean value of repre-

sentations:

1
=15 2 M) H_\Djy

Z hi (6% 27) (5.5)
zAeD; ;

where D;; denotes the samples belonging to j-th class in client 7. h; is the func-
tion of encoder. Considering the heterogeneity across clients, we aggregate the local

prototypes to a global prototype as:

Digl 1 a4 _ il
J |N’|Z€zj\; N, Cijr € |N‘|Z€zj\; N, Cij (5.6)
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where N; denotes the set of clients that have class j and N; is the number of instances
belonging to class j over all clients. And then, we introduce the modal enhancement

loss (ME) for client k based on the global prototype:

[ exp (—d (+,¢)")) ]
>ojm exp (=d (2], "))

exp (—d (zZA, cfA)) ]
)

Luie (v3) = ~Eupy)ep, log [z;“l exp (—d (o1 5

1)

ck (v’f) = —E( log

m{,y)G'Dk

where d (-, -) is the distance function (Euclidean distance), z/ is the representation of
ol ie., 2l = h; (6;2]). Y is the class number. v% and v} indicate the corresponding

modal data in client k. Hence, the local loss should be (data superscripts are omitted

for simplicity):

/A

LE (v, v) +7LE L (vy), ph <1
Fy (va,v7) = CE(A 1) Y ME(A) Pr (5.8)

L& (vg,0p) + B L (v), pf>1

where p¥ indicates the local imbalance ratio for client k calculated based on the
modality-wise ground truth prediction, and p¥ > 1 means modality A outperforms
modality I and vice verse. ~% B*¥ € (0,1) are the modulation coefficients. The

calculation details for v*, 8% and p% are given below.

Prototype. The prototype is the centroid of the representations for each class.

Therefore, the local prototype for class j is calculated as (for modal I):

1 N;j
I N §
J ]\/:7 lel Ji

where N; is the number of samples with class j in local side.

When the sever receives the local prototypes from each client, the global prototypes
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are aggregated according to the sample numbers from each client:

1 N
GI I
e e — cilk - V| (5.10)
J N Z _ Gl Nl
Zk:l Nj |k k=1
where N, is the number of samples with class j in client £, c]l | is the prototype of

class 7 in client k.

Imbalance ratio p; and coef 5*. In this section, we need the coefficients 3* and
¥ in eq. to adjust the strength of local enhancement and imbalance ratio to
determine which modality is weak and modulate the modality selection process as in
eq. . Local imbalance ratio of client k is the quotient of average ground-truth

logits from two modalities:

s =57 1., - soft max (9,

: ; (5.11)
SiI = Zc:l 1C=yi - soft max @{)C

k_ DicB, sf

Pr= I

where g, 9/ are the logit outputs based on the distance differences from local proto-

(5.12)

types. B; is a random mini-batch at time step ¢. Then the global imbalance ratio is

calculated as:
LS g (5.13)
PI = =xn Pr - Nk .
ngvﬂ ng k=1

According to [30], we design 3* as:

(5.14)

Different from [30], we apply the global prototype instead of local prototypes to
aggregate the knowledge from different clients, and the ME loss is not only applied
to multi-modal clients, but also to uni-modal clients (See details in subsection [5.3.2]).

72



5.3. Methodology

5.3.2 Balanced Modality Selection

Considering that different types of modal combinations may be selected to participate
in local training in our scheme, we define the participated clients as multi-modal
clients and uni-modal clients (e.g., client 2 in Figure Right is a uni-modal client
with modal [ for training while client 1 and 4 are multi-modal clients with both
modalities for training). In subsection we propose the ME loss to facilitate the
learning of weak modality, which is originally designed for multi-modal clients. Here,
we also apply it on uni-weak-modal clients to realize gradient consistency on different

types of clients.

Assume modality I is weak here. Hence, the local loss for multi-modal and uni-modal
clients should be:
multi-modal : F, (v, v;) = L&y (va,v;) + B*Lh 5 (v))

(5.15)
uni-modal : Fy (v,) = ﬁl(ch (UA) s Fie (UI) = LIZ*E (UI) + 5k£]f\/fE (UI)

Next, following Eq. we define the paradigm of modality selection for MFL, aiming
to approximate the full gradient aggregation from all clients by the gradient from the

customized multi-modal and uni-modal clients:

VE (vq,v7) — VFsyk) (v4,v7)

Z V (UA’UI) = Z

ke[N] ke | —VEoum (0a) = VEs @) (v)) (5.16)
+ Z WV Fy (vg,07) + Z NV Fe (vy) + Z WV EFy (v7)

]{:ESM k?ESA . ]CES] . X
where o7, 04 and oy map V' — Sy, S4, St, the client sets who use multi-modal, uni-
A, and uni-/ data for training respectively, and Sy; NS4 =Sa NS =Sy NS; = .

M 44 and 4L have the similar meaning as 7, in Eq.

Since modality I is weak here, we omit the uni-A clients as the multi-modal gradient

is dominated by modality A [85], which means we do not need to select uni-A clients

for its enhancement. Then, bring Eq. to Eq. and follow the operations from
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Eq. to Eq. 5.3] we can obtain:

' —MVF, —AVE;
kE[J:V] €S gES) HVFk (Wasv1) = %" VE: (g, 01) =95 VE (UI)”
S

B Z min VLER (va,vp) + VB L g (v) — VL (4, vp)
o 1€SN,JEST

ke[N] —VB Ly (vr) — Vﬁ]éE (vr) — Vﬁjﬁg\/m (vr)
< . k o 7 5.17
X k;ﬂ fgg}g HV£CE (va,vr) = VLeg (v4,v7) H ( )

\V4 kﬁk N v/ z‘Ez‘
n Z ' min B ME (vr) ? ME (vy)
ke[N] ieSges —V Lo (vr) = VB Lyp (vr)

£ G(Sy)+G(SyuUS)

The right-hand side of the first equation is the modality selection formula that aims
to select a group of multi-modal clients S, and uni-modal clients Sy to approximate
the aggregated gradients from all clients. However, the joint selection for Sy, and S
is a complex joint optimization problem. Therefore, we decouple this objective into
two submodular functions G (Sy;) and G (Sy U St) according to triangle inequality,
while the full gradient approximation is divided into two parts: the first part uses
selected multi-modal CE gradient to fit fully multi-modal CE gradient aggregation,
and the second part approximates the fully multi-modal ME gradient aggregation via
selected uni-modal CE gradient and both selected multi- and uni-modal ME gradient.
The modality-level gradient decoupling converts the complex joint selection to two

simply separated selection problems.

Although we can solve the two submodular functions with the stochastic greedy algo-
rithm [76], there are still two issues: (1) the selected client according to G (S U Sy)
should be specified whether it is uni-modal client or multi-modal client; (2) the sep-
arated selection strategy pays less attention to the global modal bias. To address
the two problems, we perform the stochastic greedy algorithm for two submodular

functions in parallel and propose a simple yet effective conflict resolution strategy to
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Algorithm 1: BMSFed.
Input: Input data D; = {Xf‘,X[,y}, i € [N], initial model 6,

hyper-parameters y, global communication epochs E, e = 1.

1 while e < E do

2 if e =1 then

3 Send 6 to all clients;

4 Perform one-step local update for gradients, prototypes and pk;
5

6

7

Aggregate global prototypes and py;
else
L Aggregate global model 6, prototypes ¢“ and py;

8 Select multi-modality for Sy, and uni-modality for S; (or S4) using Egs. m

and [5.19;
9 Send 6, ¢ and p; to selected clients;
10 foreach client in selected clients in parallel do
11 Perform multi-modal learning in Sy, and uni-modal learning in Sy (or Sy)
by with Eqgs. and [5.15}
12 Send gradients, local prototypes and p% to server;

ensure Syy N S; = © as well as, more importantly, balance the learning of different

modalities on global model:

Sy Sy UK kT € arg max [G (Swmr) — G ({k} U SM)] (5.18)
kerand(V\Sar\S1,s)

(

if ki = k3, Sy Uk;

if kA ks, (5.19)

\

k‘; € arg max [G(SMUS[)—G<{]€}USMUS[”
kerand(V\Spr\S1,s)

For every selection, we randomly sample a subset of clients s. A multi-modal clients
ki is selected from s according to G (Syr) while k3 is also selected from s according to

G (Sy U Sy). ki = ki means using multi-modal data from this client can contribute
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most to the global model. When k] # k3, we allocate it to uni-modal or multi-modal
client according to its local imbalance ratio: if it is severely imbalanced, we use its
uni-weak-modal data for training and aggregation to alleviate the global modal bias,
otherwise we believe that training with its multi-modal data contributes more than

uni-modal data. x is a hyper-parameter.

Discussion. (1) Overcoming the modal bias in our method are twofold: the ME loss
alleviates imbalance at local side and the selected uni-modal clients further promote
balanced learning of global model. Meanwhile, the diversity coming from two sub-
modular functions ensures the representative information for the global model. (2)
We assume [ is the weak modality above while in practice, we can determine the
weak modality before modality selection via the aggregated global imbalance ratio
pr = m SV ph - ng. Overall, the pseudo-code of BMSFed is provided in Algo-
rithm . (3) Only the gradients, prototypes and p¥ participate in communication, so

there is no privacy issue and similar communication overheads as in traditional FL.

5.4 Evaluation

5.4.1 Datasets and Baselines

Datasets. We conduct experiments on four datasets: (1) CREMA-D [9] is an
audio-visual dataset for emotion recognition task with total six categories for emo-
tional states. (2) AVE [09] is an audio-visual dataset for event localization with 28
event classes, and here we use it to construct a labeled multi-modal classification
dataset following [30]. (3) Colored-and-gray MNIST (CG-MNIST) [59] is a syn-
thetic dataset based on MNIST [62] with gray-scale and monochromatic images as
two modalities, following [112]. (4) ModelNet40 is one of the Princeton ModelNet
datasets [I13] with 3D objects of 40 categories. The front and back [96] views are

considered as two modalities, following [14].
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Baselines. We choose eight baselines for comparison from four categories: (1) three
uni-modal FL methods designed for statistical heterogeneity are extended to multi-
modal scenarios: FedAvg [75], FedProx [67] and FedProto [98]. (2) Integrating OGM-
GE [85] and PMR [30], the solutions for modality imbalance, with FedAvg forms two
MFL methods: FedOGM and FedPMR. (3) Two client selection method: Power-
of-choice (pow-d) [16] and DivFL [§], evolved from its uni-modal version directly.
(4) One MFL method, FedMSplit [14], especially designed for modality incongruity.
Compared with these baselines, we demonstrate that an elaborate modality selection

strategy is essential to realize comprehensive information exploitation in MFL.

5.4.2 Experimental Settings

For CREMA-D, AVE and ModelNet40, we use ResNet18 [44] as the backbone for
audio, visual and flow modalities. Audio data is converted to a spectrogram of size
257x299 for CREMA-D and 257x1,004 for AVE. We randomly choose 3 frames and
4 frames to build image training sets for CREMA-D and AVE respectively. For CG-
MNIST, we build a neural network with 4 convolution layers and 1 average pool layer
as the encoder, following the setting as in [30]. We choose the simple yet effective
fusion method, concatenation [84], to build fusion classifier for all the datasets. We
set 20 clients for CREMA-D, AVE and ModelNet40 while the number for CG-MNIST
is 30. 5 clients are selected in each communication round for CREMA-D, AVE, Mod-
elNet40 and 6 for CG-MNIST. For IID setting, training data is uniformly distributed
to all clients. For non-IID scenarios, we use Dirichlet distribution [46] Dir («) to
split data (a = 3 for CREMA-D, AVE, ModelNet40, o« = 2 for CG-MNIST). The
optimizer is SGD [90] for all datasets. Learning rate is initialized at le-3 or le-2 for
CEAMA-D, AVE and ModelNet40 or CG-MNIST and becomes le-4 or le-3 in the
later training stage. The hyper-parameter x is set to 1.2-2.5 according to datasets
and settings. To complete stochastic greedy algorithm for Egs. and we use

the gradients from the selected clients at current round to update part of the simi-
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Table 5.2: Comparison results on four datasets. The metric is the top-1 accuracy
(%). The best is in bold, and the second best is underlined.

Dataset CREMA-D AVE CG-MNIST ModelNet40
Method IID | non-IID | IID | non-IID | IID | non-IID | IID | non-IID
FedAvg | 50.7 49.8 62.2 59.7 42.3 41.7 87.2 86.5
FedProx | 51.0 49.0 62.6 59.9 42.9 43.6 86.9 87.1
FedProto | 58.7 54.0 61.7 58.8 51.5 51.4 87.5 87.2
FedOGM | 56.9 56.4 62.8 59.3 57.2 53.0 87.6 87.0
FedPMR | 55.5 55.1 63.1 61.6 66.1 63.3 87.6 87.7
pow-d 50.5 50.7 62.5 60.0 41.2 40.3 86.8 86.2
DivFL 51.7 50.8 63.3 59.6 43.0 42.1 86.95 86.4
FedMSplit | 52.4 51.6 62.4 60.8 43.5 50.9 87.5 87.4
BMSFed | 64.5| 61.6 |64.7| 62.1 |70.2| 66.7 |88.7| 87.5

larity matrix, which is named “no-overheads” in [§]. Except for pow-d, DivFL and
BMSFed, other baselines select clients randomly. Each client has two modal data by
default. We do all experiments on a workstation with an RTX 3090 GPU, a 3.9-GHZ
Intel Core i9-12900K CPU and 64GB of RAM.

5.4.3 Comparison with Baselines

BMSFed effectively improves the performance. As demonstrated in Table[5.2]
our BMSFed achieves the best results on the four datasets under both IID and non-
11D settings (by up to 5.8% on CREMA-D). Client sampling here (pow-d and DivFL)
cannot fully exploit information for all modalities, making its improvement limited or
even worse than FedAvg in CG-MNIST. Although FedOGM and FedPMR accomplish
modest improvement because of their ability to alleviate modality imbalance, they
are not as good as BMSFed since they do not consider the overall performance of the
global model. Traditional uni-modal FL methods for statistical heterogeneity (e.g.
FedProx) and MFL method for modality incongruity (FedMSplit) only obtain slight

improvement. We also illustrate the trend of test accuracy versus the number of
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Figure 5.2: Test accuracy of BMSFed compared with other baselines on CREMA-D
and AVE.

communication rounds on CREMA-D and AVE in Figure 5.2l BMSFed can realize
comparable or even faster convergence speeds in CREMA-D and AVE.

BMSFed exploits all modalities comprehensively. To show the effect of our
method on addressing modal bias, we report the performance of each modality on
CREMA-D and AVE as shown in Table[5.3] The uni-modal performance evaluation
follows [30]: a sample is classified into the class corresponding to its nearest prototype.
It is clear that BMSFed could considerably improve the performance of weak modal-
ity (visual) and mitigate the modality-level bias. Besides, compared with randomly
modality abandoning, which significantly reduces audio performance as illustrated
in Table 5.1, BMSFed achieves comparable audio performance with other baselines.
Although FedProto, FedOGM and FedPMR also alleviate the imbalance, they mainly
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Table 5.3: The uni-modal performance comparison on CREMA-D and AVE.
Dataset CREMA-D AVE
Setting 11D non-IID 11D non-IID
Method A \Y A \Y A \Y% A \Y
FedAvg 51.2 | 206 | 50.7 | 20.2 | 61.1 | 26.8 | 614 | 26.4
FedProx 51.3 | 20.2 | 50.1 | 22.0 | 604 | 27.1 | 61.2 | 26.9
FedProto 50.2 | 353 | 486 | 39.1 | 55.7 | 36.8 | 59.7 | 32.8
FedOGM 50.5 | 35.7 | 48.8 | 30.2 | 58.7 | 288 | 594 | 29.4
FedPMR 51.5 | 38.7 | 50.1 | 35.9 | 61.7 | 39.6 | 61.7 | 35.3
pow-d 51.5 | 204 | 516 | 188 | 61.9 | 269 | 60.1 | 27.1
DivFL 52.3 | 21.1 | 52.1 | 22.7 | 62.7 | 253 | 61.6 | 26.3
FedMSplit | 52.0 | 21.8 | 50.8 | 21.6 | 61.3 | 26.9 | 62.3 | 28.7
BMSFed 51.0 | 41.9 | 49.3 | 41.4 | 59.7 | 40.2 | 60.2 | 38.6

focus on local optimization, resulting in the performance gap between them and our
BMSFed on the aggregated model, which further indicates that in MFL, it is impor-
tant to take both local optimization for each modality and the overall performance

for global model into consideration simultaneously.

5.4.4 Ablation Study

Effectiveness of each component. Table |5.4] studies the effect of each BMS-
Fed component. Applying ME loss Eq. on random sampling (FedAvg+ME)
and the well-designed client selection (DivFL+ME) surpasses their vanilla strategies
(FedAvg, DivFL) by a large margin, demonstrating its effectiveness on local enhance-
ment. Comparing BMSFed (64.5% on IID CREMA-D) with ‘DivFL+ME’ (57.1% on
the same setting) also denotes the necessity of balancing different modalities consid-
ering the global model via modality selection. To show the importance of aligning
feature spaces of weak modality, we replace the global prototypes with local proto-
types (BMSFed-local). Global alignment achieves notable improvement (by up to 2%
on non-I1ID AVE). The performance improvement compared with ‘FedAvg-0.2,0.5,0.8’

exhibits that randomly sampling modalities does not always lead to improvement and
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Table 5.4: Ablation study. ‘BMSFed-local’ uses local prototypes rather than global
prototypes for ME loss.

Dataset CREMA-D AVE
setting I1D non-I1D 11D non-I1D
FedAvg 50.7 49.8 62.2 59.7
DivFL 51.7 50.8 63.3 59.6
FedAvg-0.2 52.4 50.1 63.4 61.1
FedAvg-0.5 55.7 55.1 60.7 59.4
FedAvg-0.8 61.2 58.1 58.5 58.7
FedAvg+ME 55.8 54.5 62.8 60.7
DivFL+ME 57.1 55.6 63.0 61.1
BMSFed-local 63.7 60.3 63.4 60.1
BMSFed 64.5 61.6 64.7 62.1
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Figure 5.3: Robustness validation on (a) data size, (b) local epoch and (c) client
number under IID setting.

further demonstrates the need of meticulously selecting modalities for information ex-

ploitation.

Robustness test. To verify the robustness of our method, we vary three key hy-
perparameters to build various scenarios: (1) change the data size |D;| to allow each
client to hold a small amount of data, (2) set different local training epochs, and
(3) vary the total client number N. As illustrated in Figures [5.3h, b, our BMSFed
consistently outperforms baseline (FedAvg) under various scenarios. More data as
well as more local training epochs can bring further improvements to our method,
indicating that exploiting the weak modality need more training efforts. Based on

the results in Figure [5.3, our approach can also be generalised to clients with larger
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Figure 5.4: Proportional change of audio and visual respectively and the curve of
global imbalance ratio during training on CREMA-D under 11D setting.

Table 5.5: Performance on CREMA-D and AVE with modality incongruity. 50% of
clients have all modal data and 50% of clients only retain data with a single modality
(audio or visual).

Dataset CREMA-D AVE
setting 11D non-I11D 11D non-I1D
FedAvg 55.7 55.1 60.7 58.7
FedProx 56.8 56.0 61.2 58.5
FedProto 58.7 57.0 61.3 59.7
FedOGM 58.6 57.4 60.1 58.5
FedPMR 56.4 55.5 61.9 60.3
DivFL 57.4 55.6 61.1 58.6
FedMSplit 58.9 56.9 61.7 60.0
BMSFed 62.4 59.8 63.5 60.9

scales.

The relationship between modality selection and imbalance degree. In Egs.
.18 and we use a conflict resolution strategy based on local imbalance ratio to
realize balanced modality selection. We visualize the proportions of audio and visual
modalities selected in each round and the global imbalance ratio. It is clear from
Figure that audio is the dominant modality (imbalance ratio is always greater
than 1) and modality imbalance is gradually alleviated as training progresses (global
imbalance ratio shows a downward trend). In addition, the proportion of selected

visual modality follows the same trend (larger in the early stage of training and
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becomes smaller later), implying the rationality of our selection strategy based on

imbalance ratio and its effectiveness on mitigating bias.

Effectiveness on modality incongruity scenario. All above experiments assume
that each client initially has complete modal data. Here, we build the stimulation
of modality incongruity scenario, in which half of the clients have data with two
modalities, and the other half only have data in one modality: random audio or
visual. The results are shown in Table (The results of pow-d is not available
because it is not applicable to this scenario). Our BMSFed still makes impressive
improvement compared with all other baselines (by up to 3.5% on IID CREMA-D),
illustrating the good generalization ability of our method in different scenarios. It is
worth mentioning that FedMSplit performs better than before because it is specifically

designed for modality incongruity.

5.4.5 More Results

The unimodal performance. The accuracy curves of each modality of all baselines

and our method on CREMA-D and AVE are shown Figs. and [5.6]

The uni-modal results under non-IID settings are consistent with the observations

under IID settings.

Comparison with more methods for modality imbalance. Here are more re-
sults comparing our BMSFed with more baselines for modality imbalance. AGM [64],
G-blending [106] and Greedy [112] are all designed for modality imbalance problem
in centralized scenario and we extend them to multi-modal FL settings. BMSFed still

achieves the best performance on CREMA-D and AVE.

Comparison on Image-Text dataset with two sota FL. methods for statisti-
cal heterogeneity. We evaluate our method on the image-text dataset CrisisMMD

[1] to show its effectiveness on text modality. Moreover, we choose two more SOTA
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Figure 5.5: The performance of each modality compared with other baselines on

CREMA-D and AVE under IID settings.

FL methods FedNH [20] and FedPAC [I17] for statistical heterogeneity FedNH and
FedPAC for comparison. The results are shown in table our method still achieves
the best.

More studies about claim and more settings. We fix the selection scheme
for each client but differs among clients. As shown in table [5.8 this scheme is still
better than FedAvg, proving “uni-modal local training may contribute more to global
model”. But they are worse than randomly modality selection, because some data is
never selected. The results of CREMA-D with more clients with different o are in

table [5.01
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Figure 5.6: The performance of each modality compared with other baselines on
CREMA-D and AVE under non-IID settings.

Table 5.6: Comparison with more modality imbalance methods. ‘C’ and ‘A’ denote
CREMA-D and AVE respectively.

CIID CnonfllD AIID AnonfllD
AGM 64 [55.1| 521 |63.4 601

G-blending [106] | 54.4 | 52.8 |62.2| 61.3
Greedy [112] | 54.0| 539 |629| 60.7
BMSFed  [64.5| 61.6 |64.7| 62.1

Table 5.7: Results compared with two sota FL. methods on CREMA-D and an image-
text dataset CrisisMMD.

CREMA-D CrisisMMD [1]
11D non-11D 1ID non-I1D

FedAvg 50.7 49.8 85.4 82.1
FedNH 58.6 56.3 87.3 85.8
FedPAC 59.7 56.4 87.1 86.5
FedPMR 55.5 55.1 86.6 86.0
DivFL 51.7 50.8 85.8 83.5
FedMSplit 52.4 51.6 85.9 84.7
BMSFed 64.5 61.6 88.7 87.4
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Table 5.8: More results proving “uni-modal local training may contribute more to
global model”.

FedAvg -0.5 -0.8 -0.5-fix -0.8-fix
A 01.2 00.5  48.1 49.6 45.2
V 20.6 34.6  50.9 34.1 44.8
A-V 50.7 55.7  61.2 55.0 97.3

Table 5.9: CREMA-D with more clients with different a.
N=20,a=1 N=20,a0=0.5 N=40,a0=1 N=40,a=0.5
FedAvg 47.5 46.3 47.1 42.9
BMSFed 57.8 55.0 56.4 53.3
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5.5 Remarks

In this thesis, we analyze traditional client selections and find their ineffectiveness in
MFL. We further reveal that there exists strong modality-level bias due to the modal-
ity imbalance during the training iterations and uni-modal training on some clients
may contribute more to the global model than multi-modal training. To address
this issue, we propose the balanced modality selection scheme for MFL (BMSFed)
with modality-level gradient decoupling to release the potential of all modalities and
maximize the gradient diversities to improve global aggregation. We also introduce
a modal enhancement loss to optimize the local update process. Our method does
not introduce additional local training costs and communication overheads compared
with previous methods. Extensive experiments on four datasets demonstrate the
superiority of our method in performance and applicability under different modal

combinations, data distributions and modality incongruity scenarios.
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Chapter 6

Conclusions and Suggestions for

Future Research

6.1 Work Summary

This thesis explores the challenges and solutions in maximizing the extraction and
utilization of multimodal knowledge in various complex scenarios, addressing crit-
ical challenges in multimodal learning (MML), multimodal domain generalization
(MMDG), and multimodal federated learning (MFL). Below is a summary of the key

contributions and findings.

e A detached and interactive multimodal learning framework (DI-MML) is pro-
posed to eliminate modality competition by independently training each modal-
ity with isolated objectives. A shared classifier and a dimension-decoupled
unidirectional contrastive (DUC) loss enable cross-modal interaction, while an
instance-level logit weighting strategy ensures balanced inference. Experiments
demonstrate significant improvements in both unimodal and multimodal per-

formance.
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e To enhance multimodal domain generalization, a cross-modal representation
flattening method (CMRF) is proposed, optimizing in representation space
rather than parameter space to align flatness across modalities. By interpolat-
ing cross-modal representations and leveraging knowledge distillation, CMRF
flattens high-loss regions and enhances weaker modalities. Adaptive weighting
and supervised contrastive loss further improve generalization. Experiments
on EPIC-Kitchens and HAC datasets validate its effectiveness in mitigating

modality competition and improving generalization.

e For multimodal federated learning, a balanced modality selection framework
(BMSFed) is introduced to address modality imbalance and global modal bias.
It selects modalities rather than clients for training, using a modal enhance-
ment loss with global prototypes and submodular optimization to ensure bal-
anced learning. BMSFed outperforms baselines on multiple datasets, including
CREMA-D, AVE, CG-MNIST, and ModelNet40, under both IID and non-II1D

settings, proving its robustness and scalability.

6.2 Future Work

The development of multimodal learning has opened the ages to solving tasks that
previously could not be completely solved unimodally with multimodal data. Besides,
with the development of large models in recent years, vast strong large language
models (LLMs) as well as multimodal large language models (MLLMs) have emerged.
They have shown much better performance than traditional small models on many
downstream tasks. Therefore, how to use multimodal knowledge to solve more difficult
tasks that are difficult to solve unimodally, and how to effectively use the knowledge
of multimodal large models are extremely challenging. In the future, I plan to perform

research on the following two directions:
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First, although large models show superior performance, it is difficult to deploy them
on local devices with limited computing resources. Therefore, extracting the specific
knowledge from large models to small models allows the strengths of MLLM to be
exploited at the edge. For example, when the local modal data is limited in quantity
or poor in quality, knowledge can be extracted from large models of other modalities

to promote local models.

Second, multimodal Retrieval-Augmented Generation (RAG) provides a promising
direction for solving complex tasks by leveraging both retrieval capabilities and gen-
erative abilities across multiple modalities. We plan to explore how multimodal RAG
can effectively integrate and utilize external multimodal knowledge bases to enhance
the reasoning and generation capabilities of MLLMs. Specifically, I aim to investigate
how to design efficient retrieval mechanisms that can handle diverse and heteroge-
neous data sources (e.g., text, images, videos) and align them with the generative

model’s input requirements.
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