






Publications 

 

THE HONG KONG POLYTECHNIC UNIVERSITY 

 

 ii 

Publications 

[1] M. T. Lung, Chi-Hang Lam and Leonard M. Sander: “Island, pit and groove 

formation in strained heteroepitaxy”, preprint for submission to Physical Review 

Letters.  

[2] Chi-Hang Lam, M.T. Lung and Leonard M. Sander: “Fast kinetic Monte Carlo 

simulation of morphological evolution of strained heteroepitaxy”, in preparation for 

submission to Physical Review E. 

 



Abstract 

 

THE HONG KONG POLYTECHNIC UNIVERSITY 

 

 iii 

Abstract 

Morphological evolution of strained heteroepitaxial films is studied using a kinetic Monte 

Carlo method in three dimensions. The film-substrate structure is modeled by a cubic 

lattice of balls and springs representing atoms and elastic interactions. Atomic surface 

diffusion is simulated using an activated hopping algorithm. The hopping barrier depends 

on both atomic coordination and elastic stress so that poorly coordinated or highly 

stressed atoms hop preferentially. The elastic stress is efficiently computed repeatedly 

during every stage in the surface evolution using a Green’s function method and a 

super-particle coarsening approximation. 

Applying our algorithms, films of area up to 64 by 64 atoms are studied. We have 

simulated annealing of initially flat films. At relatively high temperature, the film surface 

develops ripples, which later grow into three dimensional (3D) islands. At lower 

temperature, two dimensional (2D) islands and 3D pits are observed. The pits 

subsequently develop into grooves. Simulations of film deposition are also conducted. At 

low deposition rate, isolated 3D islands are observed. At higher deposition rate 

comparable to the corresponding surface roughening rate, morphologies similar to those 

from annealing are observed. 
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1. Introduction 

1.1 Background 

Heteroepitaxy refers to crystal growth in which films and substrates are composed of 

different materials. The lattice constants of the two different materials are normally 

different and hence create an elastic strain in the film. We call this difference lattice misfit 

or mismatch defined as 

 
f

sf

a

aa −
=ε  (1.1-1) 

where sa and fa are the unstrained lattice constant of the substrate and of the film 

respectively. 

There are three basic crystal growth modes as shown in Figure 1.1-1, namely 

Volmer-Weber, Frank-Van der Merwe, and Stranski-Krastanov. In Volmer-Weber growth 

[1] , the deposited atoms constitute nuclei on the substrate which grow to form three 

dimensional islands. In Frank-van der Merwe growth [2] , the film grows layer by layer. 

The Stranski-Krastanov growth [3] is an intermediate combination of the preceding two 

modes. In this case after forming one or more mono-layers, subsequent layer-by-layer 

growth becomes unfavorable and 3D islands will be formed. 
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Figure 1.1-1: Schematic diagram of the three possible growth modes: (a) Fran-van der Merwe, (b) 

Volmer-Weber and (c) Stranski-Krastanov.. 

 

The island formation in both Volmer-Weber and Stranski-Krastanov can be coherent 

or incoherent. In coherent epitaxy, there is no defect at the interface. Islands form as a 

pathway of relaxing film stress by allowing local expansion of the lattice parameter at 

less constrained regions, at the cost of increasing the surface energy. In incoherent epitaxy, 

stress can also be relaxed by the formation of dislocations or dislocated islands. 

Under appropriate conditions, coherent islands can self-assemble. They have 

identical shape, narrow distribution of sizes and reasonably ordered spatial distribution. 

These offer a promising technique for fabricating arrays of nano-sized quantum dots, 

which are expensive to prepare by standard lithography. These quantum nano-structures 

are widely expected to have potential applications in novel optoelectronic devices. 

To better understand the roughening mechanism of island formation in strained 

layers, we have performed kinetic Monte Carlo simulations using an atomistic model. 

Sophisticated algorithms are adopted to achieve efficient computations. Systems with 

substrate containing 64×64×64 atoms were simulated. 
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1.2 Literature review 

1.2.1 Experiments 

Heteroepitaxy can be grown by molecular beam epitaxy (MBE) and similar techniques. 

The surface morphology of a film can be imaged using techniques such as transmission 

electron microscopy (TEM), atomic force microscope (AFM) and so on. 

The most widely studied examples are Ge/Si and /SiGeSi x1-x heteroepitaxy systems 

with misfit up to 4%. The coherent island growth process can be divided into four stages. 

At the early stage, the film growth layer-by-layer forming a wetting layer until a critical 

thickness is reached. Then ripples appear as the film continues to growth. The surface 

inclinations of the ripples are about �� 31 − . Upon further deposition, the tilt angles 

increase gradually to �3.11 characterizing (105) facets. The ripples have now turned into 

hut islands [4], which take the shape of a pyramid and are bounded by four (105) faceted 

side walls. As the film thickness continues to increase, some huts start to change its shape 

into domes. Dome islands [5] are more complex in shape and are composed of several 

types of facets including (102) and (113) surfaces. Domes exhibit a higher aspect ratio 

than huts, and hence relax elastic strain more effectively. This leads to the hut to dome 

transition. 

For films of various Ge concentrations, the shapes of the islands are similar, 

although the size of the islands is bigger in films of lower Ge concentrations. The critical 

thickness for island formation is found to be a function of the Ge concentration. Both 

quantities are roughly proportional to x/1 for /SiGeSi x1-x films [6]. Experiments 

conducted by Floro et al [7] clearly showed the evolution of coherent Stranski-Krastanov 
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island growth of the /SiGeSi 0.20.8 system, which has a misfit about 0.8%. In their 

experiments, the wetting layer grew two-dimensionally up to 18 mono-layers and then 

ripples emerged. At 47 deposited mono-layers, the islands then developed into hut shapes. 

The huts can release about 20% of the stress in the film. For film thickness ranging from 

94 to 150 mono-layers, huts change into domes relieving about 67% of the stress. 

Pits can also form in heteroepitaxy growth. Elastic calculations [8] indicate that pits 

relieve more elastic energy per unit volume than islands. In general pits are observed at 

lower temperatures. An experiment performed by Floro et al [9] further shows the 

formation of quantum dot molecules (QDM). They grow /SiGeSi 0.30.7 film at 550 C� and 

0.7 ML/s. The first observed morphological feature is the formation of shallow pits with 

side walls at inclinations about �42 − . The ejected material from the pits accumulates 

around the pit edges to form four islands. A pit and its four neighboring islands constitute 

a QDM. After further deposition, the QDMs enlarge and the walls of the central pits 

steepen until they facet on the (105) planes. Another experiment also performed by Gray 

et al [10] shows that pits are unstable upon annealing and elongate anisotropically into 

long grooves. 

1.2.2 Theories 

There are two major theories concerning about island formation in heteroepitaxy, namely 

the nucleation theory and the Asaro-Tiller-Grinfeld (ATG) instability theory. Nucleation 

theory suggests that it has to overcome an energy barrier in order to nucleate an island. 

The energy of an island can be expressed as [11]: 

 3/2)g()f( nnE γε +−=  (1.2-1) 
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The first term on the R.H.S. is the elastic energy term. The function )f(ε  is the elastic 

energy released per atom and is a function of the misfit ε. The second term represents the 

surface energy of the island and )g(γ  is a function of the surface energy γ. Figure 1.2-1 

shows a sketch of the surface energy, the elastic energy and the total energy against the 

island size. The maximum total energy in equation (1.2-1) occurs at *n  which denotes 

the critical island size: 

 
3

*

)f(3
)(2
��
�

�
��
�

�
=

ε
γg

n  (1.2-2) 

The energy barrier *E at the critical size is 

 
3/2*

*

3
)f( n

E
×= γ

 (1.2-3) 

 

 

Figure 1.2-1: The surface, elastic and total energies as a function of cluster size */ nn . *n is 

defined in equation (1.2-2). 
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The ATG instability theory was suggested by Asaro and Tiller (1972) [12] and 

further investigated by Grinfeld’s (1986) [13] and Srolovitz (1989) [14]. These authors 

studied the linear instability of a planar surface of a stressed solid. They introduce 

sinusoidal modulation and found that the planer surface is unstable towards perturbation 

at wavelengths longer than a critical value. This instability is not associated with any 

energy barrier and it manifests mass transport via driven surface diffusion. The stress in 

the solid is a destabilizing factor while the surface energy is a stabilizing one. 

Considering a two-dimensional film, the shortest wavelength *λ for a stable 

modulation can be calculated from the total energy increment per unit area due to the 

perturbation as a function of the amplitude h of the modulation. The surface energy 

increment per unit area is found to be 22
surface / λAhE = , where λ  is the wavelength of 

the sinusoidal modulation and A is a positive proportionality constant. The elastic energy 

increment per unit area is 222
elastic / λεBhE −= , where ε  is the lattice misfit and B is a 

positive constant. Then the total energy increment per unit area is elasticsurfacetotal EEE +=  

= 222 )( −− λε hBA . For the modulation to be stable, totalE  should be negative. Therefore, 

the associated wavelength should be larger than the critical value 2* −= ελ B
A . 

1.2.3 Simulations 

The first kinetic Monte Carlo (KMC) simulation of coherent island growth was 

conducted by Orr et al [15]. They used a two-dimensional solid-on-solid (SOS) ball and 

spring model which accounts for elastic strain. Surface diffusion is simulated by the 

hopping of surface atoms. The hopping probability of a surface atom depends on the 
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changes in the bond energy and the elastic energy upon the removal of the surface atom. 

They simulated in two-dimensions and used a substrate with dimensions 75 (width)×8 

(height) atoms and rectangular islands were found. This ball and spring model is simple 

but can reasonably models the elastic strain. A similar version is adopted in our work. 

Subsequent KMC atomistic simulations [16] report similar island formation 

processes. A recent two-dimensional simulation performed by Lam et al [17] shows 

ripple and then island growth using a lattice Green’s function approach allowing substrate 

size up to 1024× 1024 atoms. 

1.3 Scope of investigation 

The objective of this project is to use kinetic Monte Carlo simulation approach to study 

the surface roughening process in heteroepitaxy. To perform such simulation with large 

system size and to account for the long-range elastic interaction accurately, a huge 

amount of computational power is required and this is the main challenge in strained 

heteroepitaxy simulation. Previous simulations have used two-dimensional model to 

speed up the calculations. We now conduct the first three-dimensional simulations. A 

three-dimensional model has the advantage of the possibility of investigating both 

unfaceted and faceted surfaces. Moreover, islands with more realistic geometries can be 

studied. 

We use a ball and spring model similar to those in previous works [15], but extended 

to three dimensions. Details will be presented in section 2.1. Elastic energy is calculated 

efficiently and accurately using accelerated algorithms based on the work of Lam et al 

[17], including a Green’s function approach (section 2.5), a super-particle approach 
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(section 2.6) and an acceptance reject method (section 2.4.1) With these approaches, the 

computational load is reduced greatly, and systems of substrate dimensions up to 

64×64× 64 atoms are simulated. 
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2. Model and algorithms 

This chapter will first introduce the model used in the simulation, namely the ball and 

spring model introduced in section 2.1. Then the surface evolution simulated by atomic 

surface diffusion using activated hopping will be discussed in section 2.2. The calculation 

of the elastic part of the activation energy will be discussed in section 2.3. Afterwards 

four major algorithms used in the simulation will be presented. The first one is the 

hopping atom sampling algorithm and will be presented in section 2.4. The second one is 

a Green’s function approach for elastic energy calculation to be explained in section 2.5. 

The third one is a super-particle approach which is used to further increase the speed of 

the elastic energy calculation and is discussed in section 2.6. The last one is the 

construction and application of an elastic energy estimation table which reduces the 

frequency of the elastic energy calculations and will be discussed in section 2.7. 

2.1 Ball and spring model 

The film-substrate structure is modeled by balls and springs, where balls represent atoms 

and springs represent the bonding between atoms as shown in Figure 2.1-1. Altogether 

there are 18 bonds connected to each bulk atom. Six of them are connected to the nearest 

neighbors (NN) and 12 of them are connected to the next nearest neighbors (NNN). 
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Figure 2.1-1: Schematic diagrams of bonds connecting a bulk atom with (a) 6 nearest neighbors; 

(b) 12 next nearest neighbors; (c) all 18 neighboring atoms. 

 

We choose the bond strengths of NN bonds and NNN bonds to be eV085.0=NNγ  

and 2/NNNNN γγ = respectively. The resulting step energy in 100 and 110 directions are 

given by: 

 
NNNNN

NNNNN

γγγ

γγγ

22

2

110

100

+=

+=
 (2.1-1) 

and are equal to Nγ2  and Nγ2)2/3(  respectively. The 2 values only differed by 6%. 

(a) (b) 

(c) 
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The springs define the elastic properties of the materials. The elastic spring constants for 

NN bonds and NNN bonds are 2/eV2 sNN ak =  and NNNNN kk =  respectively. The shear 

moduli in 100 and 110 orientations are given by: 

 
sNNNNN

sNNN

akkG

akG

2/)(

/

110

100

+=
=

 (2.1-2) 

respectively and they are then identical. These choices of bond strengths and spring 

constants give reasonable isotropy of the system. We assume that the bond strength and 

elastic constant among pairs of atoms of types Si-Si, Ge-Ge and Si-Ge are the same. We 

assume a substrate lattice constant 
�

A7155.2=sa so that 3
sa  gives the correct atomic 

volume in crystalline silicon. The lattice misfit is modeled by the difference between the 

natural length of the springs in the film and those in the substrate. A larger lattice constant 

)1/( ε−= sf aa  in the film results in a compressive strain in the film. As the substrate is 

much thicker than the film, atoms far away from the interface in the substrate are only 

influenced very weakly by the film. So we assume that the atoms at the bottom layer in 

our lattice are fixed and held in their unstrained positions with separations equal to the 

lattice constant of the substrate. 

We choose the atomic positions in a perfectly flat homogeneously strained film as a 

convenient reference lattice. The film and the substrate are arranged in rectangular and 

cubic lattices respectively. Solid on solid (SOS) model [18] with periodic boundary 

condition is assumed. The aspect ratio of the film lattice can be found easily by solving 

the equilibrium position of the film atoms. Figure 2.1-2 shows portion of the 

cross-section of the film-substrate structure near the interface. The reference lattice is 

indicated by the dotted lines. All atoms are positioned on the reference lattice point as the 

film is perfectly flat. 
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Some assumptions are applied in our model for better computational efficiency. The 

elastic couplings of adatoms with the rest of the system are weak and hence completely 

neglected. The heights of surface steps are limited to 1±  atom tall. This limitation is 

implemented by defining the energy of the system to be positive infinity if the height of 

any surface step is greater than 1 atom. 

 

Figure 2.1-2: Cross-section of a small lattice for a flat film on a substrate. The horizontal solid 

line indicates the interface between the film and the substrate. The solid circles and the grid of 

dotted lines represent the atoms and the reference lattice respectively. The bonds of one of the  

atoms to its neighbors on the plane of the cross-section are also shown. 
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In case of a rough surface, the atoms both in the film and the substrate are no longer 

located at the reference lattice positions. These atoms will displace a little in order to 

minimize the energy. We define a displacement iu�  for each atom i measured from its 

reference lattice point. This notation helps reducing the complexity of the equations. 

Figure 2.1-3 shows the cross-section of a film with a rough surface from a small scale 

calculation where the displacements are indicated by arrows. We will formulate in the 

next section the equations needed to calculate the elastic energy. 

 

Figure 2.1-3: Cross-section of a film with a rough surface from a small scale calculation. The 

displacement vector iu� of an atom i from its reference lattice point is shown by an arrow, which 

points to the center of the atom from its reference point. 
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2.2 Atomic hopping rates 

Surface diffusion is simulated by hoppings of the topmost atoms on the film. Every 

topmost atom can randomly hop to a nearby topmost site within a square region of 

size 2)12( +s with equal probability. The value of s used in the simulation ranges from 2 

to 16. A larger value can boost the simulation speed but in case of simulating deposition 

with high deposition rate, a small value of s is essential in order to give correct results. 

 

The hopping rate mΓ of a topmost atom m follows the Arrhenius form: 

 )exp( 0,,
0 Tk

EEnn
R

B

mNNNNNNmNNNNm
m

+∆++
−⋅=Γ

γγ
 (2.2-1) 

where Bk and T are the Boltzmann constant and the temperature respectively. We set the 

rate constant )/(2 22
00 σsaDR = , where 1-213

0 sA101.4
�

×=D and
�

A72.2=sa are the 

diffusion coefficient and the lattice constant of silicon respectively. The variance 2σ of 

the hopping distance can be calculated using 6/)12( 22 += sσ . We define 

)4(0 NNNNNaEE γγ +−= , where eV67.0=aE is the adatom hopping energy barrier on flat 

surface. The term NNNNNNmNNNNm nn γγ ,, + is the energy needed to break the bonds around 

atom m, where NNmn ,  and NNNmn ,  are the number of the nearest and next nearest 

neighbors of atom m respectively. The bond strength NNγ  and NNNγ  are defined in 

section 2.1. The calculation of the change of elastic energy mE∆  requires calculating 

twice the elastic energy of the system SE , with and without the atom m on the surface. 

The calculation of SE will be discussed in section 2.3. 

In principle, due to the long range property of the elastic interactions, mE∆  of 

every site should be updated after each successful hop. The repeated calculation of mE∆  
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is computationally very intensive and is the reason why kinetic Monte Carlo simulation 

of strained layers is technically a much more challenging problem than its strain-free 

counterpart. To make the problem tractable, we need to implement efficient relaxation 

algorithms for the calculation of mE∆  which will be presented in section 2.5, 2.6 and 2.7. 

An equally important task is to devise a hopping algorithm that minimizes the number of 

such calculations. This is our acceptance-rejection method and will be discussed in 

section 2.4.1. 

2.3 Conventional method for elastic energy 

calculation 

This section will discuss about the conventional method of calculating the elastic 

energy SE of a spring network under mechanical equilibrium. A more efficient algorithm 

for the same problem, the Green’s function approach will be introduced in section 2.5. 

To calculate SE , first we need to find the equilibrium atomic positions in the spring 

network and then calculate the sum of the elastic energy stored in all springs. The 

mechanical equilibrium condition requires 

 0=�
j

ijf
�

 (2.3-1) 

for every atom i. Here ijf
�

is the force acting on atom i by its neighboring atom j, which is 

given by Hook’s law: 

 ijijijijij rlrkf ˆ)( 0−−= ��
 (2.3-2) 

where ijk is the spring constant equivalent to either NNk or NNNk (section 2.1) for the nearest 

or next nearest neighbors respectively. The natural length of the spring between the atoms 
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i and j is denoted by 0
ijl . Vector ijr�  points from atom j to atom i and can be expressed in 

terms of the displacement iu� and ju
� defined in section 2.1 as 

 ijijjiij nluur ˆ+−= ���  (2.3-3) 

where ijn̂ is an unit vector pointing from the reference lattice point j to the point i and ijl is 

the lattice spacing in the reference lattice. By substituting equation (2.3-3) into (2.3-2) 

and after linearization, we have 

 ijjiijij buuf
����

+−−= )(K  (2.3-4) 

where the 33× matrix t
ijijijij nnk ˆˆ=K is the modulus tensor and ijijijijij nllb ˆ)( 0 K−=

�
 

essentially represents the homogeneous stress in flat film. The condition in equation 

(2.3-1) leads to a large set of equations coupling iu� with every atom i. The solution then 

gives the displacement iu� for every atom and the total elastic energy SE  stored in all the 

springs is given by 

 20 ]ˆ)[(
2 ijijijji

ij

ij
s llnuu

k
E −+⋅−=�

��  (2.3-5) 

were the double summation is over all directly connected neighboring atoms i and j. 

For our system with a substrate lattice of size 64×64× 64, there are totally about 

300,000 atoms and about 300,000×3=900,000 linear equations. It takes a few minutes to 

solve those equations to get a single value of sE using a 2GHz PC, while sE is typically 

calculated 610  times in a typical run. So it is impractical to use this conventional method 

to calculate SE in a kinetic Monte Carlo simulation. The following sections in the rest of 

this chapter will present our methods to improve the efficiency. 
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2.4 Sampling of hopping events 

In principle, the hopping rate mΓ of each topmost atom m has to be calculated after each 

successful hop. Then a hopping site is randomly sampled with probability mp proportional 

to mΓ . By making use of an elastic energy bounds to be discussed in section 2.7.4 and 

the acceptance-rejection algorithm in section 2.4.1, we can reduce the repeated 

calculations of mΓ drastically. Our sampling method follows detailed balance. 

2.4.1 Acceptance-rejection algorithm 

We first assume that easily computable lower and upper bounds ∨∆ mE  and ∧∆ mE  of the 

change of elastic energy mE∆ are available (see section 2.7.4). Replacing mE∆  in 

equation (2.2-1) with ∧∆ mE  we gets an upper bound 

 )exp( 0,,
0 Tk

EEnn
R

B

mNNNNNNmNNNNm
m

+∆++
−⋅=Γ

∧
∧ γγ

 (2.4-1) 

of the hopping rate mΓ . All the variables involved in the above equation are easily 

available and so ∧Γm  can be updated efficiently after every hopping event. We now 

sample the hopping site using ∧Γm as the relative probability with the help of a simple 

binary tree data structure [19]. However some hopping sites may be over sampled since 

the upper bound ∧Γm  is used instead of the true rate ∧Γm . Hence atom m will only hop 

with an event acceptance probability of 

 )exp(
Tk

EE
p

B

mm

m

m
m

∆−∆−=
Γ
Γ=

∧

∧  (2.4-2) 
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Up to this point, equations (2.4-1) and (2.4-2) already save us much computational 

efforts. However, we can do better by making use of a lower energy bound ∨∆ mE  and 

compute a lower bound ∨
mp  of the acceptance probability mp  

 )exp(
Tk

EE
p

B

mm
m

∨∧
∨ ∆−∆−=  (2.4-3) 

Using an independent uniform random deviate )1,0[∈ξ , the hopping event can be 

accepted right away if ∨< mpξ . Otherwise, we finally need to calculate mE∆ in order to 

get mp . The sampling can still be accepted using the same random numberξ , if mp<ξ . 

Otherwise it is rejected. 

Note that a tighter bound of ∨∆ mE  and ∧∆ mE  will give us a larger ∨
mp , which result 

in fewer calculations of mE∆ . Depending on the surface roughness, typically 1 to 2 

explicit elastic energy calculations are carried out before each successful hopping event. 

Without the acceptance-rejection method, around 5000 elastic energy calculations would 

have been needed. It can be shown that the above acceptance rejection scheme finally 

gives the correct atomic hopping rate mΓ  in equation (2.2-1). The time elapsed at each 

hop attempt, defined as a Monte Carlo step, is 

 � ∧Γ=∆
m

mt /1  (2.4-4) 

where the summation is over every topmost site m on the surface. 
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2.5 Green’s function approach for elastic 

energy calculation 

The conventional method to calculate the elastic energy SE of the spring system presented 

in section 2.3 involves solving a huge set of linear equations. However, solving large 

number of equations is a CPU intensive process. We now introduce a fast algorithm for 

computing elastic energy, which involves explicit consideration of surface atoms only. 

This reduces the complexity of the problem effectively by one dimension and provides 

significant speed up. 

2.5.1 Ghost atoms 

This Green’s function approach is a lattice analog of boundary integral methods. The idea 

is to remove the explicit reference to all bulk atoms under the film surface from the linear 

equations. This is done by representing these indirect long-range interactions using 

appropriate lattice Green’s functions. Specifically, we extend the lattice into a flat upper 

boundary by filling extra atoms on top of the surface with identical elastic properties to 

those of the film. We call these “ghost” atoms (Figure 2.5-1). The springs connecting the 

real and ghost atoms are unphysical. However, we can fix this by applying an external 

force e
jf
�

on each real surface atom j so that the net unphysical force vanishes, i.e. 

 0
'

'=+�
j

jj
e
j ff

��
 (2.5-1) 

where the summation is over all ghost neighbors 'j directly connected to atom j. Applying 

equation (2.3-4), we get 
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 � −−=
'

''' ])([
j

jjjjjj
e
j buuf

����
K  (2.5-2) 

The dependence on 'ju� is undesirable. We therefore fix the ghost atoms on the reference 

lattice point such that 0'=ju� for all ghost atom j'. This can be achieved by applying a 

further external force e
jf '

�
satisfying 

 �� =+
j

jj
e
j

j
jj bff '''

���
 (2.5-3) 

where both sums are over all real neighbors j around j'. This equation states that the total 

force exerted on ghost atom j' by all neighboring real atoms and e
jf '

�
, is as if the real 

surface atoms were at their reference lattice point. 

After the condition 0'=ju� is satisfied, the external forces of equations (2.5-2) and 

(2.5-3) can now be expressed as 

 � −=
'

'' )(
j

jjjjj
e
j buf

���
K  (2.5-4) 

 �−=
j

jjj
e
j uf ��

'' K  (2.5-5) 

using equation (2.3-4), jjjj '' KK ≡  and jjjj bb ''

��
≡ . In summary, after applying e

jf
�

 and 

e
jf '

�
 to the real and ghost surface atoms respectively, the real atoms are free from any 

unphysical forces and positioned on their proper equilibrium locations, while all ghost 

atoms are located at the reference lattice point. The usefulness of the ideas in this section 

will become clear when we come to the next section, introducing a Green’s function 

method. 
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Figure 2.5-1: Cross-section of the extended lattice. Ghost atoms (open circle) are added on top of 

the real atoms (solid circle). The arrows represent external forces e
jf
�

and e
jf '

�
acting on real and 

ghost atoms respectively. 

2.5.2 Green’s function method 

We are now going to define a lattice Green’s function ijG for the extended lattice. It is 

a 33×  matrix function of atomic positions i and j relating the displacement iu� of atom i 

with an applied force jf
�

on atom j by 

 jiji fu
�� G=  (2.5-6) 
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An important point is that ijG  is defined for the extended lattice, which is independent 

of the instantaneous film morphology. Therefore it can be numerically computed before 

conducting the simulation using the method discussed in section 2.3, but with an 

additional applied force jf
�

. The boundary condition is the same as the original ball and 

spring network described in section 2.1 except that the top layer of ghost atoms is also 

fixed. Note that ijG follows a translational symmetry in the horizontal directions and a 

reflection symmetry between x and y direction. It helps reducing the number of 

computations and the storage requirement greatly. 

Applying the Green’s function of equation (2.5-6) and the external forces in section 

(2.5.1), the displacement of any atom i is given by 

 �� +=
'

''
j

e
jij

j

e
jiji ffu

��� GG  (2.5-7) 

Substituting the expressions for the external forces from equations (2.5-4) and (2.5-5) 

into this equation, we have 

 ���� −−=
'

''
'

'' )(
j j

jjjij
j j

jjjjjiji ubuu ���� KGKG  (2.5-8) 

It is then simplified to 

 � −= −

'
''' ])[(

jj
jjijjjjijiji buu
��� GKGG  (2.5-9) 

The summation is over all real and ghost surface atoms j and j' respectively which are 

directly connected neighbors. With sn real surface atoms, equation of (2.5-9) 

gives sn coupled linear equations. The solution then gives the displacement iu� of every 

surface atom. In principle, we can also calculate the displacement iu� of all other atoms 

and hence the elastic energy SE . In practice a more efficient method was used to 

calculate SE using only the displacement of the surface atom and will be discussed in 
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section (2.5.3). 

For our simulations with substrate dimension 646464 ×× , the number of linear 

equations in conventional approach discussed in section 2.3 is around 800,000. However, 

using the Green’s function approach the number of equations reduces to roughly 10,000 

and this saves a lot of CPU time and memory usage. 

2.5.3 Elastic energy calculation by the principle of virtual 

work 

Calculating the total elastic energy directly using equation (2.3-5) is not efficient because 

it requires knowing the displacement of every atom. Instead a fast algorithm is used. It 

needs only the displacement of the surface atoms calculated using the Green’s function 

approach, but not those of the bulk atoms. 

We now consider the original spring network without ghost atoms and external 

forces anymore. Then, virtual force v
if
�

is applied on every surface atom i so that the atoms 

are gradually pushed adiabatically back to their reference lattice positions. It’s easy to see 

that v
if
�

is given by 

 �=
'

'
j

ij
v

i bf
��

 (2.5-10) 

which sums over neighboring ghost atomic position 'j of atom i even though the ghost 

atoms are no longer present. The virtual work done by the forces is 

 )(
2
1

)]([
2
1

'
' i

i ij
iji

v
i ubufW ����

⋅−=−⋅= � �  (2.5-11) 

Again, the double summation is over directly connected real and ghost pairs. Let ref
sE be 
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the elastic energy when all the atoms are at their reference positions, and can be obtained 

straightforwardly from simple bond counting. Elastic energy sE is then computed from 

 WEE ref
ss −=  (2.5-12) 

Our application of equations (2.5-9) and (2.5-12) to calculate the displacement 

vectors iu� and hence the elastic energy sE respectively involves surface atoms only. 

Calculation of the displacement for the bulk atoms are unnecessary but can be carried out 

using equation (2.5-9) with the known value ju� on the right hand side. We do this 

occasionally for self-consistency test. 

2.6 Super-particle 

To further improve the performance of elastic energy calculation, a super-particle 

approach is used. Since finding mE∆ require calculating SE of the whole lattice with and 

without the atom at the hopping site. Obviously some surface details far away from the 

hopping site will not contribute much to mE∆ and can be neglected. 

Specifically, the surface atoms are divided into groups. Each group is called a 

super-particle (SP). We assume that all atoms in a super-particle has identical 

displacement iu� ≡ Iu
�  for each of its member Ii Ω∈ , where IΩ denotes the set of the 

atoms constituting super-particle I .  

Our super-particles are square in shape. Their size depends on the distance with the 

hopping site. The super-particles are larger if it is farther away. To maximize efficiency 

and minimize errors, the linear size of a SP should be proportional to its distance from the 

hopping site. In general, all surface atoms covered by the square region of the SP are 

grouped together. 
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Surface atoms that are close enough to the hopping site (within an 8×8 region) are 

also treated as a trivial SP and contain only one single atom. Outside the 8x8 region there 

are square shells of super-particles. All SP within a shell are having the same size. 

Innermost shell (1st) have SP of size 2×2 ( 21 =r ), next shell have SP of size 4×4. In 

general, the size of a SP at nth shell is: n
nr 2= . The partitioning of the surface into 

super-particles is shown in Figure 2.6-1. 

 

Figure 2.6-1: Partitioning of a 64× 64 surface into super particles. The region colored in red at 

the center is the ungrouped region, which contains trivial super particles. Shells of super particles 

are shaded in different gray levels. 
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Equation (2.5-9) is then modified into 

 ( )� � �� �
�	

�


�

��

�

�

−�
�

�
�
�

�
−=

Ω∈Ω∈J j j
jjIjJ

j j
jjIjIjI

JJ

buu
'

'
'

''

��� GKGG  (2.6-1) 

where IjG = ijG with the lattice point i at the centroid of the set. By solving equation (2.6-1) 

with bi-conjugate gradient method [20], we can get the displacement iu� of the surface 

atoms and hence the elastic energy SE of the system. Using this approach, the number of 

unknowns ( iu� ) can be reduced from about 5000 to about 200 for a substrate of an area of 

6464×  atoms. We expected that the number of unknowns will scale up roughly as 

log(L), where LL×  is the area of the substrate. With reduced number of unknowns, the 

calculation speed will become faster. 

However, the operations needed to build up the coefficients of the linear equations 

are still enormous. As each individual constituent particle within a SP are still referenced 

explicitly. To facilitate further algebra, we rewrite equation (2.6-1) as 

 � � �� �
�	

�


�

��

�

�

−�
�

�
�
�

�
∆=

Ω∈Ω∈J j S
jIjjSJ

j S
jIjjSI

JJ

buu βββ δδ
��� GKG  (2.6-2) 

where the Sth bond of atom j connects to atom β . Moreover, ββ IIjIj GGG −=∆  and 

 
�

�

=
otherwise                                      0

broken is  atom of bond  if     1 th jS
jSδ

 
(2.6-3) 

Equation (2.6-2) is essentially equivalent to equation (2.6-1). Now we further 

approximate the summation over the individual constituent particles in equation (2.6-2) 

into a summation over only the 18 bond directions and write 

 � ��
	


�

�

�

−�
�

�
�
�

� ∆=
J S

JIJJSJ
S

JIJJSI bnunu βββ

��� GKG  (2.6-4) 
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where �
∈

=
J�j

jSJS   n δ  represents the number of broken bonds in SP J in the Sth bond 

direction. Now the SPs are completely characterized by their centroid positions indexed 

by I and J. 

Equation (2.6-4) can provide a good approximation only when the SPs I and J are 

far apart. So we still need the more accurate equation (2.6-1) for super-particles that are 

close to each other when calculating the matrix coefficients. In our simulation, the error 

due to the super-particle approximation is typically within 5 percent as shown in Figure 

2.6-2. We have also performed some numerical tests indicating that our approximation 

leads to no noticeable difference in our results. 

 

Figure 2.6-2: Plot of estimated mE∆ using super particle against actual mE∆ . 
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2.7 Elastic energy estimation table 

In the acceptance-rejection algorithm presented in section 2.4.1, the lower and upper 

bounds ∨∆ mE  and ∧∆ mE  respectively of the change of the elastic energy mE∆  at site m 

are needed in equations (2.4-1) and (2.4-3) during the sampling procedure (section 2.4.1). 

The bounds are computed by first obtaining a quick estimation of mE∆ , denoted by 

mE
~∆ . 

2.7.1 Elastic energy estimation 

We will first explain how to find mE
~∆  and the computation of the bounds will be 

explained later in section 2.7.4. Because mE∆  depends most strongly on the surface 

details around site m, we pre-compute mE∆  of all possible surface configurations within 

a small region around the site m, denoted by 0
mE∆  and store their values in a table. In a 

2D simulation, we can estimate mE
~∆  using the fact that elastic energy is proportional to 

the square of the strain and write 

 2
0

0
2~

ε
ε m

xxm

E
E

∆=∆  (2.7-1) 

Here 0ε is the strain used when building the table 0
mE∆ . The choice of its value is 

irrelevant because 2
0

0 ε∝∆ mE . The local tangential strain averaged over the local region at 

site m is denoted by xxε , and its calculation will be discussed later. 

Equation (2.7-1) is in fact an approximation as we have neglected the shear 

strain xzε as well as the compressive strain zzε in the perpendicular direction. We extend 
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equation (2.7-1) to three dimensions by incorporating a similar average tangential strain 

yyε  in the y direction as follow 

 2
0

0
2

2
0

0
2~

ε
ε

ε
ε y

yy
x

xxm

EE
E

∆
+∆=∆  (2.7-2) 

0
mE∆  now consists of two terms proportional to 0

xE∆  and 0
yE∆ . Again, strain 

components other than the compressive strain mE∆ and xxε  in x and y directions are 

neglected. They are zzε , xzε , yzε and xyε . These components can be neglected because they 

have relatively little impact on the elastic energy mE∆  in our simulation. The error due 

to this approximation will only broaden a little the bounds ∨∆ mE  and ∧∆ mE  , and results 

in a slight performance degradation on our acceptance-rejection method discussed in 

section 2.4.1. 

2.7.2 Building the energy estimation table 

First, we define a local region by the 12 nearest atomic columns around the hopping site 

m as shown in Figure 2.7-1. Note that 0
mE∆  does not depend on the overall height of the 

surface, but only on the relative height within the region. For convenience, we consider 

site m as a reference point at 72 surface height. 
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Figure 2.7-1: A local region centered at site m. Numbers denote the 12 surface steps. 

 

We can specify the step heights at 12 surface steps in the local region in order to 

uniquely identify a local configuration. These step heights can be -1, 0 or +1, as other 

values are excluded in our model. Totally, there are 531441312 =  possible 

configurations in the local region. A wider region with more configurations should give 

better estimation of mE
~∆ . However, the number of configurations is limited by the 

computer memory. Suppose we want to enlarge the local region by one lattice spacing 

step on each side, at least 8 more surface steps will be added. This will lead to 

920 105.33 ×≈ configurations, which is prohibitively many for our computer systems.   

We use surfaces covering an area of 32× 32 atoms when building the energy 

estimation table. The surface configuration outside the local region is arranged as shown 

in Figure 2.7-2 so that the strains for various local surface configurations fluctuate 

around 0εε =xx  and 0=yyε . Considering the local configurations one by one with 

identical environment elsewhere, we calculate and store the corresponding elastic energy  

0
xE∆  using the method presented in section 2.5. The value of 0

yE∆  also follows trivially 
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from the symmetry between the x and y directions. Therefore, we store 0
xE∆  only. 

 

Figure 2.7-2: Surface height profile outside the local region for computing the energy estimation 

table. The local region is shaded in red. 

2.7.3 Local strain estimation 

In order to apply equation (2.7-2), we have to estimate the average tangential strains 

xxε and yyε  in the local region due to the compression by other parts of the film. We 

expect εε ≈xx for a relatively flat film while εε >xx or εε <xx for sites at a valley or a peak 

respectively. The same is also true for yyε . Because xxε and yyε depend on structural 
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features at a longer length scale, their values change relative slowly. Therefore, we can 

estimate them by using also equation (2.7-2) with mE
~∆  replaced by the actual values of 

mE∆  from recent explicit calculations. Specifically we first define an error measure 

 2)
~

( mm EE ∆−∆=ξ  (2.7-3) 

where mE∆  is the actual value from a previous explicit calculation and mE
~∆  is from 

equation (2.7-2). Differentiating the error with respect to xxε and yyε we will get 

 
2
0

0

4
ε

ξε
ε
ξ x

xx
xx

E∆
=

∂
∂  (2.7-4) 

 
2
0

0

4
ε

ξ
ε

ε
ξ y

yy
yy

E∆
=

∂
∂  (2.7-5) 

Then we apply the steepest descent method [21] and use equations (2.7-4) and (2.7-5) to 

update xxε and yyε  as follows 

 
xx

xxxx ε
ξηεε

∂
∂−←  (2.7-6) 

 
yy

yyyy ε
ξηεε

∂
∂−←  (2.7-7) 

where η  is a rate constant. Setting η  to 0.5 give us a reasonable performance in the 

simulation. 

We expect that xxε and yyε change smoothly along the surface. Therefore we further 

use a spatial average to reduce fluctuations. After each update of xxε and yyε using 

equations (2.7-6) and (2.7-7), we further replace them by their spatial averages according 

to 
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 �+←
i

xxixxxx N
w

w ,
2

1 εεε  (2.7-8) 

 �+←
i

yyiyyyy N
w

w ,
2

1 εεε  (2.7-9) 

Here the summation is over the 8 neighboring top-most sites around site m and N=8. We 

use 0.8 for 1w and 0.2 for 2w . Snapshots of the estimated strain and the corresponding 

surface are shown in Figure 2.7-3. 
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Figure 2.7-3: Plots of the estimated strain: (a) xxε  , (b) yyε , (c) 2/)( yyxx εε + , (d) the 

corresponding surface height profile. 
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2.7.4 Energy bounds calculation 

With an estimate mE
~∆  of the elastic energy as explained in section 2.7, the upper and 

the lower bounds are now defined by 

 ∧∧ +∆=∆ cEE mm
~

 (2.7-10) 

 ∨∨ +∆=∆ cEE mm
~

 (2.7-11) 

where ∧c and ∨c are dynamically calculated biases. Whenever an explicit calculated 

value of mE∆  is larger than the predicted upper bound ∧∆ mE , ∧c will be increased to 

attain a more conservative bound. Otherwise it is decreased slightly for a more aggressive 

event acceptance rate. The algorithm for ∨c  is analogous. In our simulation, mE∆  

actually lies outside the predicted bounds with a small frequency less than 0.5%. The 

resulting over and under samplings of hopping events (section 2.4.1) are expected to be 

negligible. Figure 2.7-4 shows a plot of the predicted bounds using equations (2.7-10) 

and (2.7-11). 



Chapter 2 

 

THE HONG KONG POLYTECHNIC UNIVERSITY 

 

 35 

 

Figure 2.7-4: Plot of elastic energy bounds against the actual mE∆ . 
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3. Software implementation 

The complexity arised from the usage of many sophisticated algorithms in this work has 

made the software implementation of the simulation a great challenge. The C++ language 

was chosen to code the simulation as it is a high level language facilitating abstracted 

programming while its low level language construct allows efficient run-time. 

The simulation is modulated into several parts with the use of object orientated 

technologies. They include a core module that deal with basic input/output, database 

access and graphics interface etc., a class module for the hopping procedures, an energy 

calculation module, and a module for the elastic energy bound estimation and application. 

Standalone programs were also written to generate the Green’s function table and the 

elastic energy estimation table. For the elastic energy calculation module, we have take 

advantages of the Intel® Math Kernel Library [22], which is highly optimized for the 

Intel® Pentium® architectures. 

Our simulations were run under a distributed environment with up to 40 computers 

in a Multimedia laboratory with multiple users. Each computer was either assigned a 

simulation with a new set of parameters or to repeat another simulation to gain better 

statistics. The Cygwin [23] Linux-like environment is installed on top of the Windows® 

operating system, which made the job of controlling and monitoring of the simulations 

easier. It also allows our simulations to run in the background without disturbing other 

users of the computers. 
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4. Results and discussion 

Annealing and deposition of heteroepitaxy systems with misfit ranged from 6% to 10% is 

performed. The systems we study have a higher misfit than other commonly studied cases 

for example the /SiGeSi x1-x system. It is because the system size limited our island size 

within 64×64, but we expected that the results we found are also applicable to systems 

with lower misfit. Other model parameters used in our simulation are introduced in 

sections 2.1 and 2.2. 

4.1 Annealing 

We have simulated annealing of initially flat films of 10 mono-layers (ML) at 

temperatures T=600K and T=1000K. Figure 4.1-1 shows the surface evolution of an 

initially flat film of misfitε =6% annealed under T=600K. At this low temperature, only a 

limited area of the film roughens and most of the film remains flat indicating that the 

surface is a true facet. We believe that K600 is below the roughening temperature. At the 

early stage of the annealing, the surface step density is low. Small 2D pits and islands 

emerge as shown in (a). These 2D pits and islands grow two-dimensionally and the atoms 

ejected from the pits accumulate as islands. We observe that pits or islands grow steadily 

only after the corresponding critical sizes associated with 2D nucleation barriers (section 

1.2.2) were reached as shown in (c) and (d). Note that pits are more abundant than islands. 

Moreover, pits are three-dimensional while islands are two-dimensional. These can be 

explained by the fact that pits can relieve more energy per unit volume than islands [25] 

and hence a lower energy barrier. 
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Figure 4.1-1: Snapshots of annealing of film under T=600K at annealing time t=0.1 (a), 0.15 (b), 

0.2 (c) and 0.25 s (d). (e) is the 3D view of (d).
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For the case of high temperature annealing under T=1000K as shown in Figure 4.1-2, 

we found that the surface roughen following the ATG instability that was discussed in 

section 1.2.3. The abundant steps indicated that the surface is not a true facet at 1000K; 

therefore this temperature is beyond the surface roughening transition point. Ripple-like 

perturbations emerge gradually with local surface inclinations increasing steadily and 

relatively synchronously in agreement with experiments [7] and the ATG instability as 

shown in (a) to (c). Later on, the islands are well developed and are bounded by network 

of grooves as shown in (d). Note that the surface inclination at the grooves and to certain 

extend of the islands have reached its maximum value allowed in our model. 

The mechanism selection between nucleation and instability is further investigated 

quantitatively by studying the r.m.s. surface width w against the annealing time t . Figure 

4.1-3 shows a plot of the surface width against time for 5 independent runs of annealing 

under T=600K. There are large ensemble fluctuations among the 5 runs. This further 

supports the relevance of nucleation processes. Figure 4.1-4 shows a similar plot for 

annealing at T=1000K. In sharp contrast with the previous graph, the width increases 

gradually with small ensemble fluctuations which are characteristic features of barrierless 

processes. 
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Figure 4.1-2: Snapshots of annealing of film under T=1000K at annealing time t=20 (a), 50 (b), 

80 (c) and 100 �s (d). (e) is the 3D view of (d).
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Figure 4.1-3: Plot of the surface width w against annealing time t for 5 independent runs from 

annealing of film under T=600K. 
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Figure 4.1-4: Plot of the surface width w against annealing time t for 5 independent runs from 

annealing of film under T=1000K. 
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Simulations of annealing with different misfit under high temperature are studied. The 

resulting surfaces are shown in Figure 4.1-5. The islands size decrease with increasing 

misfit as we expected from experiments and theories. However, a more quantitative 

analysis is obstructed by the limited lattice size and the relation between island size and 

misfit is subjected to further studies. 
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Figure 4.1-5: Snapshots of annealing of film under T=1000K with misfit ε =6% (a), 7% (b) and 

8% (c). 
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4.2 Deposition 

In the simulations of film growth under deposition, an atom is deposited onto a random 

surface site after every time periodτ . For a lattice of area LL× in unit of lattice spacings, 

the time period is given by 

 2

1
LΦ

=τ  (4.2-1) 

where Φ is the deposition rate in unit of mono-layer per second (ML 1−s ). 

Figure 4.2-1 shows the results of deposition under T=600K, misfit ε =8% and 

deposition rate = 10 1ML −s . We observed formation of isolated islands without a wetting 

layer (Volmer-Weber growth). The deposition rate used is a slow one compared with the 

intrinsic roughening dynamics. These islands take the shape of a truncated cone, which is 

an out of equilibrium geometry resulted from the high energy barriers for upper layer 

formation. Ostward ripening [26] was observed; some small islands shrink and vanish 

eventually. However, coalescence of islands is suppressed by the elastic repulsion 

between islands. In fact, the edges of neighboring island are often noticeably deformed to 

avoid each others. 

As in experiments, the deposition rate has a substantial effect on surface morphology. 

At a lower deposition rate we observed that islands become larger and less dense because 

there is more time for coarsening. For deposition faster than island formation, layers of 

atoms quickly accumulate before the resulting film roughens. For a higher deposition rate 

with an abundant supply of atoms, we observed that the roughening dynamics was similar 

to that for annealing except for a trivial vertical drift of the whole surface. 
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Figure 4.2-1: Surface from simulation of deposition at T=600K and 10 1ML −s with misfit ε =8% 

at nominal thickness of (a) 0.8ML, (b) 1.4ML and (c) 2ML thick. The substrate is indicated by the 

brown color in the background. 

 

For deposition at high temperature T=1000K with the same misfit ε =8% and 

deposition rate =20000 1ML −s , isolated semi-spherical 3D islands were observed as 

shown in Figure 4.2-2. At the rate considered above, island growth is limited by the 

supply of atoms. These individual islands have already relaxed to their equilibrium 

shapes during the growth process. The smooth and spherical surface of the island we 

observed suggests that the surface is not a faceted one, and the ATG theory applies. The 
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morphology dependence on the deposition rate observed at low temperature is also 

applicable for the high temperature case. 
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Figure 4.2-2: Surface from simulation of deposition at T=1000K and 20000 1ML −s under 

misfit ε =8%. (a) 1ML, (b) 2ML and (c) 3ML thick. 
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4.3 Pits and grooves 

One particular interesting observation is the transition from pits to grooves, which was 

observed in our annealing simulations. For shallow pits, a square base is energetically 

preferred to a rectangular one, as shown in Figure 4.3-1 (a) and Figure 4.3-2 (a). As the 

pits develop, their sidewalls also become steeper due to the increasing importance of the 

elastic energy term. Grooves are then energetically preferred to rounded pits because of 

their larger linear extent which can lead to stress relief over much wider regions. Grooves 

can also be formed by coalescencing of a pair of pits as shown in Figure 4.3-1 (b). Their 

growth is often enhanced by the stress around a 2D island as shown in Figure 4.3-1 (c). 

However, pits can also turn into grooves independently far away from islands as shown in 

Figure 4.3-2. We have also carried out simulation on deposition at smaller scales, pits and 

grooves formation are also observed. Anisotropic pit elongation is observed in an 

experiment carried out by Gray et al, as shown in Fig 1 of [10], which shows groove 

morphology similar to that in Figure 4.3-1 (c). 
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Figure 4.3-1: Groove formation from annealing of film under T=600K with misfit ε =6%. 
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Figure 4.3-2: Snapshots of annealing of film under T=600K with misfit ε =6% showing a pit 

turning into a groove far away from the influence of any 2D island. 
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5. Conclusions 

In conclusion, we have studied the roughening of strained heteroepitaxy in 3D. The 

accelerated algorithms introduced in chapter 2 greatly improve the computational 

performance of the simulations. They also account for the long ranged elastic interaction 

accurately, which is essential for ripple growth. Systems of substrate with dimensions 

64×64×64 were simulated. Typically 610 atomic hopping steps are involved and take 

within 10 days on a 2GHz desktop computer. 

With these fast algorithms, we simulated annealing and deposition of strained 

heteroepitaxial layers. In the simulations of high temperature annealing, we observed 

ripples and subsequently gradual island formation consistent with the ATG instability 

theory. For the case of low temperature annealing, islands or pits are formed via the 

nucleation pathway, and the pits can later turn into grooves. These show that the island 

formation mechanism depends strongly on temperature. We also suggest that the selection 

mechanisms between islands and pits as well as between pits and grooves are of energetic 

origin. For the simulations of deposition, morphologies depend dramatically on whether 

deposition is slow compared to the intrinsic roughening rate of the surface. For slow 

deposition, isolated semi-spherical islands are formed because of the limited supply of 

atoms. In contrast during fast deposition, 3D structures form only after layers of atoms 

have accumulated and are similar to those from annealing of initially flat films.
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