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Abstract )

3D surface control and deformation have been well developed in
CAD/CAM for years. However, the application of this technique in virtual
reality environment is still an under-explored area. Although artistic free-
form models are often used in many present manufacturing products,
traditional artists and designers always find it difficult to do design work with
computers. This is because most of the conventional 3D CAD systems
require users to have knowledge of the basis and sometimes in-depth
knowledge of graphical object representations in order for them to master
the systems. And in fact, most of the artsts and designers are not familiar
with these systems and the underneath theory. Besides, they are unwilling to
learn to use such systems because they argue that the anomatous design of
the interface always restrains the inspiration of the creative design work.
Virtual reality system is a solution to the problem. A virtual reality system is
expected to provide natural interaction which is an important benefit to non-

procedural design work.

In this dissertation, we present a method for virtual sculpturing in 3D space
based on the use of the glove device for direct object/surface modelling or
deformation. We labelled the method Virtual 3D Sculpturing. We explore
the possibility of having all the degrees of freedom that the glove device
provides to attain realistic 3D sculpturing expegience. The main idea of the
algorithm is to make use of the data collected from the glove device to create
a parametric control hand surface, which is basically an open-uniform bicubic B-
Spline tensor product surface. An object to be deformed is mapped to the
control hand surface by a novel rayprojection method. The mapping method is
further enhanced with a two-pass projection process to increase its efficiency. By

maintaining the mapping relationship between the controf hand surface and the

Y Virtwal 3D Seulpturing U



Abstract ¥

object, the change of hand gesture can be effectively passed to deform the
object. The dissertation describes the scwlpturing transformation in detail and
provides methods to attain souipinring region control over the object being

deformed.

Virtual 3D Sculpturing provides a mote natural algorithm and interface for
surface/object deformation. In addition, this method produces well-defined
data model outputs. Therefore, we believe that our method is able to

improve the usefulness of the existing CAD systems.
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Chapter 1

Introduction

1.1 Definitions and Requirements

Conventional sculpturing is a work of art which is produced by catving or
shaping stone, wood, clay or other materials. In the computer sense, it is
something that falls into the spectrum of solid/surface deformation. In a
broader view, deformaton falls into graphics modelling. Modelling refers to
the operation of construction of a graphics database. We will use object to
replace the term graphics database throughout the document. Deformation
is similar to modelling and it is an operation of changing the shapes of an
object by transforming its geomettic atuibutes. Notice that as distinct from
rendering, modelling and deformation are not anything related to the process

of producing images from the object but to define or modify the object.

A virtual reality system is an electronic system which suggests the sense of
involvement or interaction associated with the virtual reality as practised
using different virtual input and output tools. Being a virtual reality system,
its interface is necessary to be natural and intuitive to use. Nataral implies
being “free from artificiality, affectation, or constraint”. A natural skill is
something that born with and does not require one to learn. Intuitive can be
seen as allowing one to perform the tasks without conscious attention. The
system is expected to attain the level of nawralness and transparency which
- the interface almost becomes invisible and users can interact with the virrual

environment as if he/she is really there. As a result, the user can focus more

Y Virtwal 3D Seuipturing 54



Chapter 1 __Introduction Page 2

on the task, becomes completely engaged with the virtual world, and feels as
if he/she is interacting with the objects directly with no intermediary. Also,
for a virtual reality system, we expect the algorithm to be efficient enough to

support real time interaction.

Virtual 3D Sculpturing is thus the methodology used to change the shape
of an object in the virtual environment with natural operations and real time

interacton similar to the way we do sculpturing in the real world.

1.2 Motivation

Deformation systems developed so far make use of traditional inputs, which
rely greatly on the skilfulness of users to manipulate the system, and
researchers pay litide attention on the interface for interacdon with the
objects. Most of the methods developed concentrate on deforming free-
form surfaces by modifying cither the control points or the sample points
one by one. These algorithms are tedious when they are applied to
complicated surfaces that are composed of many control points. Besides,
these deformation systems work with interface constrained by clumsy
intermediary devices such as keyboards, mice, and joysticks. These devices
with only one, two or three degrees of freedom are often ill-suited for the

complicated modelling and deformation tasks like artistic sculpturing.

In the real world situation, we usually make changes to real objects by the
hands. As we realize since birth, our primary physical connection to the
world is through our hands and we perform everyday tasks mostly with
them. Among the variety of the virtual input tools, the most prevalent one
for Virtual 3D Senipturing is the electronic glove which tracks finger joint
angles in order to determine the hand gesture. This kind of devices takes
advantage of all the degrees of freedom of the hand. Using a virtual hand
controlled by a glove device provides a very direct, expressive and natural

input for virtual reality systems. Therefore, it is generally believed to be able

Y Virtual 3D Seulpturing
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to support truly direct manipulation operations. Previous and ongoing
researches with the glove device have focused on specific areas such as
tele-robotic control, and sign-language interpretation. For virtual interaction,
there has been little work to examine the full potential of the hand as an
input device. Interaction with 3D computer simulatons developed with
gloves limited to “point, reach, and grab” interactions or similar functions.
Little of the naturalness that characterises our hands has been transferred to

the natural tasks such as sculpturing, or more precisely object deformation.

1.3 Odbyjectives/ Significance

The main objective of our research is to develop a virtual reality system that
would provide an intitive and natural interface for the control of object
deformation in the virtual environment similar to the way that we do

sculpturing in the real world. Below is the task list we set out to achieve.

» To investigate the possibility of full and direct use of the glove’s
capabilities for a more realistic control of object deformation. Notice
that the system described in this dissertation is one of the few systems
that uses essentially all the degrees of joint-angle freedom available in
glove devices to control something other than an animated hand (or a

hand-like character).

» To provide the ability for simultaneously controlling a set of feature
points of the object in order to deform the shape of it. The technique
described in this dissertation supports the modification of multiple
vertices of the object at the same time with one or more fingers moving

simultaneously.

» To develop a fast and flexible deformation technique which is able to
adapt to virtual environment sculpturing needs and able to apply to

different representations of objects.
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» To produce well defined free-form objects as the sculptuting output
which is wseful for further manufacturing processes in automatic

CAD/CAM systems.

1.4 Research Methodology
1.4.1  Literature Study

In order to attain our objectives, we have to fully understand a number of

fields.

First, we studied the variety of surface representations and methods for
surface interpolation, which contributed an important part for the choice of
the representation and construction of the virtual conirol hand surface. Then,
we studied a number of existing object deformation techniques and some
direct manipulation methods that might provide ideas on sculpruring
techniques. In addition, some glove-input applications were investigated to

facilitate the development of intuitive interfaces.

To incorporate the CyberGlove™

as the input device in our project, we
studied the structure of the human hand. Some of the concepts in robotic
articulated rigid models and transformations techniques are also employed

for interpretation of the data from the device.

1.4.2  Prototype Development

Prototype is built to implement the idea of Virtual 3D Scujpturing and study
the performance of the algorithm. In our prototype, we have adopted the
CyberGlove™  from Virtual Technologies for hand gesture input. By
attaching a Polhemus sensor to the CyberGlove™, the 3D position and
orientation of the user’s hand can be found. The prototype is built with C-+-+
language along with the Virtualand™ library. For rendering and display, we
have employed Openlnventor and OpenGL. libraries.

Y Virtwal 3D S ctlpluring vd
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1.5 Qutline of Our Method

To modify the shape of an object, the users may want to do it simply by
flexing the hand and the fingers. Therefore, the glove device which captures
the hand gesture by tracking finger bend angles is believed to be the most
natural and the most expressive input device to facilitate the task of
Virtual 3D Sculpturing. In this dissertaton, we present a method for virtual
sculpturing in 3D space based on the use of the CyberGlove™ for direct
object/surface modelling or deformaton. We explore the possibility of
having all the degrees of freedom that the CyberGlove™ provides to attain
realistic 3D sculpturing experience. The main idea of the algotithm is to
make use of the data collected from the CyberGlove™ to create a parametric
control hand surface, which is basically a bicubic B-Spline tensor product
surface. An object to be deformed is mapped to the control hand surface by a
novel ray-projection method. The mapping method is further enhanced
with a two-pass projection process to increase its efficiency. By
maintaining the mapping telationship between the contro/ hand surface and the
object, the change of hand gesture can be effectively passed to control the
deformation of the object. The dissertation  describes the
sculpturing transformation in detail and provides methods to atrain

sculpturing region control over the object being deformed.

1.6 Reader’s Guide

Following this introduction, we will discuss previous work that constitutes
the background and context for this dissertation. Chapter 2 provides a basis
understanding of the general topics and the properties of the representation
of the surface chosen for the modelling of the controf hand surface. Chapter 3
deals with the different research directions of deformation/modelling

systems and looks into the diversity of glove-based applications.

Y Virtwal 3D § c#ipIuring Lo
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Chapter 4 presents the construction of the B-Spline tensor product
control hand surface. It begins with an exploration of the mystery of hand input.
It describes how the GyberGlove™ captures the feature of the hand gesture
and how these data are used to construct the contro/ hand surface. Towards the
end of the chapter, it introduces efficient numerical methods to resolve the
implementation problem, which results in an improvement in the

performance.

Chapter 5 describes the details of setting up the mapping between the
control hand surface and the object to be deformed. A concept of ray-pryjection is
presented in this chapter for the purpose. Together with a novel
two-pass profection process, object vertices could be properly mapped to the

control hand surface.

Chapter 6 describes the deformation algorithm, which we refer as the
sculpturing transformation, in detail. It discusses methods for flexible control of
the sculpturing region. These methods can be applied to the object being

deformed.

Chapter 7 illustrates some output of our prototype and discusses the

performance of the algorithm.

Chapter 8 provides suggestions some extension to further improve the work

and proposes potential applications of our algorithms.

Finally, the conclusion of the thesis will be included in chapter 9.
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Chapter 2

Surface Representations

This chapter presents and compares different surface representation
techniques  and  discusses the reasons of  choosing  the
open-uniform B-Spline tensor product surface to model the

control hand surface.

2.1 Parametric Functions

The two most common representations of curves and surfaces in geometric
modelling are implicit equations and parametric functions. Parametric curves
possess a natural direction of traversal while implicit curves do not [Piegl95].
Hence, it is easy to generate ordered sequences of points along a parametric
curve. Similar statement holds for generating sample points on surfaces. The
parametric form is more natural for designing and shape representation in a
computer and the coefficients of many parametric functions, such as, Bézier
splines and B-Splines, possess considerable geometric significance. This
translates into intuitive design methods and numerically stable algorithm

with a distincdy geometric flavor.

In pararnewric form, each of the coordinates (x, y,z) of a point on the curve
is represented separately as an explicic function of an independent parameter

u.

Clu) = (xlu), ylu), 2(u))

¥ Virtwal 3D S culpturing &



Chapter 2 Surface Representations Page 8

Thus, C (u) is a vector-valued function of the independent variable u where

a<u<b. The boundary of the parametric representation is explicitly
defined by their parametric intervals. And this type of curves possesses

geomettic properties that make it a basis tool for graphics modelling. Notice

that although the interval [a,b] is arbitrary, it is usually normalized to [0,1].

Two common paramettic representations ate the Bézier spline and B-Spline.

They can be used to represent both analytic shapes and free-form surfaces.

2.2 Bézzer Representations

This method was developed by the French engineer Pierre Bézier and had
used for the design of Renault automobile bodies. Bézier splines possess
properties that make them highly useful and convenient for-curve and
surface design. They are also easy to implement. For these reasons, Bézier
splines are widely available in various CAD systems, in general graphics

packages (such as OpenGL), and in assorted drawing and painting packages.

In general, a pth-degree Bézier curve is defined by
4

Clu)=3.B, )P, for 0su<l 2-1)
i=0

The geometric coefficients of this form, F; with {=0,..,p, are called
control points. The basis (blending) functions, B; p(u), are the classical ath-

degree Bernstein polynomials given by

B, p(u)=~ (ppi 3 W (l-u) @2

As mentioned above, Bézier curves possess some geometric properties that

make it easy for design. Other properties can be found in {Farin97 Piegl95].
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Chapter 2 Surface Reprerentations Page 9

1. Endpoints Interpolation: their endpoints intersect with the first and

last control points; C(O) =F and C(1)= Pp .

2. Convex Hull property: the curves are contained in the convex hulls of

their defining control points.

3. Transformation Invariance: rotations, translations, and scaling can be

applied to the curve by applying them to the control points.

4. Variation Diminishing property: no straight line intersects 2 curve
more times than it intersects the curve’s control polygon. Thus, the

control polygons approximate the shapes of the curve.

5. The kth derivative at =0 (#=1) depends on the first (last) kK +1 control
points. In particular, their endpoint tangent directions, C'(0) and C '(1),
are parallel to the line connecting the first and second control points,

P —F,, and the line connecting the second last control point and the

last control point, £, — P,_;, respectively.

6. Global Control: In moving one of the control points, the sﬁape of the

whole curve is affected.

7. The number of control point equals to the order of a Bézier curve (ie.

p+1) where p is the degree of the curve.

We can see from the above that the Bézier curve can provide a powerful
tools in curve design, but still, it has some limitations. If the curve to be
modelled has a complex shape, its Bézier representation will have a
prohibiuvely high degree. Such complex curves can, however, be modelled
using composite Bézier curves. These piecewise polynomial curves are also

called B-Spline curves.
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2.3 B-Spline Representations

B-Spline representations are the most widely used class of approximating
splines. Precisely, a B-Spline curve is a combination of a number of Bézier
curves which the connecting points are automatically maintained at C

continuity. It can model complex shapes easily.

A B-Spline curve is a vector-valued piecewise polynomial funcdon and a

pth-degree B-Spline curve is defined as
. :
Clue)= 2Ny ()P @3
k=0

where B, k=01,.,n are Euclidean control points. Ny p(u) are the

normalized B-Spline basis functions of order p+1, or degree p. The B-Spline
curve 15 defined over the knot vector U={u0,u,...,um}, a sequence of
nondecreasing real numbers. That is, we can choose any values for the
subinterval endpoints (knots) if they satisfying the relation u; Su;,. A
Bézier curve is in fact a special case of B-Spline curves such that the knot

vector of a Bézier curve is defined as:

U={0,._01.1 2-4)
—— ——
p+l ptl

The B-Spline basis functions Ng , are polynomials of degree p, and

different from Bézier representation, they also depend on the knot values in
the knot vector (Figure 2-1). Basis functions for B-Spline curves are defined

by the Cox-deBoor recursion formulas:

1 for (s, Su<u
( K k1) for p=1 25
0 otherwise

Nk,p(u)z{

& Virtal 3D S, culpturing &



Chapter 2 Surface Representations Poape 11

u—u Uy, —U
N pu)= ——ka,p—l(u)+“—+£—“—_Nk+1,p—1(u)

Uppp-1 —HE Uprp — U1
for p>1 (2-6)

Note: Since it is possible to choose the knot values of the knot vector so
that the denominators in the previous calculations can have a value
of 0, this formulation assumes that any terms evaluated as 0/0 are

to be assigned the value 0.

N2 3
04 NS

Figure 2-1  B-Spline Basis (blending) Functions.

Generally, B-Splines have similar properties as Bézier splines. In addition,

they possess the following two main advantages over Bézier splines.
1. Local Support Property

B-Splines allow local control over the shape of the spline function. This
can be derived from the properq‘( of the B-Spline basis functions that
N p(u}=0 if the parameter u is outside the interval [uy,ug, ;4).
Local control for B-Splines is achieved by defining the basis functions
over subintervals of the total range of u. Precisely, each of them is

defined over p+1 subintervals of the total range of . This implies a

local control of each of the control points, P, . In other words, moving
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Py, changes C(u) only within the interval [ug, ., ,4) .

2. Relaxation of the Dependency of Degree on the Number of

Control Points

The values of the basis functions depend on the number of control
points we select, the degree of the curve, and how we set up the
subintervals (knots) of the knot vector. The degree, p, number of

control points, 7 +1, and the number of knots, m +1, are related by
m=n+p+l 27

Therefore, B-Splines allow us to vary the number of control points used
to design a curve without changing the degree of the polynomial. Also,
any number of control points can be added to modify or manipulate the
shape of the curve. Similarly, we can increase the number of knots in
the knot vector to aid curve design. Notice that increasing the number
of knots in the knot vector will require the addition of control points,

n+1, since the size of the knot vector, m +1, depends on 2.

The difference between B-Splines and Bézier splines is that the range of
parameter ¥ now depends on how we choose the knot vector, U. If the
knot vector of an order k& B-Spline cutve has k& multple end knots, it is called
an open-uniform B-Spline. This is a combination of Bégzer spiine and B-Sphine. A

knot vector of an gpen-uniform B-Spline has the form

U=1{0,.,0,u,, 15t p_1sh.,1} where r=n+p+1 (2-8)
ptl r—p-1
ptl r+1 pHl

In addition to the “local support properties” and “the relaxaton of the
dependency of degree on the number of control points”, apen-uniform B-Spline
characterize in interpolating the end control points with the data points.

Thus, it is able to give models with explicit boundaries. Moreover, these
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splines are tangential to the control polygon at the end points. This property
further eases the task of interpolation. Therefore, open-uniform B-Spline is
chosen for the approximation of the ewntro/ hand surface in our

implementatons.

2.4 Tensor Product Surfaces

A tensor product surface is a vector-valued functon of two parameters, u
and v. It represents a mapping of a parametric region, R, of the uv plane

into Euclidean 3D space. It has the form

S(ut,v) = (x(u, v), (e, v), 2w, v)) (u,v) eR

C,,
3D space
X
y
v

Figure 2-2 Tensor Product Surface,

The simplest and the most widely used surface representation in geometric
modelling applications are the tensor product surface (Figure 2-2). Tensor
product surfaces are developed based on the concept of bilinear
interpolation. While linear interpolatton fits the “simplest” curve between
two points, bilinear interpolation fits the “simplest” sutface between four
points. It is basically a bi-directional curve scheme making use of basis

functions and geometric coefficients of control points.
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Instead of depending on a univariate in parametric curve system, the basis
functions of a tensor product surface are bivariate functions of u and v. A
tensor product surface is constructed as the product of univariate basis

functions.

An open-uniform B-Spline tensor product surface can be obtained by taking a

bi-directional (7 +1) x (m+1) net of control points, F ;, and the products

of the univariate B-Spline basis functions, N;', (u )N; 7 (v)

[

n

S,v)= 2 XN N7 (P, (29
i=0 j=0

where 0 <w,v <1 and the parametric domain {(u,v} of this mapping is a

square. There are +1 and s+1 internal knots in the knot vectors U and V

in 2D respectively. The knot vectors are given by

U= {0,...,0,up+,,...,ur_p_l,l,...,l} where r=n+p+1
p+l r+l p‘i—l

V={0,..0, Ugilsolso g N where s=m+g+1
q+l s+t q+l

A tensor product surface possesses a useful geometric property. At fixed

U=,

G, 01t~ 3 £, )8 60 210

J=0\i=0
C,, (v) is a power basis curve lying on the surface, S(w,v) with basis

n
functions ZN,—‘fp(ua )PIJ Similarly, at fixed v=v,, C, (¥) is a power
i=0
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I
basis curve lying on S(u,v) with basis functons ZN;,q(Vb)B, ;- The
j=0

curves Cua (v} and C,, (#) intersect at the surface point, S(u,,v,). These

curves are called isoparametric curves (or isocurves) (Figure 2-2). We will
discuss how this property facilitates the contro/ band surface interpolation

process in chapter 4.
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OQbject| Surface

Deformation Systems

=l

As already discussed in chapter 1, many modelling/deformation systems
have been developed. In this chapter, we will take a look at some of the
existing solid modelling systems and solid/surface deformation algorithms.
‘Then, we explore the current research directions in the application of the

glove devices.

3.1 Solid Modelling Systems
3.1.1  Constructive Solid Geometry (CSG)

JDCAD [Liang93] 1s a system bult on the MR Toolkit [Shaw93]. It
introduces interaction techniques based on the use of the keyboard and a
hand-held bat which is a six-degree-of-freedom 3D magnetic tracking device
together with the keyboard. Their work aimed at providing a better interface
- a set of 3D manipulation mechanisms like 3D menu pop-up and spotlight
selection, and some navigation techniques. Unlike the work described in this
paper, the system is for constructing mechanical components by creating
and assembling primitive volumes instead of for free-form geometric

modelling,
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3.1.2  Spatial Approach (Positive/ Negative 1V olume)

Kurmann in [Kurmann96] proposed a system for interactive spatial
modelling to support architectural design in a VR environment. By using the
mouse or other 3D input devices, the user may interact with the system in a
3D environment. This enables the user to formulate design ideas in a 3D
space. Similar to JDCAD, this system contains additional predefined
building elements or even furniture for assembling in the architectural
design. They introduce the concept of positive (solid) and negative (space)
volumes to spatial modelling to meet the special design concept of

architecture.

This method is useful for outlining vague ideas in the conceptual abstract
design phase of architectural design where conceptual decisions are made
and major constraints are established. However, it is not suitable for artistic
free-form deformation and in fact, little of the potential of the 3D input

devices was explored in this system.

3.2 Deformation Algorithms

The systems discussed so far concetn mainly scene assembling. We now
concentrate on the systems developed for free-form geometric shape
modification. The term “free-form™ refers to the situation that objects can
be reshaped flexibly, and geometric shape modification is about the
techniques for changing the shape of an object under some restriction
related to the properties of an object (e.g. continuity). These systems

produce free-form object reshape instead of scene assembling.

3.2.1 Free Form Deformations

The most well known method of object deformation is the Free-Form
Deformation (FFD). It was first developed by Sederberg and Parry
[Sederberg8G]. Although this technique has been developed for quite some
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time, object deformadon still contnues to be a major research area in
CAD/CAM and computer graphics. Free-form deformation is a powerful
modelling technique that enables the deformation of objects by deforming
the space around them. This is a method for deforming solid geometric
models in a free-form manner. It can deform surface primitives of any type

or degree.

This method consists of embedding the geometric object or the region of
the object to be deformed into a regularly subdivided parallelepipedical 3D
parametric solid lattice (Figure 3-1). Each of the dimensions of the lattice is
defined by cubic Bernstein polynomials and the volume of the lattice is a
tensor product piecewise tricubic Bernstein polynomials. Each sample point
of the object in 3D space can be mapped to a parametric coordinate set. The
deformation of the FFD lattce is induced by modifying its control points

and the deformaton is automatically passed to the embedded model.

GR & o Q -« 3D lattice
6 i
T O embedded object
& O
of S
S 2 2 : control points
® o j‘(. ' of the 3D lattice
i @
o o | O

) G €

Figure 3-1  Free-Form Deformations (FFDs).
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The original FFD formulaton proposed by Sederberg and Parry restricted
the parametric solid to a regular parallelepiped with uniform divisions and a
Bernstein polynomial basis. The degree of parameterization of the solid in
each parametric coordinate was set ditectly by the number of uniform
divisions within the control lattice - two for a quadratic parameterization,
three for a cuBic, and so on. Bernstein-based formulations yield an
unfortunate relation between lattice divisions and the degree of the enclosing
parametric solid. Lattices requiting more than two or three divisions for
flexibility are undesirable, since evaluating the basis becomes

computationally more expensive as the degrees of the polynomials increase.

After the work of Sederberg and Parry, there are a number of enhancements
of the method proposed. Extended Free-Form Deformation (EFFD)
[Coquillart90] does not restrict the enclosing solid to a parallelepiped. An
EFFD lattice is defined cither from a predefined 3D latdce or from 2D
lattices. Predefined EFFD lattices are obtained by the transformdtion of the

parallelepiped lattice described in original FFDs

2D lattices can be formed by making loft of a surface intersecting on the
object surface. Also, 2D lattices can be welded together in order to form a
composite 2D lattice. In general, arbitrarily shaped lattices could be made by
composing elementary lattices. However, extra effort is needed to maintain

the continuity between these lattices.

With EFFDs, the user configures the initial lattice of control points to the
approximate shape of the intended deformation instead of starting with the
FFD’s regular parallelepiped of control points. The user must know the
general shape of the deformed object before starting to model, and the
interface of the system is only a direct representation of the underlying

mathematics.
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Nutbs-based Free-Form Deformations (NFFDs) [Lamousin94] replace
the Bézier representation with Non-uniform Rational B-Splines (NURBS).
Therefore, NFFDs can provide 3D lattices which have non-uniform
subdivisions. The lattices can be divided coatser in areas requiring little or no
deformation and finer in areas requiring substantial deformation. The
resultant lattice is non-uniform subdivided and thus different weightings can
be given to different regions of the model to create different deformation
effects. As a result, additional control may be achieved in finer divided

regions.

All FFDs discussed so far concern about manipulating control points on the
3D lattices are not intuitive to use. They are only suitable for expert users
who have knowledge in parametric object modelling. Direct Manipulation
of FFDs [Hsu92], on the other hand, allows the user to move the sample
points on the object model and compute the necessary alteration to the
control points of the FFDs. However, it involves the computation of least
square which is very computationally expensive. Also, the problem could be
very complex when more than one vertex point is to be moved at the same
time, and the solution may not be unique. Similar to other FFDs, the

technique only tackles the modification of object points one by one.

‘The FFDs technique has been implemented with an elastic input device that
has a tactile feedback [Murakami%4]. The elastic input device has the same
shape as the control volume (a cube). By deforming the input device, the 3D
model embedded will be deformed accordingly. Although the input device
provides a better interface to the FFD methods, the nature of the
underneath algorithm still hinders the naturalness of the deformation

interacton.

Y Virtnal 3D Seulptaring Lvj



Chapler 3 Object/ Surfuce Deformation Systoms . Page 21

3.22  Grid Surface Modelling

Similar to Murakami, Kameyama designed a rubber pad with tactile sensor
sheet [Kameyama97] which can detect uset’s shape deforming actions. The
system creates grid surface data and provides a method for converting the
input shape data into solid model data. The method emphasizes how the
output solid model can be directly utilized in other engineering analysis or
manufacturing processes and also the collaborations with other design

system.

A major limitation of the method is that it requires that the initial shape of
the surface to be deformed to be the same as that of the tactile sensor sheet,
e flat. Moreover, due to the nature of the input device, only vertical
deformation of the surface gird is allowed. These limitations imply that the
system is not suitable for highly complex modelling tasks like 3D

sculpturing.

3.2.3  Volumetric Approach

Galyean and Hughes developed a technique for virtual sculpturing with a 3D
tracker [Galyean91]. It is basically a 3D painting system. The material is
represented by voxel data and the method works by modifying the values in
the voxel array, similar to the paint brush function of a “paint” program that
modiftes bitmap values. The fundamental notion is to describe the shape of
a piece of clay by its charactesistic function, whose value is 1.0 at any point
in space where there is clay and 0.0 elsewhere. The system modifies the
values of volumetric data by moving a 3D ‘tool through space. And
modifying the shape of the clay is equivalent to modifying the characteristic
function of the voxel array. Direct manipulation of a volumettic
tepresentation is achieved by chiselling away parts of the volume with a
Polhemus-based tool. The resultant voxel data is converted to a polygonal
surface using a “marching-cubes” algotithm. The models created are said to

be free-form and may have complex topology. The method is was useful for
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controlling the shape by modifying a point or a small part of an object.
However, they are not useful for global deformations and also it is not

precise.

3.24  Nurbs Model Creation System

Li {Li97] developed a prototype for creating and editing of Nurbs sutfaces.
Other than developing a deformation system, their main theme is to provide

a fast rendering technique for parametric surfaces.

3.3 Glove-based Applications
3.3.1 Gesture Recognition

Conventional computer interaction depends on the use of keyboards, mice,
and joysticks. These devices with only one, two or three degrees of freedom
are often ill-suited for complicated tasks. These systems are clumsy and
requite special training for users. With the glove device, event triggering may
require the recognition of the user’s hand gesture. Different approaches had
been implemented for the purpose. The Grimes Digital Data Entry Glove
[Grimes83] recognizes hand signs from simple finger spelling postures. It
relies o.n custom hardware circuits. Mote sophisticated applications of the
interpretation of signed languages are for computer input and for human

communication. James Kramer developed the CyberGlove™

as part of his
wotk to translate American Sign Language (ASL) into spoken English
[Kramer89]. It makes use of a Bayesian decision rule-based pattern
recognition scheme to map finger positions into predefined letters or

symbols.

Glove devices are also used to control acoustic parameters in live musical
p
performance [Morita9l]. The atttude and posture of the hand are

interpreted to determine the commands of musical expression.
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3.3.2  Teleoperation and Robotic Control

Glove interfaces in teleoperation and robotic control are important for
facile, dexterous control of the remote end. Research projects have used the
glove device to control a dexterous robot hand. To adapt glove devices to
robotic control, Pao constructed algebraic transformation matrices to map
human hand poses to robot hand poses [Pao89]. [Hong89] resolved the
kinematic differences between the human hand and the robotic hand by
determining the positions of the user’s fingertips and driving the robot hand

fingertip positions to match.

Most of the teleoperation systerns make use of gesture recognition to
interpret commands. Brooks used a neural net to interpret DataGlove
motion for robot control [Brooks89]. Sturman implemented a gesture
recognition system to simulate the operation of a construction crane with
hand signal conventionally used on construction sites. Also, they use the
same system for the simulation of a six-legged robot. The robot’s entire
interface, including locomotion, point of view, manipulator control, and

mode selection, was glove-based [Sturman92).

3.3.3  Natural Interface — “Point, reach, and grab”

Since we manipulate physical objects most naturally with our hands, there is
a great desire to apply the skills, dexterity, and naturalness of the hand

directly to the human-computer interface.

The DataGloves from VPL uses the hand as the usetr’s manipulative
extension into the virtual environment. By pantomiming reaches and grabs,
the user causes the hand to reach and grab objects in the virtual
environment. The user can move through the virtual space by pointing in

the desired direction [Hand97].

& Virtwal 3D S onlpturing &



Chapier 3 Object/ Surface Deforniation Systems Pape 24

The virtual hand is displayed in an interactive computer environment and
used as a tool for “point, reach, and grab” interaction. Also, the systems
provide event triggers similar to buttons in mice by the finger posture and

movement recognition.

The advantage of this model of interaction is naturalness — users’ actions
correlate closely with those that might be performed on physical objects.
However, we see that the glove is somehow functioned as little more than a
3D joystick with several buttons. Little of the dexterity and naturalness that

characterise our hands have been transferred to the computer tasks.

3.34  Computer-based Puppetry

This is a2 method of tracking the live motion of the human hand or even the
human body in order to inject life into computer animation. This method
overcomes the limitadon of the conventional computer animation of
characters. Conventional computer animation uses key-frame technique with
interpolation which gives the result a subtly unnatural quality, not quite
mechanical, but not quite living. Computer-based puppetry is done by
putting a performer in direct interactive control of a character, as in
puppetty, or capturing body motion for later application to animation,
translates the nuances of natural motion to computer characters, making
them seem very much alive. This is also one of the very few applications

which uses all the degree of freedom of a sensor glove for the purpose.
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In the following subsections, we will describe the construction of the
conirol hand surface in detail. We begin by providing a brief introduction on the
feature and the properties of the human hand. Then we discuss the virtual
input devices that we have employed in the prototype. We will also give a
detailed description of the CyberGlove™, which is the glove device we have
adopted in the prototype. Finally, we explain the definitions, method for
setting up, and the techniques for enhancing the efficiency of constructing

the contro! hand surface.

4.1 Human Hand Input

Human hand in[;ut is the most direct use of the hand capabilities for the
control of computer mediated tasks such as 3D sculpturing. The human
hand shows an extraordinary degree of primitiveness. Its specialized
movements, acute sensitivity, precision, subtlety and expressiveness are not
easy to model. Hand gesture forms a notable part of our day-to-day lives.
According to Sir Richard Paget (1869-1955), human can make 700,000
different hand gestures. Figure 4-1 shows the muscle and tendons of the
back of the human hand. The many interconnections and interactions of the

muscles and tendons of the hand give rise to the complexity of hand motion,
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Most of the muscles lie in the forearm with long tendons transmitting poset

to the fingers. This arrangement allows the hand to be light and flexible

without sacrificing strength.

Extensor digitorum
COMmmunis

Extensor
carpi -
ulnapris Extensor pollicis
longus
Extensor Abd -
: uctor pollicis
relinaculum tongus
Ulna
Extensor pollicis
brevis tendon
Abductor

Extensor pollicis
lengus tendon

First dorsat
inlerosseous muscle

Tendons of extensor
digitorum muscle

Figure 4-1 = Muscles and Tendons of the Back of a Human Hand.
(Diagram adapted from Hand and wrist, a wall chart by the Anatomical Chart

Co., Stokoe, IL, 1988)

At a functional level, human hand input is the information that a computer
derives from the monitoring of the individual degrees of freedom of the

hand. In the fullest sense of the term, this input involves 29 degrees of
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freedom of the hand: 23 degrees of freedom in the hand joints above the
wrist, and 6 degrees of freedom in the free modon of the palm (derived
from the wrist, forearm, elbow, and shoulder joint motons). Figure 4-2
shows the skeleton and joints of a human hand. There are 17 active joints in
the hand, together providing 23 degrees of freedom. The third degree of
freedom of the trapeziometacarpal joint (base of thumb) allows the thumb
to rorate longitudinally as it is brought into opposition with the fingers. This
rotation is dependent on the degrees of freedom of the thumb. Thus, it
might be said that it is not a true degree of freedom and that the hand joints
only embody 22 degrees of freedom. By using a glove device, the
information in the feature joint positions could be recorded and we are thus

capable of capturing or reproducing the hand gesture as digital input.

Dista) =
Phaoianges 1 Middle

Proximal

DIP - Distal Interphalangeal Joints
1 DOF each

PIP — Proximal Interphalangeal Joints
Thumb IP Jaint 1 DOF each

1+ DOF

MCP - Metacarpophalangeal Joints

Thumb MP joint 2 DOF each
1 DOF

Metacarpocarpal Joints

Trapeziometacarpal Jaint
DOF 1 DOF each on digits 4 & 5

Carpals

Figure 4-2  Anatomical Definitions of the Human Hand.
{Diagram adapted from Hands, Pantheon Books, New York, 1980.)

At the other end of the spectrum, human hand input may be as simple as
monitoring the 3D position and otientation of the palm or the bends of

three or four fingers. The distinguishing characteristic of the human hand
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input is that the user does not think in terms of manipulating an input
device, as is the case with other haptic forms of input (e.g,, mouse, joystick,
and trackball), but moving his/ber hand to directly affect the task. A
functional way to describe the distinction is that human hand input is
derived from direct measurement of hand motion rather than measurement

of the motion of a device manipulated by the hand.

| Abduction

i I
/ ‘;Eduction

Hyper-
extension

Extension

Flexion

Extension

Flexion | Opposing thumb
to finger

Anteposition
(opposition,
circumduction)

Palmer
abduction

Retroposition

Anteposition

Palmer {opposition,
abduction  Sircumduction)

Radial
abduction

Radial

Retroposition

Figure 4-3  Motion of the Hand Joints.
(Diagram adapted from American Society for Surgery of the Hand, 1978.)
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Terms used to describe the motions of the fingers are well established. The
human fingers have flexion-extension, lateral abduction-adduction
Additionally, the thumb has an antesposition-retroposition motion which
brings it in opposition to the palm. Figure 4-3 illustrates each of them and

shows some of the possible hand gestures produced.

4.2 Virtnal I nput Tools

Most input tools fall into one of the two categories: interaction devices and
tracking devices. Interaction devices provide access to the virtual world.
With these devices, the user may move and manipulate objects at will.
‘Tracking devices, on the other hand, passively monitor various body parts to
create 2 sense of presence or affordance, and consequently provoke the
feeling of being physically present in the virtual world. In most of the virtual
reality systems, both types of devices are required and this is the same for

ours,

4.2.1 Interaction devices — the Glove Device

As we have seen from section 4.1, the human hand is very expressive and is
highly complex. However, with conventional input devices such as force
balls, 3D mice and 3D probes, it is always not easy to capture the feacures of
the human hand :.ﬂthough these devices possess the advantages of simplicity
and easy to use. This is mainly because they have limited degrees of freedom.
Therefore, if we employ these devices in a virtual reality system, the natural
motion of the user’s hand is sacrificed. As a result, interaction with the
virtual world needs anomalous algorithms to map intuitve tasks to the
limited interactions provided by these devices. This kind of mput tools is
thus not suitable for 3D sculpturing which requires the effect of the highly
expressive hand gestute to pass to the virtual object to be deformed. In
order to facilitate such gesture-based interactions with the virtual world, it is

desirable to allow additional degrees of freedom by sensing individual finger
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motions using the glove device. Glove devices are believed to be the most
natural interactive input tools for which we can use for object

modification/deformation.

The glove device is basically an instrument which could be worn on the
user’s hand and it consists of sensors for measuring the movements of
fingers and hand. Commercial models inclade VPL’s DataGlove, Virtex’s
CyberGlove™, Mattel’s PowerGlove and Exos Dextrous Hand Master
[Struman94]. They all have sensors that measure some or all the finger joint
angles. Some of them have 3D sensors as well in order to track the user’s
wrist motion. In our implementation, we have adopted the CyberGlove™ of
Virtual Technologies as our interaction device, although extension of our
method to other glove devices is expected to be straightforward. The
GberGlove™ is a powerful tools for one to interact within the virtual world
and input data. By employing the CyberGlove™, the feature gesture of the

hand can be captured effectively.

4.2.1.1  The CyberGlove™ Device

The CyberGlove™ was invented by Jim Kramer. It makes use of bend sensor
at each joint of the hand. Unlike VPL’s DataGlove, which uses optcal fibre,
it uses linear sensors; this reduces the nonlinear sensing problem of the

DataGlove (Figure 4-4).

The CyberGlove™ uses bending sensing technology to detect the “posture”
of the hand. It consists of thin electrical strain gauges placed on elastic nylon
blend material. The electrical strain gauges are placed in pairs at each of the
joints to be measured as shown in Figure 4-5a. The palm and the fingertp
area are removed for better ventilation and to allow normal activities such as

typing and writing. As a result, the glove is very light and easy to wear.
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Analog Lines

Encapsulation

Strain gauge in tension (T)

N

SE Backing
=
X
Strain gauge in compression (C)

Figure 4-5  The CyberGlove™ (a) Instrumented Glove;
(b} Sensor Detail.

Teflon wire to
bridge circuit

(b)
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Each joint flexing angle is measured indirectly by a change of resistance in
the pair of strain gauges. During finger motion, one of the strain gauges is
under compression (C), while the other is under tension (T) (Figure 4-5b).
Their change in resistance produces a change in voltage. These differential
voltages are then multplexed by an analog multiplexer, and amplified and
digitized by an A/D converter. The digitized voltages are sampled by a host
computer which ‘ﬁs.es a calibration program to obtain the joint angles. The
joint “0” posiion can be changed in hardware (by using offset

potentiometers) or in software with a user-friendly graphical interface

(Figure 4-6).
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Figure 4-6  The Calibration Interface for VirtualHand™ Software.
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The glove sensors are either rectangular (for the flexion angles), or U-shaped
(for adduction-abduction angles). The CyberGlove™ that we use in the
prototype contains 18 sensors. Two sensors are used to measure the flexing
of each of the five fingers. On the thumb, two sensors are used to measure
the metacarpophalangeal (MP) and interphalangeal (IP) joints (Figure 4-2}.
On the remaining four fingers, two bend sensors are used to measure the
MP and proximal IP joints. Abduction sensors ate provided for the thumb,
rrﬁddle-index, ring-middle and pinkie-ring fingers. The abduction sensor
measures the amount that the corresponding finger moves laterally in the
plane of the palm. The thumb has an additional sensor which measures how
much the thumb rotates across the palm toward the pinkie finger. Similarly,
the pinkie also has a sensor which measures the amount that the pinkie
rotates across the palm toward the thumb, i.e., the arch of the palm near the
pinkie finger when the hand is cupped. Finally, there are two sensots, one to
measure wrist pitch and one to measure wrist yaw. According to the
manufacturer, sensor resolution is 0.5 degree and remains constant over the
entire range of joint motion [CyberGlove94). The manufacturer has also
claimed that the glove has decoupled sensors so that outputs are

independent of each other.

4.2.1.2  The CyberGlove™ Hand Model

The hand model of the CyberGlove™ could be considered as an articulated
rigid body system consisting of rigid bone segments connected by joints
[Spong89]. The joints are considered as to be rotary and is up to a number
of degrees of rotational motion only but with no translational movement.
Geometrically, two types of coordinate systems are considered in the hand
model. One of them is the inertial coordinate system which is fixed in
space. This is similar to the world coordinates that are used in computer
graphics. Another coordinate system is moving frame coordinate system
or local coordinate systems (Figure 4-7). Each segment in the system has its

own  mioving frame coordinate system, which refers to the coordinate system
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attached to each segment of the hand model. This coordinate system moves
and rotates with the segment. The origin of the moving frame coordinate g;fe;'is
chosen to be at the joint nearest to the wrist of each of the finger segments.
For each of the segment, the moving frame coordinate can be transformed into
the inertial coordinate by a rotation and a translaton operation. Note that the
transformation will change over time as the hand moves through space.
Therefore, the transformation matrix for each articulating rigid segment will
be generated at each frame, and consequently, the position of each of the

joints could be measured.

(local) moving coordinate
system for segment J, ¢J
Y Em asvad (local) moving coordinate

system for segment.J/; 4/, 4

(local) moving gbordinate
system for segment J 3./, 5

world coordinate system (global)

Figure 4-7  Coordinate Systems of the Hand Model.

4.22 3D Tracking Input Sensors

Tracking sensors have evolved for detecting an object’s 3D position and
orientation. This kind of tracking requires a physical sensor attached to the
object and is known as active tracking. Active 6-DOF trackers use either
electromagnetic, mechanical, optical, or ultrasonic techniques for making

6-DOF measurements. Among them, the electromagnetic tracker is the most
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popular one because of the sensoz’s small size and freedom of movement.

For electromagnetic trackers, a low-frequency signal is generated by 2
control box (transmitter). This signal sequentially excites three small coils of
wire in the source and thus creates three magnetic fields. When a similar set
of three coiled wires (receiver/sensor) is positioned in range of the source, a
small voltage is indeced in each of the coils as the three fields are created.
This yields a total of nine measurements that are then processed by the
control box to yield six values for position and orientation. This technique
was first developed over ten years ago by a company called Polhemus Inc.,
for military applications. The Polhemus FASTRAK system (Figure 4-8) can
simultaneously support up to four sensors and two sources. It has since
evolved into a reliable and accurate method of tracking. Because the sensor
is about the size of a dice cube and does not rely on line of sighe, it can be

butied instde other devices, like the CyberGlove.

Figure 4-8 FASTRAK with Polhemus sensors.

The major limitation of this kind of tracking system is the lengthy lag time
due to the signal processing and filtering of the import measurements.
However, Polhemus has dramatically reduced this lag to less than 5 ms
(unfiltered), greatly improving its usefulness. Another limitation of these
systems is the sensitivity against large metal objects or to magnetic fields.

However, this problem is usually easy to avoid.

In our implementation, a Polhemus receiver is attached to the wrist position
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on the CyberGlove. It provides dynamic, real time six degree-of-freedom (3D

position and orientation) tracking of the glove.

4.3 Construction of the control surface

4.3.1 Data Points Collection and Deduction

The VirtuaHand™ software library provides functions for returning the
transformation matrices of the 5x 3 articulated rigid segments comprising
the virtual hand model (VirtnaMHand94]. These matrices hold the
transformations to successive joint origins. The first dimension refers to the
five fingers (ie. thumb, index, middle, ring and pinkie). The second
dimension refers to the first, second and third joints nearest to the fingertp
(Figure 4-2: the IP, MP and Trapeziometacarpal joint for the thumb and the
DIP, PIP and MCP for the othets). Each of the segments is in its moving
Jrame coordinate. Applying specific transformation matrix to one joint, the new
matrix holds the coordinate system for the next joint. From these

transformation matrices, we can determine 5x 3 joint positions (Figure 4-8).

extended border data points

predicted fingertip data points

D finger joint data points
‘P/ (from CyberGlove™)

deduced lower palm data points

Figure 4-8 Data Point Deduction.
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Since the 18-sensor CyberGlove does not explicitly measure the positions of
the joints nearest to the fingertips, these data must be determined by some
other means. As for most normal human hand motion, the joints nearest to
the fingertips are correlated to the neighboring joint. Therefore, the fingertip

positions can be estimated by taking into account the coupling that exists
between 85 and 0, (Figure 4-9) over the range of grasping motions.

Experimental measurements show that the general coupling formula is of

the form [Burdea92)
65 =dg— a|94 -+ 0263.

where 05 is the flexion angle of the distal joints of any of the fingers, except
for the thumb and the parameters a;,a),and a, depend on the hand

characteristics of individual users.

Figure 4-9  Parameters of a Finger.

As a result, S5x1 fingertip positions can be predicted. We then set the data
points defining the lower palm of the hand from the other data points (wrist

position and the joints nearest to the wrist). By using a Polhemus tracker
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introduced in section 4.2.2, the wrist position and the hand orientation can
be obtained and the joints nearest to the wrist can be calculated from the
corresponding transformation matrices produced from the CyberGlove™.
The first joint position of each finger is set to the positon 2/3 from the
wrist to the joints nearest to it (Figure 4-8). Now, we have 5x5 data points
representing the feature gesture of the hand. We then extend the data points
to 7x7 simply by extending the last segments in each of the dimensions on
the edge by x unit(s). The border parts are used for the prevention of
unmatched gap and preserving the continuity whete local modification is
applied to an object. This can model the effect of elastic property of the
object. The more elastic the object is, the smaller the parameter x and hence

the narrower the border should be. Detail of the modification will be

discussed in chapter 6. We index the data points obtained as J, , where

a=0,.,6 and b=0,...,6 for convenience (Figure 4-10).

¢ Do £
/!
Phatanges 3 fdngflla ~ -

DIP - Distal Interphalangeal Joints

J0,6 ] E) 1 DOF each

y PIP — Proximal Interphatangeal Joinls

Thumb IP Jaint DOF each
1D
\ = - MCP — Metacarpophalaﬁgea! Joints
Thumb MP joint- —-—w . ), 2 DOF pach
1 DOF W 2 ;

—y{— Molucurpars

. 7‘.1‘,- / J6

,0 Metacarpocarpal Joints
1 DOF each on digits ¢ & 5

rn—k—— Carpais

Figure 4-10  The Interpolation of the Parametric Control Hand

Surface to the Finger Joint Data from the CyberGlove™.
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4.3.2  Definition of the Parametric Control Hand Surface

4.3.2.1  Cubic B-Spline Tensor Product Surface

As already discussed in chapter 2, the cubic B-Spline tensor product surface
15 believed to be sufficient to model the conirol band surface. The construction
of the paramettic control hand surface is done by employing the technique

called interpolating method [Farin97).

The cubic B-Spline tensor product contro/ hand surface is given by
n
H(u,v)= > ZNu?(u)ijf(v)P,-J 4-1)

According to the interpolaung method, the problem can be seen as:

Given 7x7 data points J, ;, (where @ =0,...,6 and b =0,...,6), our goal is
to fic a B-Spline tensor product surface with knot vectors U and I/ in the

two dimensions respectvely with mxn unknown control points P, ;
{where i =0,..,m and j=0,..,n). The surface is required to interpolate all

7x7 dara poines, J, 4, at some parametric coordinate (ua!b,va’b) where

0< ua‘b,va‘b <1. That iS,

H(ua,b: va,b)z ‘]a,b = Z(:) Z Nu?(ua,b )Nvi (va,b i (4‘2)
i=0,=0

3 3 . . . .
where Nuj(u) and Nv;(v) are the cubic basis functions at particular
parameter values ¥ in U-dimension and v in I/-dimension, respectively.

4.3.2.2  Kuot Parameterization

Now, we compute appropriate values for (u,p,v,,). These values are

chosen according to the chord length ratios between successive data points
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and then by averaging across the ratios row by row and column by column
in the two dimensions respectively. With this method, they are able to reflect

the distribution of the data points. The steps are shown below:

Let Lu? (where & =0,...,6) be the total chord length of the bth column of

the data in U-dimension and Lv® (where a =0,..., e the total chor
he data in U-dimensi d Lv? (wh 0,...,6) be th | chord

length of the ath row of the data in V-dimension, such that

5
Lu® = Z'Ja+|,b _Ja,b’ for b=0,...,6 (4-3)
a=0
5
Ly = Z|Ja,b+l - Ja,b| for a=10,.,6 (4-4)
b=0

For each data points J, ,, we calculate the normalized chord length ratio

u;p and v, ; in U- and /- dimension respectively. Obviously at the end

points,
uo,b =0 and u6’b =1 for b= O,...,G (4—5)
Voo =0and v, ¢ =1 for a=0,..,6 (4-6)

For the intermediate data points, the normalized chord length ratios u;,

and v, ; in U-and I~ dimension respectively are given by

J

Jip—~Ji
Uip = i1y +f—Lb—L‘?_| fori=1,..,5and b=0,..6 (47
[24
Jop—Tape
Va.j = Vg j-I a’—L;i’il—l for j=1,.,5and a=0,...,6 (4-8)
v

Recall the properties of the tensor product surface from section 2.4. We may
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consider that the connections of the finger joints form isopatametric curves

(Figure 4-11). Therefore, we may set the parameters as follows
Mg =Ug) =.. U5 =Uyg where @ =0,...,6

and let the values be .

Voo =Vip = =Vsp =V, where b=0,...,6

and let the values be V.

_dimens,
O 0 d J‘ZO?

Figure 4-11  Definition of the Parametric Hand Surface.

By averaging across all ratios U p and v, j in the U- and I~ dimension

respectively, #, and v, can be evaluated. Follow directly from Equation
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(4-5) and (4-6),

Uy =0 and 1z =1 (4-9}

vy =0 and v =1 (4-10)

And by averaging,

— 6

ug = ) tgp!7 where a =1,...,5 (4-11)
b=0 '

_ 6

vp = Zva’b /7 where b=1,..,5 (4-12)
a=0

Now, we can deterrnine the knot vectors U and 17, The knot veciors are
taken in the form of Bézier type parametric representation (Section 2.3). For

the interior knots, we set them to coincide with the data points. That is,
U=1{0,0,0,0,,, 1 ,it3, 124, 45,11 L1} (4-13)
= {0’050’0’ vl’VZ’F:’: 31741‘75 :1:151:1} : (4—14)

Recall that the number of knots of the knot vector defining the surface
determines the number of control points included in it. Now, we have 13
knots defining each of the dimensions of the surface. Therefore, there
should be 9x9 control points to define the surface. That is m=9 and #=9 in

Equadon (4-2).

4.3.3  Efficient Calculation of the Control Hand Surface

4.3.3.1 Tensor Product Nature

The matrix form of Equation (4-2) can be rewritten as
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Joo 0 Jog Nugling) -+ Nug(izg)
Jeo  Jes _Nug(ﬁs) ~+ Nug(g)
-Po,o - Ryg M) - Mg(vg)
S N (4-15)
|Bo - Rl |M3G) - Mg()

Recall that J,, are the position data obtained from the CyberGlove™.

Nu?(ua) and Nv;(vb) are the cubic basis functions at knots u#, In

U-dimension and v, in V-dimension, respectively. F; ; are the control

points of the hand surface that fulfill the condition of interpolating J, 5.

To improve efficiency of modelling the consrol hand surface with the bicubic B-
Spline tensor product surface, we do not determine the inverse of the
matrices implicitly. Instead, we simplify the problem by considering the the

tensor product nature of the controf hand surface [Farin97).

First of all, we introduce a set of intermediate control points, £, , where

a=0,..,6 and b=0,..,8, such that

Eoo - Eog| |Nuglin) - Nuglap)| [Py - Pog

e U S ¥ (4-16)
Ego - Esg| |Nugls) - Nuglig) Fo - Kg
Equation (4-15) then becomes

Joo - Jog| |Eoo - Eog||Mp(#) - M)

CUR S ( E M @-17)
Jeo 1 Jep Ego - Esg||M3i(W) - M)
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The 2D interpolation problem is now reduced to two sets of 1D
interpolation problems. Now, we examine each of the 1D interpolation

problems.

By considering each rth row, whete r=0,...,6, in Equation (4-17), the

problem is as follows.

Given 7 data points J, ; (whete j=0,...,6). Our goal is to find
the 9 unknown intermediate control points E, , (where

b=0,..,8) of the open-uniform cubic B-Sphine isoparamettic cutve

that it interpolates the data points as C)(v,)=J ri- Also, the
curve satisfies the end point interpolation condition. That is,

C(0.0)=J,4 and CF(1.0)=J, 4.

By resolving the above problem for each of the 7 rows, 7x9 intermediate

control points £, , will be resulted. The intermediate control points can

then be used as the data points in Equaton (4-16), and similatly by

considering each sth column, where s =0,...,8, the problem is

Given 7 data points E; ; (where i=0,...,6). Our goal is to find

the 9 unknown control points F, ; (where 5=0,....8) of the

apen-uniform cubic B-Spline isoparametric curve Cg (u) with knot

the data points as C; (ﬂi):E,-,S. Also, the curve satisfies the
end point interpolation condition. That is, C(0.0)= £ S. and

Ce(1.0)=Eq .
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After solving the 7+7 1D interpolating problems, the 9x9 control points

defining the tensor product surface are determined.

Notice that because of the tensor product nature of the control band surface,
the 2D interpolation problem of Equation (4-15), inidally represented by
7x7 linear equations, is broken down into 7+7 1D curve interpolation

problems.

4.3.3.2  End Points Interpolations

Recall that for all opm-mfzﬁm B-Spiines, the end control points always
interpolate the end data points. Therefore, the intermediate end control

points £, and Ea,S in Equation {4-17) can be evaluated as
Ea,o = Ja,O and Ea,s = Ja,6 for a=0,...,6 (4-18)

And the system of equations is reduced to

3o 3(=
Jou - Jos| |Eoy - Eor || M) - Mwg(vs)
N N I I (@19
3 (= 3=
Jou v Jes] [Ber v Eer) |Nw(®) - Nvg(s)|
Similatly, £y, and Fg, can be evaluated as
PO,b =E0,b and P'S,b =E6,b for b=0,...,8
And the system of equations in Equation (4-16) becomes
3 3(—
Eg - Eg| |Ni(@) - Nuz(@m)||Bo - Rg
S T T I (4-20)
(= 3
Esg - Esg| {Nuj@s) - Nuj(@s)| [Py - Prg

1

W Virtwal 3D S culpturing ¥



C/J.agter 4 The Control Hand Surface Page 46

4.3.3.3  Designation of knot values at Data points

According to the local control property (section 2.3) of B-Spline surfaces,

each of the conuol point, F

:, only exerts control over the region

u € [u;,u;, 541, the choice of the knot vectors can effectively simplify the

interpolation problems. Recall that the interpolation of data points J; ; are
chosen to occur at the interior knots, which define the contro/ hand surface.
And from the local control property of B-Spline, at each of these data
points, there are only three nonzero cubic basis funcdons (Figure 4-12).

S )= NP @ )E; + N2 @ )E iy + Nig (@ )E s

i I

(4-21)
BY Sf::tting a; = Nu?(ﬁ,—), Bi =Ni3+1(1_}i) and Yi =N13+2(1—)i)5 the matrix of

the B-Spline basis funcdons is reduced to a tridiagonal matrix and Equation

(4-19) becomes

oy 0 0 0 O]

B, a, 0 0 0
Joa Jos| | £y Eg7it71 By a3 0 0
; S P llo oy, By ay 0O (@-22)
J6,1 Jes1 | Eel Es7]10 0 v3 Bg as

0 0 0 ys4 Bs

(0 0 0 0 ys5]

Similacly, by Sewing A =N}(%), ¢; =N}(@) and ;=N\, (@),

Equadon (4-20) is simplified to the following tridiagonal systern.

A ¢ ¢, 0 0 O 0]
0 4 ¢ oo 0 0 O
0 0 A ¢ o3 0 O
0 0 0 A, ¢, @5 O
00 0 0 A5 ¢s o5
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These tridiagonal systems can be solved by numerical methods [Engeln96)
without explicitly evaluating the inverse of the matrices. As a result, the
control points are evaluated and the contro/ hand surface can then be well

defined.

Non-zero basis function terms at internal knot values

Figure 4-12  Basis Functions of cubic B-Spline.
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C/mpz‘er 5

Mapping of Object

1o

the Control Hand Swurface

In FFDs, object is embedded in a 3D bounding volume. The deformation of
the object is done by deforming the space around them (Section 3.2.1). This
method is used for deforming solid geometric model in a free-form manner.
In our method, sutface deformation is induced by passing the change of
geometric attributes of the control hand surface to the object. In order to
facilitate the deformation effect, a well-defined mapping of .the object
vertices from the Euclidean 3D space to the parametric domain of the
control hand surface is necessary. In our method, we consider the object to be
deformed as embedded in the extended 2D parametric space of the

control hand surface.

5.1 Setting up the Corresponding Mapping

Generally, each of the geometric attributes, say object vertices, of the virtual

object to be deformed is projected to the parametric domain of the hand

surface (Figure 5-1). That is, a set of parametric coordinates (u,,v,) will be

assigned to each of these object vertices ;. This mapping remains constant
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as long as the deformation proceeds. This provides an effect of sculpturing
with one’s hand in contact with the object. (Each of the object vertices is
kept in a constant relationship with a specific position on the hand, which is
determined by the mapped parametric coordinate.) Change of hand gesture
would induce change to the 3D position of a specific parametric coordinate.
Consequently, this change is passed to the object through particular
modification/deformation algorithm which will be discussed in Chapter 6.

As a result, the shape of the object is changed according to the change of

hand gesture.
71 u
i N Parametric domain
/ Iy
I (uasvb) ,\
’ ! {
/ / | \
! / i \
! :" ."- ! \\
[l \ i
sy [/ Vo
7 \ \
/ \
1§(1,0)
y ¢
control hand surface
5(0,0
(0.0) Euclidean
3D space
z X

Figure 5-1  Mapping of Spatial domain of the Object Surface to the

Parametric domain of the Hand Surface.
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5.2 The Mapping Process

The method we developed for mapping an object to be deformed to the
control hand surface is referred to as Ray-Projection. More precisely, it 1s used to
cotrelate each of the object vertices to a position on the contro/ hand surface.
The mapping is determined by the parametric coordinate assigned to each of
the object vertices. In this section, we desctibe the concept of Ray-Projection

mn general. Then, we describe how we adapt the method in the prototype.

5.2.1  Ray-projection
This method 1s onginated from the concept of ray-casting. It makes use of
converging rays to map an object vertex V¥, on the Euclidean 3D space to

the 2D parametric space of the contro/ hand surface. Imitially, a point called the

centte of projection, F,, is determined. Ray-projection is referred to

projecting a tay ditected from P, through ¥, onto the other surface, that is,

the control hand surface. (Figure 5-2).

Border Border

o

hand surface

"o object surface

© object vertices
o ray intersection points

& finger joint positions

O extended joint

Figure 5-2  Ray-Projection.
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In the prototype, each of the object vertices has to be projected onto the
control hand surface. However, it is difficult to determine the intersection of a
ray and a parametric surface. To simplify the clumsy calculations, we
propose to approximate the parametric surface by a polygonal hand model
which we refer to as the 3D frangulated hand model in the remaining

document.

Figure 5-3 3D Triangulated Hand Model.

The 3D triangulated hand model is constructed by triangulating the data points

J:',j, where i =0,...,6 and j=0,...,6. Recall that the hand is modelled by a

tensor product surface interpolating these data points. By joining
neighborning data points in U- and 17~ dimension as in Figure 5-3, we have a
tetrahedron mesh with 6x 6 tetrahedrons. Since it is not guaranteed that the
four vertices of a tetrahedron are on a single plane, we furthet break each of

the tetrahedrons into two triangles as follows,

rJO M Ji+1,j‘]ij+l
tri

i1 A i e e

where 1=0,...,5 and j=0,..,5. Therefore the 3D triangulated hand mode! with
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6x6x2 triangles is formed (Figure 5-3) and each triangle #ri; ;4 is on a

plane T; ; 4 defined as

Tiju 3(P'Ni,j,#J+ dijx=0 (5-1)
and
Nf,j,O = Ji,j']i+l,j x Jf+l,j']i,j+l

Ny =Y i a1 X, a4

where i =0,..,5, j=0,.,5 and #=0,1. P is any point on the plane ]}J,#.

d; ;4 is the offset of the plane from the origin and N, ; 4 is the normal of

i, Jj.#

the plane.

The centre of projection, F,, is determined to be at a certain distance, d.,

from the palm centre depending on the deformation effect one desires.
(Please refers to Chapter 6 for details) By employing the ray-profection

method, a ray directed from F, through each of the vertices V¥, (where

a=0,..,n—1 of an object consisting of n vertices) is projected onto the

3D triangulated hand model,

5.21.1 Intersectron Test

Mathematically, a ray R, for a particular vertex V, is defined as:
R,:P=V,+k-[V,-P], (5-2)

where [Va -P, ] ; is the unit vector directed from ¥, to F,, and P is a point

on R, atsome scalar variable k.

In order to determine whether R, intersects the plane T; ;4 defined by
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Equation (5-1), we need to solve for k as follows,

- coa -V
__ > LLE Ta (5_3)

Notice that if Ni’j,# -[Va - P, ]] equals zero, then R, and Tf’j,# are parallel
to each other. Otherwise, they will intersect at some k and the
ray-intersection point of R, and T ; 4 is given by,

d' #+N‘,J,# 'Va

vy =y b v, -P -4
a a Ni,j,# '[Va _Pc]1 [ a c]] (5 )

Figure 5-4 2D local coordinate of the plane T, ;..

5.2.1.2  Clpping Test

Noutce that each projected ray will intersect with any of the 6 x6x 2 planes

T,-’ j# as long as the ray 1s not parallel to the planes. However, some of the

tersections occur outside the atea of the triangle #ri; ; 4 and the one going
s
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across within the triangle area is the ray-intersection point. To determine
the ray-intersection point, clipping test is necessary to examine whether V™%

falls inside #ri; ; 4.

To proceed with the clipping test, we must first aligned the

ray-intersection point to the 2D local coordinate defined by the intersecting

plane. Let the Euclidean 3D coordinate of the ray-intersection point of ¥, at

the plane 7, ; 4 be vy " (i, J.k) . And the 2D local coordinate of T; o is

defined by the normal N ,-‘fj-ﬁn, and two petpendicular vectors, Ufj.’i" and

V;’fi" , on the plane (Figure 5-4).

3 Ni"’j.’i" is the normal of the plane T,-, It

» U fj."i" equals to the unit vector of one of the edge of the triangle

iri; j» and the edge has one of it’s endpoint at J; ;;

align . align align
g Vi i# 1 the cross product of N i and U id

The alignment can thus be achieved by applying a transformation matrix as

follows [Hearn94],

[ alion . [ rrafign . align . align _ yalign I af ]
VA \Yijad Uijd Uigwk —O i | v
align . align . align . align align . proj
Va "IN\ Vi d Vignd VigEk =0T \VE
yansen b align . align . align _ yalign v prer
e Nijid Nigad Nijik —O55 k| Ve "k
L 1| o 0 0 1 .
align

where V;7*"(i, j,k) is the aligned coordinate of the ray-intersection point of
vertex ¥, on the plane 7; ; 4. O‘f?‘ﬁ? (i, j,k) is the 3D coordinate of the
point J; ; and is the origin of the local 2D coordinate of T}, j.#- Since the

3D coordinate V% (i, j, k) is already a point on the plane T} ; 4, yohen

should become 0 after the alignment. The 2D local coordinate of the
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ray-intersection point is thus given by Vaahg" (i, /). For easy reference, we

rewrite it to be P, (x,y).

With such alignment, all the data points concerned in the clipping test fall on

the 2D space, or more specifically, the 2D local coordinate system defined

by the plane T, ; 4. That is, the test is simplified to a 2D clipping test instead
of 3D. We then employ the intersection calculation from [Spoelder90] to
facilitate the test. First of all, we create a line, I, from the origin of the local
2D coordinate to the aligned coordinate P, (x,y). Then, the intersection

points of /, with each of the 3 edges of the triangle tri; ; 4 are determined.

By examination of the nature of these intersections, we can easily decide

whether the aligned coordinate P,(x, y) falls inside the triangle.

5.2.1.3  Determination of the Parametric Coordinate

Consider a triangle tri with vertices J,, Jp, and J,. Itis always possible to

express a fourth point P, in the same plane as T, as a barycentric

combination of J,, J, and J, [Farin97].
P=aJ, +pJ,+yJ, where a + 8 +y =1 (5-5)

The coefficients (a, 8,7) are called barycentric coordinates of P with
respect to J,, J,, and J,. Equation (5-5) can be viewed as a linear system
of three equations. In the object space, we can obtain the 2D local
coordinates of J,, Jy, J, and P by projecting their 3D coordinates to the
2D space defined by T . The barycentric coordinates (o, B,7v) of P is followed

by an application of the Cramer’s rule:

_area(P,Jy,J ) _ area(J,,P,J.)  area(J,,Jp,,P)
area(J ,,Jy,J.)’ area(J ,,Jy,J.)’ area(J,,Jp,J ;)

(5-6)
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where area(/,,Jp,J.) represents the area of the region enclosed by
vertices J,,Jp and J. Actually, Cramer’s rule makes use of determinants.

They are related to area of triangles by the identity

Xg Xp X

1
area(J ;,Jp.J ) =5 Ya Vb Ve (5-7)
1 1 1

where the vertices J,,J, and J, have the local 2D coordinates of
(x5,¥a), (xp,¥p) and (x.,y.) respectively. The local 2D coordinate is

defined such that x,, y, and y, equal 0 to simplify the calculation
(Figure 5-5). Note that in order for Equation (5-6) to be well defined,

area(J,,Jy,J.) must not equal to 0, which means that J,,J, and J,

must not lie on a straight line. And this is already guaranteed in the

3D triangulated hand model.

h_eo
\ \254 7 \‘-\._. Loy A
TN, xJo= (Xb,Vb)
s / AL L P
N Iy Y
\\
\\ #,. .:.'. .
« * | . i Jo= (xa:ya)
I ] | =t 12 >

Figure 5-5  Barycentric Coordinates.

After the barycentric coordinates are determined, we can apply Equation (5-4) to

determine the mapped parametric coordinate of the vertex.

P(usv)=aJa(ua5va)+B‘]b(ub!vb)'*'yjc(uc’vc ' (5'8)
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5.22  Acceleration: Two-Pass Projection

The 3D triangulated band model consists of 6x6x 2 triangles and each of
them defines a plane. Therefore, in the worst case, for an object consisting
of n vertices, the mapping process could contain a maximum of
6x6x2xn projections, intersection test and clipping tests. This process
could be very computationally expensive. To minimize the number of
projections and tests, we separate the process into two steps. In pass 1, a test
is set up for determining the triangle that the ray intersects. In pass 2, the
ray-intersection point, where a given ray intersects the 3D triangulated hand model,

is determined.

Pass 1: Determination of the Intersection Triangle

The first step is to determine which triangle a ray intersects at the

3D triangniar hand model.

This is done by projecting a ray from an object vertex to a single plane
instead of directly onto each of the 6 x 6x 2 triangles. First of all, we set up

a plane 7 which intersects the centre of the palm J33. The plane has the
same normal as that of the centre of palm, Nj;. Then, we ray-project all

7x7 data points onto the plane 1 and a cotresponding 2D base mesh on the
plane is constructed. For clear illustration, Figure 5-6 shows the projection

of 5x35 data points only.

Each object vertex V), is then ray-projected to the plane 7. Followed by a
similar transformation and clipping test as described in section 5.2.1.2, the
triangle on the 2D base mesh that the ray intersects could be determined.
Notice that the intersection of a triangle on the 2D base mesh of plane n

indicates the intersection of the cotresponding triangle on the

3D triangulated hand mode! (Figure 5-6). Therefore, by this initial projection, we
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can determine which triangle of the 3D trianguiated hand model the ray
intersects in a single projection together with the clipping process. As a

result, the number of projection process could be effectively reduced.

3D triangulated

J3:3 7 hand model

(Same point)

X
P

c

Figure 5-6  Two-Pass Projection.

Pass 2: Determination of Ray-Intersection Point

A second ray-projection is then made to find out the real intersection point
on the cortesponding triangle of the 3D triangulated hand mode! by solving & in
Equation (5-3). After determined the intersection point, its 3D position is

transformed to the 2D local coordinate defined by the plane 7; ; 4 and the

parametric  coordinate (u,v) of the vertex is evaluated by the

barycentric coordinate method as mentioned eatlier.
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Chapter 6

R Z’J} "’Z’ A S@'ﬁ;’l}%fﬁ}’w 3%
N Bkl 7 ,
Transformation

After the mapping is set up by the ray-projection method described in
chapter 5, we present in this chapter the ‘detail of the shape
modification/deformation  algorithm which we refer to as the
Seupturing Transformation. Moreover, we propose methods for flexible

seuipturing region control that can be applied to the object being deformed.

6.1 Sculpturing Transformation
Consider at time 0 which is the instance when an object is mapped to the

control hand surface, the initial posidon of a vertex is VC? . Let the parametric

coordinate mapped by the ray-projection method of vertex Vao be (u,,v,) and

the cotresponding mapped ray-intersection point on the control hand surface

be §%(u,,v,).

Now, we write the position of the vertex as
9 = 8%ug,v,) + P2 - S0uav,) | 6-1)

where Va0 -5 D(ua,va) is the vector from the mapped ray-intersection point
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S O(Lta ,V,) to the object vertex Vf .
By rewriting Equation (6-1) as
0
V0 = 8%y, vg) +d2 0 - 8%, v,)), (6-2)

where lVao -850 (ug, Va)J[ is the unit vector of the vector from So(ua,va)

to ¥, and d° =|V2 - 8%u,,v,)

is the magnitude of the same vector.

By the definition of ray-projection, the unit vector [Vao -5 O(ua,va ) Jl equals
I.Pc -8%u,,v, )l, . Thus, at time 0, the relationship of the object vertex V.

and the mapped ray-intersection point § O(u a»Vg) can be rewritten as
Ve =8 Gugva) + 43[R - 5] 63

dg is the distance between the mapped ray-intersection point and the object

vertex at the time the mapping is established, i.e. time 0. This parameter
implies the relationship of the mapping in the sense of keeping the distance
between the object vertex and the mapped ray-intersection point on the

control hand surface unchanged over the process of deformation,

After the relationship is established, deformation can be initiated by
changing the hand gesture i.e. S(u, v). Let us consider the situation at time £,
the change of the contro/ hand surface leads to the change of the Euclidean 3D
coordinate of the  mapped ray-intersection point  to  S'(u,,v,). The

sculpinring transformation for the object vertex at time f can be evaluated

accordingly as

Vc: :Sr(uaﬂva)'*'dg'[E:'_Sl(ua9va)J] (6-4)
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Recall that the contro/ hand surface is constructed with a border part by
extending x unit(s) from the edge of the inital finger joint data
(section 4.3.1). This is used to prevent undesirable sudden change (Plate 6-1)
and to maintain the continuity at the edge when local deformation is applied
to an object. Figure 6-1 shows the normal object vertex transformation and

also the border case.

Plate 6-1 Sudden change created Without Weightings.

Plate 6-2 Weighted Edge of the Control Hand Surface.
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B hand surface
- r.[ - e S PR
Border ,.. , /);P,;;nd T
g movemén .
PSR ST object surface
hY (ub,"k'b) A R B R ERAL T TEY St J :
/_/ *',";:“?-:_;__:‘l\' . <4~
S g VR e

® finger joint positions
/ ¢ mapped ray-intersection poinis
i

Q object vertices

Figure 6-1  Object Vertex Transformation,

At the border, where u €[0,#], uelus,1], ve[0,%] or ve[vs,1], we
introduce weightings, w, which are defined by equations of the cubic
Bernstein-Bézier basis functions (Equations 6-5, 6-6). These weightings are
defined to smoothly join the edges of the deformation region by a
continuous function. By applying the deformation to these weightings, the

deformation effect on the object being deformed will be progressively
alleviated (Plate 6-2).

To simplify the cliscussion, we tlustrate the explanation in 1D instead of 2D.
Consider in the U-dimension, the botder is defined at ue[0,%] ot
u &[us,1]. We consider the region u €[u),if5] as the effective region R,, and
ue[0,4)] and u e[us,1] are the border regions Ry, Previously, w equals to 1
whenever # falls into any of these regions, otherwise, w equals to 0. This
leads to a sudden change at the edge where u equals to 0 or 1. To preserve

the continuity of the deformation of the object, a continuous weighting w

(Figure 6-2) is introduced in the border region.
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W) =1,

(6-5)

where B; 3(u) ={ J(l—u)3—iuf with # € [0,1] and i =23.

3
i

In fact, w can be represented as a Bézier curve by introducing related control

points at (0,0),(%,0),(23&,1) and (i,]) over the interval [0,iz;].

(Figure 6-4),

w(u)

Figure 6-2

1D illustration of the smooth weighting function w(u)

and the Bézier representation at the edges.

In the 2D case, ‘the weighting function is a generalized tensor product

function of w(u) and w(v). The smooth weighting function w(u,v) 15 1

when it is mapped to the effectzve region [14),15;V|, V5] and 0 when outside the

whole parametric span  [0,1;0,1]

of the control band surface. Over the
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border regions, bicubic Bézier functions are introduced to smoothly introduce

the deformation effect (Figure 6-3). Hence, w(u, v) are given by

border region

Figure 6-3 2D illustration of the smooth weighting function w(u,v).

0 u £[0,1;0,1]
1 ue[ﬁl,ﬁ5;17|,175]
u u - -
Bys| = |+ By3| — (u,v) € [0,5;9,75 ]
i—1 u-—-1 _
Bys| —= +Bl,3[1 _SJ (u,v) €[us,1;¥),v5]
v v e
By, _—J+B3,3[:“) (u,v) €u),u5:0,9]
V1 L4l
V—Vs vV—1s —
W(H,V)=<BO,3 1_‘75 +B],3[1_1_)5] (usv)e[ulaMS)VSJl] (6-6)
3 3 u v
2.2 Bis = B4 G_J (u,v) €[0,4;;0,v]
i=2j=2 1 1
13 u—175 V - _
2 2 Bis| T 1B = (u,v) e[is,1;0,%]
i=0j=2 —Us 1
301 ' =
u y—v _ _
DIPIP: T TJBJ-,{ _‘“‘J (1,v) €[0,5;;75,1]
i=2j=0 Uy 1-75
11 — ~
u—u v—v o
Z Z Bi,3 —5 )BJJ( HSJ (u,V)E [uS ,I;VS ,1]
i=0j=0 (1= 1-%;
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And the sculpturing transformation is updated as shown below,

Vc: zw(ua’va)'(S!(ua’va)"'dB'[P:::_St(ua’va)][) . (6“7)

+ (1 . W(ua’va )) Vao
6.2 Sculpturing Region Control

With ray-projection, the sculpturing region can be very flexible. It can change
either by changing the hand gesture or by changing the location of the centre
of projection. By changing the location of the centre of projection, three

possible deformation effects may be resulted.

6.2.1 Parallel Ray-Projection

When F, is set to infinity, all the projection rays may be considered as

parallel to each other. This is referred to as parallel projection (Figure 6-4a),

the sculpturing region will have the same size as the hand surface. Under this
circumstance, d‘?lP": -8 u,,v, )J[ equals ¥V, —S(u,,v,), and the

sculpturing transformation becomes
Vo =8y, vy) + (Vg ~ Sy, v,)) (6-6)

That is, AV, =AS(u,,v,). This implies that the change of the

control band surface applies directly to the vertices of the object. This leads to a

similar effect as touching and deforming the object.

6.2.2 Reduced Sculpturing

Reduced Scuipturing is produced by setting the centre of projection, P, in

front of both the contro/ hand surface and the object being deformed. In
Figure 6-4b, a reduced projection area of the contro/ hand surface is shown to
cast on the object. In fact, the object is mapped to the converged image of

the contro! hand surface. As a result, the magnitude of the change in hand
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gesture passed to the object is reduced. In another words, a reduced seulpturing
effect 1s produced. Experimental results of this effect are demonstrated in

Plate 1.

6.2.3  Magnified Sculpturing

Magnified Seulpturing, on the other hand, is produced by setting the centre of
projection, P,, to the back of the hand surface. As opposite to the above
case, an enlarged projection area of the contro/ hand surface will be cast on the
object (Figure 6-4c). In this case, the magnitude of the change in hand
gesture passed to the object will be magnified. We label this effect as the
magrified sculpturing. Plate 2 shows the experimental result.

mapped ray-intersection points
—

hand
surface

object
surface

object vertices

5
i
@ () ()

Figure 6-4  Sculpturing Regions — (a) Parallel Ray-Projection; (b)
Reduced Sculpturing; (c) Magnified Sculpturing.
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Chapter 7

Qutput & Performance

Our project develops an intuitive method for interactive 3D sculpturing in
virtual reality environment based on the use of a sensor glove. To examine
the idea and test for the performance, we have implemented the algorithm in
C++ with Openlnventor and OpenGL on a SGI Indigo® workstation with a
200MHz MIPS 4400 CPU and the Extreme graphics accelerator. In this
chapter, we present some output models from the prototype and analyse the

performance of the algorithm.,

/.1 Prototype

We have tested the system with different object models and some of the
results are shown in Plates 7-1 and 7-2. Plate 1 shows the sequence of
grasping of an apple model and Plate 7-2 demonstrates the deformation of a
human face model. Each diagram contains the contro/ hand surface, the object

being deformed and a colored cluster in the middle.

On the control hand surface, there are 5 colored stick segments which represent
the five fingers, the joint positions, are represented by colored stick and
balls. The red ones are from the thumb and the green ones are from the
pinkie. The control hand surface is divided into tetrahedral net. Each of them is
rendered by a brass colored surface and is distinguished by different colored
points distributed across it. For clear illustration, only those regions that are

mapped with object vertices are rendered.
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Plate 1 (b)

Plate 2 (c)

Plate 1 (c)

Plate 7-1 Apple Model Plate 7-2 Human Face Model
(Reduced Sculpturing) (Magnified Sculpturing)

@ Virtual 3D Sculpturing ®



Chapter 7 Outputs @ Performance Page 69

The objects we used for the experiments are in the form of triangular
meshes. The model is rendered with specific color. The colored points in the
object represent the object vertices that are mapped to the control hand sutface.
Colored points can also be found on the contro/ hand surface. This is to help
the users recognise the correspondence between the contro/ hand surface and
the effective region that can be applied to the object. (In case the
correspondence is still not clear, the cluster of the colored points located

between the control hand surface and the object may help.)

» White points: Indicate those vertices mapped to the
border region.

» other colored points: Reveal the control of different regions of the
control band surface to the object.

There are also white rays on the diagrams which converge to the centre of
projection, F,.. The centre of projection in our method can be set flexibly to

achieve different control to the object (chapter 6). In Plate 7-1, the centre of
projection is set in front of both the hand and the object and thus producing
a rednction control while in Plate 7-2, the centre of projection is set at the

back of the hand and thus producing magnifying effect.

Plates 7-1a and 7-2a reveal the mapping of the contro! hand surface to the
object. The models are in their initial shape. Plates 7-1b, 7-1¢c, 7-2b and 7-2¢

show the sculpturing effect induced by changing of the hand gesture.

7.2 Ou@w‘x

Using our prototype, we have experienced the deformation with different
models. Plate 7-3 shows some of the outpur models captured from the
experiments. The leftmost models show the initial shape of the object and

the others shows the deformed ones.
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Plate 7-3 Outputs Models.
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7.3 Performance

To evaluate the performance of our system, we measured the time for the

two main stages during sculpturing, the mapping of object vertices to the

control hand surface, and the object modification process. Some of the

results are illustrated in Table 7-1 and Table 7-2.

Model No. of Vertices Total Time Average time (per vertex)
Button 701 0.35s 0.50ms
Teapot (high res.) 2081 1.00s 0.48ms
Teapot (low res.) 529 0.26s 0.49ms
Apple 867 0.45s 0.52ms
Face 2278 0.806s 0.38ms
Table 7-1 Performance of Stage 1 — Mapping of Object Vertices to
the Control Hand Surface.
Model No. of Vertices Total Time Average Time (per vertex)
Button 701 0.035s 0.050ms
Teapot (high res.) 2081 0.110s 0.055ms
Teapot (low res.) 529 0.030s 0.055ms
Apple 867 0.050s 0.050ms
Face 2278 0.130s 0.055ms
Table 7-2 Performance of Stage 2 — Object Modification Process.

From Table 7-1 and Table 7-2, the performance of stage 1: mapping object

vertices 1o the control band surface is at about 0.5ms per vertex and that of stage 2:

object modifying process is at about 0.05ms per vertex. Also, by employing the

effective interpolation method described in chapter 4, the time required for

constructing the contro/ hand surface is only 0.005s to 0.01s.
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These results show that our method is able to provide a real time interactive
experience for object deformation and we believe that the new method is

efficient enough for Virtnal 3D Scalpiuring,
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Chapter 8

Extension & Applications

Currently we have implemented a prototype to test the feasibility and
efficiency of the algorithm. However, in order to allow the algotithms be
used in the real world applications, we have the following suggestions for

extending the algorithms to a more complete deformation system.

8.1 Extension
81.1 Mode Selection Interface

Currently, the prototype of the algorithm makes use of mouse and keyboard
trigger to confirm the mode change in the course of the deformation. This
limits the ease of use of the system. To further improve the intuitivity of the
interface, we suggest to have mode sclection implemented with gesture
recognition. The input could be captured from the other hand which is free

from the deformation tasks in our work.

8.1.2  Resolution Refinement

The reader may find some notable discrepancies in some of the deformed
polygonal output models. This is because for all polygonal models, the
resolution cannot be refined automatically when the model is being
deformed substantially. This problem exists in all kinds of deformation
algotithms for deforming polygonal models. In order to provide better
output models, further works should be done to facilitate automatic

resolution refinement of the deformed polygonal models.
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8.1.3  Sculpturing Level Control

With our method, the sculpturing level, which refers to the fineness of the
deformation, can be controlled along with the sculpturing region by
adjusting the position of centre of projection as stated in section 6.2. Also,
scaling up or down the proportion between the contro/ hand surface and the
object model can attain coarser or finer deformation. We believe by
providing effective switching function for changing the sculpruring scales,
the systems can further improved to accomplish a variety of sculpturing .levcl

experience.

8.2 Applications

Nowadays, more and more industrial products are being designed with
artistic free-form or sculptured models in order to make the look better or
even function better. Sculptured surfaces in houschold products such as
telephones serve to enhance their appearance, while these in aero-dynamic
components such as turbine blade are to meet the functional requirements.
However, it is difficult for the designer to model such a free-form model
with conventional 3D mechanical CAD systems. This is because these
systemns make use of 2D input devices, like mouse. They rely on mapping of
3D motion to a 2D device. The operations become complicated and are

difficult for the designer to use.

The Virtual 3D Seulpturing technique proposed in this dissertation serves as
an alternative to the existing methods. The interactive and realistic
deformation experience produces the reality of getting something in contact
with the hand, which is important in stimulating one’s creativity. In addition
of the intuitive intetface, our algorithm also provides a basis tools for Virtua!
3D Seulpturing systems so that traditional designers do not need to learn any
geometric knowledge of computer graphics in advance. Besides, traditional

methods of sketches and physical mock-ups used in presenting the products
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or ideas cannot be directly utilized in other automatic manufacturing
processes. With our method, well-defined data models can be produced.
Moreover, our method could simplify the task of alteration of existing
design. In fact, alteration to artistic free-form mock-up is nearly impossible

since to modify a physical mock-up usually means to reproduce a new one.

Mote importantly, the potential of Virtwal 3D Seulpturing can go beyond real
simulation. In traditional sculpturing, the properties of object force a
designer to consider issues of constructon, strength of materials,
ergonomics, methods and process of finishing. We suggest that further work
can be done to exploit the immateriality of virtual sculpturing which allows
the designer to accomplish design work without considering the real world

constraints,
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This dissertation presents the Virtnal 3D Scuipiuring method. It is basically an

object deformation algorithm using the glove device as an input tool.

The main idea of our method is to create a parametric control hand surface
defined by an epen-uniform B-Splhine tensor product surface. By making use of the
properties of the parametric representation of the surface, we simplify the
clumsy processes necessary in the construction of the comtrol hand surface.

Further, numerical methods are introduced to optimize the calculations.

After the control band surface is set up, each of the geometric attributes of the
object in the Euclidean 3D space will be mapped to the parametric domain
of the control hand surface through a novel ray-projection method. This mapping
introduces a relationship between the object and the control hand surface. By
maintaining the distance between the mapped pairs, change of hand gesture
can be efficiently passed to control the deformation of the object. In
addition, with the flexible ray-projection mapping, the algorithm is able to
produce different levels of effect, which is a wvaluable feature for

virtual sculpturing,

As demonstrated by the experimental results, the new method is very
efficient and the deformation operation is intuitive to use. We suggest that
this algorithm could be used in virtual reality applications such as free-form

product design.
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