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ABSTRACT

Technologies of the third generation (3G). mobile radio system are expected to
be standardized by the end of year 1999. Support of multimedia services and
multirate data transmission are some of the many attractive features of the 3G
systems. Universal ‘Te'rrestrial Radio Access {(UTRA) system, which is based
on wideband CDMA, is considered to be a leading candidate for
standardization.

In this thesis, the parametric sensitivities of 3G UTRA cellular system
are investigated. The essence of a Rake receiver in mobile radio channel is
discussed with simulation results. The number of fingers in the Rake receiver
is one of the parameters investigated. Situations when the number of fingers is
matched (and unmatched) to the number of signal paths in the channel are
investigated. The performance gain obtained by the use of path searching
algorithm in an unmatched Rake receiver is shown and compared with
theoretical analysis. Sensitivities of the UTRA system performance to the
parameters interleaving depth and Doppler frequency are studied. Antenna
diversity used as another means to combat fast fading in order to improve the
system performance is also discussed. Performance results are given for two
kinds of diversity technique, which are bit error based antenna diversity and
post-detection antenna diversity. Power control is essential in CDMA systems
and the situations when imperfect power control happens on the desired user

and on other user are investigated with simulation results.
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Chapter 1

INTRODUCTION

1.1 OQverview

In 1864, James Maxwell introduced the electromagnetic wave theory, which is
the basis for radio wave propagation. The successful transmitting and receiving
radio waves over short distances is shown by Heinrich Hertz in 1887. Eight
years later in 1895, Guglielmo Marconi developed the first wireless telegraph
system that transmits a radio signal over a distance of a few miles. In the mean
time, Alexander Graham Bell’s invention of the telephone led to the first
transmission of speech over a wire-connected telephone network in 1876. And
the first wireless communication of speech was in practice in 1906.

Figure 1.1 shows a general communication system block diagram. The
source block represénts the message sender from one side while the user block
is the one whom the sender is communicating with. Although the two parties
are usually far apart in geographicz_il distance, they can keep in touch by the
transmission of data through the channel as depicted in the diagram.
Information exchange becomes easier and more convenient with the

communication system. The wire-connected telephone network, which is



known as public switched telephone network (PSTN), can be described by
Figure 1.1 with the exception that a telephone is both a transmitter and a
receiver device. This is to say that a telephone is a transceiver that can both
transmit and receive data and therefore establish a two-way communication.
Telephones are connected to the local exchange network that is analogous with
the channel in a communication system and this channel is wire-connected.
Telephones are corhrrionly and widely used nowadays and many households
have installed more than one telephone. However, the fixed telephone network
system could no longer satisfy users’ needs because of the mobility of cars and

people. And this led to the deployment of wireless communications systems.

Source Transmitter Channel Receiver User

Figure 1.1 Communication system block diagram

The deployment of cordless telephone systems such as CT2 in United
Kingdom and Digital European Cordless Telecommunication (DECT) in
several European countricsy provides the means of mobile data
communications. CT2 is also known as Telepoint and it allows a CT2 phone to
connect to Telepoint base stations that are connected to the wire-connected

telephone network. The coverage area of a Telepoint base station 1s small,

which is about 200 metres of distance. Since no handoff capability is available



for this cordless phone system, when the user is moving outside of a zone into
a new one, the call has to be terminated and a new call has to be reinitiated.
This terminate-and-reinitiate process is inconvenient especially to users with
wide and high mobility. Moreover, the CT2 phones can only initiate but not
receive calls and the limited number of base stations gives the inconvenience
to users. The DECT standard is more sophisticated than CT2 standard in terms
of system structurés and features. While CT2 uses FDMA as the radio
interface, the TDMA signal structure in DECT provides power savings by
virtue of discontinuous transmission (DTX). In addition, the handoff capability
provided by DECT makes the terminate-and-reinitiate process no longer a
necessity even when a user moves outside of a base station’s coverage area.
DECT allows users to both initiate and receive calls, which gives more
convenience and flexibility to users.

Advanced Mobile Phone Service (AMPS), Total Access
Communication System (TACS), and Nordic Mobile Telephone (NMT)
system are examples of the first generation mobile radio system. Data
transmission rate is designed to be low because the only data communication
between users is voice. However, the deployment of these systems still gave
users the convenience of information exchange within a local area. The
demand for wireless communication usage has been increasing steadily
because the mobility of personal hand-held telephone gives the convenience
and provides an instant means to exchange information. In addition, the needs

of harmonization of system standards lead to the development of the second



generation mobile radio system. The first digital cellular radio communication
system, a European standard system, Global System for Mobile
Communication (GSM) was developed in 1992. On the other hand, a time
division multiple access (TDMA) system, Interim Standard-54 (IS-54) and a
code division multiple access (CDMA) system, Interim Standard-95 (IS-95),
became available in the United States in 1993 and in 1995, respectively. The
introduction of digitﬁl technology gives many advantages including lower cost
of manufacturing and power consumption for the mobile unit. Other
improvements over the first generation analog systems are the capability of
transmitting data in higher rate and as well in a more secure way. For example,
in GSM, the maximum user data rate is 28.8 kbits/sec. Besides higher data
transfer rate, the second generation Phase B mobile radio communication
systems provide new services such as call waiting, call diverting, call
conferencing, caller number display, short message service (SMS), and many
others. Electronic commerce on cellular telephones is also available and
getting popular. For example, in Hong Kong, stock trades can be performed by
a cellular telephone. In addition, bank account information can be retrieved by
a cellular telephone. Other useful information such as weather forecasts, lottery
results, stock quotes, and traffic reports can be obtained from the cellular
telephone as well. However, the interest in mobile communications does not
end with this. The growing application of multimedia communications in the
1990s and in the forthcoming 21st century in wireless communications implies

the requirements of transmission of real-time video images and high speed



information over the mobile radio channel. The increased data rate requires
wider system bandwidth and as well more powerful error correction codes.
This leads to the development of the third generation (3G) system.

The International Telecommunication Union (ITU} is currently in the
process of standardizing the 3G mobile radio communications systems capable
of providing multimedia services over mobile radio channels. The International
Mobile Telecommunications-2000 (IMT-2000) systems will provide variable
rate services ranging from 144 kbits/sec for applications in a wide area that
changes rapidly, 384 kbits/sec for high-speed data, and 2 Mbits/sec for image
applications in local slowly changing environments [1]. The CDMA is
considered to be a promising air interface for cellular radio systems. CDMA
scheme, which is based on spread spectrum technology, has been used by the
United States Military since World War II. Its anti-jamming ability and
low-probability of detection are advantageous especially to today’s electronic
commerce exploited on wireless radio communications. Not only because of
the security issue, but also the radio capacity is another reason of applying
CDMA in mobile cellular systems. Lee presented a general description of
CDMA in [2] and-it is- shown that four times more radio capacity can be
achieved by CDMA than by TDMA. Soft handoff can be applied on CDMA
since every cell uses the same frequency band (i.e., frequency reuse factor of
1). In addition, guard time between time slots as used in TDMA is not
necessary in CDMA. Therefore overhead is smaller and spectrum efficiency is

higher.



In [3], a CDMA-based 3G mobile radio system is described. Attractive
features such as high spectrum efficiency, soft handoff, cell-site diversity, and
flexible frequency management make CDMA a promising candidate for the 3G
system. Variable rate transmission is one of the features of 3G mobile radio
system and this can be realized by using orthogonal variable spreading factors
(OVSF). For a lower bit rate data, a spreading sequence with higher spreading
factor is used and therefore a lower transmit power is allowed. Besides OVSF,
multi-code can also be adopted for variable rate transmissions. In multi-code
transmissions, higher rate data is split in parallel into multiple channels for
spreading with same spreading factors. Since the 3G system supports mixed
cell operation, it is possible that a user moves from a micro cell to a pico cell.
And the soft handoff operation that CDMA supports is no longer feasible since
different RF channels are assigned to different layered cells. Therefore a
process called inter-frequency handoff is required in the 3G systems.

Quality of services (QoS) is one of the measurements to describe the
performance of a system. For wireless communications, channel plays an
important role on the system rehability. On the other hand, QoS is promising
for data transmission through computer networks even without powerful error
correction mechanism because the networks are wire-connected. Local area
network (LAN) is an example of high speed data transmissions between small
area networks such as in a university or in a company. Data transmissions via
wire-connected networks are commonly and widely used nowadays. However,

the wireless channels receive so much attractions even though it is hard to



achieve reliable performance for data transmission through the wireless
channel. Mobile radio channel is an unreliable transmission medium where
undesirable effects such as fading, near-far problem, and shadowing can
severely degrade the system performanée. A large amount of researches is
ongoing to investigate how to mitigate those effects to achieve reliable
performance under the time-varying mobile channel. While the mobile channel
changes with time.arid behaves differently under different environments, it
becomes more difficult to investigate the situations. It is possible that a mobile
radio channel in an urban area is completely different from the one in a rural
area. Therefore in order to achieve reliable performance, the behavior of a
mobile radio channel has to be investigated thoroughly. After the behavior of a
radio channel is known, suitable receiver can be designed to combat the
impairments. Therefore three main things can be done to achieve a more
reliable system: (i} obtain the statistical behaviors of a mobile radio channel
under different environments; (ii) design an optimum receiver; and (iii) employ
some techniques to achieve a more reliable performance. In the next section,

aspects of mobile radio system are discussed.

"

1.2 Aspects of Mobile Radio System

As mentioned in the previous section, in order to have a more reliable
communication system, three main things can be done. The first is to obtain the
statistical behaviors of a mobile channel for different environments. This

information is readily available from many literature [4)-[7] and it provides



good source of reference to design an optimum receiver to cope with the
impairments caused by the mobile channel. For example, Price and Green [8]
investigated the multipath reception that is caused by obstructions and
scatterers such as buildings and cars in the environments. It is well known that
the reliability of a mobile channel is severely degraded in a multipath channel
environment. A Rake receiver that resolves and combines multipath signals
was proposed in 1958 and the prototype system was proved to have superior
performance than a classical correlator receiver under multipath channel
environment. By utilizing the correlation detection techniques, a Rake receiver
decorrelates received multipath signal and combines the resolved,
time-delayed signal from the fingers. The resultant composite signal gives
better performance for decision.

The channel behavior and Rake receiver are discussed above. Now we
can discuss some of the techniques to achieve a more reliable system
performance. Different methods can be used to combine the multipath signals
resolved by the Rake receiver. They are: selection combining (SC), where only
the finger with the strongest power is selected for combining; equal gain
combining (EGC), where all fingers are equally weighted for combining; and
maximal ratio combining (MRC), where the fingers are amplitude-weighted
prior combining. It is shown that the MRC method gives the best performance
[91.

Besides different kinds of combining methods, there are two kinds of

detection methods— coherent and non-coherent. For a multipath channel where



delays between paths are not known, a differential phase shift keying (DPSK)
receiver can be used [10]. The DPSK receiver is known as a non-coherent
receiver since phase-coherent techniques are avoided in this kind of receiver.
Non-coherent detection receiver is preferable than coherent receiver in terms
of hardware complexity but it is inferior to coherent detection by 3 dB
[11, p. 684]. The optimal receiver with known delays implies the necessity of
implementing the ~phase detection mechanism. This not only complicates the
hardware design but also hard to achieve reliable results because of rapidly
changing path phases with fast moving mobile unit. Therefore it is a tradeoff
between hardware complexity and performance improvement. Performance
results for different kind of receivers are readily available in literature
[12]-[20]. In [12], the performance of a two branch SC receiver under
correlated Rayleigh fading channels is analyzed with a closed form solution of
the BER probability. In [13], the performance of a MRC Rake receiver under
correlated fading channels is analyzed. In [14], the BER performance of a
MRC Rake receiver under correlated Nakagami fading channels is evaluated.
In {15], SC and EGC Rake receivers are analyzed with approximate
expressions of BER probability. In [16], closed form solutions of the BER
performance of an EGC Rakeé receiver in Nakagami fading channels are
derived. In [17], closed form solution of the BER probability of a MRC Rake
receiver in Rayleigh fading channels is evaluated. In [18], the exact BER

probability of a Rake receiver in a Rayleigh fading channel is given. In [19],



the performances of SC and MRC Rake receivers are compared. In [20], the
exact BER probabilities of MRC and SC Rake receivers are given.

The performance of a Rake receiver is usually presented in scenario
where the number of fingers in it is matched to the number of signal paths in
the channel. However, it is unrealistic, especially for wideband systems where
the number of resolvable paths is usually high, to have a matched Rake
receiver. Therefore. a Rake receiver with number of fingers not matched to the
number of signal paths is investigated [21]. In addition, the unmatched Rake
receiver case with path searching algorithm implemented is investigated
[(91(191[21]-[26]. In [9], the performances of matched and unmatched Rake
receivers with path searching algorithm are compared. In [19] and [22]-[24],
expressions of BER probability for an unmatched Rake receiver that combines
the first few strongest paths are derived and compared with the MRC and SC
Rake receivers. In [21], the performance improvement obtained by the use of
path searching in an unmatched Rake receiver is analyzed. In [25] and [26],
performance of an unmatched Rake receiver with path searching algorithm in
Rayleigh fading channels is evaluated. The results presented in most of these
literature are in scenarios of single user and they are not presented in the sense
of parametric sensitivities of the system. That is, in these literature, only the
theoretical BER performance and comparisons are given. But the performance
improvements under different circumstances are ignored. For example, the
performance gain for the use of path searching algorithm varies on the number

of fingers used in the Rake receiver is not investigated. This is an important
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topic since performance improvement depends greatly on different settings of
the system parameters. Therefore in this thesis, the parametric sensitivities of
the 3G system are investigated by means of simulation experiments and the

results are compared with the theoretical ones.

1.3 Outline

The outline of this thesis is as follows. The mobile radio channel is discussed
in Chapter 2 of this thesis. In particular, multipath fading phenomenon in a
mobile radio channel is described in detail. A mathematical model is given to
describe the multipath channel in different environments. Four types of
multipath channel are classified depending on the channel parameters— delay
spread and Doppler spread. The system performance mainly depends on the
characteristics of the multipath channel that is described by these channel
parameters. The behavior of a channel under different environments is also
investigated. In addition, techniques such as forward error correction and
diversity to make the multipath fading channels more reliable (i.e., to improve
error rates) are presented.

Generations of mobile radio systems are described in Chapter 3. For the
first generation systems such as Advanced Mobile Phone Service, Total Access
Communication System, and Nordic Mobile Telephone system, voice is the
main service supported. New features such as improved system capacity and
higher data rate transmissions are found in the second generation systemns such

as Interim Standard-95, Personal Digital Cellular, and Global System for
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Mobile Communication. High speed video images transfer in multimedia
applications are exploited in the 3G systems. Data rate as high as 2 Mbits/sec
are supported in these systems. W-CDMA is the most promising candidate for
the 3G system because of many advantages provided by W-CDMA
technology. Also in Chapter 3, the air interface and multirate transmission for
W-CDMA system are discussed. In particular, the discussion of FDD and TDD
modes of operation i.n Universal Terrestrial Radio Access (UTRA) system is
provided. Different aspects of the UTRA system such as channel coding,
spreading, modulation, power control, and inter-frequency handoff can all be
found in Chapter 3. Finally in that chapter, the operation of UTRA system over
practical wireless channel is discussed. In particular, the parameters used to
investigate the performance of the UTRA system are given and explained in
detail.

In Chapter 4, system model used in the computer simulations is
discussed followed by the description of multirate transmission realized by the
orthogonal variable spreading factor scheme. System and simulation
parameters are presented and different aspects of the system model are
provided. Two levels of spreading and, in particular, the generation of
tree-structured code are presentéd. The multipath fading channel modeled by
Jakes’ model and Rake receiver implemented with path searching algorithm are
discussed. Different diversity techniques used in the simulation experiments

are explained in that chapter as well. In addition, some miscellancous issues
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regarding the designing process of the system model are provided and
illustrated with diagrams.

Simulation results are given in Chapter 5. Different scenarios such as
Rake receiver with number of fingers matéhcd to the number of signal paths in
the channel, Rake receiver with number of fingers less than the number of
signal paths in the channel are investigated. In addition, performance
improvement obtaiﬁcd by the use of path searching algorithm under unmatched
Rake receiver case is investigated and compared with the theoretical results.
System performances with different interleaving depths under different
Doppler frequencies are discussed followed by the performance of two types of
antenna diversity. Imperfect power control is also considered in that chapter.

Finally, conclusions are drawn in Chapter 6.
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Chapter 2

MOBILE RADIO CHANNEL

2.1 Introduction

In any communication system, the channel plays an important role in
reliability. In wireless communication, the mobile radio channel is impaired by
fading, shadowing, interference, frequency selectivity and of course noise.
Because of buildings, hills, and moving objects such as cars in the
environment, a transmitted impulse arrives at the receiver as a series of delayed
replicas of the impulse. This phenomenon commonly happens in a mobile
radio channel is known as multipath fading and it is discussed in Section 2.2.
In addition, a mathematical model describing the multipath channel in different
scenarios is presented in that section. The system performance depends on the
characteristics of the multipath channel, which is described by channel
parameters such as delay spread and Doppler spread. Four types of multipath
channel can be classified dependin'g on these channel parameters and they are
all described in Section 2.3. Techniques such as forward error correction and

diversity to improve the system performance in the presence of a multipath
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fading environment are provided in Section 2.4. Finally, this chapter is

summanzed in Section 2.5,

2.2 Multipath Fading

In a mobile radio channel, because of scatterers such as buildings, hills, and
other obstacles, a single transmitted impulse arrives at the receiver as a series
of delayed impulses modified in amplitude. This phenomenon can be described
as multipath reception shown in Figure 2.1. Since the scatterers are at random
locations in the environment, the multipath signals arrive at the receiver with
different time delays. Moreover, the amplitudes of these paths are modified
according to different path losses due to charactenistics of the obstacles. As
depicted in Figure 2.1, a symbol is transmitted from the base station antenna at

time ¢, after a time delay %, path O arrives at the receiver. Similarly, paths 1

and 2 arrive at the receiver after delgys of 7y and 7, respectively. Two cases
can be considered for this multipath situation. First, both the receiver and the
scatterers are standing still. Secondly, the receiver and/or the scatterers are in
motion. Obviously, the most usual case is when both the receiver and the

scatterers are in motion.

Buge station ransmitter

Figure 2.1 Multipath phenomenon
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To investigate the different cases in detail, first let us define the signal

being transmitted through the multipath channel as

s(t) = Re[s, (t)e’™], (2.1)

where @ is the carrier frequency in rad/sec.

And the received bandpass multipath signal is
' M-l
r(t) = Y a, (st -7, (1), (2.2)
k=0

where M is the total number of signal paths with amplitudes a; and delays z.

Substitute (2.1) into (2.2) gets

r(t) = Re[fak ()s;(t =7, (D)e f"’*"ﬁ“”]

k=0

M-l . .
= Re{{zak (0)s, (t — T, (2))e ™" ]e s } . (2.3)
k=0
And the lowpass equivalent received signal is
M- .
n() =Y a ()5, (=7, (1)e " (2.4)
k=0

For the transmission of an unmodulated carrier at frequency i,

5/(t) = 1 for all ¢. Therefore (2.4) becomes

M-1
n(t) =Y a,(t)e”*n
k=0

£+

~1

=D a (e, (2.5)

o
1}
o
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where @(1) = w, 7(1).
After the lowpass equivalent received signal is defined, we can now
investigate the different cases. For the first case where both the receiver and

the scatterers are standing still, the time variant channel becomes static and

(2.5) becomes
M-l .
nt) =Y ae . (2.6)
k=0

In other words, the channel gains and phase shifts of the multipath
signals remain constant with time. It should be noted that in this situation, no
fading occurs since the received signal envelopes remain unchanged. However,
this situation rarely happens because the scatterers such as cars and pedestrians
surrounding the receiver (or transmitter) are unlikely standing still at all times.
The second situation where the receiver and/or the scattcrers. are in motion is
considered next. The example of one moving scatterer (while the receiver is
standing still) is depicted in Figure 2.2. Since the scatterer is in motion, the
delay time that is observed at time ¢, is different from the one that is observed
at time #;. And this can be described by (2.5) where both the amplitudes and
phases change with time. Signal in separate path fades independently since the
multipath channel is considered to be time variant in this situation. This fading

phenomenon is a result of time variations in ¢(r) associated with the vectors
a,e”’™ . Since the scatterers are in random locations, the amplitudes and
k P

phases received from one reflected path are different from other paths. Besides

of that, the composite received signal also exhibits fading behavior because at
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some times, the vectors a,e”’* add constructively, which results in large

composite received signal. At other times, the vectors ake""’* add

destructively, which result in small composite received signal. As a result, the

composite received signal varies with amplitude and thus fades with time.

Base station transiniiter

Figure 2.2 Multipath phenomenon with moving scatterer

Because of the relative motion of the two ends of the link, an additional

frequency (i.e., Doppler frequency) is contributed and (2.5) becomes

M-l
r (I) = Eak (I)e-{J(m(fﬂﬁ’lCOSﬁ)] , (27)

k=0

where =27 /A,
A = wavelength of carrier frequency,
v = speed of receiver,
6= angle of arrival,

and (2.7) can be written as

M-l
5 = Zak (1)e /(9 027 frcostin
k=0
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M-1 X
_ Zak (t)e-um. (0427 fay 3] (2.8)

k=0

The Doppler effect can accrue if either the receiver or the scatterers (or
both) is in motion. And the situation when the receiver is in motion is depicted

in Figure 2.3. The additional Doppler frequency is described as
fa, = fucosb,, where f, E% is the maximum Doppler frequency. It

should be noted that the Doppler frequency, f;, can be negative or positive, in

the range - f, < f, S+ £, .

P >
@)=~ Y

Figure 2.3 Doppler effect due to the motion of receiver

Several models can be used to describe the statistical characteristics of
the fading phenomenon. The Rayleigh distribution is frequently used to model
the short term amplitude fading of a mobile radio channel. The amplitude (i.e.,
a;) at any instant time ¢ is Rayleigh distributed in a Rayleigh fading channel.
Figure 2.4 shows the Rayleigh fading signal envelope and it depicts the
amplitude variation of the signal as the mobile unit is moving. As shown in the

figure, minima (or maxima) occur every % - % of the wavelength, A, of the
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carrier transmission frequency (f,, = 100 Hz). Other distribution functions that
are used to model the fading amplitude are Nakagami-m and Rice distributions.
When a strong line-of-sight (LOS) path exists, the multipath fading is usually

modeled as Rician; otherwise, it is usually modeled as Rayleigh.

signal envelope (dB)

0 0.05 0.1 015 02 0.25 03 03§ 0.4
tme {secand)

Figure 2.4 Rayleigh fading envelope

2.3 Channel Measurements

In the previous section, multipath reception and fading of signals due to the
presence of environmental features and relative motion of the two ends of the
link were discussed respectively. For mobile radio communications, the

channel impulse response completely characterizes the channel and could
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determine how a system will perform on this kind of channel. And the channel
impulse response of a multipath propagation environment first suggested by

[27] is defined as
M-l _
h(zit)= Y a,()8(r -7, () >, (2.9)
k=0

where M is the total number of signal paths with amplitudes a; and delays %
with phases ¢. Both a;, %, and ¢ are time varying variables and ¢ is

uniformly distributed from 0 to 2.

Figure 2.5 shows a typical channel impulse response. The simpiest way
to describe the l;ime dispersion of a multipath channel is the measurement of
the time -difference between the first arrival path and the last arrival path,
which is referred to as excess delay spread [28, p. 55], T, Or impulse
response length. In general, the impulse response length of a channel is
infinite. However, the maximum length is usually measured 30 dB down from
the highest level of the impulse. Still, this quantity cannot well describe the
characteristics of a channel because as shown in Figure 2.6, channels having
different multipath power delay profiles (MPDP’s) can have the same excess
delay spread. The uniform and exponential MPDP’s shown in Figure 2.6 (a)
and (b), respectively, both have the same excess delay spread of 7- %, but their
different MPDP’s will have different impacts on the performance of a system.
Therefore root-mean-square (rms) delay spread is used as a better parameter to

describe the delay spread of a multipath channel.
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Figure 2.5 Typical channel impulse response
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Figure 2.6 (a) Uniform and (b} exponential MPDP’s
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The rms delay spread, which is the second central moment of the

channel impulse response, is defined as

T, = (rz>—((r))2, (2.10)

where

(r") = M 2.11)
Yeadi |

It should be noted that in (2.11), the amplitudes a; are treated as time
invariant variables.

We have a general idea of the time dispersion of the channel and how
the system performs on that particular channel with the rms delay spread. The
channel is completely characterized by both the knowledge of the shape of the
MPDP and the rms delay spread.

In practice, the channel impulse response can be measured by means of
a channel sounder, which is a transmitter that emits impulses at regular
intervals and the receiver measures the responses. Figure 2.7 shows different
channel impulse responses under different environments [29,p. 109]. As
shown in the figure, for a typical rural area, the impulse response length is
short (about 0.5 psec) and the impulses are close to each other. On the other
hand, in a typical urban area, the imf)ulse response length is about 5 psec and
the impulses are loosely separated. For hilly terrain, impulse response length is

as long as 20 psec. Multipath measurements at the 2 GHz bandwidth are
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reported in [4] for rural and urban terrain. The rms delay spreads in downtown

Toronto were measured as 3 pusec and 7 psec in urban and suburban/rural

terrain, respectively, in [5]). Heavily built up area such as New York City in the

United States has delay spread as large as 3.5 usec [6]. At 910 MHz, the

average rms delay spreads for outdoor urban terrain and indoor environment

are from 0.26 to 0.72 pusec and 50 nsec, respectively, as reported in [7].
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Figure 2.7 MPDP under different environments (a) typical rural area

(b) typical urban area (c) typical hilly terrain

24



In relation to the delay spread of a channel, another useful quantity is
the channel coherence baﬁdwidth, B.. B, is the range of frequencies over which

two signals are highly correlated and it is defined as

|

= . 2.12
2T, @12

B

[

It should be noted that in some literature, the coherence bandwidth is

defined as [30]

B =—, 2.13
° 87, 213)
and [11]
B = L (2.14)
nr

If the bandwidth of the transmitted signal is smaller than B, all
frequencies within the signal bandwidth fade in the same manner. That is, the
signal is subjected to frequency non-selective fading and the multipath signals
fade independentiy but they are correlated. On the other hand, if the bandwidth
of the transmitted signal is greater than B,, the channel is said to be frequency
selective. While the channel delay spread relates to time dispersion of the
channel, the Doppler spread relates to frequency dispersion of the channel.
Similar to the inverse proportion relationship between the delay spread and
coherence bandwidth, Doppler spread is also inversely proportional to the

coherence time of a channel.
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A signal will undergo time selective fading if the duration of the
symbol is larger than the channel coherence time. Since the maximum Doppler
frequency f, is proportional to the speed of the receiver, Doppler spread is
small when the receiver is moving slowly. That is, the upper limit of the speed
of mobile unit is the rule of thumb to time selective fading.

As a summary, fading channels can be classified into four types:
(i) frequency selecti\.fe and time selective fading channel, (ii) frequency
selective and time non-selective fading channel, (iii) frequency non-selective
and time selective fading channel, and (iv) frequency non-selective and time
non-selective fading channel. The delay spread (coherence bandwidth) and
Doppler spread (coherence time) define the channel type. When the
transmission bandwidth of the signal is greater than the coherence bandwidth,
time dispersion is significant and frequency selective fading occurs. When the
duration of the symbol is larger than the coherence time of the channel,
frequency dispersion is significant and time selective fading occurs. Figure 2.8

summarizes these four kinds of channel.

Bapdwidth
y
Frequency selective Frequency selective
Time nonselective Time sclective
B -
Frequency nonselective Frequency nonsclective
Time nonseleciive Time selective

T, Time
Figure 2.8 Four types of multipath fading channe!
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A mobile radio channel can be distinguished as narrowband or
wideband depending on the signal transmission bandwidth and rms delay
spread of the channel. In a narrowband system, frequency selectivity is
unlikely if the signal transmission bandwidth is much smaller than the channel
coherence bandwidth. Since the channel coherence bandwidth is inversely
proportional to the rms delay spread of the channel as shown in (2.12), it can

be said that

T >2rt_ ., (2.15)

where T, is the symbol period. When T is greater than the rms delay spread of
the channel, intersymbol interference (ISI) does not occur in narrowband
systems. Moreover, since the data rate for narrowband systems is low, the
duration of the symbol period is usually greater than the coherence time of the
channel. Therefore time selective fading is likely to occur in narrowband
systems. On the other hand, frequency selective fading is likely to occur in a
wideband channel since the transmitted signal bandwidth is usually larger than
the coherence bandwidth. Again, the following relationship is apparent from

(2.12):

T <277, . (2.16)

In wideband systems, the rms delay spread is a rule of thumb to set the

upper limit to ISI-free transmission rate.
Power received that is modeled by the power distance relationship is of

significant importance in narrowband systems. On the other hand, a frequency
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selective multipath fading channel model can well characterize a wideband
channel since frequency selective fading usually occurs in wideband systems.
Different from a narrowband system, where the system performance depends
greatly on the power received, the major cause of performance degradation in
wideband systems is fading. Many techniques can be employed to make a
system under multipath fading environments more reliable and they are

discussed in the followihg section.

2.4 System Improvement Techniques

Wireless data communication is unreliable because of the presence of several
channel impairments such as fading. To mitigate the undesired effects caused
by the multipath fading channel, several error control techniques are possible.
Forward error correction is one of the most commonly used techniques to
improve the system performance. In addition, in the presence of multipath
reception, path diversity provides gain on the system performance. Several

system improvement techniques are discussed in the following sections.

2.4.1 Forward Error Correction

2.4.1.1 Block Codes

Block codes are a class of parity check codes. In block coding, data bits are
partitioned into blocks of length %, and the channel encoder outputs a longer

block of n mapped codewords. And this is called a (n, k) block coder. Many
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kinds of block codes have been developed. Hamming codes [31] are the codes
with single error cormection capability. For binary Hamming codes,
(n, k) =(2™-1,2"-1-m), where m = n-k is the number of parity symbols.
Bose-Chaudhuri-Hocquenghem (BCH) cyclic codes are efficient block codes
since they achieve higher error-correction capability, and can be implemented
at high speed data transmissions. The block length of BCH codes is n= 2"-1
form 23 and BCH codes can correct multiple errors. While the BCH codes are
binary codes, another class of non-binary BCH codes known as Reed-Solomon
(RS) codes is created by using m bits per codeword. The block length of RS
codes is 2™-1 and the number of errors an RS code can correct is (n-k)/2. The
above mentioned linear block codes are memoryless codes, which means the
decoding process of the current bit needs not have the knowledge of the
previous bits. Codes with memory can be used to obtain higher system

performance and convolutional codes are one of the codes with memory.

2.4.1.2 Convolutional Codes

A (n, k, K) convolutional encoder as shown in Figure 2.9 consists of kK
finite-state shift registers. The constraint length that controls the redundancy of
the message bits is represented as K and k is a number of M-ary bits (i.e.,
M = 2%, For binary input bits, k = 1; for 4-ary input bits, k = 2. n is the number
of coded bits for & input bits. Therefore a (n, k, K) convolutional encoder has a

code rate R = k/n. Figure 2.10 shows a (3, 1, 3) convolutional encoder. Since
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the input bits are binary, k=1 and the generator polynomial g(X) can be

expressed as
K :
g(X)=Y a X", (2.17)
i=l

where a; =0, 1. A 0 represents that there is no connection between the shift
register and the modulo-2 adder while a 1 represents the shift register is

connected to the modulo-2 adder.

Therefore the convolutional encoder shown in Figure 2.10 has

generator polynomials g, =(1,0,0), g2=(1,0, 1), and g3 =(1, 1, 1).

information

bits
—_— ] 2 3 4 5 [ 7 ki1 | ek kX shift registers

d -------------------------------------------------------- b n modulo-2 adders

o]

encoded bits

Figure 2.9 Convolutional encoder
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Figure 2.10 (3, 1, 3) convolutional encoder

Besides using polynomial functions to characterize the convolutional
encoder, a tree diagram can also be used to describe the convolutional code.
For example, the convolutional encoder shown in Figure 2.10 has a tree
diagram as shown in Figure 2.11. The coded output sequence for message

input bit 101 is 111001100 as indicated by the heavy trace in the figure.

111

001
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110

oLl

a
1 001

L1 o 111001 100 .

C

010

110

101

Figure 2.11 Tree diagram for (3, 1, 3) convolutional code
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It can be seen from the diagram that as more input bits are coming into
the encoder, the tree diagram expands its size. In this case, the tree diagram
becomes unmanageable and difficult to use. Trellis diagram is another way to
represent the convolutional encoder, which is more managc'able. It is observed
that the diagram repeats itself thereafter between time #3 and #5. As shown in
Figure 2.12, dotted line represents an input bit of 1 while solid line represents
an input bit of 0. Siﬁi]ﬁly, for the message bits 10100, the coded bits at the

output of the encoder are 111001100001011.

4 00 4 000 4 000 4 000 4 000 4
% -+ & A ~” A U=111001 100001011 ...

101 | 101

Figure 2.12 Trellis diagram for (3, 1, 3) convolutional code

Better system performance can be obtained with higher constraint
length. Commonly used convolutiona] coders nowadays have a constraint
length of 7 to 9. The Universal Terrestrial Radio Access (UTRA) system
proposed in [32] uses convolutional coder with constraint length of 9.

However, more computation power is required because more states have to be
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gone through in the Trellis code tree for decoding. Thus, there is a tradeoff
between hardware complexity and system improvement. Many convolutional
decoding methods are available such as Fano’s sequential decoding [33], the
stack algorithm, and feedback decoding. However, Viterbi algorithm is the one
commonly used [34]. Two kinds of decoding methods are utilized in Viterbi
algorithm, which are soft-decision and hard-decision methods. The
soft-decision method is a maximum likelihood decoding algorithm for additive
white Gaussian noise (AWGN) channel [35] and the advantage of it varies
with the channel characteristics. But, in general, it is 2-3 dB superior to the

hard-decision method [36].

2.4.2 Path Diversity

For a single path fading channel, signal goes into deep fade at a rate
proportional to the mobile receiver speed. However, for a multipath fading
channel, it is less probable for the final composite signal to be in deep fade. It
is because the probability of signals on all paths to go into deep fade
simultaneously is low. Therefore multipath propagation can be used to an
advantage in increasing the system performance provided their phases are
properly aligned. To show this, consider the case for two signal paths. If the
first path is arrived zero degree out of phase (i.e., ¢y = 0) while the second path
is arrived 180 degrees out of phase (i.e., ¢ = 71), then the vector sum of the two
multipath signals has a destructive sum (i.e., 'ao—al |), which gives a

degradation on the performance. On the other hand, if the two signals are
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arrived with the same phaée (i.e., qo= @), there is a constructive sum (i.e.,
ag+a;), which gives an improvement on the performance. The phases of the
multipath signals therefore have significant impact on the system performance.
For that reason, the phases of the multipath signals should be properly aligned
prior to combining,.

The Rake receiver proposed by Price and Green [8] is designed to cope
with the undesired.effects caused by a multipath channel. A Rake receiver,
which can resolve multipath signal into paths, consists of a bank of time
delayed correlators termed as fingers. Assuming that the signal on each finger
is frequency non-selective and fades slowly, the amplitudes and phases are

therefore constant over one symbol period. And (2.4) can be written as
M-l _
n@) =Y ae s (t-1,). (2.18)
k=0

For spread spectrum systems, a spreading code is multiplied with the

signal prior to transmission over the channel and (2.18) becomes

()= A42_‘:4%9”"’* s, t-7)ct-17,), (2.19)

k=0

where c(f) is the spreading sequence.
Each finger correlates the received signal with a time delayed spreading

sequence.

T,

I

¥, (0 = [0t —7,)d, n=0,1,..,L
0
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=Yoo s, =720 -7,)c(~7,)di, (2.20)

k=0 0

where T, is the symbol period and L is the number of fingers in the Rake
receiver. We only consider the case where the number of fingers is same as the
number of signal paths. That is, L = M. If interpath interference (IPI) is not
considered, that means

T

5

[ett—7,)c(t-7,)de =0, fork#n, (2.21)
[+
and
T,
[ett-z)et-7,)dr =1, fork=n, (2.22)
0

only one path is filter out at the k-th finger:
y, () =a,e*5,(1). (2.23)
Finally at the correlator outputs, all the filtered out paths are combined

to give a signal with improved power for bit decision:

M1
yt) = Zwkem}’k(f)
=0

= ME_I(wkef*" Na,e ' s,(1), (2.24)
=0

k

where wy and ¢ are the channel estimates. If coherent detection is considered,

(2.24) becomes
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k=0
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= Zwkaks, @). (2.25)
k=0

However, coherent detection requires the prior knowledge of the phases
of the received multipath components. This channel coefficient can be obtained
by using channel estimation but is difficult especially in a rapidly changing
channel. And differential detection avoids the needs of estimating the phase
information. Instead, the received signal at an instant is compared to the phase
of the received signal at the previous instant of time. Since differential
detection does not require phase estimation, it is often considered as
non-coherent detection method. However, it is expected to be 3 dB inferior to
the coherent detection method.

After all multipath components are resolved by the Rake receiver, they
can be combined by different methods such as selection diversity (SD), equal
gain combining (EGC), and maximal ratio combining (MRC). In SD, only the

strongest component (i.e., the finger that has the highest power) is selected for

bit decision:
ay =max{a,}, (2.26)
1, f k=N
w, =4 lf , 2.27
0, ifk#N
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and (2.25) then becomes
y(ty=ays,(1). (2.28)

In EGC, all the paths are weighted equally and combined. Thus (2.25)

becomes
M-l
YO =wY as (), wwy=w =..=w,,. (2.29)
© k=0

On the other hand, each path is weighted according to the amplitude of
that signal path in MRC method. Therefore a stronger signal has a larger

weight than a weaker signal as described by

M-l
y() = Zak a5, ()
k=0

M-l
=Y ajs (). (2.30)
=0

k

MRC is the optimal combining method among the other two in the
presence of Gaussian noise only. But it requires the information of the signal
path amplitude (so does in SC). Path diversity (or called Rake diversity) gives
significant system improvement in a multipath channel environment. As a
result of the improved signal-to-noise ratio (SNR) at the output of the receiver,
lower transmit power for the user will deliver the same performance. As a
consequence the multiple access interference (MAI) is decreased and the
capacity of the system is then increased. In theory, given that an optimum Rake
receiver is implemented in the system, the more the resolvable signal paths are,

the better the performance is. However, this has not considered the situation
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where some of the paths are not significant for detection and instead acl as
noise contribute to the combiner. In addition, IPI is another issue to be
considered since the correlation between spreading sequences is not zero as
assumed in the analysis done in this section and in other publications (e.g., in
[11], p. 800). IPI is described in more detail in Section 5.2 of Chapter 5.

The path resolution time is inversely proportional to the chip rate of the
system. In other wbrd's, the path resolution in wideband systems is higher than
those in narrowband systems. This can be shown with the Interim Standard-95
(IS-95) narrowband system as an example. In IS-95, a 4-finger Rake receiver is
implemented in this 1.25 MHz narrowband system. However, this 4-finger
Rake receiver is of little use in operation environments where delay spread is
smaller than 0.8 psec. Because in this case, it is impossible for the Rake
receiver to resolve more than one path and there is no path diversity gain. In
the case of wideband systems, more paths can be resolved and a greater

diversity gain is obtained.

2.5 Summary

In this chapter, the mobile radio channel of a wireless communications
network is described. A multipath channel is characterized by impulse
response. Different environments rgsult in different impulse response lengths
and different rms delay spreads. The difference between excess delay spread
and rms delay spread is also discussed in this chapter. Four types of multipath

fading channels are addressed and channels can be classified as narrowband or
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wideband depending on the data transmission rate and channel coherence
bandwidth. Transmission impairment such as multipath fading degrades the
system performance severely and coding techniques such as block codes and
convolutional codes used to cope with these impairments are discussed in this
chapter. Path diversity employed by Rake receiver with different combining
methods is essential in wideband systems and is thoroughly presented in this

chapter.
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Chapter 3

THIRD GENERATION MOBILE SYSTEM

3.1 Introduction

Telephony services standards such as Advanced Mobile Phone Service
(AMPS), Total Access Communication Systemn (TACS), and Nordic Mobile
Telephone (NMT) system deployed in the early 1980 are known as the first
generation mobile radio systems. Those analog systems used frequency
modulation and frequency division muitiple access (FDMA) method. Voice
was the sole service provided. However, low data transmission speed at
2.4 kbits/s within the voice band could also be used. This voice-only
transmission and low data rate applications could not meet the increasing needs
of the users. Furthermore, due to relatively low spectral efficiency, the network
became congested very quickly. The second generation systems installed in the
early 1990 provided solutions to some of the drawbacks of first generation
systems. Interim Standard-95 (IS-95) systemn in the United States, Personal
Digital Cellular (PDC) system in-Japan, and Global System for Mobile
Communication (GSM) in Europe are capable of providing voice and data

information at a rate between 2.4 kbits/s to 28.8 kbits/s. In IS-95, code division
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multiple access (CDMA) and quaternary phase shift keying (QPSK)/binary
phase shift keying (BPSK) modulation are used. In GSM, time division
multiple access (TDMA) method and Gaussian minimum shift keying
(GMSK)) modulation are used. PDC uses the multiple access method similar to
North America TDMA (NA-TDMA) of Interim Standard-54 (IS-54) and with
n/4-differential QPSK (DQPSK) modulation. In terms of system capacity,
security, and quality, the second generation digital systems have advantages
over the first generation systems. However, the demand for wireless
communication continued to accelerate and the quality of service provided by
the second generation systems failed the demand. The rapid growth in the
application of multimedia communications necessitated transmission of data
carrying real-time video images and high speed information over the wireless
channel. However, the current second generation systems cannot support such
services. In parallel to this, the second generation systems also started to get
congested. For example, it has become difficult to get a connection on PDC,
and in the case of grant of connection, it is difficult to complete the call. The
pressure on the International Telecommunication Union (ITU) to start work on
the new generation system has been heavy. In March 1997, ITU-R invited
proposals for radio transmission technology for International Mobile
Telecommunications-2000 (IMT-2000). Eleven proposals were received by the
deadline in June 1998. These proposals have been evaluated and it is expected
that a family of third generation (3G) systems will be standardized by the end

of year 1999. The main features that the 3G systems will support are:
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» High quality of service (QoS)

The voice quality provided by the 3G systems is expected to have comparable
quality to the services provided by the wire-line telephones. For data
transmission rate as high as 2 Mbits/sec, the expected bit error rates (BER’s)

are as low as 107 and 10® for delay constrained and delay unconstrained

services, respectively.

¢ Multi and highAra'te data services

The support of muiti data rate transmission is well suited for different kinds of
services provided by the 3G systems from low data rate voice to high data rate
multimedia applications. Data rate as high as 2 Mbits/sec is a requirement for
real-time video images and high speed data transmissions.

* Mixed cell environments operations

The 3G systems are expected to operate in different cell environments. For
rural outdoor operating environment, where data rate is low (to a maximum of
144 kbits/sec) and speed of mobile unit is high (vehicle type of services),
macro-cell is used. For urban to suburban operating environments, where data
rate is as high as 384 kbits/sec (pedestrian type of services), micro- and
macro-cells are used. For indoor operating environment, where data rate is as
high as 2 Mbits/sec and speed of mobile unit is low (indoor type of services),
micro- and pico- cells are used. The mixed cell environments operations give
the flexibility of providing various types of data rate services. In addition, the

3G systems are required to be able to work with the second generation systems
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that are operating in the macro-cell environment to ensure backward
compatibility.
s Family of global standards
IMT-2000 initially wanted one unified universal standard to fulfill the idea of
"one cellular phone around the world". But because of different considerations,
it became impossible and it is likely that the United States will adopt the
standard cdma2000A while the Europe and Japan will adopt the standard
Universal Terrestrial Radio Access (UTRA).

And the requirements for the 3G mobile communication systems are:
¢ Flexible to be upgraded
One of the requirements for the 3G systems is flexibility. The goal of the 3G
systems is to provide users worldwide coverage by roaming between different
networks using a single mobile unit. The capability of roaming allows the 3G
mobile unit to work with GSM system, which is commonly used in Europe and
Asia, or with CDMA system, which is commonly used in North America. In
UTRA specifications, the 3G mobile unit will be able to work in two modes,
which are frequency division duplex (FDD) and time division duplex (TDD)
modes. No major hardware change is required for these two modes to work on
a single mobile unit. In the base station side of view, new cells can be
developed without complicated frequency assignments. Therefore the upgrade

of new cells is flexible.
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e Efficient utilization of spectrum

Because of the limited spectrum left in the 2 GHz frequency band, frequency
assignment for 3G systems, which will be operated in the 2 GHz band, 15 a
prime consideration. On the other hand, the 3G systems should efficiently
utilize the spectrum. For example, the use of discontinuous transmission
(DTX) improves spectrum utilization. Capacity of the system is therefore
increased and the probability of system congestion is low.

* Power efficient

Power efficiency is an important issue for the mobile unit because users
demand mobile unit in smaller size and the battery with longer standby time.
When the 3G systems are designed to be power efficient by virtue of
techniques such as diversity, path searching, and DTX, the mobile unit has less
power consumption and results in longer battery standby time.

¢ Support wide range of services

Different from the first and second generation mobile systems, where only
voice and low rate data services are supported, the 3G systems support wide
range of services inciuding high quality voice, real-time video images, and
high rate data services. The support of multi-services is a necessity because of

the rapid growth of multimedia applications over wireless channels.

There are several promising candidates for the IMT-2000 systems. In
this thesis, the UTRA system [37] is discussed in particularly detail. The
wideband CDMA (W-CDMA) air interface that is suggested in the UTRA

proposal is discussed in the next section.



3.2 Air Interfaces

Two major air interfaces suggested in the proposals submitted to ITU-R are
TDMA and W-CDMA. Proposals from the European Telecommunications
Standards Institute (ETSI) SMG2 and Japan Association of Radio Industries
and Businesses (ARIB) are based on W-CDMA as the air interface for the
FDD mode of UTRA system [38][39]. It is likely that TIP1-ATIS of USA
(NA: W-CDMA), ARIB of Japan (W-CDMA), and European ETSI SMG2
(UTRA: W-CDMA) will harmonize their activities. In Korea, W-CDMA is
also being used as the air interface for its CDMA I and CDMA 1I systems. In
addition, W-CDMA technology is studied as the air interface for USA TIA
TR435.5 (cdma2000) [38]. Therefore W-CDMA is a major part of most of the
proposals. Before the UTRA system is discussed in detail, some features of
W-CDMA air interface are summarized in the following.

e Efficient utilization of spectrum

Different technologies to improve spectrum utilization can be applied to
CDMA. Those include DTX, where signal is transmitted at a lower power
when there is no voice activity detected. This has the advantage that the link
and the call are maintained while interference to other users is kept at a
minimum level. In addition, different data rate services are multiplexed to
achieve efficient utilization of spectrum for the system. In multi-code
transmission, data streams are split'into data channels and the data channels
from different users can be multiplexed to transmit over the channel. Similarly,

in single-code transmission, higher rate data is spread with lower spreading
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factor while lower rate data is spread with higher spreading factor and they are
multiplexed prior transmitting over the channel.

¢ Flexible frequency management

In CDMA, each cell or base station uses a cell specific long pseudo-noise (PN)
code. Because of the near-orthogonal properties of the PN code, frequency can
be reused in each cell while the inter-cell interference is kept at minimum
level. And since -th‘e same radio band is reused in every cell, frequency
planning is not a necessity in a CDMA system anymore. On the contrary, in
TDMA systems, frequency re-assignment becomes necessary because some
frequencies are to be assigned to the new cell. Because of the difficulty in re-
assigning frequencies due to the irregular geographic topologies, the imperfect
frequency assignment planning can result in lower the spectrum utilization
efficiency. CDMA systems do not pose these difficulties. A new cell can be
identified by assigning it a new PN code. Therefore system upgrade and
frequency management is very simple and flexible.

¢ Increased system capacity

Because of the higher chip rate in the 3G systems, improved path resolution in
W-CDMA resuits in greater number of resolvable paths. Therefore transmit
power can be decreased because of increased path diversity gain. In
consequence, interference to other users also decreases. This results in increase

in the CDMA systemn capacity.
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¢ Interference limited

There is a hard limit to the number of users that can be supported by a TDMA
system. On the contrary, the limit on the number of users supported by CDMA
systems is soft because any additional user lowers the QoS of all other users,
but none of the user will be blocked. Numerous researches have been done
with an aim to find methods to maximize the number of simultaneous users
that a CDMA system-can support for given performance requirements under
different operating environments [40]-[43]. In [40], the maximum number of
simultaneous users supportable by an asynchronous CDMA system using
differential phase shift keying (DPSK) detection method under different
scenarios is investigated. In [41], the use of Rake receiver to increase the
capacity of a CDMA system is discussed. As shown in [42), coherent detection
offers 2 50% increase in cell capacity than non-coherent detection and further
increase can be obtained by using Rake combining. In [43), maximum number
of simultaneous users that is supportable while maintaining a certain level of
QoS is analyzed.

¢ Soft handoff

When a mobile unit travels, the signal level received at the base station and at
the mobile unit changes due to fading. When the signal level drops below a
certain operating threshold value, it becomes necessary to switch to another
base station in order to maintain continuity of the call and its quality. The
process of switching from the current base station to a new one is called

handoff. Two kinds of handoff are employed in cellular systems— hard handoff
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and soft handoff. In a hard handoff, the current link with the serving base
station needs to be broken before a link to a new base station is formed. It is
called "break-before-make". In soft handoff, also called "make-before-break”,
the connection with the target base station is made before the link between the
current base station and the mobile unit is broken. Soft handoff is a powerful
technique to improve the transmission performance at the cell boundary as
described in [3][44].lAﬁother method called inter-frequency handoff [1]{3][45]
is capable of performing seamless handoff with base stations having different
bandwidth allocations. This is especially useful for dual FDD and TDD mode
operations in 3G systems. Inter-frequency handoff is discussed in more detail
in Section 3.8.

Of course, none of a system is prefect and CDMA systems also have
their own disadvantages. Near-far effect is one of the problems that a CDMA
system has to deal with. Since all CDMA users share the same bandwidth,
power assignment is of prime consideration, otherwise interference between
users becomes intolerable. In the reverse link, the power received from the
mobile user that is nearer to the base station is higher than the one that is far
away if both users transmit the same power. This puts the near side users to an
advantage user because of the higher received power but it could have
disadvantageous effect on the far side user. The power control process can
correct this problem by making sure that the received powers at the base
station from all users are equal. Without power control, a CDMA system

capacity cannot reach an optimum level [46]. Therefore power control is
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essential in CDMA systems and this topic is thoroughly researched [47]-[49].
In [47], the performance degradation caused by imperfect power control is
analyzed. In [48], the relationship between power control process and capacity
of a cellular CDMA system is investigated. In [49], power control for a
multirate wireless muitimedia communication system is discussed. There are
two types of power control- open loop and closed loop. Open loop power
control is a purely ﬁldbile controlled operation and it is used to compensate for
power fluctuations due to slowly varying and log-normal shadowing fading.
Closed loop power control is a process which involves both the mobile unit
and the base station. In closed loop power control, the received
signal-to-interference ratio (SIR) is measured at the base station (for reverse
link transmission) in every transmitter power control (TPC) cycle. When the
measured value is higher than the preset SIR value, the (ransmitter power is
lowered; otherwise it is raised.

As mentioned earlier, one of the main features of the 3G mobile radio
systern is the support of multirate transmission for multimedia applications. In

the next section, muitirate transmission schemes used in UTRA systems are

described,

3.3 Multirate Transmission

Different from the second generation mobile radio systems, which are designed
mainly for voice services and low rate data transmission, 3G mobile radio

systems are designed to support multi-services and variable rate data

49



transmission. Low and high rate data can be muitiplexed together to achieve
better bandwidth efficiency. Bandwidth on demand, where the user can opt for
different rate services during a single transmission, will also be supported. In
UTRA system, variable rate data transmission is realized by assigning multiple
codes to users [50], or by using single code with different spreading factors
according to the d_ata rate [51]. In multi-code transmission, data rate that is
higher than the basic data rate, Ry, 1s split serial-to-parallel. For example, a rate
R; data signal is split into K different fixed rate data streams and each data
stream is then having a rate of R/K = R,, which is the basic rate. This basic
rate is fixed and therefore the number of split data streams, K, varies according
to data rate R,. The higher the data rate, the more number of split data streams.
K different spreading codes with the same chip rate are used to spread the K
different data streams. If the chip period of the spreading codes is defined as
T., the spreading factor of each data stream is 1/(T.R;), which is fixed
regardless of the information data rate. Using orthogonal variable spreading
factor (OVSF) codes is another way to realize multirate transmission [52].
Different from the multi-code transmission scheme, the OVSF scheme results
in different spreading factors depending on the data rate. For a rate R, data, the
spreading factor is 1/(T.R,); and a rate 2R, data will have a spreading factor of
1/(2T.R,), which is half of that of the rate R, data. In other words, the higher
the data rate, the lower the spreadin‘g factor. It should be noted that in all cases
the resultant transmission bandwidth is the same. That is, the chip rate of the

system is fixed. When comparing the multi-code scheme [53] with single code
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scheme, the BER performance is similar in both schemes [54][55]. But in
terms of hardware complexity, OVSF scheme has advantages over the
multi-code scheme. Only a single Rake receiver is needed in the receiver for a
system employing OVSF scheme that supports variable rates. This is important
especially in the forward link because of the requirement for small-sized and
power efficient mobile units. On the other hand, since the spreading factor 1s
inversely proportionél to the user data rate in OVSF scheme, the disadvantage
of using this scheme is when the user data rate is high, the resulting spreading
factor is low and the system losses its CDMA characteristics. A system with
low spreading factor is investigated in [56], where the effects of interpath
interference (IPI) on a low spreading factor system are analyzed. In [58], a
muiti-code system is shown to have greater capacity than a system that utilizes
the OVSF scheme in multipath fading environments. However, the large
variations in the signal amplitude of a multi-code system [54][57] require the
implementation of high power amplifiers (HPA’s) in the transmitter in order to
obtain sufficient transmitting power. And the nonlinear distortion introduced

by the HPA's [59] severely degrades the system performance.

3.4 FDD Mode and TDD Mode

Both the FDD and TDD modes are supported in the proposed UTRA system.
The frequency allocation for the 3G system in Europe is shown in Figure 3.1.
In W-CDMA FDD mode, different frequency bands are assigned for forward

and reverse links respectively. On the contrary, in time division CDMA
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(TD-CDMA) TDD mode, same frequency band is used for both forward and
reverse links. As shown in Figure 3.1, 35 MHz of unpaired spectrum is
assigned for TDD mode and paired spectrums of 60 MHz (total of 120 MHz)
are assigned for FDD mode in Europe. The usage of both FDD and TDD
increases the flexibility and allows for efficient frequency allocation according
to the conditions of different regions of the world. TDD is particularly useful
where paired spectn;m.is not assigned in that specific area. TDD mode system
is usually employed in hot spots or regions where capacity requirement is high
or data traffic rate is asymmetric and it gives the advantages of efficient
spectrum utilization in asymmetric data transmission [60]. For example, in
multimedia services, where the forward link (FL) traffic is usually higher than
the reverse link (RL) traffic, more time slots can be allocated for forward link
transmission in TDD mode of operation as depicted in Figure 3.2. In Figure
3.2 (a), symmetric transmission is shown as the loads of the forward link and
reverse link are identical. A frame that has a forward link capacity 3 times
more than that of the reverse link is shown in Figure 3.2 (b). And this ratio can

be changed accordingly to the traffic charactenstics.
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Figure 3.1 Frequency allocation for the 3G system in Europe
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Figure 3.2 Data transmission in TDD system (a) symmetric transmission

(b) asymmetric transmission FL:RL load = 3:1

Since both forward and reverse links use the same frequency band in
TDD mode, the pre-Rake filter [61] implementation eliminates the need of
Rake receiver in the base station [62]. This lowers the complexity of base
station and is ideally suited to the deployment of many small TDD cells. On
the other hand, a Rake receiver can be implemented at the base station instead
of in the mobile unit because of the same channel impulse response during a
short period of time [63][64]. Therefore the use of a conventional receiver in
the mobile unit can still achieve the diversity gain provided by a Rake receiver.
The comparison of pre-Rake and Rake systems is given in [64]. The TDD
mode requires inter-cell synchronoué operation since synchronization between
base stations is required. However, since the synchronization accuracy is not

severe, the implementation of synchronization does not necessarily rely on the
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global positioning system (GPS). By combining the use of wire-line network,
the GPS can be used only for the initial adjustment of the system clock. And
the synchronization is maintained through the wire-line network. On the other
hand, the FDD mode does not require inter-cell synchronous operation since
precise synchronization between base stations is not necessary. So the
deployment of base stations to indoors and outdoors is flexible and GPS is no

longer needed.

3.5 Channel Coding

3.5.1 Forward Error Correction

Forward error correction (FEC) codes that are adopted in UTRA proposal
include convolutional code, Reed-Solomon (RS) code, and turbo code. For
standard services with BER requirements in the order of 107, a rate 1/3
convolutional code with constraint length of 9 is used. For higher quality and
higher delay tolerable services where BER requirements are in the order of
10°%, the concatenation of convolutional codes and outer RS codes plus outer
interleaving is used. For higher data rates, the rate 1/3 convolutional coding is
replaced by rate 1/2 code. Turbo codes [65], which is a class of convolutional
codes, can be used instead of the concatenated arrangement of RS and

convolutional codes.
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3.5.2 Interleaving

The combination usage of convolutional code and interleaving is necessary for
a reliable system in fading environments. Interleaving depth is designed to be
10 msec, 20 msec, 40 msec, and 80 msec depending on the delay constraints in
different kinds of services. For example, for voice services where delay is
intolerable, shorter interleaving depth such as 10 msec or 20 msec should be
used. On the other hand, for services such as computer data that is not sensitive
to delay and high QoS is required, interleaving depth as long as 80 msec can be

used.

3.6 Spreading and Modulation

Two levels of spreading are adopted in UTRA proposal. At the first level,
OVSF codes are used. The OVSF codes are generated from Hadamard matrix
and the way of generating them is discussed in more detail in Section 4.6.2 of
Chapter 4. A cell specific long code is used at the second level of spreading. A
10 msec segment of a Gold code of length 2'®-1 is used in the forward link, and
737.28 sec segment of a Gold code of length 2*'-1 is used in the reverse link.

In the forward link, the signal is QPSK modulated with a quadrature
modulator and the pulse shaping filters are root-raised cosine (RRC) with a
roll-off factor of 0.22 in the frequency domain followed by BPSK spreading.
That is, the data is spread by the same short code. In the reverse link, the signal

is dual-channel QPSK modulated {66). That is, the data is spread by two

55



different short codes. And the pulse shaping filters are the same as in the

forward link.

3.7 Power Control

Power control is essential in CDMA systems since many users share the
bandwidth simultancously. In UTRA, TPC is used to mitigate the near-far
problem and to increase the system capacity. The TPC method adaptively
adjusts the transmitter power bésed upon SIR or desired signal level.

Two types of TPC in UTRA W-CDMA are used- one is SIR-based fast
closed loop TPC and the other is open loop TPC. In SIR-based fast closed loop
TPC, the received SIR is measured every 0.625 msec TPC cycle. When the
measurement cannot be performed or the measured value is lower than the
target SIR value, TPC bit is set to 1; otherwise, it is set to 0. When the received
TPC bit is judged as 1 at the base station, the transmitter power is raised by 1
dB; and when it is judged as 0, the transmitter power is reduced by 1 dB. For
the case where the TPC bit is not received, the transmitter power remains
unchanged. Open loop TPC is a pure mobile unit controlled operation where
the receiver estimates the path loss of transmission channel and the transmitter

power is adjusted according to this estimation.
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3.8 Inter-frequency Handoff

Because of the fading effects, the signal level received by the base station
varies as the mobile unit travels. When the signal level drops below a certain
threshold value, it is necessary to switch to another base station in order to
ensure the continuity of the call and to maintain acceptable link quality. The
process of switching from the current base station to a new target one is called
handoff. Besides the .usual hard handoff and soft handoff employed in many
cellular systems, inter-frequency handoff 1is supported in UTRA.
Inter-frequency handoff provides mobile unit the capability of switching to a
new base station with carrier frequency different from the current one. When
new micro cells is overlaid with macro cells, where these two cells are
operating in different carrier frequencies, inter-frequency handoff is a

requirement for seamless handoff between these cells.

3.9 Operation of UTRA System over Practical Wireless Channels

In this section, operation of UTRA system over practical wireless channels is
discussed. In mobile radio communications, the reliability of a system mostly
depends on the channel behavior. However, the channel characteristics are due
to the signal propagation environment and are not parameters that can be
adjusted or changed. Instead, a system designer can adjust parameters such as
the number of fingers in the Rake receiver and interleaving depth. Therefore
the impacts of varying these parameters on the system performance are

investigated in this thesis. Multipath fading is one of the major impairments in
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a mobile radio channel that makes wireless transmission unreliable. Several
ways can be used to cope with the problems caused by multipath fading
transmission. For example, in a mobile transmission environment where
multipath propagation is common, a Rake receiver can be used to mitigate the
problems caused by multipath fading. And the number of fingers in the Rake
receiver plays an important role on the performance of the system. Therefore
the sensitivities of the‘system performance with different number of fingers in
the Rake receiver under different channel environments are investigated. A
path searching technique can be implemented to improve the system
performance when the number of fingers in the Rake receiver is not matched to
the number of signal paths in the channel. And the parametric sensitivity of the
system to path searching algorithm is investigated. Different interleaving
depths have different impacts on a system and the effect of varying this
parameter on the system performance is also investigated. The use of antenna
diversity to improve the system performance is discussed as well. The results
of the sensitivities of UTRA system performance to the parameters are given

and discussed in detail in Chapter 5.

3.10 Summary

In this éhapter, different aspects of the 3G mobile radio system, especially the
UTRA system jointly proposed by ETSI and ARIB, are discussed. In
particular, the main features and requirements of the 3G system are presented.

FDD and TDD modes of the UTRA system are also discussed. Channel
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coding, spreading, and modulation in UTRA system are presented with power
control discussed in detail in the chapter. Different kinds of handoff including
the inter-frequency that supports handoff between two cells operating in
different carrier frequencies are discussed.lParameters to be investigated in the

thesis are introduced in this chapter.
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Chapter 4

SYSTEM MODEL AND SIMULATION
EXPERIMENT DESIGNS

4.1 Introduction

The specifications and advantages of Universal Terrestrial Radio Access
(UTRA) system are given in Chapter 3. In this chapter, detailed descriptions of
the simulation model that is used to investigate the parametric sensitivities of
the UTRA system are provided. The software packages MATLAB and
SIMULINK are used in the design and simulations of the system. The
performances under many scenarios are presented in terms of bit error rate
(BER). To fully understand the simulation model, different aspects of the
system are described in the subsequent sections. In Section 4.2, multirate
transmission realized by the orthogonal variable spreading factor (OVSF)
scheme is described. The different power transmission for different data rates
users is explained. System and simulation parameters are also presented in that
section. Channel coding used in the simulation experiments is explained in
Section 4.3. Interleaving and modulation are discussed in Sections 4.4 and 4.5,

respectively. Two levels of spreading and the generation of tree-structured
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code are presented in Section 4.6. In Section 4.7, the multipath fading channel
model is illustrated followed by the discussion of some miscellaneous issues
encountered in the design process of the system model in Section 4.8. Rake
receiver and diversity techniques used in the simulation experiments are
explained in Sections 4.9 and 4.10, respectively. Finally, this chapter is

summarized in Section 4.11.

4.2 NMultirate Transmission

The simulation model used in the simulation experiments is capable of
multirate transmission. Multirate transmission is realized by the OVSF
scheme, which is described in Chapter 3. In all simulation experiments
performed, four users share the wideband signal. Three transmit at 32 kbits/sec
(designated as rate R1) and the remaining user transmits at 64 kbits/sec
(designated as rate R2). In order to have the same transmitted energy per bit for
all users, the rate R2 user transmits two times higher power than the rate Rl
users [67] as explained below. Assume the bit energy for the rates R1 and R2

users arc

Eb.Rl = Pme.m ’ (4.1)

and

E . =P.T, . =P Lom 4.2
bR2 T Y R2LR2 T fR2 7 ] ()

respectively. In order to have the same energy per bit, £, ., = E, o,
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T,.p
Polypm = PRZ(_J .

Therefore
P,=2P,. 4.3)

Since the spreading gain is inversely proportional to the data rate, the
higher data rate user has to transmit higher power than the lower data rate users
to overcome the disadvantage of lower spreading gain. This unequal power
transmission for different data rate users makes the power control process even
more difficult to be reached optimum [68] and many researches have been
done on this issue [69][70]. In [69], a power control law for multirate CDMA
systems based on quality of service (QoS) requirement is proposed. In [70],
power control in multirate system based on equal bit energy rule and equal
error probability rule are introduced.

Figure 4.1 depicts the block diagram of the simulation system model
used in the computer simulations and the system and simulation parameters are
shown in Table 4.1.

All results are obtained by 50 seconds of simulations. And the
64 kbits/sec user is the desired user. Therefore the lowest BER that is statistical
confident is about 3x10™. In addition, it should be noted that in all the
simulation results shown in Chapter 5, unless otherwise stated, the interleaving
depth is 10 msec, Doppler frequency is 80 Hz, and the maximum delay spread

is always a lot smaller than the symbol duration of the desired user (i.e.,

Tonax << T)).
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Figure 4.1 Schematic block diagram of the simulation system model

Table 4.1 System and simulation parameters

Item Parameter
Chip rate (Mchips/sec) 3.072
Short code Walsh-Hadamard code
Spreading code
Long code m-sequence PN code
Data QPSK
Moduiation
Spreading BPSK

Channel coding

Convolutional coding (R = 1/3, K=3)

Channel decoding

Hard  decision with traceback
length = K5

Frequency selective Rayleigh fading

Channel with uniform delay profile (maximum
‘| number of paths = 6)

Multirate OVSF

Interleaving (msec) 10 (5, 20)

Doppler frequency (Hz) 10-80
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4.3 Channel Coding

Two major kinds of channel coding available for use in telecommunications
are block coding and convolutional coding as described briefly in Chapter 2. In
UTRA proposal, a rate 1/3 convolutional code with constraint length of 9 is
specified for standard services with BER requirements in the order of 10°. To
simulate the performance of a UTRA system, the channel coding used in this
thesis is a rate 1/3 convolutional code with constraint length of 3. Constraint
length of 3 is adopted here because longer constraint length demands a longer
simulation process, which is time-consuming and therefore undesirable. From
the results for convolutional coding with constraint length of 3, the
performance of a system with higher constraint length convolutional code can
be predicted as given in [72]. For an additive white Gaussian noise (AWGN)
channel, a degradation of 0.5dB is expected if the constraint length is
decreased by 1 as shown in [72, p.398]. On the other hand, in a fading channel
situation, the gain of increasing the constraint length by 1 is 0.8 dB and 3.6 dB,
for 4032 bits of interleaving depth and no interleaving, respectively, as shown
in [72, pp. 399-400].

The channel decoding algorithm used is hard-decision method with
traccback length of 3x5. Hard-decision is inferior by about 2-3 dB when
comparing with soft-decision method [33]). Therefore by choosing the
hard-decision as the channel decoding method in this thesis, the worst case

results can be obtained and the actual system will always get better
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performance. However, the order of complexity increases for soft decoding
and therefore requires a more complex decoder.

Channel codes such as convolutional codes are optimally used in
random channels (i.e., memoryless channels). They are not suitable for use in
channel that exhibits fading characteristics, which is always the case in cellular
radio communications. Therefore some techniques are needed after the data are
channel encoded aﬁd as explained in the next section, interleaving is found to
be a powerful method to mitigate the bursty errors produced by a Rayleigh
fading channel when used together with convolutional codes. Interleaving is

described more briefly in the next section.

4.4 |Interleaving

Convolutional codes cannot efficiently correct the bursty errors that are
produced by the fading channel since these codes are optimally designed for
random error channels only. However, codes designed for random channel
errors can still be used if there is a way to disperse the error bursts into
randomly occurring errors. And this is to rearrange the channel encoded data
using an interleaver so that the frequency selective fading channel can be
looked as if it were a memoryless channel. This interleaving technique is also
called time diversity since data symbols are time separated before transmitting
through the channel. This form of diversity is powerful because it turns a
memory channel into a memoryless one while there is no overhead on doing

this. The only concern is the time delay caused by interleaving. For services
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such as speech data and real-time video images that are sensitive to time delay,

interleaving depth should be designed carefully or the delay becomes

intolerable, There are two forms of interleaver, which are convolutional

interleaver and block interleaver.

T
—{ T
From ; To
Encoder Modulator
o— (N-1)J —a
Interleaver
o—! (N-13J -
— ( N.2)j —o
From To
Demodulator Decoder

)

Deinterleaver

Figure 4.2 Convolutional interleaver
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The structure of a convolutional interleaver proposed by Forney [73] is
shown in Figure 4.2. It consists of a bank of N registers and the zeroth register
has no symbol storage. With each successive register, / more symbols storage
is provided. The commutator switches to a new register when new symbols are
written in, while the oldest symbol is shifted out to the data modulator. The
de-interleaver performs the reverse operation.

In a (M, N) Eldck interleaver, where M and N are the number of rows
and number of columns, respectively, bits that are encoded by the
convolutional encoder are written in row-wise and read out column-wise to the
data modulator. At the receiving end, received bits are written in column-wise
and read out row-wise to the demodulator as shown in Figure 4.3. The block
interleaver is designed so that when a burst occurs and is less than M
contiguous errors, the errors will become independent and all separated from
each other by at least N symbols as shown in Figure 4.4 (a). On the other hand,
burst with bM errors (& > 1) becomes no more than | b | symbol errors and each
output burst at the de-interleaver is separated from other bursts by no less than

(N > J) symbols as shown in Figure 4.4 (b), where [ x| means the smallest

integer greater than x and |x] means the largest integer smaller than x. In
addition, a periodic sequence of single errors spaced by M symbols will
become a single burst of errors of length N at the de-interleaver output as
shown in Figure 4.4 (c). Performénce gains of different sizes of block

interleaver are tabulated in [72, p. 400]. In general, the required interleaving
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depth depends on the fade duration of the signal. If the vehicle speed is low,
longer interleaving depth is required to mitigate the longer fade duration.

The above mentioned interleavers have different interleaving delays
because of their different structures. While a block interleaver introduces a
2MN delay, a convolutional interleaver introduces a NJ(N - 1) delay. In terms
of complexity, block interleaver is less complex than a convolutional

interleaver, and the former is considered in this thesis.

out {1,4,7,102,58,11,36,9,12}

in
{12345678810%51,12y — ' [ 2| 3
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1 2 | 3 |—0p ou
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M ’ P
7 8 9 ' receiving end
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10 n 12 ,

Figure 4.3 Block iﬁterlcaver (M=4,N=3)
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Figure 4.4 Interleaver example (M = 4, N = 3) (a) 3 symbol error burst (b) 7

symbol error burst (¢) periodic sequence of single errors spaced by 4 symbols

Interleaving depth 1s one of the parametric values used in this thesis to
investigate the performance impacts under different scenarios. For example,
under low vehicle speed (i.e., low Doppler frequency), short interleaving depth
is expected to give poor performance while long interleaving depth gives better
performance in high vehicle speed than in low vehicle speed situation. More

discussions on that are found in Chapter 5.

4.5 Modulation

The modulation method used in this thesis is quaternary phase shift keying

(QPSK). QPSK modulator is basically two binary phase shift keying (BPSK)
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modulators connected in parailel as shown in Figure 4.5 (a). Symbols are split
serial-to-parallel and fed into the binary phase shift keying (BPSK) modulators
in the two branches, which are termed as I-branch and Q-branch. In BPSK
modulation, an input binary bit 1 will have an output -1; and an input binary bit
0 will have an output 1. Finally, the two bits are combined as shown in the
figure. Figure 4.5 (b) shows the signal space of a QPSK modulator. Since
QPSK modulator précésses two bits at a time, the modulated output data have
a rate half of that of the input data. At the receiving end, data are QPSK

demodulated.

QPSK

I-branch

BPSK .
110 -1i+1 modulated

outpul

input

1/0 -14+1 [
BPSK j
Q-branch - |

@

Im

(Lo Tg T(0,0)
il Re
(1.1) k ;l (0.1)

(b}

Figure 4.5 QPSK modulator (a) structure (b) signal space
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4.6 Spreading Codes

In UTRA, there are two levels of spreading. In the first level of spreading,
modulated data is spread with short codes, which are Walsh-Hadamard codes.
Different codes are assigned to different users in the same cell for
channelization and the same set of codes are used in different cells. Cell
specific long codes are assigned to different cells to minimize the inter-cell
interference. Virtuall).,r there are unlimited number of long codes available for
use. In this thesis, m-sequences and Walsh-Hadamard codes are used as iong
spreading sequences and short spreading sequences, respectively. These two

types of codes are discussed in more detail in the following sections.

4.6.1 Long Spreading Codes

As mentioned earlier, spreading a signal before transmitting through a channel
gives many advantages. However, the choice of a spreading sequence can
decide the performance of a system [74]. First of all, the autocorrelation
function of the sequence is desired to be one at zero shift and zero elsewhere.
That is, low correlation sidelobes. Secondly, optimal crosscorrelation is
preferred. In addition, the family size of the sequence shouid be large and ease
of generation of the same sequence at different locations (e.g., at base stations
and on mobile units) is required. The m-sequence is one of the most suitable
codes for use as spreading codes although it does not have ideal
autocorrelation and crosscorrelation functions. But these properties improve

with increasing sequence length. In addition, generation of the same sequence
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at both the base station and mobile unit is easy. The properties of m-sequences
are discussed in more detail in [78]-[80]. But in general, a shift register
generator (SFG) of M stages is required to construct an m-sequence. The form
of the linear feedback logic is important in order to have a maximal length
sequence and the maximal length of an m-sequence is 2Y _ 1, where M is the
number of stages in the SFG. We will take the example of 4 stages SFG to

illustrate the construction of the sequence as shown in Figure 4.6.

EB : Modulo-2 add

™,
LS
register regisier register register Output
1 1 1 1
] 1 1 1
1 0 l 1
U] 1 0 1
1 0 1 0
1 1 i] 1
0 1 1 0
0 0 1 1
1 0 0 1
0 1 0 0
Q 0 1 0
0 0 0 1
1 0 0 ]
1 1 0 0
1 1 | 0
1 1 1 1
0ulpul=\1 1E10101 IOOIOOQI 1101011001000,

v
length of period = 15

Figure 4.6 Construction of an m-sequence
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It should be noted that the initial states of the registers should not be all
zeroes in order to generate the sequence. And different initial conditions in the
shift registers create shifts of m-sequence. As shown in Figure 4.6, the
maximal length of the sequence is 2*—1=15. And in spread spectrum
communications, these are called chips. The selection of the linear feedback
logic in order to generate an m-sequence is given in [81, pp. 341-342]. As
shown in Figure 47 the m-sequence has near ideal autocorrelation, R.(¢). That
is, the peak value R.(0) =N and off peak values R.(j) = -1, where N is the
length of the sequence and 1 <j < N-1. The off peak values relative to the peak
value is R.(j)/R.0} =-1/N and this ratio is small for large N. Therefore the
longer the sequence, the better the m-sequence in terms of its autocorrelation

function.

R (1) A
N
T_ = chip period
-1
/ 0 \ .
f—r—p— 17—

Figure 4.7 Autocorrelation of an m-sequence
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In practice, the near ideal case of autocorrelation of an m-sequence is
not feasible since only non-periodic correlation of the m-sequence is available.
That is, only part of the m-sequence, which is usually very long, is used for
correlation. For example, in Interim Standard-95 (IS-95), an m-sequence with
length 2*2-1 is used. For the proposed UTRA system, the long code used is a
length of 2'%.1 Kasami sequences. The non-ideal case of autocorrelation
creates interference between different paths in multipath propagation and this
interference is dominant when the processing gain of the system is low.
Interpath interference is described in more detail in Section 5.2 of Chapter 5.

Different families of spreading codes are proposed to achieve better
system performance. For example, in [75], binary Gold, binary Kasami, and
polyphase generalized chirp-like (GCL) sequences are discussed and
compared. Binary Gold sequences, which are derived from m-sequences, have
large family size and good correlation properties provided that the sequence
length is long. But the performance is poor for short sequence length (e.g.,
N = 63) especially in a multi-user environment and this can be improved by
increasing N. Kasami sequences are similar to Gold sequences and can be
considered as a subset of Gold sequences since they both have three-valued
autocorrelation and crosscorrelation functions. The correlation sidelobes of
Kasami sequences are lower than that of the Gold sequences, which is
preferable. However, the small family size of Kasami sequences is a
disadvantage. Different from binary sequences, where values are real, the

complex valued feature of polyphase sequences is advantageous for systems
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employing quadrature modulation schemes such as QPSK. Another distinction
can be made between binary sequences and polyphase sequences is while
binary sequences are two-valued, polyphase sequences can have any value. It
can be shown that specific GCL sequences can have ideal autocorrelation and
optimum crosscorrelation [76]. These advantages make them very attractive
for CDMA systems. However, the system complexity as a resuit increases.
Table 4.2 summarizés the different properties of the above three mentioned
sequenées, where M is the number of shift registers used to generate the
sequence and @(n) is the Euler phi-function. The system complexity can be
represented in terms of n and M, the larger the values of n and M, the more

complex the system is.

Table 4.2 Properties of different kinds of spreading sequences

Gold Kasami GCL sequences

sequences sequences {optimum)}
sequence length, N M 2M.1,Meven | n? nodd prime
family size My M2 an)
corsaion | goodler | goed | b
complexity acceptable acceptable high

A set of spreading codes called extended structured codes (ESC) is

proposed in [77] that is for use in a CDMA system with Rake receiver. This
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family of codes can optimize the performance of a Rake receiver in a
multi-user environment.

Although only a small subset of m-sequences have small
crosscorrelation peak values, a 2*-1 long m-sequence is used for spreading

because only a single cell is considered in this thesis.

4.6.2 Tree-Structured Code Generation [71]
As mentioned above, the long spreading codes that are used to distinguish
between different cells is a long m-sequence PN code. To separate between
different users in the same cell, short codes called Walsh-Hadamard codes are
used. Since one of the requirements for 3G systems is the support of multirate
data transmission, it is necessary to use some special form of short codes so
that the spread data have the same bandwidth even for different data bit rates.
OVSF scheme is one of the solutions for that [52].

In OVSF scheme, the spreading factor (SF) is chosen by the

relationship:

_R,
se=Rop (44)

where R, and R, are the chip rate and symbol rate, respectively. The orthogonal
codes with spreading factor of 2™ can be constructed by starting with Co= 1:

Cmflcm-l
C, = - | (4.5)
c ,C

m—l ™~ m-]
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where C,_, is the complement of C,... All codes of C,, are orthogonal to each

other and so are the C,; codes. According to (4.5), two codes of C,, are

generated from each code of C,,.; and these two codes are not orthogonal to the

code from which they are generated. For example, C4(1) (mother code) is not

orthogonal to Cs(1), Cs(2), Ce(1), Ce(2), Cs(3), and Cs(4). Therefore these

codes cannot be used simultaneously in order to maintain orthogonality. (4.5)

can be written as

c 1) Cou®

[ully
—

GO 0O

.(2) c, O C.

C,(3) C,, 2 C,u(2

c,=|C.,4) |=|C., C,,(2)
C, (2m _1) Cci (2" Coey 2™

c.2") | |c,.e™ T, e

(4.6}

and Figure 4.8 shows the tree-structured code constructed in this manner and

the codes in each row (i.e., for a specific m value) are orthogonal to each other.
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Figure 4.8 Tree-structured code
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For example, for a data bit rate 64 kbits/sec, after it is channel encoded
with a 1/3 rate convolutional encoder followed by QPSK modulation, the
resultant symbol rate is 96 ksymbols/sec. Therefore from (4.4),
SF=(3.072x 10%/(96x 10’)=32=2° "And one of the spreading codes
Cs(1), Cs(2), Cs(3), ..., Cs(32) can be used for spreading. It can also be seen
from (4.4) that the spreading factor is inversely proportional to the symbol rate.
That is, higher datﬁ rate users have lower processing gains while lower data

rate users have higher processing gains.

4.7 Multipath Channe! Model

The simulation channel model is a wide sense stationary uncorrelated
scattering (WSSUS) Rayleigh channel with a maximum of six independently
frequency selective fading paths. Each Rayleigh fading path is simulated by
using the Jakes' model [82] and it is shown in Figure 4.9.

For more than one path in the channel, correlations between different
paths are minimized according to the methods as described in [82]. Uniform
delay profile is used in all simulation experiments although exponential delay
profile is commonly used as the multipath power delay profile (MPDP). By
using uniform delay profile as the MPDP, the analysis becomes simpler and it
provides the worst case scenario. Figure 4.10 shows the multipath channel

model.
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Figure 4.9 Jakes’ Rayleigh fading model
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Figure 4.10 Multipath fading channel
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In the figure, K = E,/(MNp) is the channel gain, where M is the total
number of signal paths and E,/Np is the average signal energy per information
bit-to-background noise power spectrum density ratio. T, (1 £ £6), in terms
of integer multiples of chip period, are the delays between two successive
paths. Although n is varied in different simulation experiments, the maximum
delay spread is always a lot smaller than the symbol duration of the desired
user in all simula.tioh cases. In other words, we can treat intersymbél

interference (ISI) as negligible in this thesis.

4.8 Miscellaneous Issue

It is worthwhile to point out that a fair amount of time was spent on the system
design process, especially on adjusting the time delays at different locations in
the system. In the software packages MATLAB and SIMULINK, the sample
times for different blocks should be adjusted accordingly. For example, the
sample time for a convolutional decoder should be set correctly or errors will
be obtained. Since a rate 1/3 convolutional decoder decodes three bits at a
time, these three bits should be the three bits (possibly with errors) coming out
from the convolutional encoder. This is shown more clearly with Figure 4.11.
If the sample time is wrong, decoded bits are wrong no matter the incoming
bits are with errors or not as depiclg:d in Figure 4.11 (a). With an appropriate
delay adjustment, the convolutional decoder samples at the right time and thus

the decoded bits are correct as depicted in Figure 4.11 (b).
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Another example is the delays in the Rake receiver’s fingers should be

properly time-aligned before combining.

{Ay. Ay A, B, B, By,
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Figure 4.11 Convolutional encoding and decoding processes

(a) without delay adjustment (b) with delay adjustment

4.9 Rake Receiver

The Rake receiver first proposed by Price and Green [8] is used in the
simulation experiments to achieve diversity gain. A Rake receiver consists of a
bank éf correlators and the received multipath signal is correlated with each of
the correlator, which is termed as finger. Because of the autocorrelation
properties of the long spreading sequence, only one path is filtered out. Paths
from the fingers are then combined for bit decisions. Different combining

methods are simulated that include selection diversity (SD), and maximal ratio
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combining (MRC). Only the strongest path is selected for bit decisions in SD.
On the other hand, the outputs of fingers are weighted accordingly to their
relative strengths and summed together in MRC. In terms of the system
performance, MRC gives the best results than SD does and these are discussed
in detail in Chapter 5.

Coherent reception requires knowledge of the time-varying channel
characteristics. The Vuse of pilot signal is one of the techniques to acquire the
required information but this increases the interference to other users since
extra transmission power is needed. As a result, the system capacity will
decrease. It is well-known that coherent reception outperforms non-coherent
reception by 3 dB. In this thesis, perfect channel estimates are assumed and
this avoids the need of channel estimations.

Rake combining is one of the techniques used to resolve and combine
different paths [11] by virtue of path diversity. In W-CDMA, where the chip
rate is high, more resolvable paths are available for path combining [83]. In
general, for the case that no ISI is occurred, the maximum number of
resolvable paths is (PG+1), where PG is the processing gain of the signal. By
adjusting the delays in the path arrival times and combining the time-aligned
replicas of the bit or symbol sequence, the signal-to-noise ratio {(SNR) at the
receiver is improved. The effectiveness of the Rake receiver depends on the
signal bandwidth, the channel coherence bandwidth, and also the number of
fingers in it. On the other hand, the number of fingers required is increased for

a channel with higher delay spread in order to capture a given percentage of
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the total signal power. In theory, all power from the paths should be collected
for a good performance. However, it is impractical to implement a Rake
receiver with as many fingers as the number of signal paths in order to collect
all energy because of hardware complexity and hi gh power consumption on the
mobile unit. In addition, out of these paths some are non-significant to the
receiver since power for those paths are too low for combining and detection
and thus act as noisy components. Therefore the Rake receiver shown in Figure
4.12 is implemented with the path searching function. The number of fingers in
the Rake receiver is another parametric value investigated in this thesis. The
number of fingers in the Rake receiver is matched to the number of paths in the
mobile channel for a matched receiver scenario. For an unmatched receiver
scenario, the number of fingers can be set accordingly. And the
implementation of path searching can further improve the system performance
on an unmatched Rake receiver. With the path searching algorithm
implemented, the fingers are locked onto the strongest signal paths. As will be
shown later in Chapter 5, an unmatched Rake receiver with searching

algorithm implemented performs as good as a matched Rake receiver.
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Figure 4.12 Rake receiver with path searching

4.10 Diversity Techniques

Many diversity techniques are available to achieve a more reliable
communication system. Rake diversity as described in the previous section is a
common and powerful technique used in CDMA systems to mitigate the
impairments caused by the multipath fading environments. Antenna diversity
is another technique to improve the system performance. This is a space
diversity method since two antennas are spaced apart so that the signals
received by these antennas are uncorrelated with each other. Before the smali

microstrip antenna is invented, antenna diversity is only feasibie in the reverse
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link because it was impossible to place the antennas on the mobile unit. The
two antennas provide two independently fading signals and thus diversity is
exploited. More than two antennas can be implemented but it is limited by the
hardware complexity. There is tradeoff between hardware complexity and
system improvement. Two different kinds of antenna diversity are investigated
in this thesis, which are antenna diversity based on BER detection and

post-detection antenna diversity.

4.10.1 Antenna Diversity (BER based)

In this type of diversity, the selection of antenna is based on the BER. If an
error 1s detected at the output of the receiver, the connection of the current
antenna 1s switched to another one as shown in Figure 4.13 (a). There are many
ways to monitor the occurrence of an error in the system and one way is to use
Hamming code to achieve this goal. The way it is done in this thesis, however,
1s different. We generated two sets of data, one for each antenna branch, and
computed the BER off-line. When an error is found by comparing the received
data (from one antenna) with the transmitted data, we switched to use the
received data from another antenna and continued the computation of BER.
Again, switching occurs whenever an error is detected. This can be described
more clearly by the flowchart shown in Figure 4.14. This off-line processing is
not practical in real systems but it makes the design process more

straightforward in this project. The use of only one Rake receiver in this BER
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based antenna diversity simplifies the hardware structure. Simulation results

are shown in Chapter 5.

Anicnna |

Antenna X

Rake BER

(a)

Antenna |

Rake

Antenno 2

Rake

(b)

Figure 4.13 Antenna diversity (a) BER based (b) Post-detection method
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Figure 4.14 Flowchart of BER based antenna diversity

4.10.2 Antenna Diversity (Post-Detection)

As shown in Figure 4.13 (b}, the implementation of post detection antenna
diversity needs two Rake receivers in the receiving end and this complicates

the hardware structure. The multipath signals from the two antennas are
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resolved and combined in the two Rake receivers. Finally, the outputs of the
Rake receivers are combined to form a composite signal. Again, more than two
antennas can be used but this complicates the hardware structure. There is a
tradeoff between system performance and hardware complexity. Simulation

results for the antenna diversity with post-detection method are shown in

Chapter 5.

4.11 Summary

In this chapter, the system model and different aspects of the system are
described. In particular, channel coding, interleaving, spreading codes, and
multipath channel model are discussed in detail. Methods to improve the
performance of a system are suggested. For example, diversity gain obtained
from Rake combining and antenna diversity. The sensitivities of UTRA system
performance to the parameter number of fingers in the Rake receiver are first
introduced in this chapter. In addition, the diversity gain provided by collecting

two uncorrelated signals using two antennas are explained.
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Chapter 5

SIMULATION RESULTS

5.1 Introduction

Preliminary study on the sensitivity of Universal Terrestrial Radio Access
(UTRA) performance to system parameters is given in [84]. In this chapter,
results of the investigation into the parametric sensitivities of UTRA system
are reported. The parameters selected include the number of fingers in Rake
receiver, path searching algorithm, interleaving depth, and antenna diversity.
The sensitivity analysis is deemed necessary because under different scenarios
(e.g., different number of signal paths, and different Doppler frequencies),
varying of the parameters will have different impacts on the system
performance. For example, the performance improvement by increasing the
number of fingers in an unmatched Rake receiver is more sensitive for a
system without path searching algorithm implemented than a system with the
algorithm impiemented. System performance is expressed in terms of average
bit error rate (BER) probability versus average signal energy per information
bit-to-background noise power spectrum density ratio (Ey/Ng) for several

values of the selected parameters. It should be noted that in all the simulation
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results shown in the following, unless otherwise stated, the interleaving depth
is 10 msec, Doppler frequency is 80 Hz (f,,T; = 8.33x10*), and the maximum
delay spread is always a lot smaller than the symbol duration of the desired
user (i.e., Znax << 75) so that intersymbol interference (ISI) is negligible. Before
the simulation results are presented, interpath interference (IPI) is explained in
Section 5.2, Simulation results for matched Rake receiver and unmatched Rake
receiver are presented.in Section 5.3. The performance improvement provided
by the.path searching algorithm is also presented and analyzed in that section.
In Section 5.4, the system performance under different interleaving depths and
Doppler frequencies are given. In Section 5.5, the performances of two types
of antenna diversity are discussed. The power control aspects and how the
system performs under imperfect power control are discussed in Section 5.6.

Finally, this chapter is summarized in Section 5.7.

9.2 Interpath Interference

Before going into the discussion of Rake receiver, we have to first understand
the effect of IPI that many literature have ignored or treated as negligible
(9](11][26]. The way a Rake receiver separates multipath signal is utilizing the
autocorrelation properties of the PN codes. Because of the autocorrelation of a
PN sequence is one at zero time delay and approximate zero elsewhere, paths
can be separated with little interference between them. However, this is only
true for ideal case as shown in Figure 5.1. Figure 5.1 shows the case of ideal

periodic autocorrelation properties of PN sequence with length N of 15. When
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the time delay is zero, the normalized peak value is one; otherwise, the
sidelobes are -1/N (= -1/15). The longer the sequence, the lower the sidelobes
are. For the non-ideal case (i.e., partial-periodic correlation), sidelobes are high
especially for low processing gain [50]. And this is shown in Figure 5.2 where
the PN sequence used is with length N of 2*-1. The sidelobes of the
partial-periodic autoc_orre]ation of the PN sequence [85] introduces IPI in Rake
combining. It should be. noted that the IPI is not depending on the number of
fingers in the Rake receiver but on the number of signal paths in the channel.
In the following sections, some of the simulation results show that IPI has

dominant effects on the system performance.

PG=15. ideal correlation

1% T T T T

R (1)

el chL";i;';Ll b4 'J:;”J;'l}L}L';”'J)}L”il‘;l'll'é4;J;;L' L

Figure 5.1 Ideal periodic autocorrelation of a PN sequence
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Figure 5.2 Non-ideal partial-periodic autocorrelation of

a PN sequence with different processing gains

5.3 Rake Diversity

In a multipath fading environment, the use of Rake receiver significantly
improves the system performance [8]. Therefore the performance comparison
for a system with conventional and Rake receiver, the impact on the system
performance with the selection of number of fingers in relation to the number
of paths, and the performance improvement obtained when a path searching
algorithm is implemented are discussed. In particular, the sensitivities of

UTRA system performance to the parameters are investigated.
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In the results provided in the past, many of them investigated the
scenarios where the number of fingers equals the number of signal paths
[(13]-[15][18][20]. However, this matched receiver case is only feasible when
the chip rate is low and the number of resolvable paths is small. In the third
generation (3G) systems, where the chip rate is high and thus the number of
resolvable paths is usually high, a Rake receiver with number of fingers not
matched to number of signal paths seems more practical in the hardware point
of vieQ. Therefore two different types of Rake receiver are investigated. The
first type is called matched Rake receiver, where the number L of fingers is
matched to the number M of signal paths (L =M). And the second type is
called unmatched Rake receiver, where the number of fingers is not matched to
number of signal paths (L < M).

Before going into the discussion of matched Rake receiver, we first
investigate the performance of a conventional receiver to emphasize the

importance of a Rake receiver.

5.3.1 Conventional Receiver

The BER performance of a conventional receiver (i.e., a Rake recetver with
only one finger) in a fading channel is depicted‘ in Figure 5.3. It can be
observed from the figure that the performance degrades as the number of
signal paths, M, increases. This is intuitively correct since more power 1s lost
when the number of signal paths increases but the receiver is able to use only

one path. The loss of signal power depends on the multipath power delay
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profile (MPDP). It can also be noted from the figure that even at high E,/N,
the performance is still poor. And for M =2 to 6, the curves saturate at high
Ey/Np. Tt is because there is only one finger in the Rake receiver and therefore

diversity is not used.

Averoge BER

Average Etho (dB)

Figure 5.3 BER performance of a conventional receiver

The theoretical BER performance of a receiver with number L of

fingers under uniform MPDP environment is {11]

E=[s0-u] 8" Hhaen] 6.0
[2 ]M( k)2

where
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p= |t (5.2)

and

(5.3)

is the average signal-to-noise ratio (SNR) per signal path.
It is assumed that E(a,f) =1 in the whole context of this thesis where
a is the Rayleigh distributed amplitudes of the multipath signal. Therefore

- E E
yzN—"E(a,f) =N—b. That is, the average received SNR is not affected by
[+ o

For the case of a conventional receiver, where the number of fingers

equals one, (5.1) can be modified with L= 1 as
— |1
P, = [—(1 ~u)]- (5.4)

A graph plotted according to (5.4) is given in Figure 5.4. It should be
noted that the BER performance is piotted against average E,/Np and the
conversion between average E/Np and Z is given in (5.3). As shown in the

diagram, the theoretical results have better performance compared to that of
the simulation results. It is because in the theoretical analysis, no IPI and no
inter-user interference are assumed. However, the trends of the curves for both

the theoretical and simulation cases are similar.
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Theoretical results

average BER

average %mo {dB)

Figure 5.4 Theoretical results of the performance of a conventional receiver

From these results, we can conclude that a conventional receiver gtves
poor system performance in a multipath fading environment. It is expected that
the use of a Rake receiver with more than one finger will provide significant

improvement in the system performance and this.is discussed next.

5.3.2 Matched Rake Receiver

Figure 5.5 shows the structure of a matched Rake receiver where the number L
of fingers is equal to the number M of signal paths. As shown in the fi gure, the

received multipath components are resolved and each path has equal SNR y,
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(Yog =V =...=¥,u =7.) since uniform MPDP is used. For the case of a
matched receiver, the number L of fingers is matched to the number M of
signal paths and therefore the total SNR ¥, at the input of the combiner is
n+prp+...+0) =(n+p+...+m =E/Ny. In other words, there is no

power loss in the matched Rake receiver case.

Matched Rake receiver (M=L)

Yo = BN VM, 7y ={ENoVM
. . o = (E SN UM =(E,/N M combined
signal in Multipach Path Lo = .Y, Maiched B8 MRC signal out
= E/N, channel resolving i receiver I combiner
Vg = (BN IM 1= BN M
number of signal
paths = M

Figure 5.5 Structure of a matched Rake receiver

The performance improvement with increasing number L of fingers in a
Rake receiver is shown in Figure 5.6. It should be noted that in this case the
number M of signal paths is fixed as 6. As shown in the figure, the
performance improves with increasing L. This can easily be explained by the
fact that increasing the number of fingers used in the Rake receiver means
achieving higher order of diversity gain. For L = 1, the BER performance stays
about the same for all E,/Ny’s. It is because of no diversity gain and strong IPI
presented, especially in high E/Ny’s, in this case. It should be noted that this
case 18 in contrast with the single finger and single path case (L=1, M= 1),
where BER reduces with increasing E,/Nps. As the number of fingers

increases, the BER shows bigger improvement for higher Ey/N,. This is
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because of the higher order of diversity gain. In particular, there is a 2dB
improvement when the number of fingers is increased from 4 to 5 at BER of
107, And there is a 1 dB improvement when the number of fingers is increased
from 5 to 6 at BER of 102 And the case of L= 6 gives the best performance
since the receiver is matched to the channel. That is, the number of fingers is
matched to the number of signal paths (L = M). It can be concluded from this
figure that for an (;.n\}ironment with fixed number of signal paths, the more

number of fingers in the Rake receiver, the better the system performance is.

Average BER

Average Eh:'Nu (dB)

Figure 5.6 BER performance of a system with M = 6 as a function of L

The BER performance of a matched Rake receiver is shown in Figure

5.7. As depicted in the figure, the BER performance is improved significantly
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when compared to the conventional receiver case. The performance improves
with increasing L. This makes sense because the order of diversity increases
with increasing number of fingers. It should be noted for the case where L = 5
and 6, their performances are similar for E/Ny = 4 to 8 dB. For E/Np > 8 dB,
the performance for L = 5 outperforms L = 6, and for E,/Np> 10 dB, the
performance for L=4 outperforms L=6. It is because in this case IPI
dominates over the divérsity gain [86]. From Figure 5.3 and Figure 5.7, we can
conclude that a matched Rake receiver has better performance over a
conventional receiver. However, as Phe number of signal paths and fingers
increases, IPI is more dominant in high Ep/N, [3] and as a result gives poorer

performance.

Average Ethu (dB)

Figure 5.7 BER performance of a matched Rake receiver
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5.3.3 Unmatched Rake Receiver

In hardware complexity point of view, it is sometimes not practical to
implement a Rake receiver with number of fingers matched to the number of
signal paths in the channel. This is becéuse in wideband systems, where the
number of resolvable paths is usually high, the implementation of a matched
Rake receiver incr_eases the hardware complexity and consumes more power.
More importantly is tﬁat the movement of the mobile unit results in significant
changt.:s in the number of paths and the shape of the MPDP. Thus, the number
of paths will dynamically change. An unmatched Rake recetver can be
implemented regardless of the number of signal paths and this is investigated

in the next section.

5.3.3.1 Without Path Searching Algorithm

The structure of an unmatched Rake receiver is shown in Figure 5.8 where the
number L of fingers is smaller than the number M of signal paths. Since

uniform MPDP is used, the received multipath components from the channel
are resolved and each path has equal SNR ¥ (¥, =y, =...=¥. =V.). For

the case of an unmatched receiver, the number L of fingers is smaller than the

number M of signal paths and therefore the total SNR y, at the input of the

combineris (5 + ¥+ ... + 1) < (Vi + Y2 + ... + Yens) = EW/Np. In fact, % in this

case is equal to -A%(E”/N ) In other words, there is power loss in the
0
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unmatched Rake receiver case and the amount of power loss decreases with

increasing number L of fingers in the unmatched Rake receiver.

Unimatched Rake receiver (M=>L)

¥ = (BN MM
. ¥ = (BN MM bined
. . = (E/NIM _ combin
signal in Multipath pan 2 (EJ/NYM | hed | 12= (ELINVM MRC Sigmal out
y=EJN, channel | - resolving receiver . =(£,.'!NDVM combiner
Vgt = (CEJSNIM
nuinber of signal
paths = M

Figure 5.8 Structure of an unmatched Rake receiver

The performance of a 3-finger Rake receiver (L =3} without path
searching algorithm as a function of number of signal paths in the channel is
shown in Figure 5.9. As we can observe from the figure, the best performance
is achieved at M = 3 and degrades at M = 4 to 6. This makes sense because for
M =3, this is a matched Rake receiver case. However, for M = 4 to 6, because
more power is lost in greater number of signal paths, the performance of
course degrades. A path searching algorithm can be implemented to improve
the performance of an unmatched Rake receiver énd this is shown in the next

section.
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Average Etho {dB)

Figure 5.9 BER performance of an unmatched Rake receiver

5.3.3.2 With Path Searching Algorithm

With path searching algorithm implemented, the instantaneously received
power of each multipath component is compared every symbol period and the
Rake receiver fingers are locked onto the paths with strongest powers. That is,
out of the M signal paths, L strongest paths are chosen for combining. Another
method of assigning fingers in the Rake receiver is using the average power
based scheme, where powers over several symbol periods are averaged. And
the fingers pick the ones with strongest average powers. Since the Doppler
frequency of the system is significantly smaller than the symbol rate, the
instantaneous received power based finger assignment scheme is used and it

has a superior performance [87]. The finger assignment technique can be
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further explained by Figure 5.10 where the structure of an unmatched Rake
receiver with path searching algorithm implemented is shown. The received
multipath components are resolved followed by path searching. Each resolved
path has equal average SNR (E;JNO)/M since uniform MPDP is used. In the
unmatched receiver with path searching algorithm implemented, out of the M
signal paths, L paths with strongest power are selected for every symbol period
cycle for combining. That is, SNR’s n2pr2...2n where y=max{y,,
¥c2, ---» ¥em}. Therefore the input SNR for the combiner is improved when
compared to an unmatched receiver without path searching algorithm

implemented, where the first L paths are chosen for combining.

Unmatched Rake receiver (M>L) with path searching

Yo = (BN VM .
Unmarched L combined
. . = (EJN M .
signal in Multipath pan Pt S iver b MRC signal out
“ = EJN,,I charinel resalving I with path " I combiner
Yau = BN M searching i3
L= M i

number of signal
paths = M

Figure 5.10 Structure of an unmatched Rake receiver

with path searching algorithm

The improved input SNR for the combiner gives better system
performance as shown in Figure 5.11 to Figure 5.15. Figure 5.11 to Figure 5.15
show the performance of a system without and with path searching algorithm
implemented as a function of L. In Figure 5.11, the performance improvement

for the implementation of path searching for L = 1 is shown. This case can be
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considered analogous to SC. As shown in the fi gure, at E/Ny =10 dB, BER of
3x10™ is achieved without the use of path searching and of 2x102 with path
searching algorithm implemented. The case of L =2 is shown in Figure 5.12.
At E/Ny =10 dB, BER of 1x10" is achieved without the use of path searching
and of 2x10” with path searching algorithm implemented. Similarly as shown
in Figure 5.13 for the case of L = 3, BER of 3x10? is achieved without the use
of path searching and bf 5%10* with path searching algorithm implemented at
Ey/Np=10dB. And as shown in Figure 5.14 for the case of L =4, BER of
7%107 is achieved without the use of path searching and of 3x10™* with path
searching algorithm implemented at E,/Ny = 10 dB. For the case of L= 5, BER
of 1x107 is achieved without the use of path searching and of 2x10™* with path
seérching algorithm implemented at Ey/Np = 10 dB as shown in Figure 5.15.
Table 5.1 summarizes the BER performance improvement when path
searching algorithm is implemented under different number L of fingers in the
Rake receiver. As shown in Figure 5.16, the performance improvement
obtained from path searching gets smalier as the number L of fingers in the
Rake receiver increases. This is reasonable because when L = 1, the probability
that the signal goes into deep fade is high and the use of path searching
improves the performance significantly. On the other hand, signal variation in
the output of the receiver is small for L = 5, and the implementation of path
searching does not have a significant improvement on the system performance.
Therefore the performance improvement obtained by the use of path searchin g

is more sensitive when the number of fingers in the Rake receiver is small.
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Table 5.1 BER performance (at Ey/Np = 10 dB) improvement achieved

from the implementation of path searching algorithm

L without path searching | with path searching | improvement
1 3x10" 2x1072 I order of
magnitude
2 110" 2x107 2 order of
magnitude
3 - 3x107 5x10* 2 order of
: magnitude

4 7x10° 3x10™ > 1 order of
magnitude
5 1x10° 2x10* L order of
magnitude

T

—*— L=1, M=6
"=+ - L=I, M=6 (with path searching)

Average Eh.fN‘J (dB)

Figure 5.11 BER performance of an unmatched Rake receiver with and

without path searching (L = 1)
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| —+—  L=2,M=s6
1=+ - L=2, M=6 (with path searching)

Aversge BER

-3

Average E\z"No {dB)

Figure 5.12 BER performance of an unmatched Rake receiver with and

without path searching (L = 2)
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| ——  L=3,M=6
=+ - L=3, M=6 (with path searching)

Average BER
5‘l

Average Ftho {dB)

Figure 5.13 BER performance of an unmatched Rake receiver with and

without path searching (L = 3)
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| —#—  L=4, M=6
‘—+--  L=4, M=6 (with path searching)

Average BER

Average Etho {dB}

Figure 5.14 BER performance of an unmatched Rake receiver with and

without path searching (L = 4)
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| ——  L=5,M=6
------------------ oo o=#=- L=5, M=6 (with path searching)

Average BER

...................................

Avernge E‘o'rNo {dB)

Figure 5.15 BER performance of an unmatched Rake receiver with and

without path searching (L = 5)
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without path searching with path searching
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Average BER
a2
Average BER
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A+ L=2,M=6
JJre- L=3,M=6|:
1 L=4, M=6 |-
|4 L=5, M=6 :
10 i L
4 6 8 19
Average Ebeo (dB) Average Eb"No {dB)

Figure 5.16 Summary of BER performance of an unmatched Rake receiver

with and without path searching (L =1 to 5)

Shown in Figure 5.17 is the BER performance of a 3-finger Rake
receiver with path searching algorithm implemented under different channel
conditions. It can be observed from the figure that the case of M = 4 has the
best performance. It is because the power loss in this case is least among the
three cases. The performance improvement with the use of path searching
algorithm can be observed by comparing Figure 5.9 with Figure 5.17, which is

given as a summary in Figure 5.18.
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L=3, with path searching

Average BER

Average Ethu (dB)

Figure 5.17 BER performance of a 3-finger Rake receiver with

path searching under different channel environments
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Average BER

Average Ebeo (dB)

Figure 5.18 Comparison of BER performance of a 3-finger Rake receiver

with and without path searching under different channel environments

Yang [21] derived an equation of the captured energy for an L-finger

Rake receiver with path searching algorithm as

P et s = E{[f}% ME{(— l)j(Mj_ k] ' +1k)2 J} 5.5)

Since the captured energy for an L-finger Rake receiver without path

searching technique is

p ro path searching =

L
I7E (5.6)

the gain in dB provided by the use of path searching is
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nao path searching

gain =20 10g,0( ppa!h searching J

g[S el

For L =3, M =4, by (5.7), this gain is 1.94 dB. For L=3 M=5, by

(5.7), this gain is 3.23 dB. For L =3, M =6, by (5.7), this gain is 4.17 dB. The
simulation results shown in Figure 5.18 closely agree with these theoretical

values.

The performance of an unmatched Rake receiver with path searching
algorithm implemented is analyzed. The theoretical results are compared with
the results obtained from the simulation experiments to confirm the correctness
in the following.

Refer back to Figure 5.10, the selected path with index K (1 < K <L)
has the maximal SNR of M-K+1 paths under the condition that K-1 paths have
already been selected with the maximal SNR from the M paths. In other words,
12 a2 ... 2. Although the probability density function (pdf) for the path
with index M is Rayleigh distributed, the selected path with index K is no

longer Rayleigh distributed and can be expressed as [88]

My I L
- c —_ Fe re 8
Pr (¥ (114—1{)!(1(—1)![l ¢ J ‘o (5.8)

where ¥ is the SNR per signal path.
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To compute the BER performance of a system with path searching
algorithm implemented, it is necessary to obtain the pdf of the input signal to
the maximal ratio combining (MRC) combiner. That is, the pdf of the signal
with SNR % =y + }2 + ... + y.. There are several ways to obtain this pdf such
as using the characteristic function, the Fourier transformation, or the Laplace
transformation. However, the pdf given in (5.8) does not give practical

calculations for this. Therefore (5.8) is approximated by a Gamma pdf as [88]

m iy ymx_l __"_TLY
p,,N=|=Lt| e’ (5.9)
’ ( KJ I“(m,()
with mean Z and my given as
—2
g =:J,K—_2—, (510)
Ye =¥«
where
Y =[v b, 1y
Ml 1 -
- ) S .11)
(K- " ZM-DIG-KY! i
and

ve =[r'p, (ndy

MM 1 (~1)"*
= 2p2y : 12
(K =1! y“,.=K M-Gi-K)y ©-12)
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From {88], the Gamma pdf for the MRC SNR ¥ can be approximated

by
s m—1 T
m y ] Y—J’
p,)=|=| =—e?", (5.13)
Ya {yb J r(mb)

where y, = Zi:: Y » Z = E;,Z’ and

LN ¢ Zz
my, =(§VKJ ;m,(

] . (5.14)

The conditional BER probability for coherent quaternary phase shift

keying (QPSK) reception is given by [11]
P(y,)=0(y2y,), (5.15)

where Q(x) is the Q-function defined as

1 7 . s

O(x)=—==|e"""dt. (5.16)

N2 j‘:

And the Q-function is bounded by

1 1 ey 1 —h
|- f—F—e" " S 0(x) S ———¢7""". (5.17)
[ xz)x- 2.7 x2.7
The average BER probability is
P =[P(y,)p, 1,)dy,. (5.18)
[+

Therefore the upper bound of average BER probability is given by [90]
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Similarly, the lower bound of average BER probability is given by [90]

—= 1
Pe.Iawerbound =

21 Yo

& " F(mb _%)(&
Vs L(m,)

a(m)
47 Z

Ya

(m —%)(ﬂ
['(m,)

+ 1}_'""
+ 1}_""‘

(5.20)

The theoretical BER performance (upper bound case) of an unmatched

Rake receiver is shown in Figure 5.19. The curve for theoretical result has
slight improvement over the computer simulation results as shown in Figure
5.20. This can be explained by the fact that in the theoretical analysis,
inter-user interference is assumed to be negligible. If the inter-user interference
1s considered as noise, the effective EW/Ny for the theoretical analysis will be
degraded by a certain amount. In addition, nearly ideal correlation properties of
the spreading code function is assumed [88] and therefore IPI is ignored, which
1s a phenomenon happens in the sirﬁulation results as shown in Figure 5.7. It

should be noted that in Figure 5.19 and Figure 5.20, the BER performance is
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plotted against }_/b_ but not average E3/Ny. The conversation between Ey/N, and

# is given in Appendix A.

Average BER

Avemgc'{h (dB)

Figure 5.19 Theoretical BER performance of an unmatched

Rake receiver with path searching (L = 3)
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Figure 5.20 Comparison of theoretical and simulated BER performance

of an unmatched Rake receiver with path searching (L = 3)

5.4 Interleaving Depth and Doppler Frequency

Rake diversity can give significant improvement to the system performance as
shown in the previous sections. Another diversity technique is interleaving,
which is one kind of time diversity. In fading environments, the combination
of convolutional code and interleaving enhances the system performance
significantly [89]. It should be noted that a system only implemented with
interleaving but without channel co&ing still has poor performance. These are
depicted in Figure 5.21 and Figure 5.22. In fact, as shown in the figures, the

performance for this case (the line with “+” marks) is almost the same as a
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system without both interleaving and channel coding (the line with “0” marks).
The reason is when interleaving is used, a channel that exhibits bursty error
characteristics can be looked as if it were a memoryless channel. However, if
no channel coding is used with interleaving, the errors still cannot be corrected
even though interleaving has dispersed the bursty errors. In words, the
interleaver tumns a bursty errors channel into a memoryless channel and
channel coding, which is designed optimally for memoryless channels, corrects

the indépendently occurring errors.

. (a) interleaving = 5 msec (b} intereaving = 10 msec

Average BER
Average BER

4 [ 3 10
Average Eh"NO {dB) Avernge Ebmo (dB)

(¢} interleaving = 20 msec

-+ interleaving, coding
+- interleaving, no coding
8- no interleaving, no coding

fm=33Hz; L=3;, M=3

Average BER

4 6 8 10
Avernge EOIN o {dB}

Figure 5.21 The effects of interleaving and channel coding on BER

performance (f,, = 33Hz) (a) 5 msec (b) 10 msec, and (c) 20 msec
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(b} interleaving = 10 msec

(a) interleaving = 5 msec

Average BER

Average ]%,!No (dB) Average Etho (dB)

(c) interleaving = 20 msec

-+ interleaving, coding
-+ interleaving, no coding
-@ no interleaving, no coding

fm=80Hz: L=3: M=3

4 6 8 4]
Average Ebeo (dB)

Figure 5.22 The effects of interleaving and channel coding on BER

performance (f,, = 80Hz) (a) 5 msec (b) 10 msec, and (c) 20 msec

System performances as a function of the parameters interleaving depth
and Doppler frequency are shown in Figure 5.23 to Figure 5.25. For all cases,
performance improves with longer interleaving depth at high Ey/Np. It is
because bursty errors that are caused by the fading channel are more separated
by longer interleaving depth. On the other hand, performances for different
interleaving depths at low E,/Np are similar because in this case, error bursts
occur so often that even interleaving depth as long as 20 msec cannot correct
the errors. In general, higher Doppler frequency gives better system

performance because in higher Doppler frequency, the fade duration is shorter.
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However, the performance with higher Doppler frequency is expected to
degrade in real systems because the channel is fading so fast that it is difficult

to mitigate the power variations with power control process. Moreover,

channel estimation becomes more difficult in fast fading channels.

f =10Hz;L=3;M=3
m

Averuge BER

Average E.JNO (dB)

Figure 5.23 BER performance as a function of

interleaving depth (f,,T; = 1.04x10™)
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f =33HzL=3M=3
m

Average BER

Average Etho {dB)

Figure 5.24 BER performance as a function of

interleaving depth (f,T; = 3.44x10™)
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f =80HzL=%M=3
m

Average BER

Average Ebeo (dB)

Figure 5.25 BER performance as a function of

interleaving depth (f,,T; = 8.33x10™)
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The BER performance of a matched Rake receiver (L = 3, M = 3) with
different maximum Doppler frequencies, f,,, for the three signal paths is shown
in Figure 5.26. The cases with f,, =40 Hz, 60 Hz, and 80 Hz are included as

references.

-2

10

Average BER

107k

Average Et‘mu (dB)

Figure 5.26 BER performance with different f,, for individual signal paths

5.5 Antenna Diversity

Antenna diversity is one kind of space diversity that is achieved by two or
more antennas separated with sufficient distance. When two antennas are
spaced apart with a distance far enough so that the two signals received are
uncorrelated, antenna diversity gain can improve system performance in this

case. After the invention of microstrip ahtenna, it is feasible to employ antenna
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diversity in the forward link where the mobile unit is small. There are two
types of antenna diversity investigated in this thesis. The first type is BER
based, where the current antenna is switched to a new one when an error is
detected. Another type is post—detection.method, where two Rake receivers are
required. More detailed descriptions of these two types of antenna diversity are

given in latter sections.

5.5.1 BER based Antenna Diversity

In this type of antenna diversity, the selection of antenna is based on the BER,
When an error is detected, the current antenna is switched to another one. The
BER performances with different number L of fingers in the Rake receiver and
number M of signal paths in the channel are shown in Figure 5.27 to Figure
5.29. Shown in Figure 5.27 is the BER performance of a system employed
with BER based antenna diversity with L=1 and M = 1. As we can see from
the figure, the diversity gain obtained is not significant. For BER of 10°', about
1 dB gain is obtained. The BER performance for L =2 and M =2 is shown in
Figure 5.28. Again, as shown in the figure, only 1 dB gain is obtained for BER
of 10”. For L=3 and M =3, the improvement is about 1 dB for both BER of

107 and 107 as shown in Figure 5.29.
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Averoge BER

107

T

Antenna 1
Antenna 2

BER based antenna diversity | -1

Average E"."N° {dB)

Figure 5.27 BER based antenna divcfsity L=1,M=1)
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Antenna 1
Antenna 2 N
BER based antenna diversity |

Average BER
5I

10
Average EbI'NO {dB)

Figure 5.28 BER based antenna diversity (L =2, M = 2)
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Figure 5.29 BER based antenna diversity (L =3, M = 3)

The BER based type antenna diversity is one kind of switch diversity
because there are switching between antennas. Table 5.2 and Table 5.3 show
the number of switching and switching frequency, respectively, under different
scenarios. As shown in Table 5.3, the switching frequency is very high at low
Ey/Np for L=1 and M = 1. The increased demand of power consumption for
the high frequency of switching makes this BER based antenna diversity not

feasible especially in the forward link.
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Table 5.2 Number of switching under different channel environments

Number of switching (in 50 seconds)
Ex/No L=1,M=1 L=2,M=2 | L=3M=3
4dB 720,412 233,617 145,349
6 dB 570,006 68,164 31,598
8 dB 374,617 14,438 5,356
10dB 178,988 2,565 670

Table 5.3 Switching frequency under different channel environments

Switching frequency (Hz)
Ed/No L=L,M=1 | L=2M=2 | L=3 M=3
4dB 14,408 4,672 2,907
6 dB 11,400 1,363 632
8 dB 7,492 289 107
10 dB 3,580 51 13

As a summary, the performance gain of the BER based antenna
diversity is not sensitive to the number of fingers in the Rake receiver and
signal paths in the channel. In addition, the high frequency of switching makes
this BER based antenna diversity not feasible especially in the forward link.
However, the implementation of only one Rake receiver in the i"eceiving end is

the advantage of using it
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5.5.2 Post-Detection Antenna Diversity

Different from the BER based antenna diversity, post-detection antenna
diversity needs the implementation of two Rake receivers and thus increases
hardware complexity. However, this gives better system performance. The
BER performance of a system employed with post-detection antenna diversity
is shown in Figure_ 5.30 with different number L of fingers in the Rake receiver
and different number M signal paths in the channel. As shown in the figure, the
performance does not have an error floor with increasing £,/N; even only one
finger is used in the Rake receiver. It is because antenna diversity is applied in
this case. In fact, a l-finger matched Rake receiver system with antenna
diversity can be looked as if it were a 2-finger matched Rake receiver system
without antenna diversity. However, as shown in Figure 5.31, there is an
inferiority when compared with Figure 5.7 (L=2, M =2). It is because the
signal in the 1-finger Rake receiver experiences deep fades and results in a

wrong decision at the output of the receiver with a higher probability.
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Average BER

Average F1,IN° {4B)

Figure 5.30 BER performance of post-detection antenna diversity
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| —+—  Matched Rake (Fig. 5.7, L=2, M=2)
-—+ - Post—detection antenna diversity (L=1, M=1)

Average F1’,fNﬂ (dB)

Figure 5.31 BER performance comparison of matched Rake receiver (Figure

5.7, L =2, M = 2) and post-detection antenna diversity (L=1, M =1)
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Similarly, the case of L=2 and M =2 can be looked as if it were a
4-finger matched Rake receiver system without antenna diversity. And the
performance comparison for the case where L=4 and M =4 as shown in
Figure 5.7 is given in Figure 5.32. It can be seen from the figure that antenna
diversity gives better system performance because IPI is more dominant for

large M.

Matched Rake (Fig. 5.7, L=4, M=4)
Post—detection antenna diversity (L=2, M=2)

Average Eh"No (dB}

Figure 5.32 BER performance comparison of matched Rake receiver (Figure

5.7, L =4, M = 4) and post-detection antenna diversity (L =2, M = 2)
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For the case of L=3 and M =3, the performance has a greater
improvement over the case where L=6 and M =6 as shown in Figure 5.7.
This performance improvement as depicted in Figure 5.33 can be explained by

the fact that M is larger in this case and therefore IPI is more dominant.

Matched Rake (Fig. 5.7, L=6, M=6)
Post—detection antenna diversity (L=3, M=3)

Average BER

Average Ebmo (dB)

Figure 5.33 BER performance comparison of matched Rake receiver (Figure

5.7, L =6, M = 6) and post-detection antenna diversity (L =3, M = 3)

Therefore it can be concluded that the performance of post-detection
antenna diversity with n antennas (only n=2 is investigated in this thesis),
each with L fingers employed in the Rake receiver, is similar to a nL-finger

matched Rake receiver without antenna diversity. In particular, when the
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number of fingers (and signal paths) is large, post-detection antenna diversity

gives better performance because of IPI phenomenon.

5.6 Power Control Aspects

Because of the synchronous data transmission, forward link power control is
not an issue as irhportant as in the reverse link for single cell operating
environment [47]. Therefore perfect power control is assumed in the
simulations of forward link performance. The effects of imperfect power
control on the system performance are investigated in this section. It should be
noted that this imperfect power control investigation is applicable on both the
forward and reverse links.

Same as the previous simulations, the desired user is the one with
64 kbits/sec data transmission rate (R2 user). For perfect power control, the
transmit power of the desired user should be twice of the power of the users
with 32 kbits/sec data transmission rate (R1 users) as explained in Section 4.2
of Chapter 4. However, in the case of imperfect power control, the power is
unbalanced. Figure 5.34 shows the system perfoﬁnance with different cases as
depicted in Table 5.4. For example, Casel represents the situation where
Pr2 = Pra patanced; Pri = 1.5 Pri patanced, Pri = 1.6 PRi patanced, and

Pri =17 PRI balanced-
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Table 5.4 Different cases of imperfect power control

Pr; Pg P, Prp
Case | 1 1.5 1.6 1.7
Case Il 1 0.6 0.7 0.8
Case III 1 0.4 0.5 0.6
Case IV 1 0.1 0.2 0.3
Case V 0.5 1 i 1
Case VI 1 1 1 1

As shown in the figure, Case IV has the best performance. It is because
in this case, the other users (R1 users) are transmitting with the lowest powers.
On the other hand, the performances for Cases II, III, and IV only have
marginal improvements when compared to perfect power control Case VI,
That means imperfect power control where the R1 users are transmitting with
lower powers does not have significant effects (i.e., improvement) on the
destred R2 user. In Case I, the Rl users are transmitting with higher powers.
And results show that the performance of the desired R2 user is degraded when
compared to perfect power control Case VI. However, the degradation is not
significant. The imperfect power control on the other users has no significant
effect on the performance of the desiréd user because the interference between

different users is minor. On the other hand, the imperfect power control on the
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desired R2 user gives significant degradation on its performance as shown with

Case V in Figure 5.34,

Average E‘,!Na (dB)

Figure 5.34 BER performance of imperfect power control

Therefore we can conclude that the BER performance mainly depends
on the power control on the desired user. Even if there is imperfect power
control on the other users, there is no significant effect as observed on the
desired user. However, this may not be true when the number of users in the

system increases to tens or hundreds.
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5.7 Summary

In this chapter, sensitivities of UTRA system pérformance to the parameters—
number of fingers in the Rake receiver, implementation of path searching
algorithm, interleaving depth and antenna diversity— are presented. In all cases,
matched Rake receiver provides the best performance but hardware complexity
is high. The implemgntation of path searching algorithm gives significant
tmprovement on a system with unmatched Rake receiver. The performance is
comparable to the matched Rake receiver case. In general, longer interleaving
depth provides better system performance but the delay introduced in it is the
main concern of choosing the interleaving depth. The BER based antenna
diversity requires high number of switching when the E,/Np is low. This high
frequency of switching consumes more power and thus not feasible especially
in the forward link. In general, the gain provided by the BER based antenna
diversity is only 1 dB in most of the cases and it is not sensitive to the number
of fingers in the Rake receiver and signal paths in the channel. A system
employed with post-detection antenna diversity with L fingers in each antenna
(a total of 2 antennas) is analogous to a 2L-finger matched Rake receiver
system without antenna diversity. In particular, for more number of signal
paths, the post-detection antenna diversity method is superior. Power control is
important in CDMA systems. However, imperfcct power control on other users
does not give significant performance improvement for the advantage user

(i.e., the one with perfect power control) in a 4-user system.
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Chapter 6

CONCLUSIONS
AND FURTHER RESEARCH

6.1 Conclusions

The sensitivities of UTRA system performance to the parameters including the
number of fingers in the Rake receiver, the implementation of path searching
algorithm, interleaving depths, Dopplef frequencies, antenna diversity, and
power control are investigated in this thesis. It can be concluded that best
system performance is obtained from using a matched Rake receiver. That is,
the number of fingers in the Rake receiver is matched to the number of signal
paths in the channel. However, because of the number of resolvable paths in a
wideband system is usually large and the number of signal paths changes
dynamically as the mobile unit moves, the implementation of a matched Rake
receiver seems not practical in a 3G system. It is more feasible to implement an
unmatched Rake receiver where the number of fingers in the Rake receiver is
not matched to the number of signal paths in the channel. Simulation results
show that the performance of an unmatched Rake receiver is, as expected,

inferior to that of a matched Rake receiver. In fact, the performance
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degradation is significant. However, the implementation of path searching
algorithm in an unmatched Rake receiver gives significant improvement on the
system performance. And the performance is comparable to the matched Rake
receiver case. Theoretical results show the close agreement with the results
obtained from simulation experiments.

System performance improves with increasing interleaving depths but
the delay introduced is a prime consideration for the system designers in
choosing this parameter. The interleaving depth should be chosen carefully or
the delay introduced in it becomes intolerable for services such as speech or
real-time video conferencing. Simulation results show that system with higher
Doppler frequencies gives better performance. The reason is that the duration
of deep fades is shorter for higher Doppler frequencies and therefore the
interleaver can disperse the bursty errors more efficiently into random errors.
However, this may not be the case in real systems since the channel changes
rapidly in high Doppler frequencies. And it is difficult to achieve optimal
measurements for channel estimation and power control in a rapidly changing
environment.

Besides Rake diversity, antenna diversity is used as another means to
combat fast fading in order to provide further system improvement. Two types
of antenna diversity are investigated. The performance improvement of the
BER based antenna diversity is not sensitive to the parameter number of
fingers used in the Rake receiver. That is, no significant improvement is

observed when the number of fingers in the Rake receiver is increased. In
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addition, the high frequency of switching between antennas makes this method
not feasible especially in the forward link since it consumes large amount of
power. The performance of post-detection antenna diversity with n antennas
(only n=2 is investigated in this thesis), each with L fingers employed in the
Rake receiver, is similar to a system with nL-finger matched Rake receiver
without antenna diversity. In particular, when the number of fingers (and signal
paths) is large, the post-detection antenna diversity gives better performance
because of the IPI phenomenon.

The BER performance mainly depends on the power control on the
desired user. In other words, imperfect power control on the other users does
not result in significant improvement 0;1 the desired user in a 4-user system.

The matched Rake receiver is the most unattractive structure in terms
of hardware complexity. However, it gives the best system performance. An
unmatched Rake receiver gives the simplest structure. However, the
performance of it is unacceptable. An unmatched Rake receiver with path
searching is less complex than a matched Rake receiver. In addition, the
performance of unmatched Rake receiver with path searching is comparable to
that of a matched Rake receiver. Therefore to realize good performance with
reasonably complexity, it is suggested to use an unmatched Rake receiver with
path searching algorithm. Accurate channel estimates are necessity for an
unmatched Rake receiver with path searching. When a channel is fading
rapidly and as a result, channel estimations become inaccurate, the

performance gain obtained by path searching may be reduced. Therefore it is
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important to have accurate channel estimates for an unmatched Rake receiver
with path seérching algorithm.

Wireless communications are getting popular nowadays. The feasibility
of multimedia applications over mobile radio channels can be realized by the
3G cellular systems in the 21st century. The analysis of parametric sensitivities
of 3G UTRA cellular system given in this thesis are helpful to cellular system
designers in developing reliable 3G systems with considerations of the tradeoff

between system performance and complexity.

6.2 Further Research
Further investigation can be done on different kinds of channel. That is,
channels with different kinds of distributions such as Nakagami-m and Rician.
And performance comparisons can be made with the results obtained in this
thesis.

Investigations can be further extended to the situations when the signal
paths are correlated. These results can be compared with the ones available in
this thesis. Degradation because of the correlated paths can be obtained and

compared.
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Appendix A

RELATIONSHIP BETWEEN
En/Ny AND 1

To convert from 3 to E/N, (or vice versa), we need to first know the mean

value of yx. And this can be computed using the following equation:
Elyi)= [vep,, (re)dvs . (A1)

where p, (¥, )is given in (5.8).

Then, ¥ can be represented in terms of y., which is

L
Vo= 2 E(ry). (A2)
K=l
Since
_(&,/N,)
Vo= (A.3)

the relationship between % and E/N, for specific values of L and M can be

found.

In this analysis, L=3 and M=4to 6. Andthecaseof L=3 and M =4

is shown as an example as follows.

For K =1, using (A.1) and (5.8),
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4 }/-—l h Mr)
— i _ c Y
E(y,) = Ii’l m[l e’ J e dy, . (A.4)

—on

Using Binomial Theorem, it can be easily shown that (A.4) becomes

E(y)= %J@ : (A.5)
Similarly,
E(y,)= g?“ (A.6)
and
E(r) =7, (A7)
12

Therefore using (A.2), 3 can be computed as
3
Ve = E E(yy)
K=l

15
==y (A.8)

4
And using (A.3), (A.8) can be expressed as

15

=15 Es/No): (A.9)

I

The relationships between ¥, and E,/Np for cases with M =5 and 6 can

be computed in a similar way and they are summarized in Figure A.1.
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Figure A.1 Relationship between Ep/Np and %
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